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Abstract
We study the asymptotic properties of the small data solutions of the Vlasov-Maxwell system in
dimension three. No neutral hypothesis nor compact support assumptions are made on the data. In
particular, the initial decay in the velocity variable is optimal. We use vector field methods to obtain
sharp pointwise decay estimates in null directions on the electromagnetic field and its derivatives. For
the Vlasov field and its derivatives, we obtain, as in [8], optimal pointwise decay estimates by a vector
field method where the commutators are modification of those of the free relativistic transport equation.
In order to control high velocities and to deal with non integrable source terms, we make fundamental
use of the null structure of the system and of several hierarchies in the commuted equations.
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1 Introduction
This article is concerned with the asymptotic behavior of small data solutions to the three-dimensional
Vlasov-Maxwell system. These equations, used to model collisionless plasma, describe, for one species of
particles1, a distribution function f and an electromagnetic field which will be reprensented by a two form
Fµν . The equations are given by
2
v0∂tf + v
i∂if + ev
µFµ
j∂vjf = 0, (1)
∇µFµν = eJ(f)ν := e
∫
v∈R3
vν
v0
fdv, (2)
∇µ∗Fµν = 0, (3)
where v0 =
√
m2 + |v|2, m > 0 is the mass of the particles and e ∈ R∗ their charge. For convenience, we will
take m = 1 and e = 1 for the remainder of this paper. The particle density f is a non-negative3 function of
(t, x, v) ∈ R+ × R3 × R3, while the electromagnetic field F and its Hodge dual ∗F are 2-forms depending on
(t, x) ∈ R+ × R3. We can recover the more common form of the Vlasov-Maxwell system using the relations
Ei = F0i and B
i = −∗F0i,
so that the equations can be rewritten as√
1 + |v|2∂tf + vi∂if + (
√
1 + |v|2E + v ×B) · ∇vf = 0,
∇ ·E =
∫
v∈R3
fdv, ∂tE
j = (∇×B)j −
∫
v∈R3
vj√
1 + |v|2 fdv,
∇ ·B = 0, ∂tB = −∇× E.
We refer to [10] for a detailed introduction to this system.
1Our results can be extended without any additional difficulty to several species of particles.
2We will use all along this paper the Einstein summation convention so that, for instance, vi∂if =
∑
3
i=1 v
i∂if and ∇µFµν =∑3
µ=0∇µFµν . The latin indices goes from 1 to 3 and the greek indices from 0 to 3.
3In this article, the sign of f does not play any role.
2
1.1 Small data results for the Vlasov-Maxwell system
The first result on global existence with small data for the Vlasov-Maxwell system in 3d was obtained by
Glassey-Strauss in [11] and then extended to the nearly neutral case in [17]. This result required compactly
supported data (in x and in v) and shows that
∫
v
fdv . ǫ(1+t)3 , which coincides with the linear decay. They
also obtain estimates for the electromagnetic field and its derivatives of first order, but they do not control
higher order derivatives of the solutions. The result established by Schaeffer in [17] allows particles with high
velocity but still requires the data to be compactly supported in space4.
In [3], using vector field methods, we proved optimal decay estimates on small data solutions and their
derivatives of the Vlasov-Maxwell system in high dimensions d ≥ 4 without any compact support assumption
on the initial data. We also obtained that similar results hold when the particles are massless (m = 0) under
the additional assumption that f vanishes for small velocities5.
A better understanding of the null condition of the system led us in our recent work [4] to an extension of
these results to the massless 3d case. In our forthcoming paper [5] we will study the asymptotic properties of
solutions to the massive Vlasov-Maxwell in the exterior of a light cone for mildly decaying initial data. Due
to the strong decay satisfied by the particle density in such a region we will be able to lower the initial decay
hypothesis on the electromagnetic field and then avoid any difficulty related to the presence of a non-zero
total charge.
The results of this paper establish sharp decay estimates on the small data solutions to the three-
dimensional Vlasov-Maxwell system. The hypotheses on the particle density in the variable v are optimal
in the sense that we merely suppose f (as well as its derivatives) to be initially integrable in v, which is a
necessarily condition for the source term of the Maxwell equations to be well defined.
Recently, Wang proved independently in [20] a similar result for the 3d massive Vlasov-Maxwell system.
Using both vector field methods and Fourier analysis, he does not require compact support assumptions on
the initial data but strong polynomial decay hypotheses in (x, v) on f and obtained optimal pointwise decay
estimates on
∫
v
fdv and its derivatives.
1.2 Vector fields and modified vector fields for the Vlasov equations
The vector field method of Klainerman was first introduced in [13] for the study of nonlinear wave equations.
It relies on energy estimates, the algebra P of the Killing vector fields of the Minkowski space and conformal
Killing vector fields, which are used as commutators and multipliers, and weighted functional inequalities
now known as Klainerman-Sobolev inequalities.
In [9], the vector field method was adapted to relativistic transport equations and applied to the small
data solutions of the Vlasov-Nordström system in dimensions d ≥ 4. It provided sharp asymptotics on the
solutions and their derivatives. Key to the extension of the method is the fact that even if Z ∈ P does not
commute with the free transport operator T := vµ∂µ, its complete lift
6 Ẑ does. The case of the dimension 3,
studied in [7], required to consider modifications of the commutation vector fields of the form Y = Ẑ+Φν∂ν ,
where Ẑ is a complete lift of a Killing field (and thus commute with the free transport operator) while
the coefficients Φ are constructed by solving a transport equation depending on the solution itself. In [19],
similar results was proved for the Vlasov-Poisson equations and, again, the three-dimensionsal case required
to modify the set of commutation vector fields in order to compensate the worst source terms in the commuted
transport equations. Vector field methods led to a proof of the stability of the Minkowski spacetime for the
Einstein-Vlasov system, obtained independently by [8] and [12].
Note that vector field methods can also be used to derive integrated decay for solutions to the the massless
Vlasov equation on curved background such as slowly rotating Kerr spacetime (see [1]).
1.3 Charged electromagnetic field
In order to present our main result, we introduce in this subsection the pure charge part and the chargeless
part of a 2-form.
4Note also that when the Vlasov field is not compactly supported (in v), the decay estimate obtained in [17] on its velocity
average contains a loss.
5Note that there exists initial data violating this condition and such that the system does not admit a local classical solution
(see Section 8 of [3]).
6The expression of the complete lift of a vector field of the Minkowski space is presented in Definition 3.1.
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Definition 1.1. Let G be a sufficiently regular 2-form defined on [0, T [×R3. The total charge QG(t) of G is
defined as
QG(t) = lim
r→+∞
∫
St,r
xi
r
G0idSt,r,
where St,r is the sphere of radius r of the hypersurface {t} × R3 which is centered at the origin x = 0.
If (f, F ) is a sufficiently regular solution to the Vlasov-Maxwell system, QF is a conserved quantity. More
precisely,
∀ t ∈ [0, T [, QF (t) = QF (0) =
∫
x∈R3
∫
v∈R3
f(0, x, v)dvdx.
Note that the derivatives of F are automatically chargeless (see Appendix C of [4]). The presence of a
non-zero charge implies
∫
R3
r|F |2dx = +∞ and prevents us from propagating strong weighted L2 norms on
the electromagnetic field. This leads us to decompose 2-forms into two parts. For this, let χ : R → [0, 1] be
a cut-off function such that
∀ s ≤ −2, χ(s) = 1 and ∀ s ≥ −1, χ(s) = 0.
Definition 1.2. Let G be a sufficiently regular 2-form with total charge QG. We define the pure charge part
G and the chargeless part
◦
G of G as
G(t, x) := χ(t− r)QG(t)
4πr2
xi
r
dt ∧ dxi and ◦G := G−G.
One can then verify that QG = QG and Q ◦G = 0, so that the hypothesis
∫
R3
r| ◦G|2dx = +∞ is consistent.
Notice moreover that G =
◦
G in the interior of the light cone.
The study of non linear systems with a presence of charge was initiated by [18] in the context of the
Maxwell-Klein Gordon equations. The first complete proof of such a result was given by Lindblad and
Sterbenz in [16] and improved later by Yang (see [21]). Let us also mention the work of [2].
1.4 Statement of the main result
Definition 1.3. We say that (f0, F0) is an initial data set for the Vlasov-Maxwell system if f0 : R
3
x×R3v → R
and the 2-form F0 are both sufficiently regular and satisfy the constraint equations
∇i(F0)i0 = −
∫
v∈R3
f0dv and ∇i∗(F0)i0 = 0.
The main result of this article is the following theorem.
Theorem 1.4. Let N ≥ 11, ǫ > 0, (f0, F0) an initial data set for the Vlasov-Maxwell equations (1)-(3)and
(f, F ) be the unique classical solution to the system arising from (f0, F0). If∑
|β|+|κ|≤N+3
∫
x∈R3
∫
v∈R3
(1 + |x|)2N+3(1 + |v|)|κ|
∣∣∂βx∂κv f0∣∣ dvdx + ∑
|γ|≤N+2
∫
x∈R3
(1 + |x|)2|γ|+1
∣∣∣∇γx ◦F0∣∣∣2 dx ≤ ǫ,
then there exists C > 0, M ∈ N and ǫ0 > 0 such that, if ǫ ≤ ǫ0, (f, F ) is a global solution to the Vlasov-
Maxwell system and verifies the following estimates.
• Energy bounds for the electromagnetic field F and its chargeless part: ∀ t ∈ R+,∑
Zγ∈K|γ|
|γ|≤N
∫
|x|≥t
τ+
(
|α(LZγ (
◦
F ))|2 + |ρ(LZγ (
◦
F ))|2 + |σ(LZγ (
◦
F ))|2
)
+ τ−|α(LZγ (
◦
F ))|2dx ≤ Cǫ,
∑
Zγ∈K|γ|
|γ|≤N
∫
|x|≤t
τ+
(
|α (LZγ (F ))|2+ |ρ (LZγ (F ))|2+ |σ (LZγ (F ))|2
)
+τ− |α (LZγ (F ))|2 dx ≤ Cǫ log2M (3+t).
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• Pointwise decay estimates for the null components of7 LZγ (F ): ∀ |γ| ≤ N − 7, (t, x) ∈ R+ × R3,
|α(LZγ (F ))|(t, x) .
√
ǫ
τ−
τ3+
log2NM (3 + t), |α(LZγ (F ))|(t, x) .
√
ǫ
log(3 + t)
τ+τ−
,
|ρ(LZγ (F ))|(t, x) .
√
ǫ
log2(3 + t)
τ2+
, |σ(LZγ (F ))|(t, x) .
√
ǫ
log2(3 + t)
τ2+
.
• Energy bounds for the Vlasov field: ∀ t ∈ R+,∑
Y β∈Y|β|
|β|≤N
∫
x∈R3
∫
v∈R3
∣∣Y βf ∣∣ dvdx ≤ Cǫ.
• Pointwise decay estimates for the velocity averages of Y βf : ∀ |β| ≤ N − 3, (t, x) ∈ R+ × R3,∫
v∈R3
∣∣Y βf ∣∣ dv . ǫ
τ2+τ−
and
∫
v∈R3
∣∣Y βf ∣∣ dv
(v0)2
. ǫ
1
τ3+
1t≥|x| + ǫ
log2(3 + t)
τ3+τ−
1|x|≥t
.
Remark 1.5. For the highest derivatives of f0, those of order at least N − 2, we could save four powers of
|x| in the condition on the initial norm and even more for those of order at least N +1. We could also avoid
any hypothesis on the derivatives of order N + 1 and N + 2 of F0 (see Remark 9.9).
Remark 1.6. Assuming more decay on
◦
F and its derivatives at t = 0, we could use the Morawetz vector field
as a multiplier, propagate a stronger energy norm and obtain better decay estimates on its null components
in the exterior of the light cone. We could recover the decay rates of the free Maxwell equations (see [6]) on
α(F ), α(F ) and σ(F ), but not on ρ(F ). We cannot obtain a better decay rate than τ−2+ on ρ(F ) because
of the presence of the charge. With our approach, we cannot recover the sourceless behavior in the interior
region because of the slow decay of
∫
v
fdv.
1.5 Key elements of the proof
1.5.1 Modified vector fields
In [3], we observed that commuting (1) with the complete lift of a Killing vector field gives problematic source
terms. More precisely, if Z ∈ P,
[TF , Ẑ]f = −vµLZ(F )µj∂vjf, with TF = vµ∂µ + vµFµj∂vj . (4)
The difficulty comes from the presence of ∂v, which is not part of the commutation vector fields, since in the
linear case (F = 0) ∂vf essentially behaves as t∂t,xf . However, one can see that the source term has the same
form as the non-linearity vµFµ
j∂vjf . In [3], we controlled the error terms by taking advantage of their null
structure and the strong decay rates given by high dimensions. Unfortunately, our method does not apply
in dimension 3 since even assuming a full understanding of the null structure of the system, we would face
logarithmic divergences. The same problem arises for other Vlasov systems and were solved using modified
vector fields in order to cancel the worst source terms in the commutation formula. Let us mention again
the works of [7] for the Vlasov-Nordström system, [19] for the Vlasov-Poisson equations, [8] and [12] for the
Einstein-Vlasov system. We will thus consider vector fields of the form Y = Ẑ +Φν∂ν , where the coefficients
Φν are themselves solutions to transport equations, growing logarithmically. As a consequence, we will need
to adapt the Klainerman-Sobolev inequalities for velocity averages and the result of Theorem 1.1 of [3] in
order to replace the original vector fields by the modified ones.
1.5.2 The electromagnetic field and the non-zero total charge
Because of the presence of a non-zero total charge, i.e. limr→+∞
∫
S0,r
xi
r
(F0)0idS0,r 6= 0, we have, at t = 0,∫
R3
(1 + r)
∣∣∣∣xir F0i
∣∣∣∣2 dx = ∫
R3
(1 + r)|ρ(F )|2dx = +∞
7If |x| ≥ t+ 1, the all the logarithmical growth can be removed.
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and we cannot propagate L2 bounds on
∫
R3
(1 + t+ r)|ρ(F )(t, x)|2dx. However, provided that we can control
the flux of the electromagnetic field on the light cone t = r, we can propagate weighted L2 norms of F in the
interior region. To deal with the exterior of the light cone, recall from Definition 1.2 the decomposition
F =
◦
F + F , with F (t, x) := χ(t− r) QF
4πr2
dr ∧ dt. (5)
The hypothesis
∫
R3
(1 + |x|)| ◦F (0, .)|dx < +∞ is consistent with the chargelessness of ◦F and we can then
propagate weighted energy norms of
◦
F and bound the flux of F on the light cone. On the other hand, we
have at our disposal pointwise estimates on F and its derivatives through the explicit formula (5). These
informations will allow us to deduce pointwise decay estimates on the null components of F in both the
exterior and the interior regions.
Another problem arises from the source terms of the commuted Maxwell equations, which need to be
written with our modified vector fields. This leads us, as [7] and [8], to rather consider them of the form
Y = Ẑ+ΦiXi, whereXi = ∂i+
vi
v0
∂t. TheXi vector fields enjoy a kind of null condition
8 and allow us to avoid
a small growth on the electromagnetic field norms which would prevent us to close our energy estimates9.
However, at the top order, a loss of derivative does not allow us to take advantage of them and creates a
tη-loss, with η > 0 a small constant. A key step is to make sure that ‖ |Y κΦ|2 Y f‖L1x,v , for |κ| = N − 1, does
not grow faster than tη.
1.5.3 High velocities and null structure of the system
After commuting the transport equation satisfied by the coefficients Φi and in order to prove energy estimates,
we are led to control integrals such as∫ t
0
∫
R3
∫
v∈R3
(s+ |x|) |LZ(F )f | dvdxds.
If f vanishes for high velocities, the characteristics of the transport equations have velocities bounded away
from 1. If f is moreover initially compactly supported in space, its spatial support is ultimately disjoint from
the light cone and, assuming enough decay on the Maxwell field, one can prove
|LZ(F )f | . (1 + t+ r)−1(1 + |t− r|)−1|f | . (1 + t+ r)−2|f |,
so that ∫ t
0
∫
R3
∫
v∈R3
(s+ |x|) |LZ(F )f | dvdxds .
∫ t
0
(1 + s)−1ds, (6)
which is almost uniformly bounded in time10. As we do not make any compact support assumption on the
initial data, we cannot expect f to vanish for high velocities and certain characteristics of the transport oper-
ator ultimately approach those of the Maxwell equations. We circumvent this difficulty by taking advantage
of the null structure of the error term given in (4), which, in some sense, allows us to transform decay in |t−r|
into decay in t + r. The key is that certain null components of v, LZ(F ) and ∇vf := (0, ∂v1f, ∂v2f, ∂v3f)
behave better than others and we will see in Lemma 3.28 that no product of three bad components appears.
More precisely, noting c ≺ d if d is expected to behave better than c, we have,
vL ≺ vA, vL, α(LZ(F )) ≺ ρ(LZ(F )) ∼ σ(LZ(F )) ≺ α(LZ (F )) and (∇vf)A ≺ (∇vf)r .
In the exterior of the light cone (and for the massless relativistic transport operator), we have vA ≺ vL since
vL permits to integrate along outgoing null cones11 and they are both bounded by (1+ t+ r)−1v0
∑
z∈k1 |z|,
where k1 is a set of weigths preserved by the free transport operator. In the interior region, the angular
components still satisfies the same properties whereas vL merely satisfies the inequality
vL .
|t− r|
1 + t+ r
v0 +
v0
1 + t+ r
∑
z∈k
|z| ( see Lemma 2.4). (7)
8Note that they were also used in [3] to improve the decay estimate on ∂
∫
v
fds.
9We make similar manipulations to recover the standard decay rate on the modified Klainerman-Sobolev inequalities.
10Dealing with these small growth is the next problem addressed.
11The angular component vA can, in some sense, merely do half of it since |vA| .
√
v0vL.
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This inequality is crucial for us to close the energy estimates on the electromagnetic field without assuming
more initial decay in v on f . It gives a decay rate of (1+ t+ r)−3 on
∫
v
vL
v0
|f |dv by only using a Klainerman-
Sobolev inequality (Theorem 4.9 and Proposition 4.10 would cost us two powers of v0). As 1 . v0vL for
massive particles, we obtain, combining (7) and Theorem 4.9, for g a solution to vµ∂µg = 0,
∀ t ≥ |x|,
∫
v∈R3
|g|(t, x, v)dv . (1 + |t− r|)
k
(1 + t+ r)3+k
∑
|β|≤3
∥∥∥(v0)2k+2(1 + r)kẐβg∥∥∥
L1x,v
(t = 0).
In the exterior region, the estimate can be improved by removing the factor (1+ |t− r|)k (however one looses
one power of r in the initial norm). This remarkable behavior reflects that the particles do not reach the
speed of light so that
∫
v∈R3 |g|dv enjoys much better decay properties along null rays than along time-like
directions and should be compared with solutions to the Klein-Gordon equation (see [14]).
1.5.4 Hierarchy in the equations
Because of certains source terms of the commuted transport equation, we cannot avoid a small growth on
certain L1 norms as it is suggested by (6). In order to close the energy estimates, we then consider several
hierarchies in the energy norms of the particle density, in the spirit of [15] for the Einstein equations or [8]
for the Einstein-Vlasov system. Let us show how a hierarchy related to the weights z ∈ k1 preserved by the
free massive transport operator (which are defined in Subsection 2.3) naturally appears.
• The worst source terms of the transport equation satisfied by Y f are of the form (t+ r)Xi(Fµν )∂t,xf .
• Using the improved decay properties given by Xi (see (15)), we have
|(t+ r)Xi(Fµν)∂t,xf | .
∑
Z∈K
|∇ZF |
∑
z∈k1
|z∂t,xf |.
• Then, we can obtain a good bound on ‖Y f‖L1x,v provided we have a satisfying one on ‖z∂t,xf‖L1x,v .
We will then work with energy norms controlling ‖zN0−βP Y βf‖L1x,v , where βP is the number of non-
translations composing Y β .
• At the top order, we will have to deal with terms such as (t+ r)zN0∂γt,x(Fµν)∂βt,xf and we will this time
use the extra decay (1 + |t− r|)−1 given by the translations ∂γt,x.
1.6 Structure of the paper
In Section 2 we introduce the notations used in this article. Basic results on the electromagnetic field as well
as fundamental relations between the null components of the velocity vector v and the weights preserved by
the free transport operator are also presented. Section 3 is devoted to the commutation vector fields. The
construction and basic properties of the modified vector fields are in particular presented. Section 4 contains
the energy estimates and the pointwise decay estimates used to control both fields. Section 5 is devoted to
properties satisfied by the pure charge part of the electromagnetic field. In Section 6 we describe the main
steps of the proof of Theorem 1.4 and present the bootstrap assumptions. In Section 7, we derive pointwise
decay estimates on the solutions and the Φ coefficients of the modified vector fields using only the bootstrap
assumptions. Section 8 (respectively Section 10) concerns the improvement of the bootstrap assumptions on
the norms of the particle density (respectively the electromagnetic field). A key step consists in improving
the estimates on the velocity averages near the light cone (cf. Proposition 8.11). In Section 9, we prove L2
estimates for
∫
v
|Y βf |dv in order to improve the energy estimates on the Maxwell field.
2 Notations and preliminaries
2.1 Basic notations
In this paper we work on the 3 + 1 dimensional Minkowski spacetime (R3+1, η). We will use two sets of
coordinates, the Cartesian (t, x1, x2, x3), in which η = diag(−1, 1, 1, 1), and null coordinates (u, u, ω1, ω2),
where
u = t+ r, u = t− r
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and (ω1, ω2) are spherical variables, which are spherical coordinates on the spheres (t, r) = constant. These
coordinates are defined globally on R3+1 apart from the usual degeneration of spherical coordinates and at
r = 0. We will also use the following classical weights,
τ+ :=
√
1 + u2 and τ− :=
√
1 + u2.
We denote by (e1, e2) an orthonormal basis on the spheres and by /∇ the intrinsic covariant differentiation
on the spheres (t, r) = constant. Capital Latin indices (such as A or B) will always correspond to spherical
variables. The null derivatives are defined by
L = ∂t + ∂r and L = ∂t − ∂r, so that L(u) = 2, L(u) = 0, L(u) = 0 and L(u) = 2.
The velocity vector (vµ)0≤µ≤3 is parametrized by (vi)1≤i≤3 and v0 =
√
1 + |v|2 since we take the mass to be
1. We introduce the operator
T : f 7→ vµ∂µf,
defined for all sufficiently regular functions f : [0, T [×R3x×R3v, and we denote (0, ∂v1g, ∂v2g, ∂v3g) by ∇vg so
that (1) can be rewritten
TF (f) := v
µ∂µf + F (v,∇vf) = 0.
We will use the notation D1 . D2 for an inequality such as D1 ≤ CD2, where C > 0 is a positive constant
independent of the solutions but which could depend on N ∈ N, the maximal order of commutation. Finally
we will raise and lower indices using the Minkowski metric η. For instance, ∇µ = ηνµ∇ν so that ∇∂t = −∇∂t
and ∇∂i = ∇∂i for all 1 ≤ i ≤ 3.
2.2 Basic tools for the study of the electromagnetic field
As we describe the electromagnetic field in geometric form, it will be represented, throughout this article, by
a 2-form. Let F be a 2-form defined on [0, T [×R3x. Its Hodge dual ∗F is the 2-form given by
∗Fµν =
1
2
Fλσελσµν ,
where ελσµν are the components of the Levi-Civita symbol. The null decomposition of F , introduced by [6],
is denoted by (α(F ), α(F ), ρ(F ), σ(F )), where
αA(F ) = FAL, αA(F ) = FAL, ρ(F ) =
1
2
FLL and σ(F ) = F12.
Finally, the energy-momentum tensor of F is
T [F ]µν := FµβFν
β − 1
4
ηµνFρσF
ρσ.
Note that T [F ]µν is symmetric and traceless, i.e. T [F ]µν = T [F ]νµ and T [F ]µ
µ
= 0. This last point is
specific to the dimension 3 and engenders additional difficulties in the analysis of the Maxwell equations in
high dimension (see Section 3.3.2 in [3] for more details).
We have the following alternative form of the Maxwell equations (for a proof, see [6] or Lemmas 2.2 and
D.3 of [4]).
Lemma 2.1. Let G be a 2-form and J be a 1-form both sufficiently regular and such that
∇µGµν = Jν
∇µ∗Gµν = 0.
Then,
∇[λGµν] = 0 and ∇[λ∗Gµν] = ελµνκJκ.
We also have, if (α, α, ρ, σ) is the null decomposition of G,
∇L ρ− 2
r
ρ+ /∇AαA = 0, (8)
∇L σ − 2
r
σ + εAB /∇AαB = 0, (9)
∇L αA −∇L αA + 2 /∇Aρ−
αA
r
− αA
r
= 0, (10)
∇LαA − αA
r
+ /∇eAρ+ εBA /∇eBσ = JA. (11)
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We can then compute the divergence of the energy momentum tensor of a 2-form.
Corollary 2.2. Let G and J be as in the previous lemma. Then, ∇µT [G]µν = GνλJλ.
Proof. Using the previous lemma, we have
Gµρ∇µGνρ = Gµρ∇µGνρ
=
1
2
Gµρ(∇µGνρ −∇ρGνµ)
=
1
2
Gµρ∇νGµρ
=
1
4
∇ν(GµρGµρ).
Hence,
∇µT [G]µν = ∇µ(Gµρ)Gνρ + 1
4
∇ν(GµρGµρ)− 1
4
ηµν∇µ(GσρGσρ) = GνρJρ.

Finally, we recall the values of the null components of the energy-momentum tensor of a 2-form.
Lemma 2.3. Let G be 2-form. We have
T [G]LL = |α(G)|2, T [G]LL = |α(G)|2 and T [G]LL = |ρ(G)|2 + |σ(G)|2.
2.3 Weights preserved by the flow and null components of the velocity vector
Let (vL, vL, vA, vB) be the null components of the velocity vector, so that
v = vLL+ vLL+ vAeA, v
L =
v0 + xi
r
vi
2
and vL =
v0 − xi
r
vi
2
.
As in [9], we introduce the following set of weights,
k1 :=
{
vµ
v0
/ 0 ≤ µ ≤ 3
}
∪ {zµν / µ 6= ν} , with zµν := xµ v
ν
v0
− xν v
µ
v0
.
Note that
∀ z ∈ k1, T (z) = 0. (12)
Recall that if k0 := k1 ∪ {xµvµ}, then vL . τ−1+
∑
w∈k0 |w|. Unfortunately, xµvµ is not preserved by12 T
so we will not be able to take advantage of this inequality in this paper. In the following lemma, we try to
recover (part of) this extra decay. We also recall inequalities involving other null components of v, which will
be used all along this paper.
Lemma 2.4. The following estimates hold,
1 ≤ 4v0vL, |vA| .
√
vLvL, |vA| . v
0
τ+
∑
z∈k1
|z|, and vL . τ−
τ+
v0 +
v0
τ+
∑
z∈k1
|z|.
Proof. Note first that, as v0 =
√
1 + |v|2,
4r2vLvL = r2 + r2|v|2 − |xi|2|vi|2 − 2
∑
1≤k<l≤n
xkxlvkvl = r2 +
∑
1≤k<l≤n
|zkl|2.
It gives us the first inequality since vL ≤ v0. For the second one, use also that rvA = v0Ci,jA zij , where Ci,jA
are bounded functions on the sphere such that reA = C
i,j
A (x
i∂j −xj∂i). The third one follows from |vA| ≤ v0
and
|vA| . v
0
r
∑
1≤i<j≤3
|zij | = v
0
tr
∑
1≤i<j≤3
∣∣∣∣xi (vjv0 t− xj + xj
)
− xj
(
vi
v0
t− xi + xi
)∣∣∣∣ . v0t
3∑
q=1
|z0q|.
For the last inequality, note first that vL ≤ v0, which treats the case t+ |x| ≤ 2. Otherwise, use
2tvL = tv0 − x
i
r
tvi = tv
0 − v0x
iz0i
r
− v0r = (t− r)v0 − x
i
r
z0iv
0 and rvL = (r − t)vL + tvL.

12Note however that xµvµ is preserved by |v|∂t + xi∂i, the massless relativistic transport operator.
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Remark 2.5. Note that vL . v
0
τ+
∑
z∈k1 |z| holds in the exterior region. Indeed, if r ≥ t,
v0(r − t) ≤ v0|x| − |v|t ≤ |v0x− tv| ≤
3∑
i=1
|v0xi − tvi| = v0
3∑
i=1
|z0i|.
We also point out that 1 . v0vL is specific to massive particles.
Finally, we consider an ordering on k1 such that k1 = {zi / 1 ≤ i ≤ |k1|}.
Definition 2.6. If κ ∈ J1, |k1|Kr, we define zκ := zκ1 ...zκr .
2.4 Various subsets of the Minkowski spacetime
We now introduce several subsets of R+ × R3 depending on t ∈ R+, r ∈ R+ or u ∈ R. Let Σt, St,r, Cu(t)
and Vu(t) be defined as
Σt := {t} × Rn, Cu(t) := {(s, y) ∈ R+ × R3/ s ≤ t, s− |y| = u},
St,r := {(s, y) ∈ R+ × R3 / (s, |y|) = (t, r)} and Vu(t) := {(s, y) ∈ R+ × R3/ s ≤ t, s− |y| ≤ u}.
The volume form on Cu(t) is given by dCu(t) =
√
2
−1
r2dudS2, where dS2 is the standard metric on the 2
dimensional unit sphere.
The sets Σt, Cu(t) and Vu(t)
Σt
Σ0
Cu(t) Vu(t)
r = 0 −u
t
r
We will use the following subsets, given for u ∈ R+, specifically in the proof of Proposition 7.5,
V u(t) := {(s, y) ∈ R+ × R3/ s ≤ t, s+ |y| ≤ u}.
For b ≥ 0 and t ∈ R+, define Σbt and Σ
b
t as
Σbt := {t} × {x ∈ R3 / |x| ≤ t− b} and Σ
b
t := {t} × {x ∈ R3 / |x| ≥ t− b}.
We also introduce a dyadic partition of R+ by considering the sequence (ti)i∈N and the functions (Ti(t))i∈N
defined by
t0 = 0, ti = 2
i if i ≥ 1, and Ti(t) = t1t≤ti(t) + ti1t>ti(t).
We then define the truncated cones Ciu(t) adapted to this partition by
Ciu(t) :=
{
(s, y) ∈ R+ × R3 / ti ≤ s ≤ Ti+1(t), s− |y| = u
}
= {(s, y) ∈ Cu(t) / ti ≤ s ≤ Ti+1(t)} .
The following lemma will be used several times during this paper. It depicts that we can foliate [0, t]× R3
by (Σs)0≤s≤t, (Cu(t))u≤t or (Ciu(t))u≤t,i∈N.
Lemma 2.7. Let t > 0 and g ∈ L1([0, t]× R3). Then∫ t
0
∫
Σs
gdxds =
∫ t
u=−∞
∫
Cu(t)
gdCu(t)
du√
2
=
+∞∑
i=0
∫ t
u=−∞
∫
Ciu(t)
gdCiu(t)
du√
2
.
Note that the sum over i is in fact finite. The second foliation will allow us to exploit t − r decay since
‖τ−1− ‖L∞(Cu(t) = τ−1− whereas ‖τ−1− ‖L∞(Σs) = 1. The last foliation will be used to take advantage of time
decay on Cu(t) (the problem comes from ‖τ−1+ ‖L∞(Cu(t)) = τ−1− ). More precisely, let 0 < δ < a and suppose
for instance that,
∀ t ∈ [0, T [,
∫
Cu(t)
gdCu(t) ≤ C(1 + t)δ, so that
∫
Ciu(t)
gdCiu(t) ≤ C(1 + Ti+1(t))δ ≤ C(1 + ti+1)δ.
Then,∫
Cu(t)
τ−a+ gdCu(t) ≤
+∞∑
i=0
∫
Ciu(t)
(1 + s)−agdCiu(t) ≤
+∞∑
i=0
(1 + ti)
−a
∫
Ciu(t)
gdCiu(t) ≤ 3aC
+∞∑
i=0
(1 + 2i+1)δ−a.
As δ − a < 0, we obtain a bound independent of T .
2.5 An integral estimate
A proof of the following inequality can be found in the appendix B of [9].
Lemma 2.8. Let m ∈ N∗ and let a, b ∈ R, such that a+ b > m and b 6= 1. Then
∃Ca,b,m > 0, ∀ t ∈ R+,
∫ +∞
0
rm−1
τa+τ
b−
dr ≤ Ca,b,m 1 + t
b−1
1 + ta+b−m
.
3 Vector fields and modified vector fields
For all this section, we consider F a suffciently regular 2-form.
3.1 The vector fields of the Poincaré group and their complete lift
We present in this section the commutation vector fields of the Maxwell equations and those of the relativistic
transport operator (we will modified them to study the Vlasov equation). Let P be the generators of Poincaré
group of the Minkowski spacetime, i.e. the set containing
• the translations13 ∂µ, 0 ≤ µ ≤ 3,
• the rotations Ωij = xi∂j − xj∂i, 1 ≤ i < j ≤ 3,
• the hyperbolic rotations Ω0k = t∂k + xk∂t, 1 ≤ k ≤ 3.
We also consider T := {∂t, ∂1, ∂2, ∂3} and O := {Ω12, Ω13, Ω23}, the subsets of P containing respectively
the translations and the rotational vector fields as well as K := P∪{S}, where S = xµ∂µ is the scaling vector
field. The set K is well known for commuting with the wave and the Maxwell equations (see Subsection 3.6).
However, to commute the operator T = vµ∂µ, one should consider the complete lifts of the elements of P.
Definition 3.1. Let W =W β∂β be a vector field. Then, the complete lift Ŵ of W is defined by
Ŵ =W β∂β + v
γ ∂W
i
∂xγ
∂vi .
We then have ∂̂µ = ∂µ for all 0 ≤ µ ≤ 3 and
Ω̂ij = x
i∂j − xj∂i + vi∂vj − vj∂vi , for 1 ≤ i < j ≤ 3, and Ω̂0k = t∂k + xk∂t + v0∂vk , for 1 ≤ k ≤ 3.
One can check that [T, Ẑ] = 0 for all Z ∈ P. Since [T, S] = T , we consider
P̂0 := {Ẑ / Z ∈ P} ∪ {S}
and we will, for simplicity, denote by Ẑ an arbitrary vector field of P̂0, even if S is not a complete lift. The
weights introduced in Subsection 2.3 are, in a certain sense, preserved by the action of P̂0.
13In this article, we will denote ∂xi , for 1 ≤ i ≤ 3, by ∂i and sometimes ∂t by ∂0.
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Lemma 3.2. Let z ∈ k1, Ẑ ∈ P̂0 and j ∈ N. Then
Ẑ(v0z) ∈ v0k1 ∪ {0} and
∣∣∣Ẑ(zj)∣∣∣ ≤ 3j ∑
w∈k1
|w|j .
Proof. Let us consider for instance tv1 − x1v0, x1v2 − x2v1, Ω̂01 and Ω̂02. We have
Ω̂01(x
1v2 − x2v1) = tv2 − x2v0, Ω̂01(tv1 − x1v0) = 0,
Ω̂02(x
1v2 − x2v1) = x1v0 − tv1 and Ω̂02(tv1 − x1v0) = x2v1 − x1v2.
The other cases are similar. Consequently,∣∣∣Ẑ(zj)∣∣∣ = ∣∣∣∣Ẑ ( 1(v0)j (v0z)j
)∣∣∣∣ ≤ j|z|j + j(v0)j ∣∣∣Ẑ (v0z)∣∣∣ |v0z|j−1 ≤ j|z|j + j |Ẑ(v0z)|j(v0)j + j|z|j ,
since |w||z|a−1 ≤ |w|a + |z|a when a ≥ 1. 
The vector fields introduced in this section and the averaging in v almost commute in the following sense
(we refer to [9] or to Lemma 3.20 below for a proof).
Lemma 3.3. Let f : [0, T [×R3x × R3v → R be a sufficiently regular function. We have, almost everywhere,
∀Z ∈ K,
∣∣∣∣Z (∫
v∈R3
|f |dv
)∣∣∣∣ . ∑
Ẑβ∈P̂|β|0
|β|≤1
∫
v∈R3
|Ẑβf |dv.
Similar estimates hold for
∫
v∈R3(v
0)k|f |dv. For instance,∣∣∣∣S (∫
v∈R3
(v0)−2|f |dv
)∣∣∣∣ . ∫
v∈R3
(v0)−2|Sf |dv.
The vector spaces engendered by each of the sets defined in this section are actually algebras.
Lemma 3.4. Let L be either K, P, O, T or P̂0. Then for all (Z1, Z2) ∈ L2, [Z1, Z2] is a linear combinations
of vector fields of L. Note also that if Z2 = ∂ ∈ T, then [Z1, ∂] can be written as a linear combination of
translations.
We consider an ordering on each of the sets O, P, K and P̂0. We take orderings such that, if P = {Zi/ 1 ≤
i ≤ |P|}, then K = {Zi/ 1 ≤ i ≤ |K|}, with Z |K| = S, and
P̂0 =
{
Ẑi/ 1 ≤ i ≤ |P̂0|
}
, with
(
Ẑi
)
1≤i≤|P|
=
(
Ẑi
)
1≤i≤|P|
and Ẑ |P̂0| = S.
If L denotes O, P, K or P̂0, and β ∈ {1, ..., |L|}r, with r ∈ N∗, we will denote the differential operator
Γβ1 ...Γβr ∈ L|β| by Γβ. For a vector field W , we denote the Lie derivative with respect to W by LW and if
Zγ ∈ Kr, we will write LZγ for LZγ1 ...LZγr . The following definition will be useful to lighten the notations
in the presentation of commutation formulas.
Definition 3.5. We call good coefficient c(t, x, v) any function c of (t, x, v) such that
∀Q ∈ N, ∃CQ > 0, ∀ |β| ≤ Q, (t, x, v) ∈ R+ × R3x × R3v \ {0} × {0} × R3v,
∣∣∣Ẑβ (c(t, x, v))∣∣∣ ≤ CQ.
Similarly, we call good coefficient c(v) any function c such that
∀Q ∈ N, ∃CQ > 0, ∀ |β| ≤ Q, v ∈ R3,
∣∣∣Ẑβ (c(v))∣∣∣ ≤ CQ.
Finally, we will say that B is a linear combination, with good coefficients c(v), of (Bi)1≤i≤M if there exists
good coefficients (ci(v))1≤i≤M such that B = ciBi. We define similarly a linear combination with good
coefficients c(t, x, v).
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These good coefficients introduced here are to be thought of bounded functions which remain bounded
when they are differentiated (by P̂0 derivatives) or multiplied between them. In the remainder of this paper,
we will denote by c(t, x, v) (or cZ(t, x, v), ci(t, x, v)) any such functions. Note that Ẑ
β (c(t, x, v)) is not
necessarily defined on {0}× {0}×R3v as, for instance, c(t, x, v) = x
1
t+r
v2
v0
satisfies these conditions. Typically,
the good coefficients c(v) will be of the form Ẑγ
(
vi
v0
)
.
Let us recall, by the following classical result, that the derivatives tangential to the cone behave better
than others.
Lemma 3.6. The following relations hold,
(t− r)L = S − x
i
r
Ω0i, (t+ r)L = S +
xi
r
Ω0i and reA =
∑
1≤i<j≤3
Ci,jA Ωij ,
where the Ci,jA are uniformly bounded and depends only on spherical variables. In the same spirit, we have
(t− r)∂t = t
t+ r
S − x
i
t+ r
Ω0i and (t− r)∂i = t
t+ r
Ω0i − x
i
t+ r
S − x
j
t+ r
Ωij .
As mentioned in the introduction, we will crucially use the vector fields (Xi)1≤i≤3, defined by
Xi := ∂i +
vi
v0
∂t. (13)
They provide extra decay in particular cases since
Xi =
1
t
(Ω0i + z0i∂t) . (14)
We also have, using Lemma 3.6 and (1+ t+ r)Xi = Xi+2tXi+(r− t)Xi, that there exists good coefficients
cZ(t, x, v) such that
(1 + t+ r)Xi = 2z0i∂t +
∑
Z∈K
cZ(t, x, v)Z. (15)
By a slight abuse of notation, we will write LXi(F ) for L∂i(F ) + v
i
v0
L∂t(F ). We are now interested in the
compatibility of these extra decay with the Lie derivative of a 2-form and its null decomposition.
Proposition 3.7. Let G be a sufficiently regular 2-form. Then, with z = t v
i
v0
− xi if X = Xi and ζ ∈
{α, α, ρ, σ}, we have
|L∂(G)| . 1
τ−
∑
Z∈K
|∇ZG| . 1
τ−
∑
|γ|≤1
|LZγ (G)| , (16)
|LX(G)| . 1
τ+
(
|z||∇∂tG|+
∑
Z∈K
|∇ZG|
)
, (17)
τ−
∣∣∇Lζ∣∣+ τ+ |∇Lζ|+ (1 + r) ∣∣ /∇ζ∣∣ . ∑
|γ|≤1
|ζ (LZγ (G))| , (18)
|ζ (L∂(G))| .
∑
|γ|≤1
1
τ−
|ζ (LZγ (G))|+ 1
τ+
|LZγ (G)| . (19)
Proof. To obtain the first two identities, use Lemma 3.6 as well as (15) and then remark that if Γ is a
translation or an homogeneous vector field,
|∇Γ(G)| . |LΓ(G)|+ |G|.
For (18), we refer to Lemma D.2 of [4]. Finally, the last inequality comes from (16) if 2t ≤ max(r, 1) and
from
∂i =
Ω0i
t
− x
i
2t
L− x
i
2t
L and (18) if 2t ≥ max(r, 1).

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Remark 3.8. We do not have, for instance, |ρ (L∂k(G))| .
∑
|γ|≤1 τ
−1
− |ρ (LZγ (G))|, for 1 ≤ k ≤ 3.
Remark 3.9. If G solves the Maxwell equations ∇µGµν = Jν and ∇µ∗Gµν = 0, a better estimate can be
obtained on α(L∂(G)). Indeed, as |∇∂α| ≤ |∇Lα|+ |Lα|+ | /∇α|, (18) and Lemma 2.1 gives us,
∀ |x| ≥ 1+ t
2
, |α(L∂(G))|(t, x) . |JA|+ 1
τ+
∑
|γ|≤1
(
|α(LZγ (G))|(t, x)+|σ(LZγ (G))|(t, x)+|ρ(LZγ (G))|(t, x)
)
.
We make the choice to work with (19) since it does not directly require a bound on the source term of the
Maxwell equation, which lightens the proof of Theorem 1.4 (otherwise we would have, among others, to
consider more bootstrap assumptions).
3.2 Modified vector fields and the first order commutation formula
We start this section with the following commutation formula and we refer to Lemma 2.8 of [4] for a proof14.
Lemma 3.10. If Ẑ ∈ P̂0 \ {S}, then
[TF , Ẑ](f) = −LZ(F )(v,∇vf) and [TF , S](f) = F (v,∇vf)− LS(F )(v,∇vf).
In order to estimate quantities such as LZ(F )(v,∇vf), we rewrite ∇vf in terms of the commutation vector
fields (i.e. the elements of P̂0). Schematically, if we neglect the null structure of the system, we have, since
v0∂vi = Ω̂0i − t∂i − xi∂t,
|LZ(F )(v,∇vf)| . v0 |LZ(F )| |∂vf |
∼ τ+ |LZ(F )| |∂t,xf |+ l.o.t.,
so that the v derivatives engender a τ+-loss. The modified vector fields, constructed below, will allow us to
absorb the worst terms in the commuted equations.
Definition 3.11. Let Y0 be the set of vector fields defined by
Y0 := {Ẑ +Φj
Ẑ
Xj / Ẑ ∈ P̂0 \ T},
where Φj
Ẑ
: [0, T ]×Rnx×Rnv are smooth functions which will be specified below and the Xj are defined in (13).
We will denote Ω̂0k +Φ
j
Ω̂0k
Xj by Y0k and, more generally, Ẑ +Φ
j
Ẑ
Xj by YẐ . We also introduce the sets
Y := Y0 ∪ T and YX := Y ∪ {X1, X2, X3}.
We consider an ordering on Y and YX compatible with P̂0 in the sense that if Y = {Y i / 1 ≤ i ≤ |Y|}, then
Y i = Ẑi + Φk
Ẑi
Xk or Y
i = ∂µ = Ẑ
i. We suppose moreover that Xj is the (|Y| + j)th element of YX . Most
of the time, for a vector field Y ∈ Y0, we will simply write Y = Ẑ +ΦX.
Let Ẑ ∈ P̂0 \ {S} and 1 ≤ k ≤ 3. Φk
Ẑ
and ΦkS are defined such as
TF (Φ
k
Ẑ
) = −tv
µ
v0
LZ(F )µk, TF (ΦkS) = t
vµ
v0
(Fµk − LS(F )µk) and ΦkẐ(0, ., .) = ΦkS(0, ., .) = 0. (20)
As explained during the introduction, we consider the Xi vector fields rather than translations in view of
(15). We are then led to compute [TF , Xi].
Lemma 3.12. Let 1 ≤ i ≤ 3. We have
[TF , Xi] = −LXi(F )(v,∇v) +
vµ
v0
FµXi∂t.
Proof. One juste has to notice that
[TF , Xi] =
vi
v0
[TF , ∂t] + [TF , ∂i] + F
(
v,∇v
(
vi
v0
))
∂t
and vµvjFµj = −vµv0Fµ0, as F is antisymmetric. 
14Note that a similar result is proved in Lemma 3.22 below.
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Finally, we study the commutator between the transport operator and these modified vector fields. The
following relation,
∂vi =
1
v0
(
Y0i − ΦjΩ̂0iXj − tXi + z0i∂t
)
, (21)
will be useful to express the v derivatives in terms of the commutation vector fields
Proposition 3.13. Let Y ∈ Y0\{YS}. We have, using (20)
[TF , Y ] = −v
µ
v0
LZ(F )µj
(
Y0j − ΦkΩ̂0jXk + z0j∂t
)
− Φj
Ẑ
LXj (F )(v,∇v) + ΦjẐ
vµ
v0
FµXj∂t,
[TF , YS ] =
vµ
v0
(
Fµ
j − LS(F )µj
)(
Y0j − ΦkΩ̂0jXk + z0j∂t
)
− ΦjSLXj (F )(v,∇v) + ΦjS
vµ
v0
FµXj∂t.
Proof. We only treat the case Y ∈ Y0 \ {YS} (the computations are similar for YS). Using Lemmas 3.10 and
3.12 as well as (21), we have
[TF , Y ] = [TF , Ẑ] + [TF ,Φ
j
Ẑ
Xj]
= −LZ(F )(v,∇v) + TF (Φj
Ẑ
)Xj +Φ
j
Ẑ
[TF , Xj].
= −LZ(F )(v,∇v) + TF (Φj
Ẑ
)Xj − Φj
Ẑ
LXj (F )(v,∇v) + ΦjẐ
vµ
v0
FµXj∂t
= −v
µ
v0
LZ(F )µj
(
Y0j − ΦkΩ̂0jXk + z0j∂t
)
+
(
t
vµ
v0
LZ(F )µj + TF (Φj
Ẑ
)
)
Xj
−Φj
Ẑ
LXj (F )(v,∇v) + ΦjẐ
vµ
v0
FµXj∂t.
To conclude, recall from (20) that t v
µ
v0
LZ(F )µj + TF (Φj
Ẑ
) = 0. 
Remark 3.14. As we will have |Φ| . log2(1 + τ+), a good control on z0j∂tf and in view of the improved
decay given by Xj (see Proposition 3.7), it holds schematically
|[TF , Y ](f)| . log2(1 + τ+) |LZ(F )| |Y f |,
which is much better than
∣∣∣[TF , Ẑ](f)∣∣∣ . τ+ |LZ(F )| |∂t,xf |.
Let us introduce some notations for the presentation of the higher order commutation formula.
Definition 3.15. Let Y β ∈ Y|β|. We denote by βT the number of translations composing Y β and by βP the
number of modified vector fields (the elements of Y0). Note that βT denotes also the number of translations
composing Ẑβ and Zβ and βP the number of elements of P̂0 \ T or K \ T. We have
|β| = βT + βP
and, for instance, if Y β = ∂tY1∂3, |β| = 3, βT = 2 and βP = 1. We define similarly βX if Y β ∈ Y|β|X .
Definition 3.16. Let k = (kT , kP ) ∈ N2 and p ∈ N. We will denote by Pk,p(Φ) any linear combination of
terms such as
p∏
j=1
Y βj (Φ), with Y βj ∈ Y|βj|,
p∑
j=1
|βj | = |k|,
p∑
j=1
(βj)P = kP
and where Φ denotes any of the Φ coefficients. Note that
∑p
j=1 (βj)T = kT . Finally, if minj |βj | ≥ 1, we will
denote
∏p
j=1 Y
βj(Φ) by Pβ(Φ), where β = (β1, ...βp).
Definition 3.17. Let k = (kT , kP , kX) ∈ N3 and p ∈ N. We will denote by PXk,p(Φ) any linear combination
of terms such as
p∏
j=1
Y βj (Φ), with Y βj ∈ Y|βj|,
p∑
j=1
|βj | = |k|,
p∑
j=1
(βj)P = kP ,
p∑
j=1
(βj)X = kX and min1≤j≤p
(βj)X ≥ 1.
We will also denote
∏p
j=1 Y
βj (Φ) by PXβ (Φ).
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Remark 3.18. For convenience, if p = 0, we will take Pk,p(Φ) = 1. Similarly, if |β| = 0, we will take
Pβ(Φ) = P
X
β (Φ) = 1.
In view of presenting the higher order commutation formulas, let us gather the source terms in different
categories.
Proposition 3.19. Let Y ∈ Y \ T. In what follows, 0 ≤ ν ≤ 3. The commutator [TF , Y ] can be written as
a linear combination, with c(v) coefficients, of terms such as
• vµ
v0
LZγ (F )µνΓ, where |γ| ≤ 1 and Γ ∈ Y0.
• Φ vµ
v0
LZγ (F )µν∂t,x, where |γ| ≤ 1.
• z vµ
v0
LZγ (F )µν∂t,x, where |γ| ≤ 1 and z ∈ k1.
• ΦLX(F )(v,∇v).
Finally, let us adapt Lemma 3.3 to our modified vector fields.
Lemma 3.20. Let f : [0, T [×R3x×R3v → R be a sufficiently regular function and suppose that for all |β| ≤ 1,
|Y βΦ| . log 72 (1 + τ+). Then, we have, almost everywhere,
∀Z ∈ K,
∣∣∣∣Z (∫
v∈R3
|f |dv
)∣∣∣∣ . ∑
Y ∈Y
z∈k1
∫
v∈R3
(
|Y f |+ |f |+ |X(Φ)f |+ log
7(1 + τ+)
τ+
(|z∂tf |+ |zf |)
)
dv.
Proof. Consider, for instance, the rotationΩ12. We have by integration by parts, as Ω12 = Ω̂12−v1∂v2+v2∂v1 ,
Ω12
(∫
v∈R3
|f |dv
)
=
∫
v∈R3
Ω̂12(|f |)dv −
∫
v∈R3
(
v1∂v2 − v2∂v1
)
(|f |)dv =
∫
v∈R3
Ω̂12(|f |)dv.
This proves Lemma 3.3 for Ω12 since |Ω̂12(|f |)| = | f|f | Ω̂12(f)| ≤ |Ω̂12(f)|. On the other hand,∫
v∈R3
Ω̂12(|f |)dv =
∫
v∈R3
(
Ω̂12 +Φ
k
Ω̂12
Xk − ΦkΩ̂12Xk
)
(|f |)dv (22)
=
∫
v∈R3
f
|f |YΩ̂12fdv +
∫
v∈R3
Xk
(
Φk
Ω̂12
)
|f |dv −
∫
v∈R3
Xk
(
Φk
Ω̂12
|f |
)
dv. (23)
(22) implies the result if t+ r ≤ 1. Otherwise, if t ≥ r, note that by (14),∫
v∈R3
Xk
(
Φk
Ω̂12
|f |
)
dv =
1
t
∫
v∈R3
(Ω0k + z0k∂t)
(
Φk
Ω̂12
|f |
)
dv
=
1
t
∫
v∈R3
(
Y0k − v0∂vk − ΦqΩ̂0kXq + z0k∂t
)(
Φk
Ω̂12
|f |
)
dv
=
1
t
∫
v∈R3
(
Y0k +
vk
v0
− Φq
Ω̂0k
Xq + z0k∂t
)(
Φk
Ω̂12
|f |
)
dv.
Consequently, in view of the bounds on Y βΦ for |β| ≤ 1,∣∣∣∣∫
v∈R3
Xk
(
Φk
Ω̂12
|f |
)
dv
∣∣∣∣ . ∑
Y ∈Y
∑
z∈k1
∫
v∈R3
|Y f |+ |f |+ |z| log
7(1 + t)
t
(|∂tf |+ |f |) dv,
and it remains to combine it with (23). When t ≤ r, one can use rXk = tXk + (r− t)Xk and Lemma 3.6. 
Remark 3.21. If moreover |Φ| . log2(1 + τ+), one can prove similarly that, for Z ∈ K, z ∈ k1 and j ∈ N∗,∣∣∣∣Z (∫
v
|zjf |dv
)∣∣∣∣ . j ∑
|ξ|+|β|≤1
w∈k1
∫
v
|wjPXξ (Φ)Y βf |+ log2(3 + t)|wj−1f |+
log7(1 + τ+)|w|j+1
τ+
(|∂tf |+ |f |)dv.
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To prove this inequality, apply Lemma 3.20 to zjf and use the two following properties,
|Y (zj)| ≤ |Ẑ(zj)|+ |ΦX(zj)| . j
(∑
w∈k1
|w|j + log2(1 + τ+)|z|j−1
)
and
∑
w∈k1
|w||z|j .
∑
w∈k1
|w|j+1.
It remains to apply Remark 2.5 in order to get
∀ |x| ≥ 1 + 2t, log2(1 + τ+)|z|j−1 . log
2(3 + r)
r
∑
w∈k1
|wzj−1| .
∑
w∈k1
|wj |
and to note that log(1 + τ+) . log(3 + t) if |x| ≤ 1 + 2t.
3.3 Higher order commutation formula
The following lemma will be useful for upcoming computations.
Lemma 3.22. Let G be a sufficiently regular 2-form and g a sufficiently regular function defined respectively
on [0, T [×R3 and [0, T [×R3x×R3v. Let also Y = Ẑ+ΦX ∈ Y0 and ν ∈ J0, 3K. We have, with nZ = 0 is Z ∈ P
and nS = −1,
Y (vµGµν) = v
µLZ(G)µν + nZvµGµν +ΦvµLX(G)µν + vµGµ[Z,∂ν ],
Y (G (v,∇vg)) = LZ(G) (v,∇vg) + 2nZG (v,∇vg) + ΦLX(G) (v,∇vg) +G
(
v,∇vẐg
)
+ c(v)ΦG (v,∇v∂g) .
For i ∈ J1, 3K, Y (vµLXi(G)µν ) can be written as a linear combination, with c(v) coefficients, of terms of the
form
ΦpvµLXZγ (G)µθ, with 0 ≤ θ ≤ 3 and max(p, |γ|) ≤ 1.
Finally, Y (LXi (G) (v,∇vg)) can be written as a linear combination, with c(v) coefficients, of terms of the
form
ΦpLXZγ (G)
(
v,∇
(
Ẑκg
))
, with max(|γ|+ |κ|, p+ κP ) ≤ 1.
Proof. Let Zv = Ẑ −Z so that Y = Z +Zv +ΦX . We prove the second and the fourth properties (the first
and the third ones are easier). We have
Y (G (v,∇vg)) = LZ(G) (v,∇vg) +G ([Z, v],∇vg) +G (v, [Z,∇vg]) +G (Zv(v),∇vg) +G (v, Zv (∇vg))
+ΦLX(G) (v,∇vg) + c(v)ΦG (v,∇v∂g) .
Note now that
• Sv = 0 and [S, v] = −v,
• [Z, v] = −Zv(v) if Z ∈ P.
The second identity is then implied by
• [∂,∇vg] = ∇v∂(g) and [S,∇vg] = ∇vS(g)−∇vg.
• [Z,∇vg] + Zv (∇vg) = ∇vẐ(g) if Z ∈ O.
• [Ω0i,∇vg] + (Ω0i)v (∇vg) = ∇vẐ(g)− vv0 ∂vi and G(v, v) = 0 as G is a 2-form.
We now prove the fourth identity. We treat the case Y = Ẑ + ΦX ∈ Y0 \ {YS} as the computations
are similar for YS . On the one hand, since [∂,Xi] = 0 and Xk = ∂k +
vk
v0
∂t, one can easily check that
ΦXk (LXi(G) (v,∇vg)) gives four terms of the expected form. On the other hand,
Ẑ (LXi (G) (v,∇vg)) = Ẑ (L∂i(G) (v,∇vg)) + Ẑ
(
vi
v0
L∂t(G) (v,∇vg)
)
.
Applying the second equality of this Lemma to L∂(G), g and Ẑ (which is equal to Y when Φ = 0), we have
Ẑ (L∂i(G) (v,∇vg)) = LZ∂i (G) (v,∇vg) + L∂i(G)
(
v,∇vẐg
)
Ẑ
(
vi
v0
L∂t(G) (v,∇vg)
)
= Ẑ
(
vi
v0
)
L∂t(G) (v,∇vg) +
vi
v0
LZ∂t(G) (v,∇vg) +
vi
v0
L∂t(G)
(
v,∇vẐg
)
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The sum of the last terms of these two identities is of the expected form. The same holds for the sum of the
three other terms since
[Ω0j , ∂i] +
vi
v0
[Ω0j , ∂t] + v
0∂vj
(
vi
v0
)
∂t = −δij∂t −
vi
v0
∂j − v
ivj
(v0)2
∂t + δ
i
j∂t = −
vi
v0
Xj = c(v)Xj ,
[Ωkj , ∂i] +
vi
v0
[Ωkj , ∂t] +
(
vk∂vj − vj∂vk
)( vi
v0
)
∂t = δ
i
j∂k − δik∂j +
(
vkδij − vjδik
v0
)
∂t = δ
i
jXk − δikXj ,
[S, ∂i] +
vi
v0
[S, ∂t] = −∂i − v
i
v0
∂t = −Xi.

We are now ready to present the higher order commutation formula. To lighten its presentation and
facilitate its future usage, we introduce G := P̂0 ∪ Y0, on which we consider an ordering. A combination of
vector fields of G will always be denoted by Γσ and we will also denote by σT its number of translations and
by σP = |σ|−σT its number of homogeneous vector fields. In Lemma 3.30 below, we will express Γσ in terms
of Φ coefficients and Y vector fields.
Proposition 3.23. Let β be a multi-index. In what follows, ν ∈ J0, 3K. The commutator [TF , Y β ] can be
written as a linear combination, with c(v) coefficients, of the following terms.
•
zdPk,p(Φ)
vµ
v0
LZγ (F )µνY σ, (type 1-β)
where z ∈ k1, d ∈ {0, 1}, |σ| ≥ 1 max(|γ|, |k| + |γ|, |k|+ |σ|) ≤ |β|, |k| + |γ|+ |σ| ≤ |β| + 1
and p+ kP + σP + d ≤ βP . Note also that, as |σ| ≥ 1, |k| ≤ |β| − 1.
•
Pk,p(Φ)LXZγ0 (F ) (v,∇vΓσ) , (type 2-β)
where |k|+ |γ0|+ |σ| ≤ |β| − 1, p+ kP + σP ≤ βP and p ≥ 1.
•
Pk,p(Φ)L∂Zγ0 (F ) (v,∇vΓσ) , (type 3-β)
where |k|+ |γ0|+ |σ| ≤ |β| − 1, p+ |γ0| ≤ |β| − 1 and p+ kP + σP ≤ βP .
Proof. The result follows from an induction on |β|, Proposition 3.19 (which treats the case |β| = 1) and
[TF , Y Y
β0 ] = Y [TF , Y
β0 ] + [TF , Y ]Y
β0 .
Let Q ∈ N and suppose that the commutation formula holds for all |β0| ≤ Q. We then fix a multi-index
|β0| = Q, consider Y ∈ Y and denote the multi-index corresponding to Y Y β0 by β. Then, |β| = |β0|+ 1.
Suppose first that Y = ∂ is a translation so that βP = (β0)P . Then, using Lemma 3.10, we have
[TF , ∂]Y
β0 = −L∂(F )(v,∇vY β0),
which is a term of (type 3-β) as |β0| = |β| − 1 and (β0)P = βP . Using the induction hypothesis, ∂[TF , Y β0 ]
can be written as a linear combination with good coefficients c(v) of terms of the form15
• ∂ (zdPk,p(Φ)vµv0 LZγ (F )µνY σ), with z ∈ k1, d ∈ {0, 1}, |σ| ≥ 1, max(|γ|, |k| + |γ|, |k| + |σ|) ≤ |β0|,
|k|+ |γ|+ |σ| ≤ |β0|+ 1 and p+ kP + σP + d ≤ (β0)P . This leads to the sum of the following terms.
– ∂(zd)Pk,p(Φ)
vµ
v0
LZγ (F )µνY σ, which is of (type 1-β) since ∂(z) = 0 or vλv0 .
– zdP(kT+1,kP ),p(Φ)
vµ
v0
LZγ (F )µνY σ+zdPk,p(Φ)vµv0 L∂Zγ (F )µνY σ+zdPk,p(Φ)v
µ
v0
LZγ (F )µν∂Y σ, which
is the sum of terms of (type 1-β) (as, namely, kP does not increase and (σ0)P = σP if Y
σ0 = ∂Y σ).
• ∂ (Pk,p(Φ)L∂Zγ0 (F ) (v,∇vΓσ)), with |k|+|γ0|+|σ| ≤ |β0|−1, p+|γ0| ≤ |β0|−1 and p+kP+σP ≤ (β0)P .
We then obtain
P(kT+1,kP ),p(Φ)L∂Zγ0 (F )(v,∇vΓσ) , Pk,p(Φ)L∂∂Zγ0 (F )(v,∇vΓσ) and Pk,p(Φ)L∂Zγ0 (F )(v,∇v∂Γσ) ,
which are all of (type 3-β) since |k| + |γ0| + |σ| + 1 ≤ |β0| = |β| − 1, p + |γ0| + 1 ≤ |β| − 1 and, if
Γσ = ∂Γσ, p+ kP + σP = p+ kP + σP ≤ (β0)P = βP .
15We do not mention the c(v) coefficients here since ∂ (c(v)) = 0.
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• ∂ (Pk,p(Φ)LXZγ0 (F ) (v,∇vΓσ)), with |k| + |γ0| + |σ| ≤ |β0| − 1, p + kP + σP ≤ (β0)P and p ≥ 1. We
then obtain, as [∂,X ] = 0,
P(kT+1,kP ),p(Φ)LXZγ0 (F )(v,∇vΓσ), Pk,p(Φ)LX∂Zγ0 (F )(v,∇vΓσ) and Pk,p(Φ)LXZγ0 (F )(v,∇v∂Γσ),
which are all of (type 2-β) since, for instance, |k|+ |γ0|+ |σ|+ 1 ≤ |β0| = |β| − 1.
We now suppose that Y ∈ Y\T, so that βP = (β0)P +1. We will write schematically that Y = Ẑ+ΦX . Using
Proposition 3.19, we have that [TF , Y ]Y
β0 can be written as a linear combination, with c(v) coefficients, of
the following terms.
• vµ
v0
LZγ (F )µνΓY β0 , where |γ| ≤ 1 and Γ ∈ Y, which is of (type 1-β).
• Φ1−dzd vµ
v0
LZγ (F )µν∂Y β0 , where |γ| ≤ 1, d ∈ {0, 1} and z ∈ k1, which is of (type 1-β) since, if ξ is the
multi-index corresponding to ∂Y β0 , ξP = (β0)P < βP .
• ΦLX(F )(v,∇vY β0), which is of (type 2-β) since |β0| ≤ |β| − 1 and 1 + (β0)P ≤ βP .
It then remains to compute Y [TF , Y
β0 ]. Using the induction hypothesis, it can be written as a linear
combination of terms of the form
• Y (c(v)zdPk,p(Φ)vµv0 LZγ (F )µνY σ) , with z ∈ k1, d ∈ {0, 1}, |σ| ≥ 1, max(|γ|, |k|+ |γ|, |k|+ |σ|) ≤ |β0|,
|k|+ |γ|+ |σ| ≤ |β0|+ 1 and p+ kP + σP + d ≤ (β0)P . It leads to the following error terms.
– Y
(
c(v)
v0
)
zdPk,p(Φ)v
µLZγ (F )µνY σ, which is of (type 1-β) since Y
(
c(v)
v0
)
= Ẑ
(
c(v)
v0
)
= c0(v)
v0
.
– c(v)Y
(
zd
)
Pk,p(Φ)
vµ
v0
LZγ (F )Y σ, which is a linear combination of terms of (type 1-β) since, by
Lemma 3.2,
Y (z) = Ẑ(z)+Φi
Ẑ
Xi(z) = c0(v)z+ z
′+Φi
Ẑ
ci(v), where z
′ ∈ k1, and p+1+ kP +σP +1 ≤ βP .
– c(v)zdP(kT ,kP+1),p(Φ)
vµ
v0
LZγ (F )µνY σ+ c(v)zdPk,p(Φ)vµv0LZγ (F )µνY Y σ, which is the sum of terms
of (type 1-β), since p+ kP + σP + d+ 1 ≤ (β0)P + 1 = βP .
– c(v)zdPk,p+p0 (Φ)
vµ
v0
LZξZγ (F )µθY σ, with max(p0, |ξ|) ≤ 1, which is given by the first identity of
Lemma 3.22. These terms are of (type 1-β) since |k| + |γ| + |ξ| + |σ| ≤ |β0| + 2 = |β| + 1 and
|γ|+ |ξ| ≤ |β|.
For the remaining terms, we suppose for simplicity that c(v) = 1, as we have just see that Y (c(v)) is a
good coefficient.
• Y
(
Pk,p(Φ)LXZγ0 (F ) (v,∇vΓσ)
)
, with |k| + |γ0| + |σ| ≤ |β0| − 1, p + kP + σP ≤ (β0)P and p ≥ 1. It
gives us
P(kT ,kP+1),p(Φ)LXZγ0 (F ) (v,∇vΓσ) ,
which is of (type 2-β) since, p + kP + 1 + σP ≤ (β0)P + 1 = βP . We also obtain, using the fourth
identity of Lemma 3.22,
c(v)Pk,p+p0 (Φ)LXZδZγ0 (F )
(
v,∇vẐξΓσ
)
, with max(|δ|+ |ξ|, p0 + ξP ) ≤ 1.
They are all of (type 2-β) since |k| + |γ0| + |δ| + |σ| + |ξ| ≤ |β0| = |β| − 1, p + p0 + kP + σP + ξP ≤
(β0)P + 1 = βP and p+ p0 ≥ p ≥ 1.
• Y
(
Pk,p(Φ)L∂Zγ0 (F ) (v,∇vΓσ)
)
, with |k|+|γ0|+|σ| ≤ |β0|−1, p+|γ0| ≤ |β0|−1 and p+kP+σP ≤ (β0)P .
We obtain
– P(kT ,kP+1),p(Φ)L∂Zγ0 (F ) (v,∇vΓσ), clearly of (type 3-β),
and, using the second identity of Lemma 3.22,
– Pk,p+1(Φ)LX∂Zγ0 (F ) (v,∇vΓσ), which is of (type 2-β), and
c(v)Pk,p+p0 (Φ)LZδ∂Zγ0 (F )
(
v,∇vẐξΓσ
)
, with |δ|+ |ξ| ≤ 1, p0 + |δ| ≤ 1 and p0 + ξP ≤ 1.
As p + p0 + |γ0| + |δ| ≤ p + |γ0| + 1 ≤ |β| − 1, p + p0 + kP + σP + ξP ≤ (β0)P + 1 = βP and, if
|δ| = 1, [Zδ, ∂] ∈ T ∪ {0}, we can conclude that these terms are of (type 3-β).

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Remark 3.24. To deal with the weight τ+ in the terms of (type 2-β) and (type 3-β) (hidden by the v
derivatives), we will take advantage of the extra decay given by the X vector fields or the translations ∂µ
through Proposition 3.7. To deal with the terms of (type 1-β), when d = 1, we will need to control the L1
norm of
∑
w∈k1 |w|q+1Pk,p(Φ)Y σf , with kP + σP < βP , in order to control ‖|z|qY βf‖L1x,v .
As we will need to bound norms such as ‖Pξ(Φ)Y βf‖L1x,v , we will apply Proposition 3.23 to Φ and we then
need to compute the derivatives of TF (Φ). This is the purpose of the next proposition.
Proposition 3.25. Let Y β ∈ Y|β| and Zγ1 ∈ K|γ1| (we will apply the result for |γ1| ≤ 1). Then,
Y β
(
t
vµ
v0
LZγ1 (F )µζ
)
can be written as a linear combination, with c(v) coefficients, of the following terms, with 0 ≤ θ, ν ≤ 3 and
p ≤ |β|.
xθ
vµ
v0
LZγZγ1 (F )µν , where |γ| ≤ |β| and γT = βT . (family β − 1)
Pk,p(Φ)
vµ
v0
LZγZγ1 (F )µν , where |k|+ |γ| ≤ |β| − 1 and kP ≤ βP . (family β − 2)
xθPk,p(Φ)
vµ
v0
LXZγZγ1 (F )µν , where |k|+ |γ| ≤ |β| − 1 and kP < βP . (family β − 3)
Proof. Let us prove this by induction on |β|. The result holds for |β| = 0. We then consider Y β = Y Y β0 ∈
Y|β| and we suppose that the Proposition holds for β0. Suppose first that Y = ∂, so that βP = (β0)P .
Using the induction hypothesis, ∂Y β0
(
t v
µ
v0
LZγ1 (F )µν
)
can be written as a linear combination, with good
coefficients c(v), of the following terms.
• ∂(xθ)vµ
v0
LZγZγ1 (F )µν , with |γ| ≤ |β0| < |β|, which is part of (family β − 2).
• xθ vµ
v0
L∂ZγZγ1 (F )µν , with 1 + |γ| ≤ 1 + |β0| = |β|. Denoting ∂Zγ by Zξ, we have ξT = 1 + γT =
1 + (β0)T = βT and this term is part of (family β − 1).
• P(kT+1,kP ),p(Φ)v
µ
v0
LZγZγ1 (F )µν , with |k|+ 1+ |γ| ≤ |β| − 1 + 1 = |β| − 1 and kP ≤ (β0)P = βP , which
is part of (family β − 2).
• Pk,p(Φ)vµv0L∂ZγZγ1 (F )µν , with |k|+ |γ|+1 ≤ |β0| − 1+ 1 = |β| − 1 and kP ≤ (β0)P = βP , which is part
of (family β − 2).
• ∂(xθ)Pk,p(Φ)vµv0 LXZγZγ1 (F )µν , with |k|+ |γ| ≤ |β0| − 1 ≤ |β| − 2 and kP < (β0)P = βP , which is then
equal to 0 or part of (family β − 2).
• xθP(kT+1,kP ),p(Φ)v
µ
v0
LXZγZγ1 (F )µν , with |k| + 1 + |γ| ≤ |β0| − 1 + 1 = |β| − 1 and kP < (β0)P = βP ,
which is then part of (family β − 3).
• xθPk,p(Φ)vµv0L∂XZγZγ1 (F )µν , with |k|+ |γ|+1 ≤ |β| − 1 and kP < βP , which is part of (family β − 3),
as [∂,X ] = 0.
Suppose now that Y = Ẑ + ΦX ∈ Y0. We then have βP = (β0)P + 1 and (β0)T = βT . In the following, we
will skip the case where Y hits c(v)(v0)−1 and we suppose for simplicty that c(v) = 1. Note however that
this case is straightforward since
Y
(
c(v)
v0
)
= Ẑ
(
c(v)
v0
)
=
Ẑ(c(v))
v0
+ c(v)Ẑ
(
1
v0
)
=
c1(v)
v0
.
Using again the induction hypothesis, Y Y β0
(
t v
µ
v0
LZγ1 (F )µζ
)
can be written as a linear combination of the
following terms.
• Y (xθ)vµ
v0
LZγZγ1 (F )µν , with |γ| ≤ |β0| < |β| and γT = (β0)T = βT . As, schematically (with δ = 0 or
δ = 1),
Y (xθ) = Ẑ(xθ) + ΦX(xθ) = δxκ + c(v)Φ, (24)
This leads to terms of (family β − 1) and (family β − 2).
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• xθ 1
v0
Y (vµLZγZγ1 (F )µν), with |γ| ≤ |β0| and γT = (β0)T = βT . Using the first identity of Lemma 3.22,
we have that Y (vµLZγZγ1 (F )µθ) is a linear combination of terms such as
vµLZγ0ZγZγ1 (F )µλ, with |γ0| ≤ 1, (γ0)T = 0, and 0 ≤ λ ≤ 3,
leading to terms of (family β − 1), and
ΦvµLXZγZγ1 (F )µν ,
giving terms of (family β − 3), as |γ| ≤ |β0| = |β| − 1.
• 1
v0
Y (Pk,p(Φ)) v
µLZγZγ1 (F )µν , with |k|+|γ| ≤ |β0|−1 and kP ≤ βP . We obtain terms of (family β − 2),
since
Y (Pk,p(Φ)) = P(kT ,kP+1),p(Φ), |k|+ 1 + |γ| ≤ |β| − 1 and kP + 1 ≤ (β0)P + 1 = βP .
• 1
v0
Pk,p(Φ)Y (v
µLZγZγ1 (F )µν ), with |k| + |γ| ≤ |β0| − 1 and kP ≤ (β0)P . Using the first identity of
Lemma 3.22, we have that Y (vµLZγZγ1 (F )µν) is a linear combination of terms of the form
c(v)ΦrvµLZγ0ZγZγ1 (F )µλ, with max(r, |γ0|) ≤ 1 and 0 ≤ λ ≤ 3.
We then obtain terms of (family β − 2), as |k|+ |γ|+ |γ0| ≤ |β0| = |β| − 1 and kP ≤ βP .
• Y (xθ)Pk,p(Φ)vµv0 LXZγZγ1 (F )µν , with |k| + |γ| ≤ |β0| − 1 and kP < (β0)P , which, using (24), gives
terms of (family β − 2) and (family β − 3).
• xθP(kT ,kP+1),p(Φ)v
µ
v0
LXZγZγ1 (F )µν , with |k|+1+|γ| ≤ |β0|−1+1 = |β|−1 and kP+1 < (β0)P+1 = βP ,
which is part of (family β − 3).
• xθPk,p(Φ) 1v0Y (vµLXZγZγ1 (F )µν ), with |k| + |γ| ≤ |β0| − 1 and kP < (β0)P . By the third point of
Lemma 3.22, we can write Y (vµLXZγZγ1 (F )µν ) as a linear combination of terms such as
c(v)ΦrvµLXZγ0ZγZγ1 (F )µλ, with max(r, |γ0|) ≤ 1 and 0 ≤ λ ≤ 3.
It gives us terms of (family β − 3), as |k|+ |γ0|+ |γ| ≤ |β0| = |β| − 1 and kP < βP .

The worst terms are those of (family β − 1). They do not appear in the source term of TF
(
PXζ (Φ)
)
,
which explains why our estimate on ‖PXζ (Φ)Y βf‖L1x,v will be better than the one on ‖Pξ(Φ)Y βf‖L1x,v .
Proposition 3.26. Let Y β ∈ Y|β|X , with βX ≥ 1, Zγ1 ∈ K|γ1| and β be a multi-index associated to Y such
that βP = βP and βT = βT +βX . Then, Y
β
(
t v
µ
v0
LZγ1 (F )µζ
)
can be written as a linear combination of terms
of (family β − 2), (family β − 3) and,
if βP = 0, x
θ v
µ
v0
LXZγZγ1 (F )µν , where |γ| ≤ |β| − 1. (family β − 3− bis)
Proof. The proof is similar to the previous one. The difference comes from the fact a X vector field
necessarily have to hit a term of the first family, giving either a term of the second family or of the third-bis
family, where we we do not have the condition kP < βP since kP and βP could be both equal to 0. 
3.4 The null structure of G(v,∇vg)
In this subsection, we consider G, a 2-form defined on [0, T [×R3, and g, a function defined on [0, T [×R3x×R3v,
both sufficiently regular. We investigate in this subsection the null structure of G(v,∇vg) in view of studying
the error terms obtained in Proposition 3.23. Let us denote by (α, α, ρ, σ) the null decomposition of G. Then,
expressing G (v,∇vg) in null coordinates, we obtain a linear combination of the following terms.
• The terms with the radial component of ∇vg (remark that (∇vg)L = − (∇vg)L = (∇vg)r),
vLρ (∇vg)L , vLρ (∇vg)L , vAαA (∇vg)L and vAαA (∇vg)L . (25)
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• The terms with an angular component of ∇g,
εBAv
Bσ (∇vg)A , vLαA (∇vg)A and vLαA (∇vg)A . (26)
We are then led to bound the null components of ∇vg. A naive estimate, using v0∂vk = Yk−ΦX−t∂k−xk∂t,
gives ∣∣∣(∇vg)L∣∣∣ , ∣∣∣(∇vg)L∣∣∣ , ∣∣∣(∇vg)A∣∣∣ ≤ |∇vg| . τ+ + |Φ|
v0
|∇t,xg|+ 1
v0
∑
Y ∈Y
|Y g|. (27)
With these inequalities, using our schematic notations c ≺ d if d is expected to behave better than c, we have
vLρ (∇vg)L ≺ εBAvBσ (∇vg)A, since vL ≺ vB and ρ ∼ σ. The purpose of the following result is to improve
(27) for the radial component in order to have a better control on vLρ (∇vg)L.
Lemma 3.27. Let g be a sufficiently regular function, z ∈ k1 and j ∈ N∗. We have
|(∇vg)r| . τ− + |Φ|
v0
|∇t,xg|+ 1
v0
∑
Y ∈Y
|Y g| and
∣∣∣(∇vzj)r∣∣∣ . τ−
v0
|z|j−1 + 1
v0
∑
w∈k1
|w|j .
Proof. We have
(∇vg)r = x
i
r
∂vig and
xi
rv0
(t∂i + xi∂t) =
1
v0
(t∂r + r∂t) =
1
v0
(S + (r − t)L),
so that, using ∂vi =
1
v0
(Ω̂0i − t∂i − xi∂t),
(∇vg)r = x
i
rv0
Ω̂0i (g)− 1
v0
S (g) +
t− r
v0
L (g) . (28)
To prove the first inequality, it only remains to write schematically that Ω̂0i = Y0i −ΦX , S = YS −ΦX and
to use the triangle inequality. To complete the proof of the second inequality, apply (28) to g = zj , recall
from Lemma 3.2 that
∣∣∣Ẑ (zj)∣∣∣ .∑z∈k1 |w|j and use that ∣∣L (zj)∣∣ . |z|j−1. 
For the terms containing an angular component, note that they are also composed by either α, the better
null component of the electromagnetic field, vA or vL. The following lemma is fundamental for us to estimate
the energy norms of the Vlasov field.
Lemma 3.28. We can bound |G(v,∇vg)| either by
(|ρ|+ |α|)
(∑
Y ∈Y
|Y (g)|+
(
τ− + |Φ|+
∑
w∈k1
|w|
)
|∇t,xg|
)
+
(
|α|+
√
vL
v0
|σ|
)(∑
Y ∈Y
|Y (g)|+(τ+ + |Φ|)|∇t,xg|
)
or by (
|α|+ |ρ|+
√
vL
v0
|σ|+
√
vL
v0
|α|
)(∑
Y ∈Y
|Y (g)|+ (τ+ + |Φ|) |∇t,xg|
)
Proof. The proof consists in bounding the terms given in (25) and (26). By Lemma 3.27 and |vA| .
√
v0vL,
one has∣∣∣vLρ (∇vg)L − vLρ (∇vg)L + vAαA (∇vg)L∣∣∣ .
(
|ρ|+
√
vL
v0
|α|
)(∑
Y ∈Y
|Y (g)|+ (τ− + |Φ|) |∇t,xg|
)
.
As v0∂vi = Yi − ΦX − xi∂t − t∂i and |vB| .
√
v0vL, we obtain∣∣∣vLαA (∇vg)A + vAαA (∇vg)L + vBσBA (∇vg)A∣∣∣ . (|α|+√vL
v0
|σ|
)(∑
Y ∈Y
|Y (g)|+ (τ+ +Φ|)|∇t,xg|
)
.
Finally, using v0∂vi = Yi − ΦX − xi∂t − t∂i and Lemma 2.4 (for the first inequality), we get∣∣∣vLαA (∇vg)A∣∣∣ . |α|
(∑
Y ∈Y
|Y (g)|+
(
τ− + |Φ|+
∑
w∈k1
|w|
)
|∇t,xg|
)
∣∣∣vLαA (∇vg)A∣∣∣ .
√
vL
v0
|α|
(∑
Y ∈Y
|Y (g)|+ (τ+ + |Φ|) |∇t,xg|
)
.

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Remark 3.29. The second inequality will be used in extremal cases of the hierarchies considered, where we
will not be able to take advantage of the weights w ∈ k1 in front of |∇t,xg| and where the terms
∑
Y ∈Y0 |Y g|
will force us to estimate a weight z ∈ k1 by τ+ (see Proposition 3.31 below).
3.5 Source term of TF (z
jPξ(Φ)Y
βf)
In view of Remark 3.24, we will consider hierarchised energy norms controling, for Q a fixed integer,
‖zQ−ξP−βPPξ(Φ)Y βf‖L1x,v . In order to estimate them, we compute in this subsection the source term of
TF (z
jPξ(Φ)Y
βf). We start by the following technical result.
Lemma 3.30. Let h : [0, T [×R3x × R3v → R be a sufficiently regular function and Γσ ∈ G|σ|. Then,
Γσh =
∑
|g|+|σ|≤|σ|
|g|≤|σ|−1
r+gP+σP≤σP
cg,rσ (v)Pg,r(Φ)Y
σh,
|∂vi (Γσh)| .
1∑
δ=0
∑
|g|+|σ|≤|σ|+1
|g|≤|σ|
r+gP+σP+δ≤σP+1
τδ+
∣∣Pg,r(Φ)Y σh∣∣ .
Proof. The first formula can be proved by induction on |σ|, using that Ẑ = Y − ΦX for each Ẑ composing
Γσ. The inequality then follows using v0∂vi = Yi − ΦX − t∂i − xi∂t. 
Proposition 3.31. Let N ∈ N and N0 ≥ N . Consider ζ0 and β multi-indices such that |ζ0|+ |β| ≤ N and
|ζ0| ≤ N − 1. Let also z ∈ k1 and j ≤ N0 − ζ0P − βP . Then, TF (zjPζ0(Φ)Y βf) can be bounded by a linear
combination of the following terms, where |γ|+ |ζ| ≤ |ζ0|+ |β|.
• ∣∣F (v,∇v (zj))Pζ0(Φ)Y βf ∣∣ . (category 0)
• (
|∇ZγF |+ τ+
τ−
|α (LZγ (F ))|+ τ+
τ−
√
vL
v0
|σ (LZγ (F ))|
)
|Φ|n ∣∣wiPζ(Φ)Y κf ∣∣ , (category 1)
where n ≤ 2N , w ∈ k1, |ζ|+ |γ|+ |κ| ≤ |ζ0|+ |β|+1, i ≤ N0− ζP − κP , max(|γ|, |ζ|+ |κ|) ≤
|ζ0|+ |β| and |ζ| ≤ N − 1.
•
τ+
τ−
|ρ (LZγ (F )) |
∣∣zj−1Pζ(Φ)Y σf ∣∣ and τ+
τ−
√
vL
v0
|α (LZγ (F ))|
∣∣ziPζ(Φ)Y κf ∣∣ , (category 2)
where |ζ|+ |γ|+ |κ| ≤ |ζ0|+ |β|+1, j− 1, i = N0− ζP − κP , max(|γ|, |ζ|+ |κ|) ≤ |ζ0|+ |β| and
|ζ| ≤ N − 1. Morevover, we have i ≤ j.
•
τ+
∣∣∣∣vµv0 LZγ (F )µθzjPζ(Φ)Y βf
∣∣∣∣ , (category 3)
with |ζ| < |ζ0|, ζT + γT = ζ0T , ζP ≤ ζ0P , and |ζ|+ |γ| ≤ |ζ0|+1. This implies j ≤ N0− ζP − βP .
Note that the terms of (category 2) only appears when j = N0− kP − βP and the ones of (category 3) when
|ζ0| ≥ 1.
Proof. The first thing to remark is that
TF (z
jPζ0(Φ)Y
βf) = F
(
v,∇v
(
zj
))
Pζ0(Φ)Y
βf + zjTF (Pζ0(Φ))Y
βf + zjPζ0(Φ)TF (Y
βf).
We immediately obtain the terms of (category 0). Let us then consider zjPζ0(Φ)TF (Y
βf). Using Proposition
3.23, it can be written as a linear combination of terms of (type 1-β), (type 2-β) or (type 3-β) (applied to
f), multiplied by zjPζ0(Φ). Consequently, |zjPζ0(Φ)TF (Y βf)| can be bounded by a linear combination of
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• |z|j ∣∣wdZγ(Fµν)∣∣ ∣∣Pk,p(Φ)Pζ0 (Φ)Y κf ∣∣, with d ∈ {0, 1}, w ∈ k1, |σ| ≥ 1, max(|γ|, |k|+ |γ|, |k|+ |κ|, |k|+
1) ≤ |β|, |k|+ |γ|+ |κ| ≤ |β|+ 1 and p+ kP + κP + d ≤ βP . Now, note that
∃n, ζ such that Pk,p(Φ)Pζ0(Φ) = ΦnPζ(Φ), n ≤ |β|, ζT = kT + ζ0T and ζP = kP + ζ0P .
Consequently, |ζ| = |k|+ |ζ0| ≤ |ζ0|+ |β| − 1 ≤ N − 1, |ζ|+ |γ| = |k|+ |ζ0|+ |γ| ≤ |ζ0|+ |β|,
|ζ|+ |κ| = |k|+ |ζ0|+ |κ| ≤ |ζ0|+ |β| and |ζ|+ |γ|+ |κ| ≤ |k|+ |ζ0|+ |γ|+ |κ| ≤ |ζ0|+ |β|+ 1.
Since
kP + κP + d ≤ βP and ζP = kP + ζ0P , we have j + d ≤ N0 − ζP − κP .
Finally, as |zjwd| ≤ |z|j+d + |w|j+d, we obtain terms of (category 1).
• |z|j ∣∣Pk,p(Φ)LXZγ0 (F ) (v,∇v (Γσf))Pζ0(Φ)∣∣, with |k|+ |γ0|+ |σ| ≤ |β|−1, p+kP +σP ≤ βP and p ≥ 1.
Then, apply Lemma 3.30 in order to get
|∇v (Γσf)| .
1∑
δ=0
∑
|g|+|σ|≤|σ|+1
|g|≤|σ|
r+gP+σP+δ≤σP+1
τδ+
∣∣Pg,r(Φ)Y σf ∣∣ .
Fix parameters (δ, g, r, σ) as in the right hand side of the previous inequality and consider first the case
δ = 0. Then, |z|j |LXZγ0 (F )|
∣∣Pk,p(Φ)Pg,r(Φ)Pζ0(Φ)Y σf ∣∣ can be bounded by terms such as
|z|j |Zγ(Fµν)|
∣∣ΦnPζ(Φ)Y σf ∣∣, with |γ| ≤ |γ0|+1, n ≤ p+ r, ζT = kT + gT + ζ0T , ζP = kP + gP + ζ0P .
We then have n ≤ 2|β|, |ζ|+ |γ|+ |σ| ≤ |k|+ |g|+ |ζ0|+ |γ0|+1+ |σ| ≤ |ζ0|+ |β|+1, |ζ|+ |σ| ≤ |ζ0|+ |β|
and |ζ| ≤ |ζ0|+ |β| − 1. As
ζP + σP = kP + gP + ζ
0
P + σP ≤ kP + σP + 1 + ζ0P ≤ ζ0P + βP ,
we have j ≤ N0−ζP −σP . If δ = 1, use the inequality (17) of Proposition 3.7 to compensate the weight
τ+. The only difference is that it brings a weight w ∈ k1. To handle it, use |zjw| ≤ |z|j+1+ |w|j+1 and
ζP + σP = kP + gP + ζ
0
P + σP ≤ kP + σP + 1− δ + ζ0P ≤ ζ0P + βP − 1,
so that j + 1 ≤ N0 − ζP − βP . In both cases, we then have terms of (category 1).
• |z|j
∣∣∣Pk,p(Φ)L∂Zγ0 (F )(v,∇v (Γσ0f))Pζ0(Φ)∣∣∣, with |k| + |γ0| + |σ0| ≤ |β| − 1, p + |γ0| ≤ |β| − 1 and
p+kP +σ
0
P ≤ βP , which arises from a term of (type 3-β). Applying Lemma 3.30, we can schematically
suppose that
Γσ
0
= c(v)ΦrPχ(Φ)Y
κ with |χ|+ |κ| ≤ |σ0|, |χ| ≤ |σ0| − 1 and r + rχ + χP + κP ≤ σ0P ,
where rχ is the number of Φ coefficients in Pχ(Φ). As Y (c(v)) is a good coefficient, c(v) does not play
any role in what follows and we then suppose for simplicity that c(v) = 1. We suppose moreover, in
order to not have a weight in excess, that
j + kP + χP + κP < N0 − ζ0P (29)
and we will treat the remaining cases below. Using the first inequality of Lemma 3.28 and denoting by
(α, α, ρ, σ) the null decomposition of L∂Zγ0 (F ), we can bound the quantity considered here by the sum
of the three following terms
|z|j |Pk,p(Φ)Pζ0 (Φ)|
(
|α|+ |ρ|+
√
vL
v0
|σ|+ |α|
) ∑
Y ∈Y0
|Y (ΦrPχ(Φ)Y κf)| , (30)
|z|j |Pk,p(Φ)Pζ0(Φ)| (|ρ|+ |α|)
(
τ− + |Φ|+
∑
w∈k1
|w|
)
|∇t,x (ΦrPχ(Φ)Y κf)| , (31)
|z|j |Pk,p(Φ)Pζ0(Φ)| (τ+ + |Φ|)
(
|α|+
√
vL
v0
|σ|
)
|∇t,x (ΦrPχ(Φ)Y κf)| . (32)
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Let us start by (30). We have schematically, for Y ∈ Y0, Y κ1 = Y κ and Y κ2 = Y Y κ,
Pk,p(Φ)Pζ0 (Φ)Y (Φ
rPχ(Φ)Y
κf) = Φn1Pζ1(Φ)Y
κ1f +Φn2Pζ2(Φ)Y
κ2f,
with |ni| ≤ p+ r, |ζi| = |k|+ |ζ0|+ |χ|+ δi1 and ζiP = kP + ζ0P + χP + δi1.
We have, according to (29),
j + ζiP + κ
i
P = ζ
0
P + j + kP + χP + κP + 1 ≤ N0.
Consequently, as
|α|+ |ρ|+
√
vL
v0
|σ|+ |α| . |L∂Zγ (F )| .
∑
|γ|≤|γ0|+1
|∇ZγF | and |ζi|+ |γ|+ |κi| ≤ |β|+ |ζ0|+ 1, (33)
we obtain terms of (category 1) (the other conditions are easy to check).
Let us focus now on (31) and (32). Defining Y κ
3
= Y κ and Y κ
4
= ∂Y κ, we have schematically
Pk,p(Φ)Pζ0 (Φ)∂ (Φ
rPχ(Φ)Y
κf) = Φn3Pζ3(Φ)Y
σ3f +Φn4Pζ4(Φ)Y
κ4f,
with |ni| ≤ p+ r ≤ 2|β| − 2, |ζi| = |k|+ |ζ0|+ |χ|+ δ3i and ζiP = kP + ζ0P + χP .
This time, one obtains j + 1 ≤ N0 − ζiP − κiP . As, by inequality (19) of Proposition 3.7,
(|ρ|+ |α|) . 1
τ−
∑
|γ|≤|γ0|+1
|∇ZγF | , |α| .
∑
|γ|≤|γ0|+1
1
τ−
|α(LZγ (F ))|+ 1
τ+
|∇ZγF | ,
|σ| .
∑
|γ|≤|γ0|+1
1
τ−
|σ(LZγ (F ))| + 1
τ+
|∇ZγF | and |zjw| ≤ |z|j+1 + |w|j+1,
(31) and (32) also give us terms of (category 1).
• We now treat the remaining terms arising from those of (type 3-β), for which
j + kP + χP + κP = N0 − ζ0P .
This equality can only occur if j = N0 − ζ0P − βP and kP + χP + κP = βP . It implies p+ r + rχ = 0
and we then have to study terms of the form
|z|j ∣∣L∂Zγ0 (F ) (v,∇v (Y κf))Pζ0(Φ)∣∣ , with |γ0|+ |κ| ≤ |β| − 1.
Using the second inequality of Lemma 3.28, and denoting again the null decomposition of L∂Zγ0 (F ) by
(α, α, ρ, σ), we can bound it by quantities such as
|Φ| |L∂Zγ0 (F )|
∣∣zjPζ0(Φ)∂Y κf ∣∣ , leading to terms of (category 1),
|ρ| ∣∣Pζ0(Φ)∣∣ (τ+|z|j−1 |Y Y σf |+ τ−|z|j |∂Y κf |) , with Y ∈ Y0, and (34)(
|α|+
√
vL
v0
|σ|+
√
vL
v0
|α|
) ∣∣Pζ0(Φ)∣∣ (τ+|z|j−1 |Y Y κf |+ τ+|z|j |∂Y κf |) , with Y ∈ Y0. (35)
If Y Y κ = Y χ
1
and ∂Y κ = Y χ
2
, we have
|ζ0|+ |χi| ≤ |k|+ |β|, j − 1 = N0 − ζ0P − χ1P and j = N0 − ζ0P − χ2P .
Thus, (34) and (35) give terms of (category 1) and (category 2) since we have, according to inequality
(19) of Proposition 3.7 and for ϕ ∈ {α, α, ρ, σ},
|ϕ| .
∑
|γ|≤|γ0|+1
τ−1− |ϕ (LZγ (F ))|+ τ−1+ |∇ZγF | .
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It then remains to bound TF (Pζ0(Φ))z
jY βf . If |ζ0| ≥ 1, there exists 1 ≤ p ≤ |ζ0| and (ξi)
1≤i≤p such that
Pζ0(Φ) =
p∏
i=1
Y ξ
i
Φ, min
1≤i≤p
|ξi| ≥ 1,
p∑
i=1
|ξi| = |k| and
p∑
i=1
(ξi)T = kT .
Then, TF (Pζ0 (Φ)) =
∑p
i=1 TF (Y
ξiΦ)
∏
j 6=i Y
ξjΦ and let us, for instance, bound TF (Y
ξ1Φ)Y βf
∏p
j=2 Y
ξjΦ.
To lighten the notation, we define χ such that
Pχ(Φ) =
p∏
j=2
Y ξ
j
Φ, so that (χT , χP ) =
(
ζ0T − ξ1T , ζ0P − ξ1P
)
.
Using Propositions 3.23 and 3.25 (with |γ1| ≤ 1), TF (Y ξ1Φ)Pχ(Φ)Y βf can be written as a linear combination
of terms of (type 1 − ξ1), (type 2 − ξ1), (type 3 − ξ1) (applied to Φ), (family 1 − ξ1), (family 2 − ξ1) and
(family 3− ξ1), multiplied by Pχ(Φ)Y βf . The treatment of the first three type of terms is similar to those
which arise from zjPζ0(Φ)TF (Y
βf), so we only give details for the first one. We then have to bound
• |z|j |Zγ(Fµν)|
∣∣wdPk,p(Φ)Y κΦPχ(Φ)Y βf ∣∣, with d ∈ {0, 1}, w ∈ k1, |κ| ≥ 1 max(|γ|, |k|+ |γ|, |k|+ |κ|) ≤
|ξ1|, |k|+ |γ|+ |κ| ≤ |ξ1|+ 1 and p+ kP + κP + d ≤ ξ1P . Note now that
Pk,p(Φ)Y
κΦPχ(Φ) = Φ
nPζ(Φ), with n ≤ p ≤ |ξ1|, ζT = kT + κT + χT and ζP = kP + κP + χP .
Note moreover that
|ζ|+ |γ|+ |β| = |k|+ |γ|+ |κ|+ |χ|+ |β| ≤ |ξ1|+ |χ|+ |β|+ 1 = |ζ0|+ |β|+ 1, |ζ|+ |β| ≤ |ζ0|+ |β|
and ζP + βP + d = kP + κP + d+χP + βP ≤ ξ1P +χP + βP = ζ0P + βP , which proves that this is a term
of (category 1).
• τ+|z|j
∣∣vµ
v0
LZγ (F )µθPχ(Φ)Y βf
∣∣, with |γ| ≤ |ξ1|+ 1 and γT = ξ1T . It is part of (category 3) as
|χ| < |k|, χT + γT = χT + ξ1T = ζ0T , χP ≤ ζ0P and |χ|+ |γ| ≤ |χ|+ |ξ1|+ 1 = |ζ0|+ 1.
• |Zγ(Fµν )|
∣∣zjPk,p(Φ)Pχ(Φ)Y βf ∣∣, with |k| + |γ| ≤ |ξ1| − 1, kP ≤ ξ1P and p ≤ |ξ1|, which is part of
(category 1). Indeed, we can write
Pk,p(Φ)Pχ(Φ) = Φ
rPζ(Φ), with r ≤ p ≤ |ξ1|, (ζT , ζP ) = (kT + χT , kP + χP )
and we then have |ζ|+ |γ| = |k|+ |γ|+ |χ| ≤ |ξ1|+ |χ| ≤ |ζ0|,
|ζ|+ |γ|+ |β| ≤ |ξ1|+ |χ|+ |β| ≤ |ζ0|+ |β| and ζP + βP ≤ ξ1P + χP + βP = ζ0P + βP
• τ+ |LXZγ0 (F )|
∣∣zjPk,p(Φ)Pχ(Φ)Y βf ∣∣, with |k| + |γ0| ≤ |ξ1| − 1, kP < ξ1P and p ≤ |ξ1|. By inequality
(17) of Proposition 3.7
∃ w ∈ k1, τ+ |LXZγ0 (F )| . (1 + |w|)
∑
|γ|≤|γ0|+1
|∇ZγF | .
Note moreover that kP + χP + βP ≤ ξ1P − 1 + χP + βP < ζ0P + βP , as16 kP < ξ1P . We then have
j+1 ≤ N0−kP−χP−βP and we obtain, using |zjw| ≤ |z|j+1+|w|j+1 and writting again Pk,p(Φ)Pχ(Φ) =
ΦrPζ(Φ), terms which are in (category 1) (the other conditions can be checked as previously).

Remark 3.32. There is three types of terms which bring us to consider a hierarchy on the quantities of the
form zjPξ(Φ)Y
βf .
• Those of (category 0), as ∇v
(
zj
)
creates (at least) a τ−-loss and since τ−F ∼ τ−1+ .
16Note that this term could appear only if ξ1P ≥ 1.
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• The first ones of (category 2). Indeed, we will have |ρ| . τ−
3
2
+ τ
− 12
− , so, using
17 1 .
√
v0vL,
τ+
τ−
|ρ| . v
0
τ+
+
vL
τ3−
.
vLτ−3− will give an integrable term, as the component v
L will allow us to use the foliation (u,Cu(t)) of
[0, t]× R3x. However, v0τ−1+ will create a logarithmical growth.
• The ones of (category 3), because of the τ+ weight and the fact that even the better component of
LZγ (F ) will not have a better decay rate than τ−2+ .
We will then classify them by |ξ|+ |β| and j, as one of these quantities is lowered in each of these terms.
Remark 3.33. Let β and, for i ∈ {1, 2}, ζi be multi-indices such that |ζi| + |β| ≤ N , |ζ1| ≤ N − 1 and
N0 ≥ 2N − 1. We can adapt the previous proposition to TF
(
zjPζ1(Φ)Pζ2(Φ)Y
βf
)
. One just has
• to add the factor Pζ2(Φ) (or Pζ1(Φ)) in the terms of each categories and
• to replace conditions such as j ≤ N0 − ζP − σP by j ≤ N0− ζP − ζ2P − σP (or j ≤ N0− ζP − ζ1P − σP ).
The worst terms are those of (category 3) as they are responsible for the stronger growth of the top
order energy norms. However, as suggested by the following proposition, we will have better estimates on
‖zjPXξ (Φ)Y β‖L1x,v .
Proposition 3.34. Let N ∈ N, z ∈ k1, N0 ≥ N , ξ0, β and j ∈ N be such that |ξ0| ≤ N−1, |ξ0|+|β| ≤ N and
j ≤ N0−ξ0P −βP . Then, TF (zjPXξ0 (Φ)Y βf) can be bounded by a linear combination of terms of (category 0),
(category 1), (category 2) and
τ+
τ−
∣∣∣∣vµv0LZγ (F )µνwjPXξ (Φ)Y βf
∣∣∣∣ , (category 3−X)
with ξX < ξ
0
X , ξT ≤ ξ0T , ξP ≤ ξ0P , |ξ| + |γ| + |β| ≤ |ξ| + |β| + 1, |γ| ≤ |ξ| + 1, w ∈ k1 and
j = N0 − ζP − βP .
Note that the terms of (category 2) only appear when j = N0 − ξ0P − βP and those of (category 3−X)
if j = N0 − ξ0P − βP and |ξ0| ≥ 1.
Proof. Proposition 3.23 also holds for Y β ∈ YX in view of Lemma 3.12 and the fact that X can be considered
as c(v)∂. Then, one only has to follow the proof of the previous proposition and to apply Proposition 3.26
where we used Proposition 3.25. Hence, instead of terms of (category 3), we obtain
τ+
∣∣∣∣vµv0 LXZγ (F )µνzjPXχ (Φ)Y βf
∣∣∣∣ , with |γ| ≤ |ξ1|, χX < ξ0X , χT ≤ ξ0T and χP ≤ ξ0P .
Apply now the second and then the first inequality of Proposition 3.7 to obtain that
τ+
∣∣∣∣vµv0LXZγ (F )µθzjPXχ (Φ)Y βf
∣∣∣∣ . ∣∣PXχ (Φ)Y βf ∣∣ ∑
|δ|≤|ξ1|+1
(∑
w∈k1
|w|j+1
τ−
∣∣∣∣vµv0 LZδ (F )µθ
∣∣∣∣+ |z|j |LZδ (F )|
)
which leads to terms of (category 3−X) (if j = N0−χP −βP ) and (category 1) (as PXχ (Φ) can be bounded
by a linear combination of Pχ0(Φ) with χ
0
T = χT + χX and χ
0
P ≤ χP ). 
Remark 3.35. As we will mostly apply this commutation formula with a lower N0 than for our utilizations
of Proposition 3.31 or for |ξ0| = 0, we will have to deal with terms of (category 3−X) only once (for (87)).
3.6 Commutation of the Maxwell equations
We recall the following property (see Lemma 2.8 of [4] for a proof).
Lemma 3.36. Let G and M be respectively a 2-form and a 1-form such that ∇µGµν = Mν . Then,
∀Z ∈ P, ∇µLZ(G)µν = LZ(M)ν and ∇µLS(G)µν = LS(M)ν + 2Mν.
If g is a sufficiently regular function such that ∇µGµν = J(g)ν , then
∀Z ∈ P, ∇µLZ(G)µν = J(Ẑg)ν and ∇µLS(G)µν = J(Sg)ν + 3J(g)ν .
17We will be able to lose one power of v0 as it is suggested by the energy estimate of Proposition 4.1.
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We need to adapt this formula since we will control Y f and not Ẑf . We cannot close the estimates using
only the formula
J(Ẑf) = J(Y f)− J(Φk
Ẑ
Xkf)
as we will have ‖Φ‖L∞v . log2(τ+) and since this small loss would prevent us to close the energy estimates.
Proposition 3.37. Let Z ∈ K. Then, for 0 ≤ ν ≤ 3, ∇µLZ(F )µν can be written as a linear combination of
the following terms.
• ∫
v
vν
v0
(XΦ)jY κfdv, with j + |κ| ≤ 1.
• 1
τ+
∫
v
c(t, x, v)zPk,p(Φ)Y
κfdv, with z ∈ k1, p+ |k|+ |κ| ≤ 3 and |k|+ |κ| ≤ 1.
Remark 3.38. We would obtain a similar proposition if J(f)ν was equal to
∫
v
cν(v)fdv, except that we
would have to replace vν
v0
, in the first terms, by certain good coefficients c(v).
Proof. If Z ∈ T, the result ensues from Lemma 3.36. Otherwise, we have, using (15)
J(Ẑf) = J(Y f)− J(ΦkXkf)
= J(Y f)ν + J(Xk(Φ
k)f)ν − J(Xk(Φkf))
= J(Y f) + J(Xk(Φ
k)f)− 1
1 + t+ r
3∑
k=1
J
((
2z0k∂t +
∑
Z∈K
cZ(t, x, v)Z
)
(Φkf)
)
.
Now, note that J(z0k∂t(Φ
kf)) = J(z0kΦ∂tf + z0k∂t(Φ)f) and, for Z ∈ K \T (in the computations below,
we consider Z = Ω0i, but the other cases are similar), by integration by parts in v,
J
(
Z(Φkf)
)
= J
(
(Y − v0∂vi − ΦqXq)(Φkf)
)
= J
(
Y (Φk)f +ΦkY (f)− ΦqXq(Φk)f +ΦqΦkXq(f)
)
+
(∫
v
Φkfdv
)
dxi−
(∫
v
Φkf
vi
v0
dv
)
dx0,
where dxµ is the differential of xµ. 
We are now ready to establish the higher order commutation formula.
Proposition 3.39. Let R ∈ N and Zβ ∈ KR. Then, for all 0 ≤ ν ≤ 3, ∇µLZβ (F )µν can be written as a
linear combination of terms such as∫
v
vν
v0
PXξ (Φ)Y
κfdv, with |ξ|+ |κ| ≤ R, (type 1−R)
1
τ+
∫
v
c(t, x, v)zPk,p(Φ)Y
κfdv, with p+ |k|+ |κ| ≤ 3R and k + |κ| ≤ R. (type 2−R)
Proof. We will use during the proof the following properties, arising from Lemma 3.2 and the definition of
the Xi vector field,
∀ (Y, z) ∈ Y× k1, ∃ z′ ∈ k1, Y (z) = c1(v)z + z′ + c2(v)Φ, (36)
PXξ (Φ) =
∑
ζT=ξT+ξX
ζP≤ξP
cζ(v)Pζ(Φ). (37)
Let us suppose that the formula holds for all |β0| ≤ R− 1, with R ≥ 2 (for R− 1 = 1, see Proposition 3.37).
Let (Z,Zβ0) ∈ K × K|β0| with |β0| = R − 1 and consider the multi-index β such that Zβ = ZZβ0 . We fix
ν ∈ J0, 3K. By the first order commutation formula, Remark 3.38 and the induction hypothesis, ∇µLZβ (F )µν
can be written as a linear combination of the following terms (to lighten the notations, we drop the good
coefficients c(t, x, v) in the integrands of the terms given by Proposition 3.37).
• ∫
v
vν
v0
(XΦ)
j
Y κ
0
(
PXξ (Φ)Y
κf
)
dv, with j+|κ0| ≤ 1 and |ξ|+|κ| ≤ R−1. It leads to ∫
v
vν
v0
PXξ (Φ)Y
κfdv,∫
v
vν
v0
X(Φ)PXξ (Φ)Y
κfdv,
∫
v
vν
v0
Y
(
PXξ (Φ)
)
Y κfdv and
∫
v
vν
v0
PXξ (Φ)Y
κ0Y κfdv,
which are all of (type 1−R) since Y
(
PXξ (Φ)
)
= PXζ (Φ), with |ζ| = |ξ|+ 1, and |ξ|+ 1 + |κ| ≤ R.
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• ∫
v
c(v) (XΦ)
j
Y κ
0
(
z
τ+
c(t, x, v)Pk,p(Φ)Y
κf
)
dv, with j + |κ0| ≤ 1, z ∈ k1, p + |k| + |κ| ≤ 3R − 3 and
|k|+ |κ| ≤ R− 1. For simplicity, we suppose c(v) = 1. As
Y
(
1
τ+
c(t, x, v)
)
=
1
τ+
c1(t, x, v) +
1
τ+
c2(t, x, v)Φ,
we obtain, dropping the dependance in (t, x, v) of the good coefficients, the following terms (with the
first one corresponding to j = 1 and the other ones to j = 0).
1
τ+
∫
v
czP(kT+1,kP ),p+1(Φ)Y
κfdv,
1
τ+
∫
v
(c+ c1)zPk,p(Φ)Y
κfdv,
1
τ+
∫
v
c2zPk,p+1(Φ)Y
κfdv,
1
τ+
∫
v
czP(kT+κ0T ,kP+κ0P ),p(Φ)Y
κfdv,
1
τ+
∫
v
cY (z)Pk,p(Φ)Y
κfdv,
1
τ+
∫
v
czPk,p(Φ)Y
κ0Y κfdv.
It is now easy to check that all these terms are of (type 2−R) (for the penultimate term, recall in
particular (36)). For instance, for the first one, we have
(p+ 1) + (|k|+ 1) + |κ| = (p+ |k|+ |κ|) + 2 ≤ 3R− 1 ≤ 3R and (|k|+ 1) + |κ| ≤ (|k|+ |κ|) + 1 ≤ R.
• 1
τ+
∫
v
zPk0,p0(Φ)Y
κ0
(
PXξ (Φ)Y
κf
)
dv, with p0 + |k0| + |κ0| ≤ 3, |k0| + |κ0| ≤ 1 and |ξ| + |κ| ≤ R − 1.
According to (37), we can suppose without loss of generality that PXξ (Φ) = c(v)Pζ(Φ), with |ζ| ≤ |ξ|.
If |k0| = 1, we obtain
1
τ+
∫
v
c(v)zP(ζT+k0T ,ζP+k0P ),r(Φ)Y
κfdv, with r ≤ |ζ|+ p0,
which is of (type 2−R) since
(|ζ|+ p0) + (|ζ|+ |k0|) + |κ| ≤ (p0 + |k0|) + 2(|ξ|+ |κ|) ≤ 2R+ 1 ≤ 3R and (|ζ|+ |k0|) + |κ| ≤ R.
If |k0| = 0, we obtain, with r ≤ |ζ|+ p0 and since Y κ0(c(v)) = c1(v),
1
τ+
∫
v
(c+ c1)(v)zP(ζT ,ζP ),r(Φ)Y
κfdv,
1
τ+
∫
v
c(v)zP(ζT ,ζP ),r(Φ)Y
κ0Y κfdv and
1
τ+
∫
v
c(v)zP(ζT+κ0T ,ζP+κ0P ),r(Φ)Y
κfdv,
which are of (type 2−R) since
|ζ|+ 1 + |κ| ≤ R and |ζ|+ p0 + |ζ|+ |κ0|+ |κ| ≤ 3 + 2R− 2 ≤ 3R.
• 1
τ+
∫
v
wPk0,p0(Φ)Y
κ0
(
z
τ+
c(t, x, v)Pk,p(Φ)Y
κf
)
dv, with (w, z) ∈ k21, p0+ |k0|+ |κ0| ≤ 3, |k0|+ |κ0| ≤ 1,
p+ |k|+ |κ| ≤ 3R− 3 and |k|+ |κ| ≤ R− 1.
If |k0| = 1, we obtain the term
1
τ+
∫
v
c0(t, x, v)wPk+k0 ,p+p0(Φ)Y
σfdv, where c0(t, x, v) := c(t, x, v)
z
τ+
,
which is of (type 2−R) since
|k + k0|+ (p+ p0) + |κ| ≤ (p+ |k|+ |κ|) + (p0 + |k0|) ≤ 3R and |k + k0|+ |κ| = (|k|+ |κ|) + 1 ≤ R.
If |k0| = 0, using that
z
τ+
c(t, x, v) + Y κ
0
(
z
τ+
c(t, x, v)
)
= c3(t, x, v) + c4(t, x, v)Φ,
we obtain the following terms of (type 2−R),
1
τ+
∫
v
(
c3(t, x, v)Pk,p+p0 (Φ) + c4(t, x, v)Pk,p+p0+1(Φ)
)
wY κfdv,
1
τ+
∫
v
c0(t, x, v)wPk,p+p0 (Φ)Y
κ0Y κfdv and
1
τ+
∫
v
c0(t, x, v)wP(kT ,κ0T ,kP+κ0P ),p+p0(Φ)Y
κf.

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Recall from the transport equation satisfied by the Φ coefficients that, in order to estimate Y γΦ, we
need to control LZβ (F ) with |β| = |γ|+ 1. Consequently, at the top order, we will rather use the following
commutation formula.
Proposition 3.40. Let Zβ ∈ K|β|. Then,
∇µLZβ (F )µν =
∑
|q|+|κ|≤|β|
|q|≤|β|−1
p≤qX+κT
J
(
ck,qκ (v)Pq,p(Φ)Y
κf
)
,
where Pq,p(Φ) can contain YX , and not merely Y, derivatives of Φ. We then denote by qX its number of X
derivatives.
Proof. Iterating Lemma 3.36, we have
∇µLZβ (F )µν =
∑
|γ|≤|β|
Cβγ J
(
Ẑγf
)
. (38)
The result then follows from an induction on |γ|. Indeed, write Ẑγ = ẐẐγ0 and suppose that
Ẑγ0f =
∑
|q|+|κ|≤|γ0|
|q|≤|γ0|−1
p≤qX+κT
ck,qκ (v)Pq,p(Φ)Y
κf. (39)
If Ẑ = ∂ ∈ T, then
Ẑγf =
∑
|q|+|κ|≤|γ0|
|q|≤|γ0|−1
p≤qX+κT
ck,qκ (v)P(qT+1,qP ,qX ),p(Φ)Y
κf + ck,qκ (v)Pq,p(Φ)∂Y
κf =
∑
|q|+|κ|≤|γ|
|q|≤|γ|−1
p≤qX+κT
ck,qκ (v)Pq,p(Φ)Y
κf.
Otherwise γP = (γ0)P + 1 and write Ẑ = Y − ΦX with Y ∈ Y0. Hence, using XY κf = c(v)∂Y κf ,
Ẑγf =
∑
|q|+|κ|≤|γ0|
|q|≤|γ0|−1
p≤qX+κT
(
Y
(
ck,qκ (v)
)
Pq,p(Φ)Y
κf + ck,qκ (v)P(qT ,qP+1,qX ),p(Φ)Y
κf + ck,qκ (v)Pq,p(Φ)Y Y
κf
+ck,qκ (v)P(qT ,qP ,qX+1),p+1(Φ)Y
κf + ck,qκ (v)P(qT ,qP ,qX ),p+1(Φ)c(v)∂Y
κ
)
.
∑
|q|+|κ|≤|γ|
|q|≤|γ|−1
p≤qX+κT
ck,qκ (v)Pq,p(Φ)Y
κf.

4 Energy and pointwise decay estimates
In this section, we recall classical energy estimates for both the electromagnetic field and the Vlasov field and
how to obtain pointwise decay estimates from them. For that purpose, we need to prove Klainerman-Sobolev
inequalities for velocity averages, similar to Theorem 8 of [9] or Theorem 1.1 of [3], adapted to modified
vector fields.
4.1 Energy estimates
For the particle density, we will use the following approximate conservation law.
Proposition 4.1. Let H : [0, T [×R3x × R3v → R and g0 : R3x × R3v → R be two sufficiently regular functions
and F a sufficiently regular 2-form defined on [0, T [×R3. Then, g, the unique classical solution of
TF (g) = H
g(0, ., .) = g0,
satisfies the following estimate,
∀ t ∈ [0, T [, ‖g‖L1x,v(t) + sup
u∈R
∥∥∥∥vLv0 g
∥∥∥∥
L1(Cu(t))L1v
≤ 2‖g0‖L1x,v + 2
∫ t
0
∫
Σs
∫
v
|H |dv
v0
dxds.
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Proof. The estimate follows from the divergence theorem, applied to
∫
v
vµ
v0
|f |dv in [0, t]× R3 and Vu(t), for
all u ≤ t. We refer to Proposition 3.1 of [4] for more details. 
We consider, for the remainder of this section, a 2-form G and a 1-form J , both defined on [0, T [×R3 and
sufficiently regular, such that
∇µGµν = Jν
∇µ∗Gµν = 0.
We denote by (α, α, ρ, σ) the null decomposition of G. As
∫
Σ0
rρ(G)|(0, x)dx = +∞ when the total charge is
non-zero, we cannot control norms such as
∥∥√τ+ρ∥∥L2(Σt) and we then separate the study of the electromag-
netic field in two parts.
• The exterior of the light cone, where we propagate L2 norms on the chargeless part ◦F of F (introduced,
as F , in Definition 1.2), which has a finite initial weighted energy norm. The pure charge part F is
given by an explicit formula, which describes directly its asymptotic behavior. As F =
◦
F + F , we are
then able to obtain pointwise decay estimates on the null components of F .
• The interior of the light cone, where we can propagate L2 weighted norms of F since we control its flux
on C0(t) with the bounds obtained on
◦
F in the exterior region.
We then introduce the following energy norms.
Definition 4.2. Let N ∈ N. We define, for t ∈ [0, T [,
E0[G](t) :=
∫
Σt
(|α|2 + |α|2 + 2|ρ|2 + 2|σ|2) dx+ sup
u≤t
∫
Cu(t)
(|α|2 + |ρ|2 + |σ|2) dCu(t),
E0N [G](t) :=
∑
Zγ∈K|γ|
|γ|≤N
E0N [LZγ (G)](t),
ES,u≥0[G](t) :=
∫
Σ0t
τ+
(|α|2 + |ρ|2 + |σ|2)+ τ−|α|dx+ sup
0≤u≤t
∫
Cu(t)
τ+|α|2 + τ−
(|ρ|2 + |σ|2) dCu(t).
EN [G](t) :=
∑
Zγ∈K|γ|
|γ|≤N
ES,u≥0N [LZγ (G)](t)
ES,u≤0[G](t) :=
∫
Σ
0
t
τ+
(|α|2 + |ρ|2 + |σ|2)+ τ−|α|dx+ sup
u≤0
∫
Cu(t)
τ+|α|2 + τ−
(|ρ|2 + |σ|2) dCu(t)
EExtN [G](t) :=
∑
Zγ∈K|γ|
|γ|≤N
ES,u≤0N [LZγ (G)](t).
The following estimates hold.
Proposition 4.3. Let S := S + ∂t1u>0 + 2τ−∂t1u≤0. For all t ∈ [0, T [,
E0[G](t) ≤ 2E0[G](0) + 8
∫ t
0
∫
Σs
|Gµ0Jµ|dxds
ES,u≤0[G](t) ≤ 6ES,u≤0[G](0) + 8
∫ t
0
∫
Σ
0
s
∣∣∣SνGνµJµ∣∣∣ dxds
ES,u≥0[G](t) ≤ 3ES,u≤0[ ◦G](t) + 8
∫ t
0
∫
Σ0s
∣∣∣SνGνµJµ∣∣∣ dxds.
Proof. For the first inequality, apply the divergence theorem to Tµ0[G] in [0, t]×R3 and Vu(t), for all u ≤ t.
Let us give more details for the other ones. Denoting T [G] by T and using Lemma 2.3, we have, if u ≤ 0,
∇µ (τ−Tµ0) = τ−∇µTµ0 − 1
2
L (τ−)TL0
= τ−∇µTµ0 − u
2τ−
(
|α|2 + |ρ|2 + |σ|2
)
≥ τ−∇µTµ0.
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Consequently, applying Corollary 2.2 and the divergence theorem in Vu0(t), for u0 ≤ 0, we obtain∫
Σ
u0
t
τ−T00dx+
1√
2
∫
Cu0(t)
τ−TL0dCu0(t) ≤
∫
Σ
u0
0
√
1 + r2T00dx −
∫ t
0
∫
Σ
u0
s
τ−G0νJνdxds. (40)
On the other hand, as ∇µSν +∇νSµ = 2ηµν and Tµµ = 0, we have
∇µ (TµνSν) = ∇µTµνSν + Tµν∇µSν
= GνλJ
λSν +
1
2
Tµν (∇µSν +∇νSµ)
= GνλJ
λSν .
Applying again the divergence theorem in Vu0 (t), for all u0 ≤ 0, we get∫
Σ
u0
t
T0νS
νdx+
1√
2
∫
Cu0 (t)
TLνS
νdCu0(t) =
∫
Σ
u0
0
T0νS
νdx−
∫ t
0
∫
Σ
u0
s
GµνJ
µSνdxds. (41)
Using Lemma 2.3 and 2S = (t+ r)L + (t− r)L, notice that
4τ−T00 = τ−
(|α|2 + |α|2 + 2|ρ|2 + 2|σ|2) , 4T0νSν = (t+ r)|α| + (t− r)|α|+ 2t(|ρ|+ |σ|),
2τ−TL0 = τ−
(|α|2 + |ρ|2 + |σ|2) , 2TLνSν = (t+ r)|α|2 + (t− r)|ρ|2 + (t− r)|σ|2,
and then add twice (40) to (41). The second estimate then follows and we now turn on the last one.
Recall that ∇µTµνG = GνλJλ and ∇µ (TµνSν) = GνλJλSν . Hence, by the divergence theorem applied in
[0, t]× R3 \ V0(t), we obtain∫
Σ0t
(T00 + T0νS
ν) dx =
1√
2
∫
C0(t)
(TL0 + TLνS
ν) dC0(t)−
∫ t
0
∫
Σ0s
G0νJ
ν + SνGνµJ
µdxds. (42)
By Lemma 2.3, we have 4T00 =
(|α|2 + |α|2 + 2|ρ|2 + 2|σ|2), so that
4T00 + 4T0νS
ν ≥ τ+|α|2 + τ−|α|2 + τ+|ρ|2 + τ+|σ|2 ≥ 0 on Σ0t . (43)
Consequently, the divergence theorem applied in Vu(t) \ V0(t), for 0 ≤ u ≤ t, gives
1√
2
∫
Cu(t)
(TL0 + TLνS
ν) dCu(t) ≤ 1√
2
∫
C0(t)
(TL0 + TLνS
ν) dC0(t)−
∫
Vu(t)\V0(t)
(G0νJ
ν + SνGνµJ
µ) . (44)
Not now that TL0 + TLνS
ν ≥ τ+|α|2 + τ−|ρ|2 + τ−|σ|2 if u ≥ 0 since
2TL0 = |α|2 + |ρ|2 + |σ|2 and 2TLνSν = (t+ r)|α|2 + (t− r)|ρ|2 + (t− r)|σ|2.
It then remains to take the sup over all 0 ≤ u ≤ t in (44), to combine it with (42), (43) and to remark that
2
∫
C0(t)
TL0 + TLνS
νdC0(t) ≤
∫
C0(t)
|ρ|2 + |σ|2dC0(t) +
∫
C0(t)
τ+|α|2dC0(t)
≤ ES,u≤0[ ◦G](t),
since G =
◦
G on C0(t). 
4.2 Pointwise decay estimates
4.2.1 Decay estimates for velocity averages
As the set of our commutation vector fields is not P̂0, we need to modify the following standard Klainerman-
Sobolev inequality, which was proved in [9] (see Theorem 8).
Proposition 4.4. Let g be a sufficiently regular function defined on [0, T [×R3x × R3v. Then, for all (t, x) ∈
[0, T [×R3,
∀ (t, x) ∈ [0, T [×R3,
∫
v∈R3
|g(t, x, v)|dv . 1
τ2+τ−
∑
Ẑβ∈P̂|β|0
|β|≤3
‖Ẑβg‖L1x,v(t).
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We need to rewrite it using the modified vector fields. For the remainder of this section, g will be a
sufficiently regular function defined on [0, T [×R3x × R3v. We also consider F , a regular 2-form, so that we
can consider the Φ coefficients introduced in Definition 3.11 and we suppose that they satisfy the following
pointwise estimates, with M1 ≥ 7 a fixed integer. For all (t, x, v) ∈ [0, T [×R3 × R3,
|YΦ|(t, x, v) . log 72 (1+ τ+), |Φ|(t, x, v) . log2(1+ τ+) and
∑
|κ|≤3
|Y κΦ|(t, x, v) . logM1(1+ τ+).
Proposition 4.5. For all (t, x) ∈ [0, T [×R3,
τ2+τ−
∫
v∈R3
|g(t, x, v)|dv .
∑
|ξ|+|β|≤3
∥∥PXξ (Φ)Y βg∥∥L1x,v(t) + ∑
|κ|≤min(2+κT ,3)
∑
z∈k1
log6M1(3 + t)
1 + t
‖zY κg‖L1x,v(t).
Remark 4.6. This inequality is suitable for us since we will bound
∥∥∥PXξ (Φ)Y βg∥∥∥
L1x,v
without any growth in
t. Moreover, observe that Y κ contains at least a translation if |κ| = 3, which is compatible with our hierarchy
on the weights z ∈ k1 (see Remark 3.24).
Proof. Let (t, x) ∈ [0, T [×Rn. Consider first the case |x| ≤ 1+t2 , so that, with τ := 1 + t,
∀ |y| ≤ 1
4
, τ ≤ 10(1 + |t− |x+ τy||).
For a sufficiently regular function h, we then have, using Lemmas 3.6 and then 3.20,∣∣∣∣∂yi (∫
v
|h|(t, x+ τy, v)dv
)∣∣∣∣ = ∣∣∣∣τ∂i ∫
v
|h|(t, x+ τy, v)dv
∣∣∣∣
.
∣∣∣∣(1 + |t− |x+ τy||)∂i ∫
v
|h|(t, x+ τy, v)dv
∣∣∣∣
.
∑
Z∈K
∣∣∣∣Z ∫
v
|h|(t, x+ τy, v)dv
∣∣∣∣
.
∑
|ξ|+|β|≤1
p≤1
∑
z∈k1
∫
v
(
|PXξ (Φ)Y βh|+
log7(1 + τ+)
τ+
|z∂pt h|
)
(t, x+ τy, v)dv.
Using a one dimensional Sobolev inequality, we obtain, for δ = 1
4
√
3
(so that |y| ≤ 14 if |yi| ≤ δ for all
1 ≤ i ≤ 3),∫
v
|g|(t, x, v)dv .
1∑
n=0
∫
|y1|≤δ
∣∣∣∣(∂y1)n ∫
v
|g|(t, x+ τ(y1, 0, 0), v)dv
∣∣∣∣ dy1
.
∑
|ξ|+|β|≤1
p≤1
z∈k1
∫
|y1|≤δ
∫
v
(
|PXξ (Φ)Y βg|+
log7(3 + t)
1 + t
|z∂pt g|
)
(t, x+ τ(y1, 0, 0), v)dvdy1.
Repeating the argument for y2 and the functions
∫
v
PXξ (Φ)Y
βgdv and
∫
v
z∂pt gdv, we get, as |z| ≤ 2t in the
region considered and dropping the dependence in (t, x+ τ(y1, y2, 0), v) of the functions in the integral,∫
v
|g|(t, x, v)dv .
∑
|ξ|+|β|≤2
z∈k1
∑
|ζ|+|κ|≤2
|κ|≤1+κT
∫
|y1|≤δ
∫
|y2|≤δ
∫
v
|PXξ (Φ)Y βg|+
log14(3 + t)
1 + t
|zPXζ (Φ)Y κg|dvdy1dy2.
Repeating again the argument for the variable y3, we finally obtain∫
v
|g|(t, x, v)dv .
∑
|ξ|+|β|≤3
z∈k1
∑
|ζ|+|κ|≤3
|κ|≤2+κT
∫
|y|≤ 14
∫
v
|PXξ (Φ)Y βg|+
log21(3 + t)
1 + t
|zPXζ (Φ)Y κg|dv(t, x+ τy)dy.
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It then remains to remark that
∣∣∣PXζ (Φ)∣∣∣ . log3M1(3+ t) on the domain of integration and to make the change
of variables z = τy. Note now that one can prove similarly that, for a sufficiently regular function h,∫
v
|h|(t, r, θ, φ)dv .
∑
|ξ|+|β|≤2
z∈k1
∑
|κ|≤min(1+κT ,2)
∫
S2
∫
v
|PXξ (Φ)Y βh|+
log14+2M1(1 + τ+)
τ+
|zY κh|dvdS2(t, r). (45)
Indeed, by a one dimensional Sobolev inequality, we have∫
v
|f |(t, r, θ, φ, v)dv .
1∑
r=0
∫
ω1
∣∣∣∣(∂ω1)r ∫
v
|f |(t, r, θ + ω1, φ, v)dv
∣∣∣∣ dω1.
Then, since ∂ω1 ( and ∂ω2) can be written as a combination with bounded coefficients of the rotational vector
fields Ωij , we can repeat the previous argument. Finally, let us suppose that
1+t
2 ≤ |x|. We have, using again
Lemmas 3.6 and 3.20,
|x|2τ−
∫
v
|g|(t, x, v)dv = −|x|2
∫ +∞
|x|
∂r
(
τ−
∫
v
|g|(t, r, θ, φ, v)dv
)
dr
.
∫ +∞
|x|
∫
v
|g|(t, r, θ, φ, v)dvr2dr +
∫ +∞
|x|
∣∣∣∣τ−∂r ∫
v
|g|(t, r, θ, φ, v)dv
∣∣∣∣ r2dr
≤
∑
|ξ|+|β|≤1
p≤1
∑
w∈k1
∫ +∞
0
∫
v
(
|PXξ (Φ)Y βg|+
log7(3 + t)
1 + t
|w∂pt g|
)
(t, r, θ, φ, v)dvr2dr.
It then remains to apply (45) to the functions PXξ (Φ)Y
βg and z∂pt g and to remark that |z| ≤ 2τ+. 
A similar, but more general, result holds.
Corollary 4.7. Let z ∈ k1 and j ∈ N. Then, for all (t, x) ∈ [0, T [×R3,∫
v∈Rn
|z|j|g(t, x, v)|dv . 1
τ2+τ−
∑
w∈k1
(
min(3,j)∑
d=0
∑
|ξ|+|β|≤3−d
log2d(3 + t)
∥∥wj−dPXξ (Φ)Y βg∥∥L1x,v(t)
+
log6M1(3 + t)
1 + t
∑
|κ|≤min(2+κT ,3)
‖wj+1Y κf‖L1x,v(t)
)
.
Proof. One only has to follow the proof of Proposition 4.5 and to use Remark (3.21) instead of Lemma 3.20).

A weaker version of this inequality will be used in Subsection 9.1.
Corollary 4.8. Let z ∈ k1 and j ∈ N. Then, for all (t, x) ∈ [0, T [×R3,∫
v∈Rn
|z|j|g(t, x, v)|dv . 1
τ2+τ−
∑
w∈k1
(
min(3,j)∑
d=0
∑
|β|≤3−d
log2d+M1(3 + t)
∥∥wj−dY βg∥∥
L1x,v
(t)
+
log6M1(3 + t)
1 + t
∑
|κ|≤min(2+κT ,3)
‖wj+1Y κf‖L1x,v(t)
)
.
Proof. Start by applying Corollary 4.7. It remains to bound the terms of the form∥∥wj−dPXξ (Φ)Y βg∥∥L1vL1(Σt) , with d ≤ min(3, j), |ξ|+ |β| ≤ 3− d and |ξ| ≥ 1.
For this, we divide Σt in two regions, the one where r ≤ 1+2t and its complement. As |PXξ (Φ)| . logM1(1+τ+)
and τ+ . 1 + t if r ≤ 1 + 2t, we have∥∥wj−dPXξ (Φ)Y βg∥∥L1vL1(|y|≤2t) . logM1(3 + t)∥∥wj−dY βg∥∥L1vL1(Σt) .
Now recall from Remark 2.5 that 1+ r .
∑
z0∈k1 |z0| and |PXξ (Φ)|(1+ r)−1 .
logM1 (3+t)
1+t if r ≥ 1+2t, so that∥∥wj−dPXξ (Φ)Y βg∥∥L1vL1(|y|≥2t) . logM1(3 + t)1 + t ∑
z0∈k1
∥∥∥zj+10 Y βg∥∥∥
L1vL
1(Σt)
.
The result follows from |β| ≤ 2− d ≤ 2 + βT . 
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We are now interested in adapting Theorem 1.1 of [3] to the modified vector fields.
Theorem 4.9. Suppose that
∑
|κ|≤3 ‖Y κΦ‖L∞x,v(0) . 1. Let H : [0, T [×R3x ×R3v → R and h0 : R3x ×R3v → R
be two sufficiently regular functions and h the unique classical solution of
TF (h) = H
h(0, ., .) = h0.
Consider also z ∈ k1 and j ∈ N. Then, for all (t, x) ∈ [0, T [×R3 such that t ≥ |x|,
τ3+
∫
v
|zjh|(t, x, v) dv
(v0)2
.
∑
|β|≤3
‖(1 + r)|β|+j∂βt,xh‖L1xL1v(0)
+
∑
|ξ|+|β|≤3
w∈k1
∑
0≤d≤3
δ∈{0,1}
log2d(3 + t)
√
1 + t
δ
∫ t
0
∫
Σs
∫
v
∣∣TF (wj−d+δPXξ (Φ)Y βh)∣∣ dvv0 dxds,
where |ξ| = 0 and |β| ≤ min(2 + βT , 3) if δ = 1.
Proof. If |x| ≤ t2 , the result follows from Corollary 4.7 and the energy estimate of Proposition 4.1. If
t
2 ≤ |x| ≤ t, we refer to Section 5 of [3], where Lemma 5.2 can be rewritten in the same spirit as we rewrite
Proposition 4.4 with modified vector fields. 
To deal with the exterior, we use the following result.
Proposition 4.10. For all (t, x) ∈ [0, T [×R3 such that |x| ≥ t, we have∫
v
|g|(t, x, v) dv
(v0)2
.
1
τ+
∑
w∈k1
∫
v
|w||g|(t, x, v)dv.
Proof. Let |x| ≥ t. If |x| ≤ 1, τ+ ≤ 3 and the estimate holds. Otherwise, τ+ ≤ 3|x| so, as
(
xi − t vi
v0
)
∈ k1
and∣∣∣x− t v
v0
∣∣∣ ≥ |x|−t |v|
v0
≥ |x| (v
0)2 − |v|2
v0(v0 + |v|) ≥
|x|
2(v0)2
, we have
∫
v
|g|(t, x, v) dv
(v0)2
.
1
|x|
∑
w∈k
∫
v
|w||g|(t, x, v)dv.

Remark 4.11. Using 1 . v0vL and Lemma 2.4, we can obtain a similar inequality for the interior of the
light cone, at the cost of a τ−-loss. Note however that because of the presence of the weights w ∈ k1, this
estimate, combined with Corollary 4.7, is slightly weaker than Theorem 4.9. During the proof, this difference
will lead to a slower decay rate insufficient to close the energy estimates.
4.2.2 Decay estimates for the electromagnetic field
We start by presenting weighted Sobolev inequalities for general tensor fields. Then we will use them in order
to obtain improved decay estimates for the null components of a 2-form18. In order to treat the interior of
the light cone (or rather the domain in which |x| ≤ 1 + 12 t), we will use the following result.
Lemma 4.12. Let U be a smooth tensor field defined on [0, T [×R3. Then,
∀ t ∈ [0, T [, sup
|x|≤1+ t2
|U(t, x)| . 1
(1 + t)2
∑
|γ|≤2
‖√τ−LZγ (U)(t, y)‖L2(|y|≤2+ 34 t).
Proof. As |LZγ (U)| .
∑
|β|≤|γ|
∑
µ,ν |Zβ(Uµν)|, we can restrict ourselves to the case of a scalar function.
Let t ∈ R+ and |x| ≤ 1 + 12 t. Apply a standard L2 Sobolev inequality to V : y 7→ U(t, x + 1+t4 y) and then
make a change of variables to get
|U(t, x)| = |V (0)| .
∑
|β|≤2
‖∂βxV ‖L2y(|y|≤1) .
(
1 + t
4
)− 32 ∑
|β|≤2
(
1 + t
4
)|β|
‖∂βxU(t, .)‖L2y(|y−x|≤1+t4 ).
18Note however that our improved estimates on the components α, ρ and σ require the 2-form G to satisfy ∇µ∗Gµν = 0.
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Observe now that |y−x| ≤ 1+t4 implies |y| ≤ 2+ 34 t and that 1+ t . τ− on that domain. By Lemma 3.6 and
since [Z, ∂] ∈ T ∪ {0}, it follows
(1+ t)|β|+
1
2 ‖∂βxU(t, .)‖L2y(|y−x|≤ 1+t4 ) . ‖τ
|β|+ 12− ∂
β
xU(t, .)‖L2y(|y|≤2+ 34 t) .
∑
|γ|≤|β|
‖√τ−ZγU(t, .)‖L2y(|y|≤2+ 34 t).

For the remaining region, we have the three following inequalities, coming from Lemma 2.3 (or rather from
its proof for the second estimate) of [6]. We will use, for a smooth tensor field V , the pointwise norm
|V |2O,k :=
∑
p≤k
∑
Ωγ∈Op
|LΩγ (V )|2.
Lemma 4.13. Let U be a sufficiently regular tensor field defined on R3. Then, for t ∈ R+,
∀ |x| ≥ t
2
+ 1, |U(x)| . 1
|x|τ
1
2
−
(∫
|y|≥ t2+1
|U(y)|2O,2 + τ2−|∇∂rU(y)|2O,1dy
) 1
2
,
∀ |x| > t, |U(x)| . 1
|x|τ
1
2−
(∫
|y|≥t
|U(y)|2O,2 + τ2−|∇∂rU(y)|2O,1dy
) 1
2
,
∀x 6= 0, |U(x)| . 1|x| 32
(∫
|y|≥|x|
|U(y)|2O,2 + |y|2|∇∂rU(y)|2O,1dy
) 1
2
.
Recall that G and J satisfy
∇µGµν = Jν
∇µ∗Gµν = 0
and that (α, α, ρ, σ) denotes the null decomposition of G. Before proving pointwise decay estimates on the
components of G, we recall the following classical result and we refer, for instance, to Lemma D.1 of [4] for
a proof. Concretely, it means that LΩ, for Ω ∈ O, ∇∂r , ∇L and ∇L commute with the null decomposition.
Lemma 4.14. Let Ω ∈ O. Then, denoting by ζ any of the null component α, α, ρ or σ,
[LΩ,∇∂r ]G = 0, LΩ(ζ(G)) = ζ(LΩ(G)) and ∇∂r (ζ(G)) = ζ(∇∂r (G)).
Similar results hold for LΩ and ∇∂t , ∇L or ∇L. For instance, ∇L(ζ(G)) = ζ(∇L(G)).
Proposition 4.15. We have, for all (t, x) ∈ R+ × R3,
|ρ|(t, x), |σ|(t, x) .
√
E2[G](t) + EExt2 [G](t)
τ
3
2
+ τ
1
2
−
,
|α|(t, x) .
√
E2[G](t) + EExt2 [G](t) +
∑
|κ|≤1 ‖r
3
2LZκ(J)A‖L2(Σt)
τ2+
|α|(t, x) . min
(√
E2[G](t) + EExt2 [G](t)
τ+τ−
,
√
E02 [G](t)
τ+τ
1
2
−
)
.
Moreover, if |x| ≥ max(t, 1), the term involving E2[G](t) on the right hand side of each of these three estimates
can be removed.
Remark 4.16. As we will have a small loss on E2[F ] and not on E02 [F ], the second estimate on α is here
for certain situations, where we will need a decay rate of degree at least 1 in the t+ r direction.
Proof. Let (t, x) ∈ [0, T [×R3. If |x| ≤ 1+ 12 t, τ− ≤ τ+ ≤ 2+2t so the result immediately follows from Lemma
4.12. We then focus on the case |x| ≥ 1 + t2 . During this proof, Ωβ will always denote a combination of
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rotational vector fields, i.e. Ωβ ∈ O|β|. Let ζ be either α, ρ or σ. As, by Lemma 4.14, ∇∂r and LΩ commute
with the null decomposition, we have, applying Lemma 4.13,
r3τ−|ζ|2 .
∫
|y|≥ t2+1
|√rζ|2O,2 + τ2−|∇∂r (
√
rζ)|2O,1dy .
∑
|γ|≤2
|β|≤1
∫
|y|≥ t2+1
r|ζ(LZγ (G)|2 + rτ2−|ζ(LΩβ (∇∂rG))|2dy.
As ∇∂r commute with LΩ and since ∇∂r commute with the null decomposition (see Lemma 4.14), we have,
using 2∂r = L− L and (18),
|ζ(LΩ(∇∂rG))| + |ζ(∇∂rG)| . |∇∂r ζ(LΩ(G)| + |∇∂rζ(G)| .
1
τ−
∑
|γ|≤2
|ζ(LZγ (G)|. (46)
As τ+ . r ≤ τ+ in the region considered, it finally comes
τ3+τ−|ζ|2 .
∑
|γ|≤2
∫
|y|≥ t2+1
τ+|ζ(LZγ (G)|2dx . E2[G](t) + EExt2 [G](t).
Let us improve now the estimate on α. As, by Lemma 3.36, ∇µLΩ(G)µν = LΩ(J)ν and ∇µ∗LΩ(G)µν = 0 for
all Ω ∈ O, we have according to Lemma 2.1 that
∀ |β| ≤ 1, ∇Lα(LΩβ (G))A =
1
r
α(LΩβ (G))A − /∇eAρ(LΩβ (G)) + εAB /∇eBσ(LΩβ (G)) + LΩβ (J)A.
Thus, using (18), we obtain, for all Ω ∈ O,
|α(∇∂rG)|+ |α(LΩ(∇∂rG))| . |JA|+ |LΩ(J)A|+
1
r
∑
|γ|≤2
(|α(LZγ (G)|+ |ρ(LZγ (G)|+ |σ(LZγ (G)|) . (47)
Hence, utilizing this time the third inequality of Lemma 4.13 and (47) instead of (46), we get
τ4+|α|2 . r4|α|2 .
∫
|y|≥|x|
|√rα|2O,2 + r2|∇∂r (
√
rα)|2O,1dy . E2[G](t) + EExt2 [G](t) +
∑
|κ|≤1
‖r 32LZκ(J)A‖2L2(Σt).
Using the same arguments as previously, one has∫
|y|≥ t2+1
|α|2
O,2 + τ
2
− |∇∂rα|2O,1 dy . E02 [G](t),∫
|y|≥ t2+1
∣∣√τ−α∣∣2O,2 + τ2− ∣∣∇∂r (√τ−α)∣∣2O,1 dy . E2[G](t) + EExt2 [G](t)
and a last application of Lemma 4.13 gives us the result. The estimates for the region |x| ≥ max(t, 1) can be
obtained similarly, using the second inequality of Lemma 4.13 instead of the first one. 
Losing two derivatives more, one can improve the decay rate of α, ρ and σ near the light cone.
Proposition 4.17. Let M ∈ N, k ∈ {1, 2}, C > 0 and assume that
∀ (t, x) ∈ [0, T [×R3,
∑
|γ|≤k
|LZγ (G)|(t, x) ≤ C log
M (3 + t)
τ+τ−
. (48)
If k = 1, we have
∀ (t, x) ∈ [0, T [×R3, |α|(t, x) + |ρ|(t, x) + |σ|(t, x) . C log
M+1(3 + t)
τ2+
. (49)
If moreover k = 2 and |/J | :=
√
JAJA ≤ C logM+1(3 + t)τ−3+ , we have
∀ (t, x) ∈ [0, T [×R3, |α|(t, x) . C τ−
τ3+
logM+1(3 + t). (50)
37
Proof. Let (t, x) = (t, rω) ∈ [0, T [×R3. If r ≤ t+12 or t ≤ r+12 the inequalities follow from (48) since τ+ . τ−
in these two cases. We then suppose that t+12 ≤ r ≤ 2t− 1, so that τ+ ≤ 10min(r, t). Hence, we obtain from
equations (8)-(10) of Lemma 2.1 and (18) that
|∇Lα|(t, x) + |∇L ρ|(t, x) + |∇L σ|(t, x) . 1
τ+
∑
|γ|≤1
|LZγ (G)|(t, x). (51)
Let ζ be either ρ, σ, αe1 or αe2 and
ϕ(u, u) := ζ
(
u+ u
2
,
u− u
2
ω
)
, so that, by (51) and (48), |∇Lϕ|(u, u) . C
logM
(
3 + u+u2
)
(1 + u)2(1 + |u|) .
• If r ≥ t, we then have
|ζ|(t, x) = |ϕ|(t + r, t− r) ≤
∫ t−r
u=−t−r
|∇Lϕ|(t+ r, u)du+ |ϕ|(t+ r,−t− r)
.
∫ t−r
u=−t−r
|∇Lϕ|(t+ r, u)du+ |ζ|(0, (t+ r)ω)
. C
logM (3 + t)
(1 + t+ r)2
∫ t−r
u=−t−r
du
1 + |u| +
C
(1 + t+ r)2
. C
logM (3 + t)
(1 + t+ r)2
log(3 + r − t).
• If r ≤ t, we obtain using the previous estimate,
|ζ|(t, x) = |ϕ|(t+ r, t− r) ≤
∫ t−r
u=0
|∇Lϕ|(t+ r, u)du+ |ϕ|(t+ r, 0)
.
∫ t−r
u=0
|∇Lϕ|(t+ r, u)du+ |ζ|
(
t+ r
2
,
t+ r
2
)
. C
logM (3 + t)
(1 + t+ r)2
∫ t−r
u=0
du
1 + |u| + C
logM
(
3 + t+r2
)
(1 + t+ r)2
. C
logM (3 + t)
(1 + t+ r)2
log(3 + t− r).
To conclude the proof of (49), recall that |t − r| ≤ t in the region studied. We now focus on the estimate
(50) and we then suppose that k = 2. According to (11) and (18), we have
|∇Lα| ≤ |α|
r
+ | /∇ρ|+ | /∇σ|+ |/J | . 1
τ+
∑
|γ|≤1
(|α(LZγ (G))|+ |ρ(LZγ (G))| + |σ(LZγ (G))|) + |/J |.
Applying (49) to LZγ (G) for all |γ| ≤ 1 and using the estimate given by the assumptions of the Proposition
on |/J |, we get
|∇Lα| . C log
M+1(3 + t)
τ3+
and (50) can then be proved similarly as we obtained (49). 
5 The pure charge part of the electromagnetic field
As we will consider an electromagnetic field with a non-zero total charge,
∫
R3
r|ρ(F )|dx will be infinite and
we will not be able to apply the results of the previous section to F and its derivatives. As mentioned earlier,
we will split F in
◦
F + F , where
◦
F and F are introduced in Definition 1.2. We will then apply the results of
the previous section to the chargeless field
◦
F , which will allow us to derive pointwise estimates on F since
the field F is completely determined. More precisely, we will use the following properties of the pure charge
part F of F .
Proposition 5.1. Let F be a 2-form with a constant total charge QF and F its pure charge part
F (t, x) := χ(t− r) QF
4πr2
xi
r
dt ∧ dxi.
Then,
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1. F is supported in ∪t≥0V−1(t) and
◦
F is chargeless.
2. ρ(F )(t, x) = − QF4πr2χ(t− r), α(F ) = 0, α(F ) = 0 and σ(F ) = 0.
3. ∀Zγ ∈ K|γ|, ∃Cγ > 0, |LZγ (F )| ≤ Cγ |QF |τ−2+ .
4. F satisfies the Maxwell equations ∇µFµν = Jν and ∇µ∗Fµν = 0, with J such that
J0(t, x) =
QF
4πr2
χ′(t− r) and J i(t, x) = − QF
4πr2
xi
r
χ′(t− r).
J is then supported in {(s, y) ∈ R+ × R3 / − 2 ≤ t− |y| ≤ −1} and its derivatives satisfy
∀Zγ ∈ K|γ|, ∃ C˜γ > 0, |LZγ (J)L|+ τ+|LZγ (J)A|+ τ2+|LZγ (J)L| ≤
C˜γ |QF |
τ2+
.
Proof. The first point follows from the definitions of F , χ and
Q ◦
F
(t) = QF −QF (t) = QF − limr→+∞
(∫
St,r
xi
r
F 0idSt,r
)
= QF − QF
4πr2
∫
St,r
dSt,r = 0.
The second point is straightforward and depicts that F has a vanishing magnetic part and a radial electric
part. The third point can be obtained using that,
• for a 2-form G and a vector field Γ, LΓ(G)µν = Γ(Gµν) + ∂µ(Γλ)Gλν + ∂ν(Γλ)Gµλ.
• For all Z ∈ K, Z is either a translation or a homogeneous vector field.
• For a function χ0 : u 7→ χ0(u), we have Ωij(χ0(u)) = 0,
∂t(χ0(u)) = χ
′
0(u), ∂i(χ0(u)) = −
xi
r
χ′0(u), S(χ0(u)) = uχ
′
0(u), Ω0i(χ(u)) = −
xi
r
uχ′0(u).
• 1 + t ≤ τ+ . r on the support of F and |u| ≤ τ− ≤
√
5 on the support of χ′.
Consequently, one has
∀Zξ ∈ K|ξ|, Zξ
(
xi
r3
χ(t− r)
)
≤ Cξ,χτ−2+ and
∣∣LZγ (F )∣∣ . ∑
|κ|≤|γ|
3∑
µ=0
3∑
ν=0
∣∣Zκ(Fµν)∣∣ . Cγ
τ2+
.
The equations∇µ∗Fµν , equivalent to∇[λFµν] = 0 by Proposition 2.1, follow from F ij = 0 and that the electric
part of F is radial, so that ∇iF 0j −∇jF 0i = 0. The other ones ensue from straightforward computations,
∇iF i0 = −QF
4π
∂i
(
xi
r3
χ(t− r)
)
= −QF
4π
((
3
r3
− 3xix
i
r5
)
χ(t− r)− x
i
r3
× xi
r
χ′(t− r)
)
=
QF
4πr2
χ′(t− r),
∇µFµi = −∂tF 0i = −QF
4π
xi
r3
χ′(t− r).
For the estimates on the derivatives of J , we refer to [16] (equations (3.52a)− (3.52c)). 
6 Bootstrap assumptions and strategy of the proof
Let, for the remainder of this article, N ∈ N such that N ≥ 11 and M ∈ N which will be fixed during the
proof. Let also 0 < η < 116 and (f0, F0) be an initial data set satisfying the assumptions of Theorem 1.4. By a
standard local well-posedness argument, there exists a unique maximal solution (f, F ) of the Vlasov-Maxwell
system defined on [0, T ∗[, with T ∗ ∈ R∗+ ∪ {+∞}. Let us now introduce the energy norms used for the
analysis of the particle density.
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Definition 6.1. Let Q ≤ N , q ∈ N and a = M + 1. For g a sufficiently regular function, we define the
following energy norms,
E[g](t) := ‖g‖L1x,v(t) +
∫
Cu(t)
∫
v
vL
v0
|g| dvdCu(t),
E
q
Q[g](t) :=
∑
1≤i≤2
z∈k1
∑
|ξi|+|β|≤Q
|ξi|≤Q−1
2N−1+q−ξ1P−ξ2P−βP∑
j=0
log−(j+|ξ
1|+|ξ2|+|β|)a(3 + t)E
[
zjPξ1(Φ)Pξ2(Φ)Y
βf
]
(t),
EN [g](t) :=
∑
1≤i≤2
z∈k1
∑
|ξi|+|β|≤Q
|ξi|≤Q−1
2N−1−ξ1P−ξ2P−βP∑
j=0
log−aj(3 + t)E
[
zjPξ1(Φ)Pξ2(Φ)Y
βf
]
(t),
E
X
N−1[f ](t) :=
∑
1≤i≤2
z∈k1
∑
|ζi|+|β|≤N−1
2N−2−ζ1P−ζ2P−βP∑
j=0
log−2j(3 + t)E
[
zjPXζ1 (Φ)P
X
ζ2 (Φ)Y
βf
]
(t),
E
X
N [f ](t) :=
∑
z∈k1
∑
|ζ|+|β|≤N
|ζ|≤N−1
2N−2−ζP−βP∑
j=0
log−2j(3 + t)E
[
zjPXζ (Φ)Y
βf
]
(t).
To understand the presence of the logarithmical weights, see Remark 3.32.
In order to control the derivatives of the Φ coefficients and EN [f ] at t = 0, we prove the following result.
Proposition 6.2. Let |β| ≤ N − 1 a multi index and Y β ∈ Y|β|. Then, at t = 0,
max
(
|Y βΦ|, |ẐβΦ|
)
.
1 + r2
v0
∑
|γ|≤|β|−1
|LZγ (F )|
.
√
ǫ
v0
.
Proof. Note that the second inequality ensues from∑
|γ|≤N−2
‖LZγ (F )‖L∞(Σ0) .
√
ǫ
1 + r2
, (52)
which comes from Proposition 4.15. Let us now prove the first inequality. Unless the opposite is mentioned
explicitly (as in (56)), all functions considered here will be evaluated at t = 0. As Φ(0, ., .) = 0, the result
holds for |β| = 0. Let 1 ≤ |β| ≤ N − 1 and suppose that the result holds for all |σ| < |β|. Note that, for
instance,
Y2Y1Φ = Ẑ2Ẑ1Φ + ΦXẐ1Φ+ Y2(Φ)XΦ+ ΦẐ2XΦ+ ΦΦXXΦ.
More generally, we have, ∣∣Y βΦ∣∣ . ∑
p≤|k|+|σ|≤|β|
k<|β|
Pk,p(Φ)Ẑ
σΦ. (53)
Consequently, using the induction hypothesis, we only have to prove the result for ẐβΦ. Indeed, as |k| < |β|,
by (52),
|Pk,p(Φ)Ẑσ(Φ)| . |Ẑσ(Φ)|
∣∣∣∣1 + r2v0
∣∣∣∣p ∑
|γ|≤N−2
|LZγ (F )|p . |Ẑσ(Φ)|. (54)
Combining (53) and (54), we would then obtain the inequality on |Y βΦ|, if we would have it on ẐσΦ for all
|σ| ≤ |β|. Let us then prove that the result holds for ẐβΦ and suppose, for simplicity, that Φ = Φk
Ẑ
, with
Ẑ 6= S. Remark that
|ẐβΦ| .
∑
|α2|+|α1|+q≤|β|
(1 + |x|)|α1|+q(v0)|α2||∂α2v ∂α1x ∂qtΦ|
40
and let us prove by induction on q that
∀ |α2|+ |α1|+ q ≤ |β|, (1 + |x|)|α1|+q(v0)|α2||∂α2v ∂α1x ∂qtΦ| .
1 + r2
v0
∑
|γ|≤|β|−1
|LZγ (F )| . (55)
Recall that for t ∈ [0, T ∗[,
TF (Φ) = v
µ∂µΦ + F (v,∇vΦ) = −tv
µ
v0
LZ(F )µk. (56)
As Φ(0, ., .) = 0 and v0∂tΦ = −vi∂iΦ − F (v,∇vΦ), implying ∂tΦ(0, ., .) = 0, (55) holds for q ≤ 1. Let
2 ≤ q ≤ |β| and suppose that (55) is satisfied for all q0 < q. Let |α2|+ |α1| ≤ |β|− q. Using the commutation
formula given by Lemma 3.10, we have (at t = 0),
v0∂α1x ∂
q
tΦ = −vi∂i∂α1x ∂q−1t Φ−
vµ
v0
L
∂
α1
x ∂
q−2
t Z
(F )µk +
∑
|γ1|+q1+|γ2|=|α1|+q−1
C1γ1,γ2L∂γ2 (F )(v,∇v∂γ1x ∂q1t Φ),
Dividing the previous equality by v0, taking the ∂α2v derivatives of each side and using Lemma 3.6, we obtain
|∂α2v ∂α1x ∂qtΦ| .
∑
|α3|≤|α2|
(v0)−|α2|+|α3||∂α3v ∂x∂α1x ∂q−1t Φ|+
∑
|γ|≤|α1|+q−2
1
(v0)1+|α2|(1 + r)|α1|+q−2
|LZγZ(F )|
+
∑
|γ1|+q1+n=|α1|+q−1
1≤|α4|≤|α2|+1
∑
|γ2|≤n
1
(v0)|α2|−|α4|+1(1 + r)n
|LZγ2 (F )| |∂α4v ∂γ1x ∂q1t Φ|.
It then remains to multiply both sides of the inequality by (v0)|α2|(1 + r)|α1|+q and
• To bound (v0)|α2|(1 + r)|α1|+q(v0)−|α2|+|α3||∂α3v ∂x∂α1x ∂q−1t Φ| with the induction hypothesis.
• To remark that (v0)|α2|(1 + r)|α1|+q 1
(v0)1+|α2|(1+r)|α1|+q−2
|LZγZ(F )| has the desired form.
• To note that, using |γ1|+ q1 + 1 = |α1|+ q − n and the induction hypothesis,
(v0)|α2|(1 + r)|α1|+q
(v0)|α2|−|α4|+1(1 + r)n
|∂α4v ∂γ1x ∂q1t Φ| |LZγ2 (F )| =
1+ r
v0
(v0)|α4|(1 + r)|γ1|+q1 |∂α4v ∂γ1x ∂q1t Φ| |LZγ2 (F )|
.
1 + r
v0
|LZγ2 (F )|
∑
|ζ|≤|α4|+|γ1|+q1−1
(1 + r)2
v0
|LZζ (F )|
.
∑
|ζ|≤|α2|+|α1|+q−1
(1 + r)2
v0
|LZζ (F )| ,
since |LZγ2 (F )| . (1 + r)−2, as |γ2| ≤ |α1|+ q − 1 ≤ |β| − 1 ≤ N − 2. This concludes the proof of the
Proposition.
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Corollary 6.3. There exists C˜ > 0 a constant depending only on N such that E4N [f ](0) ≤ C˜ǫ = ǫ˜. Without
loss of generality and in order to lighten the notations, we suppose that E4N [f ](0) ≤ ǫ.
Proof. All the functions considered here are evaluated at t = 0. Consider multi-indices ξ1, ξ2 and β such
that, for i ∈ {1, 2}, max(|ξi|+ 1, |ξi|+ |β|) ≤ N and j ≤ 2N + 3− ξ1P − ξ2P − βP . Then,∣∣zjPξ1 (Φ)Pξ2(Φ)Y βf ∣∣ ≤ ∣∣∣zjPξ1(Φ)Pξ2 (Φ)Ẑβf ∣∣∣+ ∑
|k|+|κ|≤|β|
|k|≤|β|−1
p+kP+κP<βP
∣∣∣zjPξ1(Φ)Pξ2 (Φ)Pk,p(Φ)Ẑκf ∣∣∣ .
Using the previous proposition and the assumptions on f0, one gets, with C1 > 0 a constant,
E
4
N [f ](0) ≤ (1 + C1
√
ǫ)
∑
Ẑβ∈P̂|β|0
|β|≤N
‖z2N+3−βP Ẑβf‖L1x,v(0).
By similar computations than in Appendix B of [4], we can bound the right hand side of the last inequality
by C˜ǫ using the smallness hypothesis on (f0, F0). 
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By a continuity argument and the previous corollary, there exists a largest time T ∈]0, T ∗[ such that, for all
t ∈ [0, T [,
E
4
N−3[f ](t) ≤ 4ǫ, (57)
E
0
N−1[f ](t) ≤ 4ǫ, (58)
EN [f ](t) ≤ 4ǫ(1 + t)η, (59)∑
|β|≤N−2
∥∥∥∥r 32 ∫
v
vA
v0
Ẑβfdv
∥∥∥∥
L2(Σt)
≤ √ǫ, (60)
E0N [F ](t) ≤ 4ǫ, (61)
EExtN [
◦
F ](t) ≤ 8ǫ, (62)
EN−3[F ](t) ≤ 30ǫ log2(3 + t), (63)
EN−1[F ](t) ≤ 30ǫ log2M (3 + t), (64)
EN [F ](t) ≤ 30ǫ(1 + t)η. (65)
The remainder of the proof will then consist in improving our bootstrap assumptions, which will prove
that (f, F ) is a global solution to the 3d massive Vlasov-Maxwell system. The other points of the theorem
will be obtained during the proof, which is divided in four main parts.
1. First, we will obtain pointwise decay estimates on the particle density, the electromagnetic field and
then on the derivatives of the Φ coefficients, using the bootstrap assumptions.
2. Then, we will improve the bootstrap assumptions (57), (58) and (59) by several applications of the
energy estimate of Proposition 4.1 and the commutation formula of Proposition 3.31. The computations
will also lead to optimal pointwise decay estimates on
∫
v
|Y βf | dv(v0)2 .
3. The next step consists in proving enough decay on the L2 norms of
∫
v
|zY βf |dv, which will permit us
to improve the bootstrap assumption (60).
4. Finally, we will improve the bootstrap assumptions (61)-(65) by using the energy estimates of Propo-
sition 4.3.
7 Immediate consequences of the bootstrap assumptions
In this section, we prove pointwise estimates on the Maxwell field, the Φ coefficients and the Vlasov field.
We start with the electromagnetic field.
Proposition 7.1. We have, for all |γ| ≤ N − 3 and (t, x) ∈ [0, T [×R3,
|α(LZγ (F ))|(t, x) .
√
ǫ
logM (3 + t)
τ2+
, |α(LZγ (F ))|(t, x) .
√
ǫmin
(
1
τ+τ
1
2−
,
logM (3 + t)
τ+τ−
)
,
|σ(LZγ (F ))|(t, x) .
√
ǫ
logM (3 + t)
τ
3
2
+ τ
1
2−
, |ρ(LZγ (F ))|(t, x) .
√
ǫ
logM (3 + t)
τ
3
2
+ τ
1
2−
.
Moreover, if |x| ≥ t,
|α(LZγ (F ))|(t, x) .
√
ǫ
τ2+
, |α(LZγ (F ))|(t, x) .
√
ǫ
τ+τ−
,
|σ(LZγ (F ))|(t, x) .
√
ǫ
τ
3
2
+ τ
1
2−
, |ρ(LZγ (F ))|(t, x) .
√
ǫ
τ
3
2
+ τ
1
2−
.
We also have
∀ (t, x) ∈ [0, T [×R3,
∑
|κ|≤N
∣∣LZκ (F )∣∣ (t, x) . ǫ
τ2+
.
Remark 7.2. If |γ| ≤ N − 5, we can replace the logM (3 + t)-loss in the interior of the lightcone by a
log(3 + t)-loss (for this, use the bootstrap assumption (63) instead of (64) in the proof below).
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Proof. The last estimate, concerning F , ensues from Proposition 5.1 and |QF | ≤ ‖f0‖L1x,v ≤ ǫ. The estimate
τ+
√
τ−|α| .
√
ǫ follows from Proposition 4.15 and the bootstrap assumption (61). Note that the other
estimates hold with F replaced by
◦
F since EN−1[F ] = EN−1[
◦
F ] and according to Proposition 4.15 and the
bootstrap assumptions (62), (64) and (60). It then remains to use F =
◦
F +F and the estimates obtained on
F and
◦
F . 
Remark 7.3. We will prove later that we can improve the decay rate of the null components α, ρ and σ near
the light cone (see Proposition 7.8). These pointwise decay estimates will correspond to the ones written in
Theorem 1.4. However, we will work with those given by Proposition 7.1 for two reasons.
1. These weaker decay rates do not complicate the proof. We compensate the lack of decay in t+ r of the
components α, ρ and σ by taking advantage of the inequality19 1 .
√
v0vL and the good properties of
vL.
2. Compared to the estimates given by Proposition 7.1, the ones of Proposition 7.8 require to control two
derivatives more of the electromagnetic field in L2. Working with them would then force us to take
N ≥ 13.
We now turn on the Φ coefficients and start by the following lemma.
Lemma 7.4. Let G, G1, G2 : [0, T [×R3x × R3v → R and ϕ0 : R3x × R3v → R be four sufficiently regular
functions such that |G| ≤ G1 +G2. Let ϕ, ϕ˜, ϕ1 and ϕ2 be such that
TF (ϕ) = G, ϕ(0, ., .) = ϕ0, TF (ϕ˜) = 0, ϕ˜(0, ., .) = ϕ0
and, for i ∈ {1, 2},
TF (ϕi) = Gi, ϕi(0, ., .) = 0.
Then, on [0, T [×R3x × R3v,
|ϕ| ≤ |ϕ˜|+ |ϕ1|+ |ϕ2|.
Proof. Denoting by X(s, t, x, v) and V (s, t, x, v) the characteristics of the transport operator, we have by
Duhamel’s formula,
|ϕ|(t, x, v) =
∣∣∣∣ϕ˜(t, x, v) + ∫ t
0
G
v0
(s,X(s, t, x, v), V (s, t, x, v)) ds
∣∣∣∣
≤ |ϕ˜|(t, x, v) +
∫ t
0
G1 +G2
v0
(s,X(s, t, x, v), V (s, t, x, v)) ds
= |ϕ˜|(t, x, v) + |ϕ1|(t, x, v) + |ϕ2|(t, x, v).

Proposition 7.5. We have, ∀ (t, x, v) ∈ [0, T [×R3x × R3v
|Φ|(t, x, v) . √ǫ log2(1 + τ+), |∂t,xΦ|(t, x, v) .
√
ǫ log
3
2 (1 + τ+) and |Y Φ|(t, x, v) .
√
ǫ log
7
2 (1 + τ+).
Proof. We will obtain this result through the previous Lemma and by parameterizing the characteristics
of the operator TF by t or by u. Let us start by Φ and recall that, schematically, TF (Φ) = −t vµv0 LZ(F )µk.
Denoting by (α, α, ρ, σ) the null decomposition of LZ(F ) and using |vA| .
√
v0vL (see Lemma 2.4), we have∣∣∣∣vµv0LZ(F )µk
∣∣∣∣ . vL + |vA|v0 |α|+ vL + vLv0 |ρ|+ |vA|v0 |σ|+ vL + |vA|v0 |α|
. |α|+ |ρ|+ |σ|+
√
vL
v0
|α|.
Using the pointwise estimates given by Remark 7.2 as well as the inequalities 1 .
√
v0vL, which comes from
Lemma 2.4, and 2ab ≤ a2 + b2, we get
τ+
∣∣∣∣vµv0 LZ(F )µk
∣∣∣∣ .
√
ǫv0vL
τ+τ−
log(3 + t) + vL
√
ǫ
τ−
log(3 + t) .
v0
√
ǫ
τ+
log(3 + t) +
vL
√
ǫ
τ−
log(3 + t). (66)
19We are able to use this inequality in the energy estimates as the degree in v of the source terms of TF (Y
βf) is 0 whereas
the one of vµ∂µY βf is equal to 1.
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Consider now the functions ϕ1 and ϕ2 such that
TF (ϕ1) =
v0
√
ǫ
τ+
log(3 + t), TF (ϕ2) =
vL
√
ǫ
τ−
log(3 + t) and ϕ1(0, ., .) = ϕ2(0, ., .) = 0.
According to Lemma 7.4, we have |Φ| . |ϕ1| + |ϕ2|. In order to estimate ϕ1, we will parametrize the
characteristics of the operator TF by t. More precisely, let (Xs,y,v(t), Vs,y,v(t)) be the value in t of the
characteristic which is equal to (y, v) in t = s, with s < T . Dropping the indices s, y and w, we have
dX i
dt
(t) =
V i(t)
V 0(t)
and
dV i
dt
(t) =
V µ(t)
V 0(t)
Fµ
i(t,X(t)).
Duhamel’s formula gives
|ϕ1|(s, y, v) .
√
ǫ
∫ s
0
log(3 + t)
τ+
(
t,Xt,y,v(t)
)ds ≤ √ǫ∫ s
0
log(3 + t)
1 + t
ds ≤ √ǫ log2(3 + s).
For ϕ2, we parameterize the characteristics of TF by
20 u. For a point (s, y) ∈ [0, T [×R3, we will write its co-
ordinates in the null frame as (z, z, ω1, ω2). Let (Uz,z,ω1,ω2,v(u),Ω
1
z,z,ω1,ω2,v
(u),Ω2z,z,ω1,ω2,v(u), Vz,z,ω1,ω2,v(u))
be the value in u of the characteristic which is equal to (s, y, v) = (z, z, ω1, ω2, v) in u = z. Dropping the
indices z, z, ω1, ω2 and v, we have
dU
du
(u) =
V L(u)
V L(u)
,
dΩA
du
(u) =
V A(u)
2V L(u)
and
dV i
du
(u) =
V µ(u)
2V L(u)
Fµ
i(u, U(u),Ω(u)).
Note that u 7→ 12 (u+U(u)) vanishes in a unique z0 such that −z ≤ z0 ≤ z, i.e. the characteristic reaches the
hypersurface Σ0 once and only once, at u = z0. This can be noticed on the following picture, representing
a possible trajectory of (u, U(u)), which has to be in the backward light cone of (z, z) by finite time of
propagation,
The trajectory of (u, U (u)) for u ≤ z.
Σ0
(z, z)
(0, z) (0, z)
r = 0
t
r
or by noticing that
g(u) := u+ U(u) satisfies g′(u) ≥ 1 + V
L (u)
V L (u)
≥ 1
so that g vanishes in z0 such that −z = z − (z + z) ≤ z0 ≤ z. Similarly, one can prove (or observe) that
supz0≤u≤z U(u) ≤ z. It then comes that
|ϕ2|(s, y, v) .
√
ǫ
∫ z
z0
log (3 + U (u))
τ−(u, U (u))
du .
√
ǫ log(3 + z)
∫ z
−z
1
1 + |u|du .
√
ǫ log2(1 + z), (67)
which allows us to deduce that |Φ|(s, y, v) . √ǫ log2(3 + s + |y|). We prove the other estimates by the
continuity method. Let 0 < T0 < T and u > 0 be the largest time and null ingoing coordinate such that
|∇t,xΦ|(t, x, v) ≤ C
√
ǫ log
3
2 (1 + τ+) and
∑
Y ∈Y0
|Y Φ|(t, x, v) ≤ C√ǫ log 72 (1 + τ+) (68)
20Note that TF = 2v
L∂u + 2vL∂u + vAeA + F (v,∇v)
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hold for all (t, x, v) ∈ V u(T0)×R3v and where the constant C > 0 will be specified below. The goal now is to
improve the estimates of (68). Using the commutation formula of Lemma 3.10 and the definition of Φ, we
have (in the case where Φ is not associated to the scaling vector field), for ∂ ∈ T,
TF (∂Φ) = −L∂(F )(v,∇vΦ)− ∂
(
t
vµ
v0
LZ(F )µk
)
.
With δ = ∂(t) ∈ {0, 1}, one has
∂
(
t
vµ
v0
LZ(F )µk
)
= δ
vµ
v0
LZ(F )µk + tv
µ
v0
L∂Z(F )µk.
Using successively the inequality (19), the pointwise decay estimates21 given by Remark 7.2 and the inequal-
ities 1 .
√
v0vL, 2ab ≤ a2 + b2, we get
t
vµ
v0
L∂Z(F )µk . τ+
(
|α(L∂Z (F ))|+ |ρ(L∂Z(F ))|+ |σ(L∂Z (F ))|+
√
vL
v0
|α(L∂Z(F ))|
)
.
τ+
τ−
√
v0vL
∑
|β|≤2
(τ−
τ+
|LZβ (F )|+ |α(LZβ (F ))|+ |ρ(LZβ (F ))|+ |σ(LZβ (F ))|
+
√
vL
v0
|α(LZβ (F ))|
)
.
√
v0vL
√
ǫ log(3 + t)
τ
1
2
+ τ
3
2−
+ vL
τ+
τ−
√
ǫ
τ+τ
1
2−
.
√
ǫ
v0
τ+
log
1
2 (3 + t) +
√
ǫ
vL
τ
3
2−
log
3
2 (3 + t). (69)
Similarly,
vµ
v0
LZ(F )µk .
(
|α(LZ(F ))| + |ρ(LZ(F ))|+ |σ(LZ(F ))| +
√
vL
v0
|α(LZ(F ))|
)
.
√
ǫ log(3 + t)
τ
3
2
+ τ
1
2−
+ vL
√
ǫ
τ+τ
1
2−
.
√
ǫ
v0
τ
5
4
+
+
√
ǫ
vL
τ
5
4−
. (70)
Expressing L∂(F )(v,∇vΦ) in null components, denoting by (α, α, ρ, σ) the null decomposition of L∂(F ) and
using the inequalities |vA| .
√
v0vL, 1 .
√
v0vL (see Lemma 2.4), one has
|L∂(F )(v,∇vΦ)| .
√
v0vL|ρ| |(∇vΦ)r|+
(√
v0vL|α|+ vL|α|+ vL|σ|
)
|∇vΦ| . (71)
Using Lemma 3.27, v0∂vi = Yi − ΦX − t∂i − xi∂t and the bootstrap assumption on the Φ coefficients (68),
we obtain
|(∇vΦ)r| .
∑
Y ∈Y0
|Y Φ|+ |Φ||X(Φ)|+ τ−|∇t,xΦ| . C
√
ǫ log
7
2 (1 + τ+) + C
√
ǫτ− log
3
2 (1 + τ+),
|∇vΦ| .
∑
Y ∈Y0
|Y Φ|+ |Φ||X(Φ)|+ τ+|∇t,xΦ| . C
√
ǫ log
7
2 (1 + τ+) + C
√
ǫτ+ log
3
2 (1 + τ+).
We then deduce, by (19) and the pointwise estimates given by Remark 7.2,
√
v0vL|ρ| |(∇vΦ)r|+
√
v0vL|α| |∇vΦ| . Cǫ
√
v0vL
τ+τ−
log
5
2 (1 + τ+) . Cǫ
v0
τ
3
2
+
+ Cǫ
vL
τ2−
,
(
vL|α|+ vL|σ|) |∇vΦ| . Cǫ vL
τ
3
2
−
log
3
2 (1 + τ+).
Combining these two last estimates with (69) and (70), we get
|TF (∂Φ)| . (
√
ǫ+ Cǫ)
v0
τ+
log
1
2 (1 + τ+) + (
√
ǫ+ Cǫ)
vL
τ
5
4−
log
3
2 (1 + τ+).
21Note that we use the estimate |α| . √ǫτ−1
+
τ
−
1
2
−
here in order to obtain a decay rate of τ−1
+
in the t+ r direction.
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We then split ∂Φ in three functions ψ˜ + ψ1 + ψ2 such that ψ1(0, ., .) = ψ2(0, ., .) = 0, ψ˜(0, ., .) = ∂Φ(0, ., .),
TF (ψ1) = (
√
ǫ+Cǫ)
v0
τ+
log
1
2 (1 + τ+), TF (ψ2) = (
√
ǫ+Cǫ)
vL
τ
5
4
−
log
3
2 (1 + τ+) and TF (ψ˜) = 0.
According to Proposition 6.2, we have ‖ψ˜‖L∞t,x,v = ‖∂Φ(0, ., .)‖L∞x,v .
√
ǫ. Fix now (s, y, v) ∈ V u(T0) × R3v
and let (z, z, ω1, ω2) be the coordinates of (s, y) in the null frame. Keeping the notations used previously in
this proof, we have
|ψ1|(s, y, v) . (
√
ǫ+ Cǫ)
∫ s
0
log
1
2 (1 + τ+(t,X(t)))
τ+(t,X(t))
dt
. (
√
ǫ+ Cǫ)
∫ s
0
log
1
2 (3 + t)
1 + t
dt . (
√
ǫ+ Cǫ) log
3
2 (3 + t), (72)
|ψ2|(s, y, v) . (
√
ǫ+ Cǫ)
∫ z
z0
log
3
2 (1 + τ+(u, U (u)))
τ
5
4− (u, U (u))
du
. (
√
ǫ+ Cǫ) log
3
2 (3 + z)
∫ z
−z
1
(1 + |u|) 54 du . (
√
ǫ+ Cǫ) log
3
2 (3 + z). (73)
Thus, there exists C1 > 0 such that
∀ (s, y, v) ∈ V u(T0)× R3v, |∇t,xΦ|(s, y, v) ≤ C1(
√
ǫ+ Cǫ) log
3
2 (1 + τ+(s, y))
and we can then improve the bootstrap assumption on ∇t,xΦ if C is choosen large enough and ǫ small enough.
It remains to study Y Φ with Y ∈ Y0. Using Lemma 3.19, TF (Y Φ) can be bounded by a linear combination
of terms of the form∣∣∣∣vµv0LZ(F )µkYΦ
∣∣∣∣ , τ+ ∣∣∣∣vµv0 LZ(F )µk∂t,xΦ
∣∣∣∣ , |ΦL∂(F )(v,∇vΦ)| and ∣∣∣∣Y (tvµv0 LZ(F )µk
)∣∣∣∣ .
Using the bootstrap assumption (68) in order to estimate |YΦ| and reasoning as for (70), one obtains∣∣∣∣vµv0 LZ(F )µkY Φ
∣∣∣∣ . Cǫ v0
τ
5
4
+
+ Cǫ
vL
τ
5
4−
.
Bounding |∂t,xΦ| with the bootstrap assumption (68) and using the inequality (66), it follows
τ+
∣∣∣∣vµv0 LZ(F )µk∂Φ
∣∣∣∣ . Cǫ v0τ+ log 52 (1 + τ+) + Cǫv
L
τ−
log
5
2 (1 + τ+).
As |Φ| . √ǫ log2(1 + τ+), we get, using the bound obtained on the left hand side of (71),
ΦL∂(F )(v,∇vΦ) . Cǫ v
0
τ
3
2
+
log2(1 + τ+) + Cǫ
vL
τ
3
2−
log
7
2 (1 + τ+).
For the remaining term, one has schematically, by the first equality of Lemma 3.22,∣∣∣∣Y (tvµv0 LZ(F )µk
)∣∣∣∣ . (τ+ + |Φ|) ∣∣∣∣vµv0 LZ(F )µθ
∣∣∣∣+ τ+ ∣∣∣∣vµv0 LZZ(F )µk
∣∣∣∣ + τ+|Φ| ∣∣∣∣vµv0L∂Z(F )µk
∣∣∣∣ .
Using |Φ| . log2(1 + τ+) ≤ τ+ and following (66), we get
(τ+ + |Φ|)
∣∣∣∣vµv0LZ(F )µθ
∣∣∣∣ + τ+ ∣∣∣∣vµv0LZZ(F )µk
∣∣∣∣ . √ǫ v0τ+ log(1 + τ+) +√ǫv
L
τ−
log(1 + τ+).
Combining (69) with |Φ| . log2(1 + τ+), we obtain
τ+|Φ|
∣∣∣∣vµv0 L∂Z(F )µk
∣∣∣∣ . √ǫ v0τ+ log 52 (1 + τ+) +√ǫ v
L
τ
3
2−
log
7
2 (1 + τ+).
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Consequently, one has
|TF (Y Φ)| . (
√
ǫ+ Cǫ)
v0
τ+
log
5
2 (1 + τ+) + (
√
ǫ+ Cǫ)
vL
τ
5
4−
log
7
2 (1 + τ+) + (
√
ǫ+ Cǫ)
vL
τ−
log
5
2 (1 + τ+).
One can then split YΦ in three functions ς˜ , ς1 and ς2 defined as ψ˜, ψ1 and ψ2 previously. We have ‖ς˜‖L∞t,x,v .√
ǫ since ‖YΦ‖L∞x,v(0) .
√
ǫ (see Proposition 6.2) and we can obtain |ς1| + |ς2| . (
√
ǫ+ Cǫ) log
7
2 (1 + τ+) by
similar computations as those of (72), (73) and (67). So, taking C large enough and ǫ small enough, we can
improve the bootstrap assumption on YΦ and conclude the proof. 
For the higher order derivatives, we have the following result.
Proposition 7.6. For all (Q1, Q2) ∈ J0, N − 4K2 satisfying Q2 ≤ Q1, there exists R(Q1, Q2) ∈ N such that
∀ |β| ≤ N − 4, (t, x) ∈ [0, T [×R3, ∣∣Y βΦ∣∣ (t, x) . √ǫ logR(|β|,βP )(1 + τ+).
Note that R(Q1, Q2) is independent of M if Q1 ≤ N − 6.
Proof. The proof is similar to the previous one and we only sketch it. We process by induction on Q1 and,
at Q1 fixed, we make an induction on Q2. Let |β| ≤ N − 4 and suppose that the result holds for all Q1 ≤ |β|
and Q2 ≤ βP satisfying Q1 < |β| or Q2 < βP . Let 0 < T0 < T and u > 0 be such that
∀ (t, x, v) ∈ V u(T0)× R3v, |Y βΦ|(t, x, v) ≤ C
√
ǫ logR(|β|,βP )(1 + τ+),
with C > 0 a constant sufficiently large. We now sketch the improvement of this bootstrap assumption,
which will imply the desired result. The source terms of TF (Y
βΦ), given by Propositions 3.23 and 3.25, can
be gathered in two categories.
• The ones where there is no Φ coefficient derived more than |β| − 1 times, which can then be bounded
by the induction hypothesis and give logarithmical growths, as in the proof of the previous Proposition.
We then choose R(|β|, βP ) sufficiently large to fit with these growths.
• The ones where a Φ coefficient is derived |β| times. Note then that they all come from Proposition 3.23,
when |σ| = |β| for the quantities of (type 1-β) and when |σ| = |β|− 1 for the other ones. We then focus
on the most problematic ones (with a τ+ or τ− weight, which can come from a weight z ∈ k1 for the
terms of (type 1-β)), leading us to integrate along the characteristics of TF the following expressions.
τ+
∣∣∣∣vµv0 LZγ (F )µνY κΦ
∣∣∣∣ , with |γ| ≤ N − 3, |κ| = |β| and κP < βP , (74)
|ΦpL∂Zγ0 (F ) (v,ΓκΦ)| , with |γ0| ≤ N − 4, |κ| = |β| − 1 and p+ κP ≤ βP . (75)
To deal with (74), use the induction hypothesis, as κP < βP . For the other terms, recall from Lemma 3.30
that we can schematically suppose that
ΓκΦ = Pq,n(Φ)Y
ζΦ, with |q|+ |ζ| ≤ |β| − 1, |q| ≤ |β| − 2 and n+ qP + ζP = κP .
Expressing (75) in null coordinates and transforming the v derivatives with Lemma 3.27 or v0∂vi = Yi −
ΦX − xi∂t − t∂i, we obtain the following bad terms,(
τ−|ρ|+ τ+|α|+ τ+
√
vL
v0
(|σ|+ |α|)
)
Φp∂t,x
(
Pq,n(Φ)Y
ζΦ
)
.
Then, note that there is no derivatives of order |β| in Φp∂t,x (Pq,n(Φ))Y ζΦ so that these terms can be handled
using the induction hypothesis. It then remains to study the terms related to Pq,n+p(Φ)∂t,xY
ζΦ. If ζP < βP ,
we can treat them using again the induction hypothesis. Otherwise p+n = 0 and we can follow the treatment
of (71). Finally, the fact that R(|β|, βP ) is independent of M if |β| ≤ N − 6 follows from Remark 7.2 and
that we merely need pointwise estimates on the derivatives of F up to order N − 5 in order to bound Y ξΦ,
with |ξ| ≤ N − 6. 
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Remark 7.7. There exist (M1,M2) ∈ N2, with M1 independent of M , such that, for all p ≤ 3N and
(t, x, v) ∈ [0, T [×R3 × R3,∑
|k|≤N−6
|Pk,p(Φ)|(t, x, v) . logM1(1 + τ+) and
∑
|k|≤N−4
|Pk,p(Φ)|(t, x, v) . logM2(1 + τ+).
We are now able to apply the Klainerman-Sobolev inequalities of Proposition 4.5 and Corollary 4.7. Combined
with the bootstrap assumptions (57), (59) and the estimates on the Φ coefficients, one immediately obtains
that, for all (t, x) ∈ [0, T [×R3 and z ∈ k1,
∀ max(|ξ|+ |β|, |ξ|+1) ≤ N − 6, j ≤ 2N − ξP −βP ,
∫
v
|zjPξ(Φ)Y βf |(t, x, v)dv . ǫ log
(j+|ξ|+|β|+3)a(3 + t)
τ2+τ−
,
(76)
Finally, in the following result, we improve the decay rate of the null components α, ρ and σ near the light
cone. Recall that we will rather work with the pointwise decay estimates given by Proposition 7.1 for the
reasons mentioned in Remark 7.3.
Proposition 7.8. We have, for all (t, x) ∈ [0, T [×R3,
∀ |γ| ≤ N − 6, |ρ(LZγ (F ))|(t, x) + |σ(LZγ (F ))|(t, x) .
√
ǫ
log2(3 + t)
τ2+
, (77)
∀ |γ| ≤ N − 7, |α(LZγ (F ))|(t, x) .
√
ǫ
τ−
τ3+
log2NM (3 + t). (78)
Proof. The first estimate (77) directly ensues from Proposition 4.17 and Remark 7.2. The second one follows
from Proposition 4.17, (77), Remark 7.2 and
|∇µLZγ (F )µA| . ǫ log
2NM (3 + t)
τ3+
, (79)
for all |γ| ≤ N − 7 and for all spherical variable A. In order to prove this last inequality, start by using the
commutation formula of Proposition 3.39 and the inequality τ+|vA| .
∑
z∈k1 |z| (see Lemma 2.4) in order to
get
|∇µLZγ (F )µA| .
∑
z∈k1
∑
|ξ|+|β|≤N−7
p≤3(N−7)
1
τ+
∫
v
|z||Φ|p|Pξ(Φ)Y βf |dv.
By (76) and Proposition 7.5, we finally obtain
|∇µLZγ (F )µA| . ǫ log
6(N−7)+(N−3)(M+1)(3 + t)
τ3+τ−
,
which implies (79) as we will take M ≥ 32 (N +1) (see the proof of Proposition 9.16 below) and since N ≥ 11.

8 Improvement of the bootstrap assumptions (57), (58) and (59)
As the improvement of all the energy bounds concerning f are similar, we unify them as much as possible.
Hence, let us consider
• Q ∈ {N − 3, N − 1, N}, nN−3 = 4, nN−1 = 0 and nN = 0.
• Multi-indices β0, ξ0 and ξ2 such that max(|ξ0|+ |β0|, 1 + |ξ0|) ≤ Q and max(|ξ2|+ |β0|, 1 + |ξ2|) ≤ Q.
• A weight z0 ∈ k1 and q ≤ 2N − 1 + nQ − ξ0P − ξ2P − β0P .
According to the energy estimate of Propostion 4.1, Corollary 6.3 and since ξ0 and ξ2 play a symmetric role,
we could improve (57)-(59), for ǫ small enough, if we prove that∫ t
0
∫
Σs
∫
v
∣∣∣TF (zq0Pξ0 (Φ)Y β0f)Pξ2(Φ)∣∣∣ dvv0 dxds . ǫ 32 (1 + t)η logaq(3 + t) if Q = N, (80)
. ǫ
3
2 log(q+|ξ
0|+|ξ2|+|β0|)a(3 + t) otherwise. (81)
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For that purpose, we will bound the spacetime integral of the terms given by Proposition 3.31, applied to
zq0Pξ0 (Φ)Y
β0f . We start, in Subsection 8.1, by covering the term of (category 0). Subsection 8.2 (respectively
8.3) is devoted to the study of the expressions of the other categories for which the electromagnetic field is
derived less than N − 3 times (respectively more than N − 2 times). Finally, we treat the more critical
terms in Subsection 8.5. In Subsection 8.4, we bound EXN [f ], E
X
N−1[f ] and we improve the decay estimate of∫
v
(v0)−2|Y βf |dv near the light cone.
8.1 The terms of (category 0)
The purpose of this Subsection is to prove the following proposition.
Proposition 8.1. Let ξ1, ξ2 and β such that max(1 + |ξi|, |ξi| + |β|) ≤ N for i ∈ {1, 2}. Consider also
z ∈ k1, r ∈ N∗, 0 ≤ κ ≤ η, 0 < j ≤ 2N + 3− ξ1 − ξ2P − βP and suppose that,
∀ t ∈ [0, T [, E [zjPξ1(Φ)Pξ2 (Φ)Y βf] (t)+ log2(3+ t)E [zj−1Pξ1 (Φ)Pξ2(Φ)Y βf] (t) . ǫ(1+ t)κ logr(3+ t).
Then, ∫ t
0
∫
Σs
∫
v
∣∣F (v,∇vzj)Pξ1(Φ)Pξ2 (Φ)Y βf ∣∣ dv
v0
dxds . ǫ
3
2 (1 + t)κ logr(3 + t).
Proof. To lighten the notations, we denote Pξ1(Φ)Pξ2(Φ)Y
βf by h and, for d ∈ {0, 1}, E [zj−dh] by Hj−d,
so that
Hj−d(t) = ‖zj−dh‖L1x,v(t) + sup
u∈R
∫
Cu(t)
∫
v
vL
v0
|zj−dh|dvdCu(t) . ǫ(1 + t)κ logr−2d(3 + t).
Using Lemmas 2.4 and 3.27, we have∣∣∣(∇vzj)L∣∣∣ , ∣∣∣(∇vzj)L∣∣∣ , |vA|+ vL
v0
∣∣∣(∇vzj)A∣∣∣ . τ−
v0
|z|j−1 + 1
v0
∑
w∈k1
|w|j .
Hence, the decomposition of F
(
v,∇v|z|j
)
in our null frame brings us to control the integral, over [0, T ] ×
R
3
x × R3v, of22(
τ−|w|j−1 + |w|j
)
(|ρ(F )|+ |α(F )| + |σ(F )|+ |α(F )|) |h|
v0
and
(
τ+|w|j−1 + |w|j
) |α(F )| |h|
v0
.
According to Remark 7.2 and using 1 .
√
v0vL (see Lemma 2.4), we have
τ−(|ρ(F )|+|σ(F )|+|α(F )|)+τ+|α(F )| .
√
ǫ
log(3 + t)
τ+
, |ρ(F )|+|σ(F )|+|α(F )|+|α(F )| . √ǫ v
0
τ
3
2
+
+
√
ǫ
vL
τ
3
2−
.
The result is then implied by the following two estimates,∫ t
0
∫
Σs
∫
v
√
ǫ|h|
( |w|j−1
1 + s
log(3 + s) +
|w|j
(1 + s)
3
2
)
dvdxds .
√
ǫ
∫ t
0
log(3 + s)
1 + s
Hj−1(s)ds+
∫ t
0
Hj(s)
(1 + s)
3
2
ds
. ǫ
3
2
∫ t
0
logr−1(3 + t)
(1 + s)1−κ
+
logr(3 + t)
(1 + s)
5
4−κ
ds
. ǫ
3
2 (1 + t)κ logr(3 + t),∫ t
0
∫
Σs
√
ǫ
τ
3
2−
∫
v
vL
v0
∣∣wjh∣∣ dvdxds = ∫ t
u=−∞
√
ǫ
τ
3
2−
∫
Cu(t)
∫
v
vL
v0
∣∣wjh∣∣ dvdCu(t)du
.
√
ǫHj(t)
∫ +∞
u=−∞
du
τ
3
2−
. ǫ
3
2 (1 + t)κ logr(3 + t).

22The second term comes from α(F )Av
L
(∇v|z|j
)A
.
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8.2 Bounds on several spacetime integrals
We estimate in this subsection the spacetime integral of the source terms of (category 1)-(category 3) of
TF (z
q
0Pξ0 (Φ)Y
β0f), multiplied by (v0)−1Pξ2(Φ), where the electromagnetic field is derived less than N − 3
times. We then fix, for the remainder of the subsection,
• multi-indices γ, β and ξ1 such that
|γ| ≤ N − 3, |ξ1|+ |γ|+ |β| ≤ Q+ 1, |β| ≤ |β0|, |ξ1|+ |β| ≤ |ξ0|+ |β0| ≤ Q and |ξ1| ≤ Q − 1.
• n ≤ 2N , z ∈ k1 and j ∈ N such that j ≤ 2N − 1 + nQ − ξ1P − ξ2P − βP .
• We will make more restrictive hypotheses for the study of the terms of (category 2) and (category 3).
For instance, for the last ones, we will take |ξ1| < |ξ0| and j = q. This has to do with their properties
described in Proposition 3.31.
Note that |ξ2|+ |β| ≤ Q. To lighten the notations, we introduce
h := zjPξ1(Φ)Pξ2 (Φ)Y
βf.
We start by treating the terms of (category 1).
Proposition 8.2. Under the bootstrap assumptions (57)-(59), we have,
I1 :=
∫ t
0
∫
Σs
∫
v
|Φ|n
(
|∇ZγF |+ τ+
τ−
|α (LZγ (F ))|+ τ+
τ−
√
vL
v0
|σ (LZγ (F ))|
)
|h| dv
v0
dxds . ǫ
3
2 .
Proof. According to Propositions 7.5, 7.1 and 1 .
√
v0vL, we have
|Φ|n |∇ZγF |+ |Φ|n τ+
τ−
|α (LZγ (F ))|+ |Φ|n τ+
τ−
√
vL
v0
|σ (LZγ (F ))| .
√
ǫ log4N+M (3 + t)
(√
v0vL
τ+τ−
+
vL
τ
1
2
+ τ
3
2−
)
.
√
ǫ
v0
τ
5
4
+
+
√
ǫ
vL
τ
1
4
+ τ
3
2−
.
Then,
I1 .
∫ t
0
∫
Σs
√
ǫ
τ
5
4
+
∫
v
|h|dvdxds +
∫ t
0
∫
Σs
√
ǫ
τ
1
4
+ τ
3
2−
∫
v
vL
v0
|h|dvdxds
.
√
ǫ
∫ t
0
E[h](s)
(1 + s)
5
4
ds+
√
ǫ
∫ t
u=−∞
∫
Cu(t)
1
τ
1
4
+ τ
3
2
−
∫
v
vL
v0
|h|dvdCu(t)du.
Recall now the definition of (ti)i∈N, (Ti(t))i∈N and Ciu(t) from Subsection 2.4. By the bootstrap assumption
(59) and 2η < 18 , we have
E[h](s) . ǫ(1 + s)
1
8 and sup
u∈R
∫
Ciu(t)
∫
v
v0vL|h|dvdCiu(t) . ǫ(1 + Ti+1(t))2η . ǫ(1 + ti+1)
1
8 ,
so that, using also23 1 + ti+1 ≤ 2(1 + ti) and Lemma 2.7,
√
ǫ
∫ t
0
E[h](s)
(1 + s)
5
4
. ǫ
3
2
∫ +∞
0
ds
(1 + s)
9
8
. ǫ
3
2 ,
√
ǫ
∫ t
u=−∞
∫
Cu(t)
1
τ
1
4
+ τ
3
2−
∫
v
vL
v0
|h|dvdCu(t)du =
√
ǫ
∫ t
u=−∞
+∞∑
i=0
∫
Ciu(t)
1
τ
1
4
+ τ
3
2−
∫
v
vL
v0
|h|dvdCiu(t)du
.
√
ǫ
∫ t
u=−∞
1
τ
3
2−
+∞∑
i=0
1
(1 + ti)
1
4
∫
Ciu(t)
∫
v
vL
v0
|h|dvdCiu(t)du
. ǫ
3
2
∫ t
u=−∞
du
τ
3
2−
+∞∑
i=0
(1 + ti+1)
1
8
(1 + ti+1)
1
4
. ǫ
3
2
∫ +∞
u=−∞
du
τ
3
2−
+∞∑
i=0
2−
i
8 . ǫ
3
2 .

23Note that the sum over i is actually finite as Ciu(t) = ∅ for i ≥ log2(1 + t).
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We now start to bound the problematic terms.
Proposition 8.3. We study here the terms of (category 2). If, for κ ≥ 0 and r ∈ N,
E[h](t) = ‖h‖L1x,v (t) + sup
u∈R
∫
Cu(t)
∫
v
vL
v0
|h|dvdCu(t) . ǫ(1 + s)κ logr(3 + t), then (82)
I13 :=
∫ t
0
∫
Σs
τ+
τ−
|α (LZγ (F ))|
∫
v
√
vL
v0
|h| dv
v0
dxds . ǫ
3
2 (1 + s)κ logr(3 + t) and
I23 :=
∫ t
0
∫
Σs
τ+
τ−
|ρ (LZγ (F ))|
∫
v
|h| dv
v0
dxds . ǫ
3
2 (1 + s)κ logr+a(3 + t).
Remark 8.4. The extra loga(3 + t)-growth on I23 , compared to I
1
3 , will not avoid us to close the energy
estimates in view of the hierarchies in the energy norms. Indeed, we have j = q − 1 (in I23 ) according to the
properties of the terms of (category 2) (in I13 , we merely have j ≤ q).
Proof. Recall first from Lemma 2.4 that 1 + |vA| .
√
v0vL. Then, using Proposition 7.1 and the inequality
2CD ≤ C2 +D2, one obtains√
vL
v0
τ+
τ−
|α (LZγ (F ))| .
√
ǫ
vL
τ
3
2−
and
τ+
τ−
|ρ (LZγ (F ))| .
√
ǫ logM (3 + t)
v0
τ+
+
√
ǫ logM (3 + t)
vL
τ3−
.
We then have, as a =M + 1,
I13 .
∫ t
u=−∞
√
ǫ
τ
3
2
−
∫
Cu(t)
∫
v
vL
v0
|h|dvdCu(t)du . ǫ 32E[h](t)
∫ +∞
u=−∞
du
τ
3
2
−
. ǫ
3
2 (1 + s)κ logr(3 + t),
I23 .
√
ǫ
∫ t
0
∫
Σs
logM (3 + s)
τ+
∫
v
|h|dvdxds+√ǫ logM (3 + t)
∫ t
u=−∞
√
ǫ
τ
3
2−
∫
Cu(t)
∫
v
vL
v0
|h|dvdCu(t)du
.
√
ǫ
∫ t
0
logr+M (3 + s)
(1 + s)1−κ
ds+ ǫ
3
2 (1 + t)κ logr+M (3 + t)
. ǫ
3
2 (1 + t)κ logr+M+1(3 + t).

We finally end this subsection by the following estimate.
Proposition 8.5. We suppose here that max(|ξ1|+ |β|, |ξ1|+ 1) ≤ N − 1. Then,
I4 :=
∫ t
0
∫
Σs
τ+
∫
v
∣∣∣∣vµv0 LZγ (F )µν
∣∣∣∣ |h| dvv0 dxds . ǫ 32 log(1+j+|ξ1|+|ξ2|+|β|)a(3 + t) if |ξ2| ≤ N − 2,
. ǫ
3
2 (1 + t)
3
4η otherwise.
Remark 8.6. To understand the extra hypothesis made in this proposition, recall from the properties of the
terms of (category 3) that we can assume |ξ1| < |ξ0|, β = β0 and j = q. We then have
1 + j + |ξ1|+ |ξ2|+ |β| ≤ q + |ξ0|+ |ξ2|+ |β0|.
Proof. Let us denote by (α, α, ρ, σ) the null decomposition of LZγ (F ). Using 1 + |vA| ≤
√
v0vL and
Proposition 7.1, we have
τ+
∣∣∣∣ vµ(v0)2LZγ (F )µν
∣∣∣∣ . τ+
√
vL
v0
(|α|+ |ρ|+ |σ|) + τ+ v
L
v0
|α|
.
√
ǫ
√
vL
v0
logM (3 + t)√
τ+τ−
+
√
ǫ
vL
v0
logM (3 + t)
τ−
.
√
ǫ
logM (3 + t)
τ+
+
√
ǫ
vL
v0
logM (3 + t)
τ−
.
As τ− ∼ τ+ away from the light cone (for, say24, u ≤ −t and u ≥ t2 ), we finally obtain that
I4 =
√
ǫ
∫ t
0
logM (3 + s)
1 + s
∫
Σs
∫
v
|h|dvdxds+√ǫ logM (3 + t)
∫ t
2
u=−t
1
τ−
∫
Cu(t)
∫
v
vL
v0
|h|dvdCu(t)du
.
√
ǫ logM (3 + t) sup
[0,t]
E[h]
∫ t
0
ds
1 + s
+
√
ǫ logM (3 + t)E[h](t)
∫ t
u=−t
du
τ−
.
√
ǫ loga(3 + t) sup
[0,t]
E[h].
24If (s, y) is in one of these regions of [0, t]× R3, we have |y| ≥ 2s or |y| ≤ s
2
.
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If |ξ2| ≤ N − 2, the bootstrap assumption (57) or (58) gives
sup
[0,t]
E[h] ≤ ǫ log(j+|ξ1|+|ξ2|+|β|)a(3 + t)
and we can conclude the proof in that case. If |ξ2| = N − 1, we have j ≤ 2N − 1 − ξ1P − ξ2P − βP since this
case appears only if Q = N . Let (i1, i2) ∈ N2 be such that
i1 + i2 = 2j, i1 ≤ 2N − 1− 2ξ1P − βP and i2 ≤ 2N − 1− 2ξ2P − βP .
Using the bootstrap assumptions (58) and (59), we have
E[h](t) =
∫
Σt
∫
v
∣∣zjPξ1(Φ)Pξ2 (Φ)Y βf ∣∣ dvdx
.
∣∣∣∣∫
Σt
∫
v
∣∣zi1Pξ1(Φ)2Y βf ∣∣ dvdx∫
Σt
∫
v
∣∣zi2Pξ2(Φ)2Y βf ∣∣ dvdx∣∣∣∣ 12
.
∣∣∣log(i1+2|ξ1|+|β|)a(3 + t)E0N−1[f ](t) logai2(3 + t)EN [f ](t)∣∣∣ 12 . ǫ(1 + t) 34η,
which ends the proof. 
Note now that Propositions 3.31, 8.1, 8.2, 8.3 and 8.5 imply (81) for Q = N − 3, so that E4N−3[f ] ≤ 3ǫ on
[0, T [.
8.3 Completion of the bounds on the spacetime integrals
In this subsection, we bound the spacetime integrals considered previously when the electromagnetic field is
differentiated too many times to be estimated pointwise. For this, we make crucial use of the pointwise decay
estimates on the velocity averages of
∣∣zjPζ(Φ)Y βf ∣∣ which are given by (76). The terms studied here appear
only if |ξ0| + |β0| ≥ N − 2 since otherwise the electromagnetic field would be differentiated at most N − 3
times. We then fix, for the remainder of the subsection, Q ∈ {N − 1, N},
• multi-indices γ, β and ξ1 such that N − 2 ≤ |γ| ≤ N ,
|γ|+ |ξ1| ≤ Q, |ξ1|+ |γ|+ |β| ≤ Q+ 1, |β| ≤ |β0|, |ξ1|+ |β| ≤ |ξ0|+ |β0| ≤ Q and |ξ1| ≤ Q− 1.
• n ≤ 2N , z ∈ k1 and j ∈ N such that j ≤ 2N − 1− ξ1P − ξ2P − βP .
• Consistently with Proposition 3.31, we will, in certain cases, make more assumptions on ξ1 or j, such
as j ≤ q for the terms of (category 2).
Note that |ξ2|+ |β| ≤ Q and that there exists i1 and i2 such as
i1 + i2 = 2j, i1 ≤ 2N − 1− 2ξ1P − βP and i2 ≤ 2N − 1− 2ξ2P − βP .
To lighten the notations, we introduce
h := zjPξ1(Φ)Pξ2(Φ)Y
βf, h1 := z
i1Pξ1(Φ)
2Y βf and h2 := z
i2Pξ2(Φ)
2Y βf,
so that |h| =
√
|h1h2|. As |γ| ≥ N − 2, we have |ξ1| ≤ 2 ≤ N − 7 and 2|ξ1| + |β| ≤ 5 ≤ N − 6. Thus, by
Lemma 2.4 and (76), we have, for all (t, x) ∈ [0, T [×R3,
τ3+
∫
v
|h1| dv
(v0)2
+ τ2+τ−
∫
v
|h1|dv .
∫
v
(
τ3+
vL
v0
+ τ2+τ−
)
|h1|dv . ǫ log(4+i1+2|ξ
1|+|β|)a(3 + t). (83)
Using Remark 2.5, we have,
∀ |x| ≥ t, τ3+τ−
∫
v
|h1| dv
(v0)2
. τ3+τ−
∫
v
vL
v0
|h1|dv . ǫ log(4+i1+2|ξ
1|+|β|)a(3 + t). (84)
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Proposition 8.7. The following estimates hold,
I11 :=
∫ t
0
∫
Σs
∫
v
|Φ|n |∇ZγF | |h| dv
v0
dxds . ǫ
3
2 , I21 :=
∫ t
0
∫
Σs
∫
v
|Φ|n τ+
τ−
√
vL
v0
|σ (LZγ (F ))| |h| dv
v0
dxds . ǫ
3
2
and I31 :=
∫ t
0
∫
Σs
∫
v
|Φ|n τ+
τ−
|α (LZγ (F ))| |h| dv
v0
dxds . ǫ
3
2 .
Proof. Using the Cauchy-Schwarz inequality twice (in x and then in v), ‖∇ZγF‖2L2(Σt) . E0N [F ](t) ≤ 4ǫ,
|Φ| . √ǫ log2(1 + τ+), EN [f ](t) . ǫ(1 + t)η and (83), we have
I11 .
∫ t
0
‖∇ZγF‖L2(Σs)
∥∥∥∥∫
v
|Φ|n|h|dv
v0
∥∥∥∥
L2(Σs)
ds
.
√
ǫ
∫ t
0
∥∥∥∥log8N (1 + τ+)∫
v
|h1| dv
(v0)2
∫
v
|h2|dv
∥∥∥∥ 12
L1(Σs)
ds
.
√
ǫ
∫ t
0
∥∥∥∥log8N (1 + τ+)∫
v
|h1| dv
(v0)2
∥∥∥∥ 12
L∞(Σs)
√
E[h2](s)ds
. ǫ
∫ t
0
log4N+3Na(3 + s)
(1 + s)
3
2
logai2(3 + s)EN [f ](s)ds . ǫ
3
2 .
For the second one, recall from the bootstrap assumptions (61) and (59) that for all t ∈ [0, T [ and i ∈ N,∫
Ciu(t)
|σ|2dCiu(t) ≤ E0N [F ](ti+1(t)) . ǫ and sup
u∈R
∫
Ciu(t)
∫
v
vL
v0
|h2| dvdCiu(t) . E[h2](Ti+1(t)) . ǫ(1+ ti+1)2η.
Hence, using this time a null foliation, one has
I21 .
+∞∑
i=0
∫ t
u=−∞
1
τ−
∣∣∣∣∣∣
∫
Ciu(t)
|σ (LZγ (F )) |2dCiu(t)
∫
Ciu(t)
τ2+
∣∣∣∣∣
∫
v
|Φ|n
√
vL
v0
|h|dv
v0
∣∣∣∣∣
2
dCiu(t)
∣∣∣∣∣∣
1
2
du
.
√
ǫ
+∞∑
i=0
∫ t
u=−∞
1
τ−
∣∣∣∣∣
∫
Ciu(t)
τ2+ log
8N (1 + τ+)
∫
v
|h1| dv
(v0)2
∫
v
vL
v0
|h2| dvdCiu(t)
∣∣∣∣∣
1
2
du
.
√
ǫ
+∞∑
i=0
∫ t
u=−∞
1
τ−
∣∣∣∣∣
∫
Ciu(t)
1
τ
3
4
+
∫
v
vL
v0
|h2| dvdCiu(t)
∣∣∣∣∣
1
2
du
. ǫ
3
2
∫ +∞
u=−∞
du
τ
9
8−
+∞∑
i=0
(1 + ti+1)
η
(1 + ti)
1
4
. ǫ
3
2 .
For the last one, use first that F =
◦
F + F to get
I31 = I
◦
F
1 + I
F
1 :=
∫ t
0
∫
Σs
∫
v
|Φ|n τ+
τ−
∣∣∣α (LZγ ( ◦F ))∣∣∣ |h| dv
v0
dxds+
∫ t
0
∫
Σs
∫
v
|Φ|n τ+
τ−
∣∣α (LZγ (F ))∣∣ |h| dv
v0
dxds.
By Proposition 7.1, we have |LZγ (F )| . ǫτ−2+ . Hence, using |Φ| . log2(1 + τ+) and 1 .
√
v0vL, we have
|Φ|n τ+
τ−
∣∣α (LZγ (F ))∣∣ . ǫ√v0vL√
v0τ
3
4
+ τ−
≤ ǫ v
0
τ
5
4
+
+ ǫ
vL
τ
1
4
+ τ
2−
and we can bound IF1 by ǫ
3
2 as I1 in Proposition 8.2. For I
◦
F
1 , remark first that, by the bootstrap assumptions
(62), (65) and since F =
◦
F in the interior of the light cone,∫
Ciu(t)
τ+
∣∣∣α(LZγ ( ◦F ))∣∣∣2 dCiu(t) . EN [F ](Ti+1(t)) + EExtN [ ◦F ](Ti+1(t)) . ǫ(1 + ti+1)η.
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It then comes, using 1 .
√
v0vL, 16η < 1 and
∫
v
|Φ|n|h1|dv . ǫτ−
3
2
+ τ
−1
− , that
I
◦
F
1 .
+∞∑
i=0
∫ t
u=−∞
1
τ−
∣∣∣∣∣∣
∫
Ciu(t)
τ+ |α (LZγ (F ))|2 dCiu(t)
∫
Ciu(t)
τ+
∣∣∣∣∣
∫
v
|Φ|n
√
vL
v0
|h|dv
∣∣∣∣∣
2
dCiu(t)
∣∣∣∣∣∣
1
2
du
.
√
ǫ
+∞∑
i=0
(1 + ti+1)
η
∫ t
u=−∞
1
τ−
∣∣∣∣∣
∫
Ciu(t)
τ+
∫
v
|Φ|n |h1| dv
∫
v
vL
v0
|h2| dvdCiu(t)
∣∣∣∣∣
1
2
du
.
√
ǫ
+∞∑
i=0
(1 + ti+1)
2η
(1 + ti)
1
4
∫ +∞
u=−∞
1
τ
3
2
−
. ǫ
3
2
+∞∑
i=0
2−
i
4 (1−8η) . ǫ
3
2 .

We now turn on the problematic terms.
Proposition 8.8. If |ξ2| ≤ N − 2, we have
I13 =
∫ t
0
∫
Σs
τ+
τ−
|α (LZγ (F ))|
∫
v
√
vL
v0
|h|dv
v0
dxds . ǫ
3
2 log(3+j+|ξ1|+|ξ2|+|β|)a(3 + t) and
I23 =
∫ t
0
∫
Σs
τ+
τ−
|ρ (LZγ (F ))|
∫
v
|h|dv
v0
dxds . ǫ
3
2 log(2+j+|ξ1|+|ξ2|+|β|)a(3 + t).
Otherwise, |ξ2| = N − 1 and I13 + I23 . ǫ
3
2 (1 + t)
3
4η.
Remark 8.9. Note that these estimates are sufficient to improve the bootstrap assumptions (58) and (59).
Indeed,
• the case |ξ2| = N − 1 concerns only the study of EN [f ].
• Even if the bound on I23 + I13 , when |ξ2| ≤ N − 2 could seem to possess a factor log3a(3 + t) in excess,
one has to keep in mind that |γ| ≥ N − 2, so |ξ1| + |β| ≤ 3 and |ξ0| + |β0| ≥ N − 2. Moreover, by the
properties of the terms of (category 2), j ≤ q. We then have, as N ≥ 8,
j + 3 + |ξ1|+ |ξ2|+ |β| ≤ q + |ξ0|+ |ξ2|+ |β0|.
Proof. Throughout this proof, we will use (83) and the bootstrap assumption (61), which implies
‖α (LZγ (F ))‖L2(Σt) + sup
u∈R
‖ρ (LZγ (F ))‖L2(Cu(t)) .
√
E0N [F ](t) . ǫ
1
2 .
Applying the Cauchy-Schwarz inequality twice (in (t, x) and then in v), we get
I13 .
∣∣∣∣∣∣
∫ t
0
‖α (LZγ (F ))‖L2(Σs)
1 + s
ds
∫ t
u=−∞
∫
Cu(t)
τ3+
τ2−
∣∣∣∣∣
∫
v
√
vL
v0
|h| dv
v0
∣∣∣∣∣
2
dCu(t)du
∣∣∣∣∣∣
1
2
. ǫ
1
2 log
1
2 (1 + t)
∣∣∣∣∣
∫ t
u=−∞
1
τ2−
∫
Cu(t)
∫
v
vL
v0
|h2| dvdCu(t)du
∣∣∣∣∣
1
2
sup
u∈R
∥∥∥∥τ3+ ∫
v
|h1| dv
(v0)2
∥∥∥∥ 12
L∞(Cu(t))
. ǫ log
1
2+
a
2 (4+i1+2|ξ|1+|β|)(3 + t)
√
E[h2](t).
Using 1 .
√
v0vL and the Cauchy-Schwarz inequality (this time in (u, ω1, ω2) and then in v), we obtain
I23 .
∫ t
u=−∞
‖ρ (LZγ (F ))‖L2(Cu(t))
∣∣∣∣∣∣
∫
Cu(t)
τ2+
τ2−
∣∣∣∣∣
∫
v
√
vL
v0
|h| dv
∣∣∣∣∣
2
dCu(t)
∣∣∣∣∣∣
1
2
du
. ǫ
1
2
∫ t
u=−∞
1
τ
3
2−
∥∥∥∥τ2+τ− ∫
v
|h1|dv
∥∥∥∥ 12
L∞(Cu(t))
∣∣∣∣∣
∫
Cu(t)
∫
v
vL
v0
|h2| dvdCu(t)
∣∣∣∣∣
1
2
du
. ǫ log
a
2 (4+i1+2|ξ|1+|β|)
√
E[h2](t).
It then remains to remark that, by the bootstrap assumptions (58) and (59),
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• E[h2](t) ≤ log(i2+2|ξ2|+|β|)a(3 + t)E0N−1[f ](t) . ǫ log(i2+2|ξ2|+|β|)a(3 + t), if |ξ2| ≤ N − 2, or
• E[h2](t) ≤ logai2(3 + t)EN [f ](t) . ǫ(1 + t)η logai2(3 + t), if |ξ2| = N − 1.

Let us move now on the expressions of (category 3). The ones where |γ| = N are the more critical terms and
will be treated later.
Proposition 8.10. Suppose that N − 2 ≤ |γ| ≤ N − 1. Then, if |ξ2| ≤ N − 2,
I4 =
∫ t
0
∫
Σs
∫
v
τ+
∣∣∣∣vµv0 LZγ (F )µν
∣∣∣∣ |h| dvv0 dxds . ǫ 32 log(3+j+|ξ1|+|ξ2|+|β|)a(3 + t)
and I4 . ǫ
3
2 (1 + t)
3
4η otherwise.
For similar reasons as those given in Remark 8.9, these bounds are sufficient to close the energy estimates on
EN [f ] and E
0
N−1[f ].
Proof. Denoting by (α, α, ρ, σ) the null decomposition of LZγ (
◦
F ) and using |vA| .
√
v0vL, we have∣∣∣∣vµv0LZγ (F )µν
∣∣∣∣ . |α(LZγ (F ))|+ |σ(LZγ (F ))|+ |ρ(LZγ (F ))| +
√
vL
v0
|α(LZγ (F ))|
. |α|+ |ρ|+ |σ|+
√
vL
v0
|α|+ ∣∣LZγ (F )∣∣ .
and we can then bound I4 by Iα,σ,ρ+ Iα+ IF (these quantities will be clearly defined below). Note now that∥∥√τ+|α|+√τ+|ρ|+√τ+|σ|∥∥2L2(Σs) + ∥∥√τ−|α|∥∥2L2(Σs) . EExtN [ ◦F ](s) + EN−1[F ](s) . ǫ log2M (3 + s). (85)
Then, using the Cauchy-Schwarz inequality twice (in (t, x) and then in v), the estimates (83) and (84) as
well as a =M + 1, we get
Iα :=
∫ t
0
∫
Σs
τ+|α|
∫
v
√
vL
v0
|h|dv
v0
dxds
.
∣∣∣∣∣∣
∫ t
0
‖√τ−|α|‖2L2(Σs)
1 + s
ds
∫ t
u=−∞
∫
Cu(t)
τ2+(1 + s)
τ−
∣∣∣∣∣
∫
v
√
vL
v0
|h|dv
v0
∣∣∣∣∣
2
dCu(t)du
∣∣∣∣∣∣
1
2
.
√
ǫ logM+
1
2 (3 + t)
∣∣∣∣∣
∫ t
u=−∞
1
τ−
∥∥∥∥τ2+(1 + s)∫
v
|h1| dv
(v0)2
∥∥∥∥
L∞(Cu(t))
∫
Cu(t)
∫
v
vL
v0
|h2|dvdCu(t)du
∣∣∣∣∣
1
2
. ǫ
3
2 log−
1
2+
a
2 (5+i1+2|ξ1|+|β|)(3 + t)
√
E[h2](t)
∣∣∣∣∣
∫ 0
u=−∞
du
τ
3
2−
+
∫ t
u=0
du
τ−
∣∣∣∣∣
1
2
. ǫ
3
2 log
a
2 (6+i1+2|ξ1|+|β|)(3 + t)
√
E[h2](t).
Similarly, one has
Iα,ρ,σ :=
∫ t
0
∫
Σs
τ+(|α|+ |ρ|+ |σ|)
∫
v
|h|dv
v0
dxds
.
∫ t
0
‖√τ+|α|+√τ+|ρ|+√τ+|σ|‖L2(Σs)
∥∥∥∥√τ+ ∫
v
|h|dv
v0
∥∥∥∥
L2(Σs)
ds
.
∫ t
0
√
ǫ logM (3 + s)
∥∥∥∥τ+ ∫
v
|h1| dv
(v0)2
∥∥∥∥ 12
L∞(Σs)
∥∥∥∥∫
v
|h2|dv
∥∥∥∥ 12
L1(Σs)
ds
. ǫ log
a
2 (6+i1+2|ξ1|+|β|)(3 + t) ‖E[h2]‖
1
2
L∞([0,t]) .
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For the last integral, recall from Propositions 5.1 and 7.1 that F (t, x) vanishes for all t− |x| ≥ −1 and that
|LZγ (F )| . ǫτ−2+ . We are then led to bound
IF :=
∫ t
0
∫
|x|≥s+1
τ+|LZγ (F )|
∫
v
|h|dv
v0
dxds
.
∫ t
0
√
ǫ
1 + s
∫
Σs
∫
v
√
|h1h2|dvdxds .
∫ t
0
√
ǫ
1 + s
∣∣∣∣∫
Σs
∫
v
|h1| dvdx
∫
Σs
∫
v
|h2| dvdx
∣∣∣∣ 12 ds
.
√
ǫ log(3 + t) ‖E[h1]‖
1
2
L∞([0,t]) ‖E[h2]‖
1
2
L∞([0,t]) .
Thus, as ‖E[h1]‖L∞([0,t]) . ǫ log(i1+2|ξ1|+|β|)a(3 + t) and i1 + i2 = 2j, we have
• I4 . ǫ 32 (1 + t) 34η if |ξ2| = N − 1, since E[h2](t) ≤ logai2(3 + t)EN [f ](t) ≤ ǫ(1 + t)η logai2(3 + t), and
• I4 . ǫ 32 log(3+j+|ξ1|+|ξ2|+|β|)a(3 + t) otherwise, as E[h2] ≤ log(i2+2|ξ
2|+|β|)a(3 + t)E0N−1[f ](t) .

A better pointwise decay estimate on
∫
v
|h1|(v0)−2dv is requiered to bound sufficiently well I4 when
|γ| = N . We will then treat this case below, in the last part of this section. However, note that all the
Propositions already proved in this section imply (81), for Q = N − 1, and then E0N−1[f ] ≤ 3ǫ on [0, T [.
8.4 Estimates for EXN−1[f ], E
X
N [f ] and obtention of optimal decay near the light-
cone for velocity averages
The purpose of this subsection is to establish that25 EXN−1[f ], E
X
N [f ] ≤ 3ǫ on [0, T [ and then to deduce
optimal pointwise decay estimates on the velocity averages of the particle density. Remark that, according
to the energy estimate of Proposition 4.1, XEN [f ] ≤ 3ǫ follows, if ǫ is small enough, from∫ t
0
∫
Σs
∫
v
∣∣TF (zqPXξ (Φ)Y βf)∣∣ dvv0 dxds . ǫ 32 log2q(3 + t), (86)
• for all multi-indices β and ξ such that max(|β|+ |ξ|, |ξ|+ 1) ≤ N and
• for all z ∈ k1 and q ∈ N such that q ≤ 2N − 2− ξP − βP .
Most of the work has already been done. Indeed, the commutation formula of Proposition 3.34 (applied with
N0 = 2N − 1) leads us to bound only terms of (category 0) and (category 1) since q ≤ 2N − 2 − ξP − βP .
Note that we control quantities of the form
zjPξ1(Φ)Y
β1f, with |ξ1|+ |β1| ≤ N, |ξ1| ≤ N − 1 and j ≤ 2N − 1− ξ1P − β1P .
Consequently, (86) ensues from Propositions 8.1, 8.2 and 8.7. EXN−1[f ] can be estimated similarly since we
also control quantities such as
zjPξ1(Φ)Pξ2 (Φ)Y
κf, with max(|ξ1|+ |κ|, |ξ2|+ |κ|) ≤ N − 1 and j ≤ 2N − 1− ξ1P − ξ2P − κP .
Note that (86) also provides us, through Theorem 4.9, that, for all max(|ξ|+ |β|, 1 + |ξ|) ≤ N − 3,
∀ |x| ≤ t < T, z ∈ k1, j ≤ 2N − 5− ξP − βP ,
∫
v
∣∣zjPXξ (Φ)Y βf ∣∣ dv(v0)2 . ǫ log2j(3 + t)τ3+ .
For the exterior region, use Proposition 4.10 and EXN [f ] ≤ 3ǫ to derive, for all max(|ξ|+ |β|, |ξ|+1) ≤ N − 3,
∀ (t, x) ∈ V0(T ), z ∈ k1, j ≤ 2N − 6− ξP − βP ,
∫
v
∣∣zjPXξ (Φ)Y βf ∣∣ dv(v0)2 . ǫ log2(j+1)(3 + t)τ3+τ− .
We summerize all these results in the following proposition (the last estimate comes from Corollary 4.7).
Proposition 8.11. If ǫ is small enough, then EXN−1[f ] ≤ 3ǫ and EXN [f ] ≤ 3ǫ hold on [0, T ]. Moreover, we
have, for all max(|ξ|+ |β|, |ξ|+ 1) ≤ N − 3, z ∈ k1 and j ≤ 2N − 6− ξP − βP ,
∀ (t, x) ∈ [0, T [×R3,
∫
v
∣∣zjPXξ (Φ)Y βf ∣∣ dv(v0)2 . ǫ log2j(3 + t)τ3+ 1t≥|x| + ǫ log
2(j+1)(3 + t)
τ3+τ−
1|x|≥t,
∀ (t, x) ∈ [0, T [×R3,
∫
v
∣∣zjPXξ (Φ)Y βf ∣∣ dv . ǫ log2j(3 + t)τ2+τ− .
25Note that we cannot unify these norms because of a lack of weights z ∈ k1. As we will apply Proposition 3.31 with
N0 = 2N − 1, we cannot propagate more than 2N − 2 weights and avoid in the same time the problematic terms.
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8.5 The critical terms
We finally bound I4, defined in Proposition 8.10, when |γ| = N , which concerns only the improvement of the
bound of the higher order energy norm EN [f ]. We keep the notations introduced in Subsection 8.3 and we
start by precising them. Using the properties of the terms of (category 3), we remark that we necessarily
have
Pξ0(Φ) = Y
ξ0Φ, |ξ0| = N − 1, |β0| ≤ 1, |ξ1| = 0, β = β0, γT = ξ0T and j = q.
We are then led to prove
I4 =
∫ t
0
∫
Σs
∫
v
τ+
∣∣∣∣vµv0 LZγ (F )µν
∣∣∣∣ ∣∣∣zqPξ2(Φ)Y β0f ∣∣∣ dvv0 dxds . ǫ 32 (1 + t)η logaq(3 + t).
If γT = ξ
0
T ≥ 1, one can use inequality (19) of Proposition 3.7 and |vA| .
√
v0vL in order to obtain
τ+
∣∣∣∣vµv0LZγ (F )µν
∣∣∣∣ .
(
1 +
√
vLτ+√
v0τ−
) ∑
|γ0|≤N
|∇Zγ0F |+ τ+
τ−
∑
|γ0|≤N
|α(LZγ0 (F ))|+ |ρ(LZγ0 (F ))|
and then split I4 in four parts and bound them by ǫ
3
2 or ǫ
3
2 (1 + t)
3
4η, as I11 , I
3
1 , I
1
3 and I
2
3 in Propositions 8.7
and 8.8. Otherwise, ξ0P = N−1 and q ≤ N−ξ2P −β0P so that we take i2 ≤ 2N−1−2ξ2P −β0P and i1 ≤ 1−β0P .
Then, we divide [0, t]× R3 in two parts, V0(t) and its complement. Following the proof of Proposition 8.10,
one can prove, as EExtN [
◦
F ] . ǫ and |LZγ (F )| . ǫτ−2+ on [0, T [, that∫ t
0
∫
Σ
0
s
∫
v
τ+
∣∣∣∣vµv0 LZγ (F )µν
∣∣∣∣ ∣∣∣zqPξ2(Φ)Y β0f ∣∣∣ dvv0 dxds . ǫ 32 (1 + t) 34η.
To lighten the notations, let us denote the null decomposition of LZγ (F ) by (α, α, ρ, σ). Recall from Lemma
2.4 that τ+|vA| . v0
∑
w∈k1 |w| and τ+vL . τ−v0 + v0
∑
w∈k1 |w|, so that
τ+
∣∣∣∣vµv0 LZγ (F )µν
∣∣∣∣ . τ+ (|α|+ |ρ|) + τ+ vLv0 |α|+ τ+ |vA|v0 (|σ|+ |α|)
. (τ+|α|+ τ+|ρ|+ τ−|α|) +
∑
w∈k1
|w| (|σ|+ |α|) .
We can then split the remaining part of I4 in two integrals. The one associated to
∑
w∈k1 |w|(|σ| + |α|)
can be bounded by ǫ
3
2 as I11 in Proposition 8.7 since i1 + 1 ≤ 2N − 1 − β0P . For the one associated to
(τ+|α|+ τ+|ρ|+ τ−|α|), I4, we have
I4 :=
∫ t
0
∫
Σ0s
(τ+|α|+ τ+|ρ|+ τ−|α|)
∫
v
∣∣∣zqPξ2(Φ)Y β0f ∣∣∣ dv
v0
dxds
.
∫ t
0
√
EN [F ](s)
∥∥∥∥√τ+ ∫
v
∣∣∣zqPξ2(Φ)Y β0f ∣∣∣ dv
v0
∥∥∥∥
L2(Σ0s)
ds
.
√
ǫ
∫ t
0
√
EN [F ](s)
∥∥∥∥τ+ ∫
v
∣∣∣zi1Y β0f ∣∣∣ dv
(v0)2
∥∥∥∥ 12
L∞(Σ0s)
∥∥∥∥∫
v
∣∣∣zi2Pξ2(Φ)2Y β0f ∣∣∣ dv∥∥∥∥ 12
L1(Σ0s)
ds.
Using the bootstrap assumptions (59), (65) and the pointwise decay estimate on
∫
v
∣∣∣zi1Y β0f ∣∣∣ dv(v0)2 given in
Proposition 8.11, we finally obtain
I4 .
√
ǫ
∫ t
0
(1 + s)
η
2
√
ǫ logi1(3 + s)
1 + s
√
ǫ(1 + s)
η
2 log
a
2 i2(3 + s)ds . ǫ
3
2 (1 + t)η logaq(3 + t),
which concludes the improvement of the bootstrap assumption (59).
Remark 8.12. In view of the computations made to estimate I4, note that.
• The use of Theorem 4.9, instead of (76) combined with 1 . v0vL and Lemma 2.4, was necessary.
Indeed, for the case q = 0, a decay rate of log2(3 + t)τ−3+ on
∫
v
∣∣∣Y β0f ∣∣∣ dv(v0)2 would prevent us from
closing energy estimates on EN [F ] and EN [f ].
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• Similarly, it was crucial to have a better bound on EExtN [G](t) than ǫ(1 + t)η as the decay rate given by
Proposition 8.11 on
∫
v
∣∣∣Y β0f ∣∣∣ dv(v0)2 is weaker, in the t+ r direction, outside the light cone.
Note that Propositions 8.2, 8.3, 8.5, 8.7, 8.8 and 8.10 also prove that
A[f ](t) :=
2∑
i=1
∑
|ξi|+|β|≤N
|ξi|≤N−2
∑
|ζi|+|β|≤N
|ζi|≤N−1
E
[
Pξ1(Φ)Pξ2 (Φ)Y
βf
]
(t) + E
[
PXζ1 (Φ)P
X
ζ2 (Φ)Y
βf
]
(t) . ǫ(1 + t)
3
4η. (87)
Indeed, to estimate this energy norm, we do not have to deal with the critical terms of this subsection (as
|ξi| ≤ N − 2 and according to Proposition 3.34).
9 L2 decay estimates for the velocity averages of the Vlasov field
In view of the commutation formula of Propositions 3.39 and 3.40, we need to prove enough decay on
quantities such as
∥∥√τ− ∫v |Y βf |dv∥∥L2x , for all |β| ≤ N . Applying Proposition 8.11, we are already able to
obtain such estimates if |β| ≤ N − 3 (see Proposition 9.14 below). The aim of this section is then to treat
the case of the higher order derivatives. For this, we follow the strategy used in [9] (Section 4.5.7). Before
exposing the proceding, let us rewrite the system. Let I1, I2 and I
q
1 , for N − 5 ≤ q ≤ N , be the sets defined
as
I1 := {β multi-index / N − 5 ≤ |β| ≤ N} = {β11 , β12 , ..., β1|I1|}, Iq1 := {β ∈ I1 / |β| = q} ,
I2 := {β multi-index / |β| ≤ N − 5} = {β21 , β22 , ..., β2|I2|},
and R1 and R2 be two vector valued fields, of respective length |I1| and |I2|, such that
R1j = Y
β1j f and R2j = Y
β2j f.
We will sometimes abusively write j ∈ Ii instead of βij ∈ Ii (and similarly for j ∈ Ik1 ). The goal now is
to prove L2 estimates on
∫
v
|R1|dv. Finally, we denote by V the module over the ring C0([0, T [×R3x × R3v)
engendered by (∂vl)1≤l≤3. In the following lemma, we apply the commutation formula of Proposition 3.23
in order to express TF (R
1) in terms of R1 and R2 and we use Lemma 3.30 for transforming the vector fields
Γσ ∈ G|σ|.
Lemma 9.1. There exists two matrix functions A : [0, T [×R3 × R3v → M|I1|(V) and B : [0, T [×R3 × R3v →
M|I1|,|I2|(V) such that TF (R
1) + AR1 = BR2. Furthermore, if 1 ≤ i ≤ |I1|, A and B are such that TF (R1i )
is a linear combination, with good coefficients c(v), of the following terms, where r ∈ {1, 2} and βrj ∈ Ir.
•
zdPk,p(Φ)
vµ
v0
LZγ (F )µνRrj , (type 1)
where z ∈ k1, d ∈ {0, 1}, max(|γ|, |k|+ |βrj |) ≤ |β1i |, |k| ≤ |β1i | − 1, |k|+ |γ|+ |βrj | ≤ |β1i |+ 1
and p+ kP + (β
r
j )P + d ≤ (β1i )P .
•
Pk,p(Φ)LXZγ0 (F )
(
v,∇v
(
c(v)Pq,s(Φ)R
r
j
) )
, (type 2)
where |k| + |q| + |γ0| + |βrj | ≤ |β1i | − 1, |q| ≤ |β1i | − 2, p + s + kP + qP + (βrj )P ≤ (β1i )P and
p ≥ 1.
•
Pk,p(Φ)L∂Zγ0 (F )
(
v,∇v
(
c(v)Pq,s(Φ)R
r
j
) )
, (type 3)
where |k|+ |q|+ |γ0|+ |βrj | ≤ |β1i | − 1, |q| ≤ |β1i | − 2, p+ s+ |γ0| ≤ |β1i | − 1 and p+ s+ kP +
qP + (β
r
j )P ≤ (β1i )P .
We also impose that |β2j | ≤ N − 6 on the terms of (type 2), (type 3) and that |β1j | ≥ N − 4 on the terms of
(type 1), which is possible since β ∈ I1 ∩ I2 if |β| = N − 5.
Remark 9.2. Note that if β1i ∈ IN−51 , then Aqi = 0 for all q ∈ J1, |I1|K. If 1 ≤ n ≤ 5 and β1i ∈ IN−5+n1 , then
the terms composing Aqi are such that max(|k|+ 1, |γ|) ≤ n or |k|+ |q|+ |γ0| ≤ n− 1.
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Let us now write R = H +G, where H and G are the solutions to{
TF (H) +AH = 0 , H(0, ., .) = R(0, ., .),
TF (G) +AG = BR
2 , G(0, ., .) = 0.
The goal now is to prove L2 estimates on the velocity averages of H and G. As the derivatives of F and
Φ composing the matrix A are of low order, we will be able to commute the transport equation satisfied
by H and to bound the L1 norm of its derivatives of order 3 by estimating pointwise the electromagnetic
field and the Φ coefficients, as we proceeded in Subsection 8.2. The required L2 estimates will then follow
from Klainerman-Sobolev inequalities. Even if we will be lead to modify the form of the equation defining
G, the idea is to find a matrix K satisfying G = KR2, such that E[KKR2] do not grow too fast, and then
to take advantage of the pointwise decay estimates on
∫
v
|R2|dv in order to obtain the expected decay rate
on ‖ ∫
v
|G|dv‖L2x .
Remark 9.3. As in [4], we keep the v derivatives in the construction of H and G. It has the advantage of
allowing us to use Lemma 3.27. If we had already transformed the v derivatives, as in [3], we would have
obtained terms such as xθ∂g from (∇vg)r. Indeed, Lemma 3.27 would have led us to derive coefficients such
as x
k
|x| and then to deal, for instance, with factors such as
t3
|x|3 (apply three boost to
xk
|x|). We would then have
to work with an another commutation formula leading to terms such as xθ v
µ
v0
∂(F )µνHj and would then need
at least a decay rate of τ
− 32
+ on ρ, in the t + r direction, in order to close the energy estimates on H. This
could be obtained by assuming more decay on F initially in order to use the Morawetz vector field K0 or
τ−b− K0 as a multiplier.
However, this creates two technical difficulties compared to what we did in [3]. The first one concerns H
and will lead us to consider a new hierarchy (see Subsection 9.1). The other one concerns G and we will
circumvent it by modifying the source term of the transport equation defining it (see Subsecton 9.2).
Remark 9.4. In Subsection 9.2, we will consider a matrix D such that TF (R
2) = DR2 and we will need to
estimate pointwise and independently of M , in order to improve the bootstrap assumption on EN−1[F ], the
derivatives of the electromagnetic field of its components. It explains, in view of Remark 7.2, why we take I2
such as |β2j | ≤ N − 5.
9.1 The homogeneous part
The purpose of this subsection is to bound L1 norms of components of H and their derivatives. We will
then be able to obtain the desired L2 estimates through Klainerman-Sobolev inequalities. For that, we will
make use of the hierarchy between the components of H given by (β1i )P . However, as, for N − 4 ≤ q ≤ N
and β1i ∈ Iq1 , we need information on ‖ẐκHj‖L1x,v , with β1j ∈ I
q−1
1 and |κ| = 4, in order to close the energy
estimate on ẐξHi, with |ξ| = 3, we will add a new hierarchy in our energy norms. This leads us to define,
for δ ∈ {0, 1},
E
δ
H(t) :=
∑
z∈k1
5∑
q=0
∑
|β|≤3+q
∑
i∈IN−q1
2N+2+δ−βP−β1P∑
j=0
log−j(δa+2)(3 + t)E
[
zjẐβHi
]
(t).
Lemma 9.5. Let N˜ ≥ N + 3, 0 ≤ q ≤ 5, i ∈ IN−q1 , |β| ≤ 3 + q, z ∈ k1 and j ≤ N˜ − βP − (β1i )P . Then,
TF (z
jẐβHi) can be bounded by a linear combination of the following terms, where
p ≤ 3N, max(|k|+ 1, |γ|) ≤ 8, |κ| ≤ |β|+ 1, |β1l | ≤ |β1i | and |κ|+ |β1l | ≤ |β1i |.
• ∣∣F (v,∇v (zj))Y βHi∣∣ . (category 0−H)
•
|Pk,p(Φ)| |wrY κHl|
(
|∇ZγF |+ τ+
τ−
|α (LZγ (F ))|+ τ+
τ−
√
vL
v0
|σ (LZγ (F ))|
)
, (category 1−H)
where w ∈ k1 and r ≤ N˜ − kP − κP − (β1l )P .
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•
τ+
τ−
|ρ (LZγ (F )) |
∣∣zj−1Y κHl∣∣ and τ+
τ−
√
vL
v0
|α (LZγ (F ))| |zrY κHl| , (category 2−H)
where j − 1, r = N˜ − κP − (β1l )P and r ≤ j.
The terms of (category 2−H) can only appear if j = N˜ − βP − (β1i )P .
Proof. We merely sketch the proof as it is very similar to previous computations. One can express TF (Ẑ
βHi)
using Lemma 9.1 and following what we did in the proof of Proposition 3.23. It then remains to copy the
proof of Proposition 3.31 with |ζ0| = 0, which explains that we do not have terms of (category 3). Note that
max(|k| + 1, |γ|) ≤ 8 comes from Remark 9.2 and the fact that |κ| can be equal to |β| + 1 ensues from the
transformation of the v derivative in the terms obtained from those of (type 2) and (type 3). 
Remark 9.6. As |γ| ≤ 8 ≤ N − 3, we have at our disposal pointwise decay estimates on the electromagnetic
field (see Proposition (7.1)). Similarly, as |k| ≤ 7 ≤ N − 4, Remark 7.7 gives us |Pk,p(Φ)| . logM2(1 + τ+).
We are now ready to bound EδH and then to obtain estimates on
∫
v
|zjHi|dv.
Proposition 9.7. We have E1H + E
0
H . ǫ on [0, T [. Moreover, for 0 ≤ q ≤ 5 and |β| ≤ q,
∀ (t, x) ∈ [0, T [×R3, z ∈ k1, i ∈ IN−q1 , j ≤ 2N − 1− βP − (β1i )P ,
∫
v
|zjY βHi|dv . ǫ log
2j+M1 (3 + t)
τ2+τ−
.
Proof. In the same spirit as Corollary 6.3 and in view of commutation formula of Lemma 9.5 (applied with
N˜ = 2N + 3) as well as the assumptions on f0, there exists CH > 0 such that E
0
H(0) ≤ E1H(0) ≤ CHǫ. We
can prove that they both stay bounded by 3CHǫ by the continuity method. As it is very similar to what we
did previously, we only sketch the proof. Consider δ ∈ {0, 1}, 0 ≤ r ≤ 5, i ∈ IN−r1 , |β| ≤ 3 + r, z ∈ k1 and
j ≤ 2N + 2 + δ − βP − (β1i )P . The goal is to prove that∫ t
0
∫
Σs
∫
v
∣∣TF (zjHi)∣∣ dv
v0
dxds . ǫ
3
2 logj(δa+2)(3 + t).
According to Lemma 9.5 (still applied with N˜ = 2N + 3), it is sufficient to obtain, if δ = 1, that the integral
over [0, t] × R3x × R3v of all terms of (category 0−H)-(category 2−H) are bounded by ǫ
3
2 logj(a+2)(3 + t).
If δ = 0, we only have to deal with terms of (category 0−H) and (category 1−H) and to estimate their
integrals by ǫ
3
2 log2j(3+ t). In view of Remark 9.6, we only have to apply (or rather follow the computations
of) Propositions 8.1, 8.2 and 8.3. The pointwise decay estimates then ensue from the Klainerman-Sobolev
inequality of Corollary 4.8. 
Remark 9.8. A better decay rate, log2j(3+t)τ−2+ τ
−1
− , could be proved in the previous proposition by controling
a norm analogous to EXN [f ] but we do not need it to close the energy estimates on F .
Remark 9.9. We could avoid any hypothesis on the derivatives of order N+1 and N+2 of F 0 (see Subsection
17.2 of [8]).
9.2 The inhomogeneous part
As the matrix B in TF (G) + AG = BR
2 contains top order derivatives of the electromagnetic field, we
cannot commute the equation and prove L1 estimates on ẐG. Let us explain schematically how we will
obtain an L2 estimate on
∫
v
|G|dv by recalling how we proceeded in [3]. We did not work with modified
vector field and the matrices A and B did not hide v derivatives of G. Then we introduced K the solution of
TF (K) +AK +KD = B which initially vanishes and where TF (R
2) = DR2. Thus G = KR2 and we proved
E[|K|2|R2|] ≤ ǫ so that the expected L2 decay estimate followed from∥∥∥∥∫
v
|G|dv
∥∥∥∥
L2x
.
∥∥∥∥∫
v
|R2|dv
∥∥∥∥ 12
L∞x
E[|K|2|R2|] 12 .
The goal now is to adapt this process to our situation. There are two obstacles.
60
• The v derivatives hidden in the matrix A will then be problematic and we need first to transform them.
• The components of the (transformed) matrix A have to decay sufficiently fast. We then need to consider
a larger vector valued field than G by including components such as zjGi in order to take advantage
of the hierarchies in the source terms already used before.
Recall from Definition 2.6 that we considered an ordering on k1 and that, if κ is a multi-index, we have
zκ =
|κ|∏
i=1
zκi and |zκ| ≤
∑
w∈k1
|w||κ|.
In this section, we will sometimes have to work with quantities such as zκ rather than with zj, where j ∈ N.
Definition 9.10. Let I and Iq, for N − 5 ≤ q ≤ N , be the sets
I := {(κ, β) / N−5 ≤ |β| ≤ N and |κ| ≤ N−βP } = {(κ1, β1), ..., (κ|I|, β|I|)}, Iq := {(κ, β) ∈ I / |β| = q}.
Define now L, the vector valued fields of length |I|, such that
Li = z
κiGj , with β
1
j = βi, and [i]I := |κi|.
Moreover, for Y ∈ Y, 1 ≤ j ≤ |I1| and 1 ≤ i ≤ |I|, we define jY and iY the indices such that
R1jY = Y Y
β1j f and LiY = z
κiY GjY .
The following result will be useful for transforming the v derivatives.
Lemma 9.11. Let Y ∈ Y and β1i ∈ I1 \ IN1 . Then
Y Gi = GiY +HiY − Y Hi.
Proof. Recall that R = H +G and remark that Y R1i = Y Y
β1i f = R1iY . 
We now describe the source terms of the equations satisfied by the components of L.
Proposition 9.12. There exists N1 ∈ N∗, a vector valued field W and three matrix-valued functions A :
[0, T [×R3 × R3 →M|I|(R), B : [0, T [×R3 × R3 → M|I|,N1(R), D : [0, T [×R3 × R3 →MN1(R) such that
TF (L) +AL = BW, TF (W ) = DW and
∑
z∈k1
∫
v
|z2W |dv . ǫ log
3N+M1(3 + t)
τ2+τ−
.
In order to depict these matrices, we use the quantity [q]W , for 1 ≤ q ≤ N1, which will be defined during the
construction of W in the proof. A and B are such that TF (Li) can be bounded, for 1 ≤ i ≤ |I|, by a linear
combination of the following terms, where |γ| ≤ 5, 1 ≤ j, q ≤ |I| and 1 ≤ r ≤ N1.(
τ− (|ρ(F )|+ |σ(F )|+ |α(F )|) + τ+|α(F )|
) |Lj| , with [j]I = [i]I − 1. (category 0−A)
logM1(3 + t) |Lj |
(
|∇ZγF |+ τ+
τ−
|α (LZγ (F ))|+ τ+
τ−
√
vL
v0
|σ (LZγ (F ))|
)
. (category 1−A)
τ+
τ−
|ρ (LZγ (F )) | |Lj|+ τ+
τ−
√
vL
v0
|α (LZγ (F ))| |Lq| , with [j]I + 1, [q]I ≤ [i]I . (category 2−A)
|Pk,p(Φ)| |Wr|
(
|∇ZζF |+
τ+
τ−
|α (LZζ (F ))|+
τ+
τ−
√
vL
v0
|σ (LZζ (F ))|
)
, (category 1−B)
where p ≤ 2N , |k| ≤ N − 1 and |k| + |ζ| ≤ N . Moreover, if |k| ≥ 6, there exists κ and β such that
Wr = z
κY βf , |k|+ |β| ≤ N and |κ| ≤ N + 1− kP − βP .
The matrix D is such that, for 1 ≤ i ≤ N1, TF (Wi) is bounded by a linear combination of the following
expressions, where |γ| ≤ N − 5 and 1 ≤ j, q ≤ N1.
(τ− (|ρ(F )|+ |σ(F )|+ |α(F )|) + τ+|α(F )|) |Wj | , with [j]W = [i]W − 1. (category 0−D)
logM1(3 + t) |Wj |
(
|∇ZγF |+ τ+
τ−
|α (LZγ (F ))|+ τ+
τ−
√
vL
v0
|σ (LZγ (F ))|
)
. (category 1−D)
τ+
τ−
|ρ (LZγ (F )) | |Wj |+ τ+
τ−
√
vL
v0
|α (LZγ (F ))| |Wq| , with [j]W + 1, [q]W ≤ [i]W . (category 2−D)
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Proof. The main idea is to transform the v derivatives in AG, following the proof of Lemma 3.28, and then
to apply Lemma 9.11 in order to eliminate all derivatives of G in the source term of the equations. We then
define W as the vector valued field, and N1 as its length, containing all the following quantities
• zjY βf , with z ∈ k1, |β| ≤ N − 5 and j ≤ N + 1− βP ,
• zj (HiY − Y Hi), with z ∈ k1, Y ∈ Y, β1i ∈ I1 \ IN1 and j ≤ N + 3−
(
β1iY
)
P
.
• zjY βHi, with z ∈ k1, |β|+ |β1i | ≤ N and j ≤ N + 3− βP − (β1i )P .
Let us make three remarks.
• If 1 ≤ i ≤ N0, we can define, in each of the three cases, [i]W := j.
• Including the terms zN+1−βPY βf and zN+1−(β1iY )P (HiY − Y Hi) in W allows us to avoid any term of
category 2 related to B.
• The components such as zjY βHi are here in order to obtain an equation of the form TF (W ) = DW .
The form of the matrix D then follows from Proposition 3.31 if Yi = z
jY βf and from Lemma 9.5, applied
with N˜ = N +3, otherwise (we made an additional operation on the terms of category 0 which will be more
detailed for the matrix A). Note that we use Remark 7.7 to estimate all quantities such as Pk,p(Φ). The
decay rate on
∫
v
|z2W |dv follows from Proposition 8.11 and 9.7.
We now turn on the construction of the matrices A and B. Consider then 1 ≤ i ≤ |I| and 1 ≤ q ≤ |I1| so
that Li = z
κiGq and |κi| ≤ N − (β1q )P . Observe that
TF (Li) = TF (z
κi)Gq + z
κiTF (Gq) = F (v,∇v(zκi))Gq + zκiTF (Gq).
The first term on the right hand side gives terms of (category 0−A) and (category 1−A) as, following the
computations of Proposition 8.1, we have
∇v
 |κi|∏
r=1
zr
 = |κi|∑
p=1
∇v(zp)
∏
r 6=p
zr, |F (v,∇vzp)| . τ− (|ρ(F )|+ |σ(F )| + |α(F )|) + τ+|α(F )|+
∑
w∈k1
|wF |.
The remaining quantity, zκiTF (Gq) = −zκiArqGr + zκiBrqR2r , is described in Lemma 9.1. Express the terms
given by zκiArqGr in null components and transform the v derivatives
26 of Gr using Lemma 9.11, so that,
schematically (see (28)),
v0 (∇vGr)r = Y Gr + (t− r)∂Gr = GrY +HrY − Y Hr + (t− r)(Gr∂ +Hr∂ − ∂Hr) and
v0∂vbGr = Y0bGr + x∂Gr = GrY0b +HrY0b − Y0bHr + x(Gr∂ +Hr∂ − ∂Hr).
By Remark 9.2, the Φ coefficients and the electromagnetic field are both derived less than 5 times. We then
obtain, with similar operations as those made in proof of Proposition 3.31, the matrix A and the columns of
the matrix B hitting the component of W of the form zj (HlY − Y Hl). For zκiBrqR2r , we refer to the proof
of Proposition 3.31, where we already treated such terms. 
To lighten the notations and since there will be no ambiguity, we drop the index I (respectivelyW ) of [i]I for
1 ≤ i ≤ |I| (respectively [j]W for 1 ≤ j ≤ N1). Let us introduce K the solution of TF (K) +AK +KD = B,
such as K(0, ., .) = 0. Then, KY = L since they are solution of the same system and they both initially
vanish. The goal now is to control E[|K|2|Y |]. As, for 1 ≤ i ≤ |I| and 1 ≤ j, p ≤ N1,
TF
(
|Kji |2Wp
)
= |Kji |2D
q
pWq − 2
(
A
q
iK
j
q +K
q
iD
j
q
)
KjiWp + 2B
j
iK
j
iWp, (88)
we consider EL, the following hierarchized energy norm,
EL(t) :=
∑
1≤j,p≤N1
1≤i≤|I|
log−4[i]−2[p]+4[j](3 + t)E
[∣∣∣Kji ∣∣∣2Wp] (t).
The sign in front of [j] is related to the fact that the hierarchy is inversed on the terms coming from KD. It
prevents us to expect a better estimate than EL(t) . log
4N+12(3 + t).
26Note that this is possible since ∂vGr can only appear if β1r ∈ I1 \ IN1 .
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Lemma 9.13. We have, for M0 = 4N + 12 and if ǫ small enough, EL(t) . ǫ log
M0(3 + t) for all t ∈ [0, T [.
Proof. We use again the continuity method. Let T0 ∈ [0, T [ be the largest time such that EL(t) ≤
2ǫ logM0(3 + t) for all t ∈ [0, T0[ and let us prove that, if ǫ is small enough,
∀ t ∈ [0, T0[, EL(t) . ǫ 32 logM0(3 + t). (89)
As T0 > 0 by continuity (K vanishes initially), we would deduce that T0 = T . We fix for the remainder of
the proof 1 ≤ i ≤ |I| and 1 ≤ j, p ≤ N1. According to the energy estimate of Proposition 4.1, (89) would
follow if we prove that
IA,D :=
∫ t
0
∫
Σs
∫
v
∣∣∣|Kji |2DqpWq − 2(AkiKjk +KriDjr)KjiWp∣∣∣ dvv0 dxds . ǫ 32 logM0+4[i]+2[p]−4[j](3 + t),
IB :=
∫ t
0
∫
Σs
∫
v
∣∣∣Bji ∣∣∣ ∣∣∣KjiWp∣∣∣ dvv0 dxds . ǫ 32 .
Let us start by IA,D and note that in all the terms given by Proposition 9.12, the electromagnetic field is
derived less than N − 5 times so that we can use the pointwise decay estimates given by Remark 7.2. The
terms of (category 1−A) and (category 1−D) can be easily handled (as in Proposition 8.2). We then only
treat the following cases, where |γ| ≤ N − 5 (the other terms are similar).∣∣∣Djr∣∣∣ = τ− (|ρ(F )|+ |σ(F )|+ |α(F )|) + τ+|α(F )|, with [j] = [r]− 1,
∣∣∣Aki ∣∣∣ . τ+√vL
τ−
√
v0
|α(LZγ (F ))|, with [k] ≤ [i], and
∣∣∣Dqp∣∣∣ . τ+τ− |ρ(LZγ (F ))|, with [q] < [p].
Without any summation on the indices r, k and q, we have, using Remark 7.2, 1 .
√
v0vL and the Cauchy-
Schwarz inequality several times,∫ t
0
∫
Σs
∫
v
∣∣∣KriDjrKjiWp∣∣∣ dvv0 dxds . √ǫ
∫ t
0
log(3 + s)
1 + s
∣∣∣∣E [|Kri |2Wp](s)E [∣∣∣Kji ∣∣∣2Wp](s)∣∣∣∣ 12 ds
. ǫ
3
2 log2+M0+4[i]+2[p]−2[r]−2[j](3 + t) . ǫ
3
2 logM0+4[i]+2[p]−4[j](3 + t),∫ t
0
∫
Σs
∫
v
∣∣∣AkiKjkKjiWp∣∣∣ dvv0 dxds . √ǫ
∫ t
u=−∞
τ+
τ+τ
3
2
−
∫
Cu(t)
∫
v
vL
v0
∣∣∣Kjk∣∣∣ |Wp| 12 ∣∣∣Kji ∣∣∣ |Wp| 12 dvdCu(t)du
.
√
ǫ
∣∣∣∣E [∣∣∣Kjk∣∣∣2Wp](t)E [∣∣∣Kji ∣∣∣2Wp](t)∣∣∣∣ 12 ∫ +∞
u=−∞
du
τ
3
2−
. ǫ
3
2 logM0+2[k]+2[i]+2[p]−4[j](3 + t) . ǫ
3
2 logM0+4[i]+2[p]−4[j](3 + t),∫ t
0
∫
Σs
∫
v
∣∣∣Kji ∣∣∣2 ∣∣∣DqpWq∣∣∣ dvv0 dxds . √ǫ
∫ t
0
∫
Σs
∫
v
log(3 + s)
√
vLv0
τ
1
2
+ τ
3
2−
∣∣∣Kji ∣∣∣2 |Wq| dvv0 dxds
.
√
ǫ
(∫ t
0
log(3 + s)
1 + s
ds+ log(3 + t)
∫ +∞
−∞
du
τ3−
)
sup
[0,t]
E
[∣∣∣Kji ∣∣∣2Wq]
. ǫ
3
2 log2+M0+4[i]+2[q]−4[j](3 + t) . ǫ
3
2 logM0+4[i]+2[p]−4[j](3 + t).
It remains to study IB . The form of B
j
i is given by Propoposition 9.12 and the computations are close to
the ones of Proposition 8.7. We then only consider the following two cases,∣∣∣BjiKjiWp∣∣∣ . logM1(1 + τ+)τ+√vL
τ−
√
v0
|σ(LZζ (F ))|
∣∣∣Kji ∣∣∣ |Wp|, with |ζ| ≤ N and
∣∣∣BjiKjiWp∣∣∣ . |ΦrPξ(Φ)||∇ZγF | ∣∣∣KjiWp∣∣∣ , with r ≤ 2N, |ξ|+ |γ| ≤ N and 6 ≤ |ξ| ≤ N − 1.
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In the first case, using the Cauchy-Schwarz inequality twice (in (t, x) and then in v), we get
IB .
∫ t
u=−∞
‖σ(LZζ (F ))‖L2(Cu(t))
∣∣∣∣∣∣
∫
Cu(t)
log2M1(1 + τ+)
τ2+
τ2−
∣∣∣∣∣
∫
v
√
vL
v0
∣∣∣KjiWp∣∣∣ dvv0
∣∣∣∣∣
2
dCu(t)
∣∣∣∣∣∣
1
2
du
.
√
ǫ
+∞∑
q=0
∫ t
u=−∞
1
τ
5
4−
∥∥∥∥τ 114+ ∫
v
|Wp| dv
(v0)2
∥∥∥∥ 12
L∞(Cqu(t))
∥∥∥∥∫
v
vL
v0
∣∣∣Kji ∣∣∣2 |Wp| dv∥∥∥∥
1
2
L1(Cqu(t))
du
. ǫ
3
2
∫ +∞
−∞
du
τ
5
4
−
+∞∑
q=0
log
M0+4[i]+2[p]+3N+M1
2 (3 + tq+1)
(1 + tq)
1
8
. ǫ
3
2 ,
using the bootstrap assumption on EL and
∫
v
|Wp| dv(v0)2 .
∫
v
|Wp| vLv0 dv . ǫ log3N+M1(3+ t)τ−3+ , which comes
from Proposition 9.12 and Lemma 3.2. For the remaining case, we have |γ| ≤ N − 6 and we can then use the
pointwise decay estimates on the electromagnetic field given by Proposition 7.1. Moreover, by Proposition
9.12, we have that
Wp = z
κY βf, with |ξ|+ |β| ≤ N and |κ| ≤ N + 1− βP − ξP .
Suppose first that |κ| ≤ 2N − 1− βP − 2ξP . Then, since |Φ|r|∇ZγF | .
√
ǫτ
− 34
+ τ
−1
− and 1 .
√
v0vL, we get
∣∣∣BjiKjiWp∣∣∣ . √ǫ
(
v0
τ
5
4
+
+
vL
τ
1
4
+ τ
2
−
)(∣∣zκPξ(Φ)2Y βf ∣∣+ ∣∣∣Kji ∣∣∣2 |Wp|) .
Hence, we can obtain IB . ǫ
3
2 by following the computations of Proposition 8.2, as, by the bootstrap
assumptions on EN [f ] and EL,
E[zκPξ(Φ)
2Y βf ](t) + E
[∣∣∣Kji ∣∣∣2Wp] (t) . ǫ(1 + t) 18 .
Otherwise, |κ| = 2N − βP − 2ξP so that ξP = N − 1, |β| ≤ 1 and |κ| = 2− βP . We can then write zκ = zzκ0
and find q ∈ J1, N1K such that Wq = z2zκ0Y βf . It remains to follow the previous case after noticing that∣∣∣BjiKjiWp∣∣∣ . √ǫ
(
v0
τ
5
4
+
+
vL
τ
1
4
+ τ
2−
)(∣∣zκ0Pξ(Φ)2Y βf ∣∣+ ∣∣∣Kji ∣∣∣2 |Wq|) and |κ0| ≤ 2N − 1− 2ξP − βP .

9.3 L2 estimates on the velocity averages of f
We finally end this section by proving several L2 estimates. The first one is clearly not sharp but is sufficient
for us to close the energy estimates for the electromagnetic field.
Proposition 9.14. Let z ∈ k1, p ≤ 3N , |k| ≤ N − 1 and β such that |k|+ |β| ≤ N . Then, for all t ∈ [0, T [,∥∥∥∥ 1√τ+
∫
v
∣∣zPk,p(Φ)Y βf ∣∣ dv∥∥∥∥
L2(Σt)
.
1
1 + t
∥∥∥∥√τ+ ∫
v
∣∣zPk,p(Φ)Y βf ∣∣ dv∥∥∥∥
L2(Σt)
.
ǫ
(1 + t)
5
4
Proof. The first inequality ensues from 1+ t ≤ τ+ on Σt. For the other one, we start by the case |β| ≤ N−3.
Write Pk,p(Φ) = Φ
nPξ(Φ) and notice that |Φ|n . log2p(1 + τ+). Then, using the bootstrap assumption (59)
and Proposition 8.11,∥∥∥∥√τ+ ∫
v
∣∣zPk,p(Φ)Y βf ∣∣ dv∥∥∥∥2
L2(Σt)
.
∥∥∥∥τ+ log4p(1 + τ+)∫
v
∣∣Pξ(Φ)2Y βf ∣∣ dv ∫
v
∣∣z2Y βf ∣∣ dv∥∥∥∥
L1(Σt)
.
∥∥∥∥τ+ log4p(1 + τ+)∫
v
∣∣z2Y βf ∣∣ dv∥∥∥∥
L∞(Σt)
EN [f ](t)
. ǫ
log4p+6(3 + t)
1 + t
(1 + t)η .
ǫ2
(1 + t)
3
4
.
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Otherwise, |β| ≥ N − 2 so that |k| ≤ 2 and, according to Remark 7.7, Pk,p(Φ) . τ
1
8
+ . Moreover, as there
exists i ∈ J1, |I1|K such that β = β1i , we obtain∥∥∥∥τ 12+ ∫
v
∣∣zPk,p(Φ)Y β∣∣ dv∥∥∥∥
L2(Σt)
.
∥∥∥∥τ 58+ ∫
v
|zHi| dv
∥∥∥∥
L2(Σt)
+
∥∥∥∥τ 58+ ∫
v
|zGi| dv
∥∥∥∥
L2(Σt)
.
Applying Proposition 9.7, one has∥∥∥∥τ 58+ ∫
v
|zHi| dv
∥∥∥∥2
L2(Σt)
.
∥∥∥∥τ 54+ ∫
v
∣∣z2Hi∣∣ dv∥∥∥∥
L∞(Σt)
∥∥∥∥∫
v
|Hi| dv
∥∥∥∥
L1(Σt)
.
ǫ2
(1 + t)
1
2
.
As there exists q ∈ J1, |I|K such that Gi = Lq = KjqWj , we have, using this time Proposition 9.13 and the
decay estimate on
∫
v
|z2W |dv given in Proposition 9.12,∥∥∥∥τ 58+ ∫
v
|zGi| dv
∥∥∥∥2
L2(Σt)
=
∥∥∥∥τ 58+ ∫
v
∣∣zKjqWj∣∣ dv∥∥∥∥2
L2(Σt)
.
N1∑
j=0
∥∥∥∥τ 54+ ∫
v
∣∣z2Wj ∣∣ dv∥∥∥∥
L∞(Σt)
∥∥∥∥∫
v
∣∣Kjq ∣∣2 |Wj | dv∥∥∥∥
L1(Σt)
. ǫ
log3N+M1(3 + t)
(1 + t)
3
4
log4[q](3 + t)EL(t) .
ǫ2
(1 + t)
1
2
.

This proposition allows us to improve the bootstrap assumption (60) if ǫ is small enough. More precisely,
the following result holds.
Corollary 9.15. For all t ∈ [0, T [, we have ∑|β|≤N−2 ∥∥∥r 32 ∫v vAv0 Ẑβfdv∥∥∥
L2(Σt)
. ǫ.
Proof. Let t ∈ [0, T [. Using τ+|vA| . v0
∑
z∈k1 |z| and rewritting Ẑβ in terms of modified vector fields
through the identity (39), one has
∑
|β|≤N−2
∥∥∥∥r 32 ∫
v
vA
v0
Ẑβfdv
∥∥∥∥
L2(Σt)
.
∑
z∈k1
∑
p≤N−2
∑
|q|+|κ|≤N−2
|q|≤N−3
∥∥∥∥√r ∫
v
|Pq,p(Φ)Y κf | dv
∥∥∥∥
L2(Σt)
.
It then only remains to apply the previous proposition. 
The two following estimates are crucial as a weaker decay rate would prevent us to improve the bootstrap
assumptions.
Proposition 9.16. Let β and ξ such that |ξ|+ |β| ≤ N − 1. Then, for all t ∈ [0, T [,∥∥∥∥√τ− ∫
v
∣∣PXξ (Φ)Y βf ∣∣ dv∥∥∥∥
L2(Σt)
. ǫ
1
1 + t
if |β| ≤ N − 3
. ǫ
logM (3 + t)
1 + t
otherwise.
Proof. Suppose first that |β| ≤ N − 3. Then, by Proposition 8.11,∥∥∥∥√τ− ∫
v
∣∣PXξ (Φ)Y βf ∣∣ dv∥∥∥∥2
L2(Σt)
.
∥∥∥∥τ− ∫
v
∣∣Y βf ∣∣ dv∥∥∥∥
L∞(Σt)
∥∥∥∥∫
v
∣∣PXξ (Φ)2Y βf ∣∣ dv∥∥∥∥
L1(Σt)
.
ǫ
(1 + t)2
E
X
N−1[f ](t) .
∣∣∣∣ ǫ1 + t
∣∣∣∣2 .
Otherwise,
• |β| ≥ N − 2, so |ξ| ≤ 1 and then |PXξ (Φ)| . log
3
2 (1 + τ+) by Proposition 7.5.
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• There exists i ∈ J1, |I1|K and q ∈ J1, |I|K such that Y βf = Hi +Gi = Hi + Lq.
Using Proposition 9.7 (for the first estimate) and Propositions 9.12, 9.13 (for the second one), we obtain∥∥∥∥√τ− ∫
v
∣∣PXξ (Φ)Hi∣∣ dv∥∥∥∥2
L2(Σt)
.
∥∥∥∥τ− log3(1 + τ+)∫
v
|Hi| dv
∥∥∥∥
L∞(Σt)
∥∥∥∥∫
v
|Hi| dv
∥∥∥∥
L1(Σt)
.
∥∥∥∥∥ǫτ− log3+M1(1 + τ+)τ2+τ−
∥∥∥∥∥
L∞(Σt)
E[Hi](t) . ǫ
2 log
3+M1(3 + t)
(1 + t)2
,
∥∥∥∥√τ− ∫
v
∣∣PXξ (Φ)Lq∣∣ dv∥∥∥∥2
L2(Σt)
=
∥∥∥∥√τ− ∫
v
∣∣PXξ (Φ)KjqWj∣∣ dv∥∥∥∥2
L2(Σt)
.
N1∑
j=0
∥∥∥∥τ− log3(1 + τ+)∫
v
|Wj | dv
∥∥∥∥
L∞(Σt)
∥∥∥∥∫
v
∣∣Kjq ∣∣2 |Wj |dv∥∥∥∥
L1(Σt)
. ǫ
log3+3N+M1(3 + t)
(1 + t)2
ǫ logM0+4[q](3 + t) . ǫ2
logM0+M1+3N+3(3 + t)
(1 + t)2
,
since [q] = 0. This concludes the proof if M is choosen such that27 2M ≥M0 +M1 + 3N + 3. 
The following estimates will be needed for the top order energy norm. As it will be used combined with
Proposition 3.40, the quantity Pq,p(Φ) will contain YX derivatives of Φ.
Proposition 9.17. Let β, q and p be such as |q| + |β| ≤ N , |q| ≤ N − 1 and p ≤ qX + βT . Then, for all
t ∈ [0, T [, ∥∥∥∥√τ− ∫
v
∣∣Pq,p(Φ)Y βf ∣∣ dv∥∥∥∥
L2(Σ0t )
.
ǫ
(1 + t)1−
η
2
.
Proof. We consider various cases and, except for the last one, the estimates are clearly not sharp. Let us
suppose first that |β| ≥ N − 2. Then |q| ≤ 2 and |Pq,p(Φ)| . logM1(3 + t) on Σ0t by Remark 7.7, so that,
using Proposition 9.16,∥∥∥∥√τ− ∫
v
∣∣Pk,p(Φ)Y βf ∣∣ dv∥∥∥∥
L2(Σ0t )
. logM1(3 + t)
∥∥∥∥√τ− ∫
v
∣∣Y βf ∣∣ dv∥∥∥∥
L2(Σ0t )
. ǫ
logM+M1(3 + t)
1 + t
.
Let us write Pq,p(Φ) = Φ
rPξ(Φ) with r ≤ p and (ξT , ξP , ξX) = (qT , qP , qX). If |β| ≤ N − 3 and |q| ≤ N − 2,
then by the Cauchy-Schwarz inequality (in v), (87) as well as Propositions 7.5 and 8.11,∥∥∥∥√τ− ∫
v
∣∣Pk,p(Φ)Y βf ∣∣ dv∥∥∥∥2
L2(Σt)
.
∥∥∥∥τ− ∫
v
∣∣Φ2rY βf ∣∣ dv∥∥∥∥
L∞(Σt)
∥∥∥∥∫
v
∣∣Pξ(Φ)2Y βf ∣∣ dv∥∥∥∥
L1(Σt)
.
∥∥∥∥τ− ǫ log4r(1 + τ+)τ2+τ−
∥∥∥∥
L∞(Σt)
A[f ](t) . ǫ2
log8N (3 + t)
(1 + t)2−
3
4η
.
The remaining case is the one where |q| = N − 1 and |β| ≤ 1. Hence, p ≤ kX + 1.
• If p ≥ 2, we have kX ≥ 1 and then, schematically, Pξ(Φ) = PXξ1 (Φ)Pξ2 (Φ), with |ξ1| ≥ 1 and |ξ1| +
|ξ2| = N − 1. If |ξ2| ≥ 1, we have min(|ξ1|, |ξ2|) ≤ N−12 ≤ N − 6 and one of the two factor can be
estimated pointwise, which put us in the context of the case |k| ≤ N − 2 and |β| ≤ N − 3. Otherwise,
Pk,p(Φ) = Φ
rPXξ1 (Φ) and, using again (87),∥∥∥∥√τ− ∫
v
∣∣Pk,p(Φ)Y βf ∣∣ dv∥∥∥∥2
L2(Σt)
.
∥∥∥∥τ− ∫
v
∣∣Φ2rY βf ∣∣ dv∥∥∥∥
L∞(Σt)
∥∥∥∥∫
v
∣∣PXξ1 (Φ)2Y βf ∣∣ dv∥∥∥∥
L1(Σt)
.
∥∥∥∥τ− ǫ log4r(1 + τ+)τ2+τ−
∥∥∥∥
L∞(Σt)
A[f ](t) . ǫ2
log8N (3 + t)
(1 + t)2−
3
4 η
.
27Recall from Remark 7.7 that M1 is independent of M .
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• If p = 1, we have Pk,p(Φ) = Y κΦ and, using EN [f ](t) ≤ 4ǫ(1 + s)η,∥∥∥∥√τ− ∫
v
∣∣Pk,p(Φ)Y βf ∣∣ dv∥∥∥∥2
L2(Σt)
.
∥∥∥∥τ− ∫
v
∣∣Y βf ∣∣ dv∥∥∥∥
L∞(Σt)
∥∥∥∥∫
v
|Y κΦ|2
∣∣Y βf ∣∣ dv∥∥∥∥
L1(Σt)
.
∥∥∥∥τ− ǫτ2+τ−
∥∥∥∥
L∞(Σt)
E
[
|Y κΦ|2 Y βf
]
(t) . ǫ2
(1 + t)η
(1 + t)2
.

10 Improvement of the energy estimates of the electromagnetic field
In order to take advantage of the null structure of the system, we start this section by a preparatory lemma.
Lemma 10.1. Let G be a 2-form and g a function, both sufficiently regular and recall that J(g)ν =
∫
v
vν
v0
gdv,∣∣∣SL∣∣∣ . τ+ and ∣∣∣SL∣∣∣ . τ−. Then, using several times Lemma 2.4 and Remark 2.5,
|G0νJ(g)ν | . |ρ|
∫
v
|g|dv + (|αA|+ |αA|)
∫
v
|vA|
v0
|g|dv . |ρ|
∫
v
|g|dv + 1
τ+
∑
w∈k1
(|α|+ |α|)
∫
v
|wg|dv,
∣∣∣SµGµνJ(g)ν ∣∣∣ . τ+|ρ| ∫
v
vL
v0
|g|dv + τ−|ρ|
∫
v
vL
v0
|g|dv + τ+|α|
∫
v
|vA|
v0
|g|dv + τ−|α|
∫
v
|vA|
v0
|g|dv
.
(
|α|+ |ρ|+ τ−
τ+
|α|
) ∑
z∈k1
∫
v
|zg|dv if |x| ≥ t,
. |ρ|
∫
v
(
τ− +
∑
z∈k1
|z|
)
|g|dv +
(
|α|+ τ−
τ+
|α|
)∫
v
∑
z∈k1
|zg|dv otherwise.
We are now ready to improve the bootstrap assumptions concerning the electromagnetic field.
10.1 For E0N [F ]
Using Proposition 4.3 and commutation formula of Proposition 3.40, we have, for all t ∈ [0, T ],
E0N [F ](t)− 2E0N [F ](0) .
∑
|γ|≤N
∑
p≤|k|+|β|≤N
|k|≤N−1
∫ t
0
∫
Σs
|LZγ (F )µ0J(Pk,p(Φ)Y βf)µ|dxds. (90)
We fix |k| + |β| ≤ N , p ≤ N and |γ| ≤ N . Denoting the null decomposition of LZγ (F ) by (α, α, ρ, σ),
Pk,p(Φ)Y
βf by g and applying Lemma 10.1, one has∫ t
0
∫
Σs
|LZγ (F )µ0J(Pk,p(Φ)Y βf)µ|dxds .
∫ t
0
∫
Σs
|ρ|
∫
v
|g|dv + (|α|+ |α|)
∑
w∈k1
1
τ+
∫
v
|wg| dvdxds.
On the one hand, using Proposition 9.14,∑
w∈k1
∫ t
0
∫
Σs
(|α|+ |α|)
∫
v
1
τ+
|wg| dvdxds .
∑
w∈k1
∫ t
0
√
E0N [F ](s)
∥∥∥∥ 1τ+
∫
v
|wg|dv
∥∥∥∥
L2(Σs)
ds
. ǫ
3
2 .
On the other hand, as ρ = ρ(LZγ (
◦
F )) + ρ(LZγ (F )) and ρ(LZγ (F )) . ǫτ−2+ , we have, using Proposition 9.14
and the bootstrap assumptions (59), (62) and (65),∫ t
0
∫
Σs
|ρ|
∫
v
|g|dvdxds .
∫ t
0
∥∥∥√τ+ρ(LZγ ( ◦F ))∥∥∥
L2(Σs)
∥∥∥∥ 1√τ+
∫
v
|g|dv
∥∥∥∥
L2(Σs)
+
∫
Σs
ρ(LZγ (F ))
∫
v
|g|dvdxds
.
∫ t
0
√
EExtN [
◦
F ](s) + EN [F ](s) ǫ
(1 + s)
5
4
+
ǫ
(1 + s)2
E[g](s)ds . ǫ
3
2 .
The right-hand side of (90) is then bounded by ǫ
3
2 , implying that E0N [f ] ≤ 3ǫ on [0, T [ if ǫ is small enough.
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10.2 The weighted norm for the exterior region
Applying Proposition 4.3 and using EExtN [
◦
F ](0) ≤ ǫ as well as ◦F = F − F , we have, for all t ∈ [0, T [,
EExtN [
◦
F ](t) ≤ 6ǫ+
∑
|γ|≤N
∫ t
0
∫
Σ
0
s
∣∣∣SµLZγ ( ◦F )µν∇λLZγ (F )λν∣∣∣ dxds+ ∫ t
0
∫
Σ
0
s
∣∣∣SµLZγ ( ◦F )µν∇λLZγ (F )λν ∣∣∣ dxds.
Let us fix |γ| ≤ N and denote the null decomposition of LZγ (
◦
F ) by (α, α, ρ, σ). As previously, using
Proposition 3.40,∫ t
0
∫
Σ
0
s
∣∣∣SµLZγ ( ◦F )µν∇λLZγ (F )λν∣∣∣ dxds . ∑
p≤|k|+|β|≤|γ|
|k|≤|γ|−1
∫ t
0
∫
Σ
0
s
|SµLZγ (
◦
F )µνJ(Pk,p(Φ)Y
βf)ν |dxds.
We fix |k|+ |β| ≤ N , p ≤ N and |γ| ≤ N and we denote again Pk,p(Φ)Y βf by g. Using successively Lemma
10.1, the Cauchy-Schwarz inequality, the bootstrap assumption (62) and Proposition 9.14, we obtain∫ t
0
∫
Σ
0
s
|SµLZγ (
◦
F )µνJ(Pk,p(Φ)Y
βf)ν |dxds .
∫ t
0
∫
Σs
(
|ρ|+ |α|+
√
τ−√
τ+
|α|
) ∑
w∈k1
∫
v
|wg| dvdxds.
.
∑
w∈V
∫ t
0
√
EExtN [F ](s)
∥∥∥∥ 1√τ+
∫
v
|wg| dv
∥∥∥∥
L2(Σs)
ds
. ǫ
3
2
∫ +∞
0
ds
(1 + s)
5
4
. ǫ
3
2 .
Using Proposition 5.1 and iterating commutation formula of Proposition 3.36, we have,
τ2+
∣∣∣∇µLZγ (F )µL∣∣∣ (t, x) + τ4+ ∣∣∣∇µLZγ (F )µL∣∣∣ (t, x) + τ3+ ∣∣∣∇µLZγ (F )µA∣∣∣ (t, x) . |Q(F )|1−2≤t−|x|≤−1(t, x).
Consequently, as |Q(F )| ≤ ‖f0‖L1x,v ≤ ǫ,
∣∣∣SL∣∣∣ . τ+ and ∣∣∣SL∣∣∣ . τ−,
|SµLZγ (
◦
F )µν∇λLZγ (F )λν | .
(
τ+|ρ| ǫ
τ4+
+ τ−|ρ| ǫ
τ2+
+ τ+|α| ǫ
τ3+
+ τ−|α| ǫ
τ3+
)
1−2≤t−|x|≤−1(t, x).
Note now that τ−1−2≤t−|x|≤−1 ≤
√
5, so that, using the bootstrap assumption (62) and the Cauchy-Schwarz
inequality,∫ t
0
∫
Σ
0
s
∣∣∣SµLZγ ( ◦F )µν∇λLZγ (F )λν ∣∣∣ dxds . ∫ t
0
ǫ
(1 + s)
5
2
∫
s+1≤|x|≤s+2
√
τ+|ρ|+√τ+|α|+ |α|dxds
.
∫ t
0
ǫ
(1 + s)
5
2
√
EExtN [
◦
F ](s)
√
s2 + 1ds . ǫ
3
2 .
Thus, if ǫ is small enough, we obtain EExtN [
◦
F ] ≤ 7ǫ on [0, T [ which improves the bootstrap assumption (62).
10.3 The weighted norms for the interior region
Recall from Proposition 4.3 that we have, for Q ∈ {N − 3, N − 1, N} and t ∈ [0, T [,
EQ[F ](t) ≤ 24ǫ+
∑
|γ|≤Q
∫ t
0
∫
Σ0s
∣∣∣SµLZγ (F )µν∇λLZγ (F )λν ∣∣∣ dxds, (91)
since EExtN [
◦
F ] ≤ 8ǫ on [0, T [ by the bootstrap assumption (62)). The remainder of this subsection is divided
in two parts. We consider first Q ∈ {N − 3, N − 1} and we end with Q = N as we need to use in that case a
worst commutation formula in order to avoid derivatives of Φ of order N , which is the reason of the stronger
loss on the top order energy norm.
68
10.3.1 The lower order energy norms
Let Q ∈ {N − 3, N − 1}. According to commutation formula of Proposition 3.39, we can bound the last term
of (91) by a linear combination of the following ones.
I1 :=
∫ t
0
∫
|x|≤s
∣∣∣∣SµLZγ (F )µν ∫
v
vν
v0
PXξ (Φ)Y
βfdv
∣∣∣∣ dxds, with |γ|, |ξ|+ |β| ≤ Q, (92)
I2 :=
∫ t
0
∫
|x|≤s
∣∣∣∣SµLZγ (F )µν ∫
v
z
τ+
Pk,p(Φ)Y
βfdv
∣∣∣∣ dxds, with |γ|, |k|+ |β| ≤ Q, z ∈ k1, (93)
0 ≤ ν ≤ 3 and p ≤ 3N . Fix |γ| ≤ Q and denote the null decomposition of LZγ (F ) by (α, α, ρ, σ). We start
by (93), which can be estimated independently of Q. Recall that
∣∣∣SL∣∣∣ . τ+ and ∣∣∣SL∣∣∣ . τ−, so that, using
Proposition 9.14 and the bootstrap assumption (64),
I2 .
∫ t
0
∫
Σ0s
(τ+|ρ|+ τ+|α|+ τ−|α|)
∫
v
∣∣∣∣ zτ+Pk,p(Φ)Y βf
∣∣∣∣ dvdxds
.
∫ t
0
√
EN−1[F ](s)
∥∥∥∥ 1√τ+
∫
v
∣∣zPk,p(Φ)Y βf ∣∣ dv∥∥∥∥
L2(Σs)
ds
. ǫ
3
2
∫ t
0
logM (3 + s)
(1 + s)
5
4
ds . ǫ
3
2 .
We now turn on (92) and we then consider |ξ|+ |β| ≤ Q. Start by noticing that, by Lemma 10.1,∣∣∣∣SµLZγ (F )µν ∫
v
vν
v0
PXξ (Φ)Y
βf
∣∣∣∣ dv . τ−|ρ| ∫
v
∣∣PXξ (Φ)Y βf ∣∣ dv+(|ρ|+ |α|+ τ−τ+ |α|
)∑
w∈k1
∫
v
∣∣wPXξ (Φ)Y βf ∣∣ dv.
Consequently, by the bootstrap assumption (64) and Proposition 9.14,
I1 .
∫ t
0
√
EQ[F ](s)
(∥∥∥∥√τ− ∫
v
∣∣PXξ (Φ)Y βf ∣∣ dv∥∥∥∥
L2(Σs)
+
∑
w∈k1
∥∥∥∥ 1√τ+
∫
v
∣∣wPXξ (Φ)Y βf ∣∣ dv∥∥∥∥
L2(Σs)
)
ds
. ǫ
3
2 +
∫ t
0
√
EQ[F ](s)
∥∥∥∥√τ− ∫
v
∣∣PXξ (Φ)Y βf ∣∣ dv∥∥∥∥
L2(Σs)
ds.
The last integral to estimate is the source of the small growth of EQ[F ]. We can bound it, using again the
bootstrap assumptions (63), (64) and Proposition 9.16, by
• ǫ 32 log2(3 + t) if Q = N − 3 and
• ǫ 32 log2M (3 + t) otherwise.
Hence, combining this with (91) we obtain, for ǫ small enough, that
• EN−3[F ](t) ≤ 25ǫ log2(3 + t) for all t ∈ [0, T [ and
• EN−1[F ](t) ≤ 25ǫ log2M (3 + t) for all t ∈ [0, T [.
10.3.2 The top order energy norm
We consider here the case Q = N and we then apply this time the commutation formula of Proposition 3.40,
so that the last term of (91) can be bounded by a linear combination of terms of the form
I :=
∫ t
0
∫
Σ0s
∣∣∣∣SµLZγ (F )µν ∫
v
vµ
v0
Pq,p(Φ)Y
βfdv
∣∣∣∣ dxds,
with |γ| ≤ N , |q| + |β| ≤ N , |q| ≤ N − 1 and p ≤ qX + βT . Let us fix such parameters. Following the
computations made previously to estimate I1 and using EN [F ](s) .
√
ǫ(1 + s)η .
√
ǫ(1 + s)
1
8 , we get
I1 .
∫ t
0
√
EN [F ](s)
(∥∥∥∥√τ− ∫
v
∣∣Pq,p(Φ)Y βf ∣∣ dv∥∥∥∥
L2(Σ0s)
+
∑
w∈k1
∥∥∥∥ 1√τ+
∫
v
∣∣wPq,p(Φ)Y βf ∣∣ dv∥∥∥∥
L2(Σs)
)
ds
. ǫ
3
2 +
√
ǫ
∫ t
0
(1 + s)
η
2
∥∥∥∥√τ− ∫
v
∣∣Pq,p(Φ)Y βf ∣∣ dv∥∥∥∥
L2(Σ0s)
ds. (94)
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Applying now Proposition 9.17, we can bound (94) by ǫ
3
2 (1 + t)η. Thus, if ǫ is small enough, we obtain
EN [F ](t) ≤ 25ǫ(1 + t)η for all t ∈ [0, T [, which concludes the improvement of the bootstrap assumption (65)
and then the proof.
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