A linear correlation has been proposed between the CO luminosity (L CO ) and full-width at half maximum (FWHM) for high-redshift (z > 1) submillimeter galaxies. However, the controversy concerning the L CO -FWHM correlation seems to have been caused by the use of heterogeneous samples (e.g., different transition lines) and/or data with large measurement uncertainties. In order to avoid the uncertainty caused by using different rotational transitions, in this work we make an extensive effort to select only CO(J = 1 − 0) data from the literature. We separate these wide-ranging redshift data into two samples : the low-redshift (z < 1) and high-redshift (z > 1) samples. The samples are corrected for lensing magnification factors if gravitational-lensing effects appeared in the observations. The correlation analysis shows that there exists significant L CO -FWHM correlations for both the low-redshift and high-redshift samples. A comparison of the low-and high-redshift L CO -FWHM correlations does not show strong evolution with redshift. Assuming that there is no evolution, we can use this relation to determine the model-independent distances of high-redshift galaxies. We then constrain cosmological models with the calibrated high-redshift CO data and the sample of Type Ia supernovae in the Union 2.1 compilation. In the constraint for wCDM with our samples, the derived values are w 0 = −1.02 ± 0.17, Ω m0 = 0.30 ± 0.02, and H 0 = 70.00 ± 0.60 km s −1 Mpc −1 .
INTRODUCTION
The accelerating expansion of the Universe was revealed through the observations of Type Ia Supernovae (SNe Ia) in late 1990s (Riess et al. 1998; Perlmutter et al. 1999) . Those distant SNe Ia are fainter than expected in a matterdominated Universe, implying that dark energy drives the accelerating expansion. However, the current observations of SNe Ia are limited up to around z 2 (Jones et al. 2013 ) and the number of SNe Ia events decreases toward higher redshifts (Graur et al. 2011) . It may take a few Gyrs for a white dwarf binary to reach Chandrasekhar mass to explode. Due to these reasons, it will be difficult to investigate the variable nature of dark energy if we rely on SNe Ia only.
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Thanks to improved sensitivity in infrared and radio observations during the past twenty years, many high-redshift (z > 1) sub-millimeter galaxies (SMGs) and quasars (also known as Quasi-Stellar Objects, QSOs) have been observed (Carilli & Walter 2013; Riechers et al. 2013) . The state-of-the-art observations can reach up to z 6 (Wang et al. 2013 ) through the observations of atomic and molecular lines from distant galaxies. For this reason, it is becoming possible to investigate the evolution of dark energy beyond z > 1 where large variations of dark energy are expected (King et al. 2014) .
termine the magnification factors (µ) of gravitational-lensed galaxies (Harris et al. 2012) . Besides, as proposed by Goto & Toft (2015) , the L CO -FWHM correlation may be possibly used as a cosmic distance ladder toward high-redshift (z > 1) galaxies once we assure that the relation is redshiftindependent. However, Aravena et al. (2016) and Sharon et al. (2016) did not find a significant correlation between the CO luminosity and FWHM. As found out the reason, these studies used highly heterogeneous samples with different rotational transitions of CO, and therefore could not see a clear correlation.
To resolve those problems, in this work we focus only on the J = 1 − 0 rotational transition of CO, and compile a large sample. Our compiled sample is divided into two groups according to the redshift ranges: low redshift (z < 1) and high redshift (z > 1) samples. In this work, we examine the existence of the L CO(1−0) -FWHM relation for the low-z and high-z samples separately. We then investigate the redshift dependence of the L CO(1−0) -FWHM relation. We also investigate the possible application of this relation through performing constraints of cosmological parameters.
In Section 2, we present the details of our data compilation and selection. Section 3 presents the methods in our analysis. Section 4 shows the results. Section 5 and 6 present the discussions and conclusions for the obtained results.
DATA
We searched for all the previous references for the galaxies taken by CO(J = 1 − 0) observations. Our compiled galaxies are divided into the low-z (z < 1) and high-z (z > 1) samples. In the following we describe the process of our compilation. Young et al. (1995) used a 14-meter telescope at the Five College Radio Astronomy Observatory (FCRAO) to carry out the CO(J = 1 − 0) observations for 300 nearby galaxies (0.00 < z < 0.07). 107 of the 300 galaxies were singleposition observations since the angular sizes of the 107 galaxies were generally smaller than 3 , and the rest was observed in multiple-position observation because the angular size was larger than 3 .
Low-z Sample
First we selected 107 galaxies that were covered by single-position observations from the FCRAO catalogue. These single-position observations allow us to characterize the dynamical properties of the entire galaxies easily. Then, we selected 57 of the 107 single-position galaxies in which CO emission lines were detected and their redshifts (z), velocity-integrated intensities (I CO , K km s −1 ), and FWHMs (km s −1 ) were all given in the literature. The global CO velocity-integrated fluxes (Jy km s −1 ), which had been measured by fitting the model that closely resembled the observed CO spatial distributions, were also provided for these 57 galaxies. We excluded one galaxy, DDO69, from the 57-galaxy sample since its FWHM (25km s −1 ) was particularly small and comparable to the velocity resolution of the spectrum (15km s −1 ) in the FCRAO observation.
Three galaxies (IC883, Mrk231, and Mrk273) among the FCRAO sample had also been observed in CO (J = 1 − 0) with Institute de Radioastronomie Millimétrique (IRAM) telescope and their observations were given in Solomon et al. (1997) . In the IRAM catalogue (Solomon et al. 1997) , IC883 was identified as Arp193. The IRAM catalogue listed redshifts (z), velocity-integrated intensities (I CO , K km s −1 ), and FWHMs (km s −1 ) of IC883 and Mrk273. New observed data were also published for Mrk231 in the IRAM catalogue. Therefore, we decided to adopt the more recent data for these three galaxies. IZw1 and 09320 + 6134 were also selected from the IRAM catalogue and added into our lowz sample since we considered their measured redshifts are closer and more compatible to those of the other selected FCRAO galaxies, and these two galaxies were identified as single galaxies morphologically as well. Here, there are 53 single-position galaxies from the FCRAO catalogue and 5 galaxies from the IRAM catalogue.
For the 53 single-position FCRAO galaxies, the uncertainties of their FWHM measurements were not given in the literature. Referred to Young & Scoville (1982) , we measured the line widths of the 53 FCRAO galaxies by dividing the velocity-integrated intensity (I, K km s −1 ) with the peak antenna temperature (A, milliKelvin mK), whose 1σ uncertainties, σ I and σ A , were also provided in the literature. By checking the positive linear correlation between the FWHMs given in literature and the measured line widths above, we proposed derived FWHMs (FWHM deri. ∝ I A ) should be identical with the literature ones and suggested
σ FWHM and σ FWHM deri. are the 1σ uncertainties of the literature FWHM and FWHM deri. . Based on Eq. 1, we can assign the uncertainty to the literature FWHM of the selected FCRAO sample galaxy. For IC883, Mrk231, Mrk273, IZw1, and 09320 + 613 that selected from the IRAM catalogue, the uncertainties of their FWHM measurements were given. Finally, 58 galaxies were selected into our low-z (z < 1) sample. Fig. 1 presents the redshift distribution of the low-z sample. Table A1 in Appendix A lists the references and measurements of the selected galaxies in the low-z sample.
High-z Sample
The CO observations of high-z (z > 1) galaxies published during the past twenty years were detected in multiple CO transitions. To avoid the uncertainty caused by utilizing different CO transitions and to perform a fair comparison with the low-z sample, in our compilation, we focused only on the CO data in J = 1 − 0 transition.
Moreover, for those gravitational-lensed high-z galaxies in the literature, we chose those whose magnification factors (µ) were available with measurement errors to reduce the uncertainty in the subsequent regression analysis.
In total, 30 SMGs, 10 QSOs, four star-forming radio galaxies (SFRGs), two radio galaxies (RGs), and two Lyman-break galaxies (LBGs) were selected with secure redshift z, FWHM (km s −1 ), velocity-integrated flux (Jy km s −1 ), and magnification factor (µ), whose their 1σ uncertainties were available in the literature. Fig. 2 presents the redshift distribution of the high-z samples. Table A2 in Appendix A lists the references and measurements of the selected galaxies in the high-z sample. Table A1 ) after the selection. The total number is 58. Figure 2 . The redshift distribution of the high-z sample (1.0 < z < 6.5) in Table A2 .
ANALYSIS

Inclination Correction
The measured CO FWHM (W CO ) is a projected quantity strongly relevant to the inclination of a galaxy, and they can be simply corrected into an intrinsic one by following relation
where W corr.
CO
and W CO are the corrected and measured FWHMs and i is the inclination of a galaxy in degree.
Most of the inclinations of our low-z sample galaxies are available in literature and other databases. But, it has been difficult to define the inclinations of the high-z sample galaxies due to the limitation on spatial resolution in the current observations. Hence, to treat the low-z and high-z samples in the same way for subsequent analysis, we did not consider any inclination correction for all samples.
CO Luminosity and µ Correction
We evaluated CO luminosities to our selected galaxy samples with the following equation (Solomon et al. 1997; Emonts et al. 2011; Magnelli et al. 2012; Carilli & Walter 2013) .
I CO (Jy km s −1 ) and D L (Mpc) are the CO velocity-integrated flux and the luminosity distance, respectively. ν 0 is the restframe frequency of CO(J = 1−0) emission in the unit of GHz and z is the redshift of a galaxy. For those FCRAO galaxies in the low-z sample, we used the global fluxes, which was measured in Jy km s −1 , to derive their values of L CO . For the IRAM galaxies, however, the original values of the I CO were measured in K km s −1 . Thus, we converted those measurements into Jy km s −1 by multiplying 4.5Jy K −1 (Solomon et al. 1997) . For the high-z sample, the I CO was all measured in Jy km s −1 . The values of the D L for our selected galaxies were derived with their given redshifts based on the concordance flat ΛCDM model. The parameters of the model are : H 0 = 73.8 km s −1 Mpc −1 (Riess et al. 2011) , Ω m0 = 0.295, Ω Λ0 = 0.705 (Suzuki et al. 2012) . We used Eq. 3 to measure the CO luminosity, but a correction is required if a galaxy is gravitationally-lensed. We transferred the measured CO luminosity in Eq. 3 into the intrinsic one by using Eq. 4 Negrello et al. 2014) .
L intris.
CO
and L CO are the intrinsic and measured CO (J = 1 − 0) luminosities. µ is a dimensionless magnification factor and µ > 1 denotes that a galaxy is observed with a gravitationally-lensed effect, while µ = 1 indicates that a galaxy is observed without any gravitationally-lensed effect. For our selected CO(J = 1 − 0) galaxies in the low-z sample, the lensing effect has not been detected among them so the µ correction was not applied.
The Linear Regression
We first investigated the possibility of redshift independence for the correlations between the intrinsic CO luminosity (L intrins.
CO
) and uncorrected FWHM (W uncorr.
) in the low-z and high-z samples. Statistically, the slope of a linear regression line is sensitive to the measurement errors of the independent variables, and when errors of one variable are smaller than the other, one can obtain more robust results by treating the one variable with smaller errors as the independent variable, and perform regression on the other with larger errors. In our case, we noted that the measurement errors of the L intrins.
are generally smaller than those of the W uncorr.
by comparing the sizes of errors of luminosities and FWHMs in the normalized space, i.e. normalized by the r.m.s of the data distributions. Hence, we decided to perform the regression line using the luminosity as the independent variable.
We adopt a power-law parametrization in a linear logarithmic forms, as shown in Eq 5.
where α and β are the intercept and slope, and A and B the pivot points in the axes of log 10 (W uncorr.
) and log 10 (L intrins.
). We assigned the median values of the whole samples as the values of the pivot points, with B = 9.81 for log 10 (L intrins.
) and A = 2.45 for log 10 (W uncorr.
). We took the measurement errors of the log 10 (L intrins.
) and log 10 (W uncorr.
) into account as using the code LINMIX_ERR in IDL (Kelly 2007) in the fitting procedure based on Eq. 5. The code also derives the intrinsic scatter, i , for each fitting process, implying a probability of taking the i-th y data at fixed i-th x data respect to a fitting line. ) and intrinsic CO(J = 1−0) luminosities (L intrins.
RESULTS
Fig
CO(1−0)
) for the low-z (red dots), high-z (blue dots), and whole samples. The red, blue, and green lines indicate the regression lines for the low-z and high-z galaxies, and whole samples, with corresponding red, blue, and green shaded regions representing the 1 − σ uncertainties to the best-fit lines. The best-fit results in Fig. 3 are listed in Table 1. As noted in the table, the Spearman's coefficient of the correlation of the low-z sample is 0.54 with the corresponding p value of 1.33×10 −5 , manifesting that there is a strong and significant correlation between the L intrins.
and W uncorr.
since p < 0.05 can be considered as a significant correlation. Similarly, the high-z galaxies manifest stronger and more significant correlations between the L intrins.
CO(1−0) and W uncorr.
than those in the low-z sample, with Spearman's coefficient of 0.61 and the p value of 4.16×10 −6 .
By comparing the best-fit parameters of the low-z and high-z correlations in Table 1 , we found that the slopes of the low-z and high-z correlations are consistent with each other within 1 − σ uncertainties of their slopes and their intercepts agree with each other within a 1 − σ level. The consistency was also reflected in Fig. 3 , which 1 − σ uncertainty regions around the low-z and high-z relations largely overlap with each other.
DISCUSSIONS
As found in Sec. 4, there are significant correlations between the intrinsic CO luminosity (L intrins.
CO(1−0)
) existing in the low-z and highz sample galaxies. Moreover, through the comparison of the slopes and intercepts of the low-z and high-z L intrins.
correlations, they do not show a significant sign of redshift evolution. Next, based on these statistical trends, we discuss how to use the L intrins.
CO(1−0) correlation in cosmology.
Possible Utilization in Cosmology
Estimation of the Cosmology-Independent Distance
To the High-z Sample
If there is no evolution in redshift of the L intrins.
relation, it implies that we can potentially utilize this empirical scaling relation as a tool to estimate the modelindependent luminosities or cosmic distances toward highredshift regions. In Sec. 4, those relations were constructed based on the concordance ΛCDM model in a flat Universe. Here, for the purpose of measuring cosmic distances, we need modelindependent distance calibrators to calibrate the low-z relation. In the process of our distance calibration, the 23 (0.0152 < z < 0.07) of the 58 our low-z sample galaxies were calibrated with the SNe Ia data of the Union 2.1 sample (Suzuki et al. 2012) , which provided the observed distance modulus (DM) and the corresponding 1 − σ errors (σ DM ) of the 580 SNe Ia data. The other 17 (0.0009 < z < 0.015) of the low-z galaxies were calibrated with the Cepheid-calibrated galaxies, which were catalogued in Freedman et al. (2001) (see Table 2 ).
We still utilized the pivot values in Sec. 4 and calibrated the L intrins.
relation by accomplishing the distance calibration to the available 40 low-z sample galaxies. The calibrated relation is formed as below log 10 (W uncorr.
A and B are the pivot values of 2.45 and 9.81. The α, β, and i are 0.03, 0.21, and 0.21. The 1−σ uncertainties of the α and β are 0.05 and 0.04. The ρ or Cov(α, β) value of this calibrated relation is 0.59. The α and β of this calibrated relation are still consistent with the ones of the model-dependent relation in the low-z sample in Sec. 4 although only 40 of the 58 low-z sample galaxies were involved in the distance calibration. We are able to derive the model-independent DMs and corresponding values of σ DM to the high-z sample galaxies through the use of Eq. 6. Briefly, the values of σ DM of the high-z sample galaxies are computed by starting from the error and scatter of Eq. 6, and the uncertainties of the W uncorr.
CO(1−0)
of the high-z sample galaxies are converted into the uncertainties of L intrins.
of the same galaxies. Finally, the luminosity uncertainties are propagated into the uncertainties of the DM. We present the detail process of the derivation of the model-independent DMs and corresponding values of the σ DM of the high-z sample galaxies below.
We estimate the model-independent luminosity by transferring Eq. 6 into log 10 (L intrins.
CO(1−0) ) = B + log 10 (W uncorr.
The uncertainty of the logarithmic luminosity is defined based on the law of error propagation and shown term by term below σ 2 log 10 (L intrins.
( σ log 10 (W uncorr. ) for the low-z, high-z in logarithmic plane. The red and blue dots denote the low-z and high-z galaxies. The red, blue, and green lines indicate the best-fit lines of the low-z, high-z, and whole samples (low-z + high-z), with corresponding red, blue, and green shaded regions around the best-fit lines. These shaded regions present the 1 − σ uncertainties around the best-fit lines. Table 1 presents the parameters of the best-fit lines in this diagram. Table 1 . The best-fit results from the linear regressions for the low-z (0.00 < z < 0.07), high-z (1.0 < z < 6.5), and whole (0.0 < z < 6.5) samples in Fig. 3 . The values that are behind the plus-minus signs are 1 − σ uncertainties. N is the number of galaxies in each sample. The i-th intrinsic scatter (IS), i , implies the probability of taking the i-th y variable at the fixed x variable. Spearman's coefficient (SC) demonstrates the degree of the power-law correlation between the two variables: L intrins.
. The p value presents the significance of a correlation and p < 0.05 can be considered as a significant correlation. The r.m.s. means the root-mean-square value of the predicted and observed y data respect to a fitting line. The ρ or Cov.(α, β) is the covariance of the intercept and slope for the sample. In Eq. 8, σ α and σ β are the uncertainties of the intercept (α) and slope (β) of the Eq. 7. The uncertainty of the covariance term σ αβ = ρσ α σ β is considered and its value can be obtained from the regression results of Eq 6. The intrinsic scatter i of 0.21 is also considered and added into Eq. 8. The model-independent luminosity distance (D L , in Mpc) can also be derived to the high-z sample through the use of Eq. 3 and Eq. 4 if gravitationally magnification appears. The uncertainty of the D L is derived from the equation
where we considered the measurement values and er- rors of the velocity-integrated flux (F), estimated luminosity (L intrins.
) in Eq. 7, redshift (z) and magnification (µ).
We recall that L intrins.
= 10 log 10 (L intrins.
) and σ L intrins.
Ln(10)σ log 10 (L intrins.
) . Therefore, Eq. 9 can be also written as below
With the estimated model-independent D L and the corresponding uncertainty in Eq. 9 or Eq. 10, the DM of the high-z sample can be obtained with the equation
with the uncertainty
Fig. 4 displays the Hubble Diagram (HD), which plots the DM versus z, with the calibrated DMs of the high-z sample galaxies and the SNe Ia of the Union2.1 in blue and black dots. The coloured curves in Fig. 4 illustrate the cosmological models, which we referred in Hogg (1999) , that are derived from different sets of parameters. These sets of parameters are presented in Table 3 . Fig. 5 illustrates the observational DM (DM obs. ), with respect to the theoretical Table 3 . The parameters that are used to derive the model curves in Fig. 4 DM (DM th. ), for the calibrated high-z sample galaxies (the blue dots) and SNe (the black dots) within 0.015 < z < 7.0. The DM th. is based on the concordance CDM whose the parameters are (Ω m0 , Ω Λ0 , w 0 , w a ) = (0.295, 0.705, −1, 0). The concordance CDM model is presented in the gray line in Fig. 5 .
Constraints
The cosmic expansion history or the evolution of dark energy can be traced via luminosity distances of distant bright sources. In this section, we demonstrate a possible utilization of the calibrated high-z sample galaxies as a distance indicator to constrain cosmological parameters. Theoretically, the luminosity distance (D L ) of a galaxy with a given redshift (z) can be expressed by the following equation
where c and H 0 are the speed of light and the present-day Hubble constant. E(z , p) is a function of redshift and a set of cosmological parameters (p). Following Planck Collaboration et al. (2018), we assumed a spatially-flat (Ω k = 0) Universe and Ω m +Ω Λ = 1 in the following models for simplicity. However, we could also include the spatial curvature in the parametrization. In a wCDM model, the equation of state (EoS) of the dark energy (w) is considered as constant as a present-day one (w = w 0 = constant) and the E(z, p) is defined as
Ω m0 is the present-day mass density. The wCDM model does not involve the evolution of dark energy. A CPL model (Chevallier & Polarski 2001; Linder 2003) has been proposed to consider the evolution of dark energy and the EoS of dark energy in this model is parametrized as
where w a is an evolutionary factor and
We constrained the cosmological parameters for the wCDM and CPL models by finding the maximum value of the like-
where DM obs. of the calibrated high-z sample galaxies were obtained from Eq. 11 and Eq. 12, following the process in Sec. 5.1.1. The theoretical DM of an object at the given z was computing by using Eq. 11 and Eq. 13.
To examine the effects of the improvement on the constraints in the wCDM and CPL models as adding the calibrated high-z sample, two datasets, SNe (SNe Ia only) and SNe/CO (SNe Ia + calibrated high-z CO sample) are constructed to make comparisons for the constraint results. We could not obtain useful constraints with CO data alone because the CO data lack an important redshift range of 0.08 < z < 1.0, where the SNe data are complimentary. Hence, we constrain cosmological parameters with the SNe and SNe/CO datasets to see the possible improvement for the SNe data by comparing the constraint contour. Fig. 6 presents the 1−, 2−, 3 − σ confident levels of the two datasets, SNe (red lines) and SNe/CO (blue lines), for the wCDM model in the w 0 − Ω m0 plane and CPL in the w 0 − w a plane. Table 4 presents the constrained values of the parameters in the wCDM and CPL models.
In our wCDM constraint, as shown in Table 4 , Ω m0 and w 0 in the SNe dataset are consistent with the results of wCDM constraint from the Table 7 , both with systematic uncertainties). We noted that the best-fit values of the Ω m0 and w 0 in the SNe dataset are consistent with these values in the SNe/CO set within their 1 − σ uncertainties. The uncertainties of the Ω m0 and w 0 become smaller as the calibrated high-z CO sample galaxies are added in the constraint. This case is also reflected on the SNe and SNe/CO contours in the left panel of Fig. 6 , that the shape of the contour shrinks after the joint of the calibrated high-z CO sample.
In our CPL constraint, the goal is to investigate the evolution factor (w a ) in Eq. 15 as considering the addition of the calibrated high-z CO sample. In Table 4 , the w 0 and w a are both consistent between the SNe and SNe/CO datsets within a 1 − σ level although the best-fit value of w a decreases after we included the calibrated high-z CO galaxies. The uncertainties of the best-fit w a and w 0 in the SNe/CO dataset are smaller than these in the SNe dataset after the joint of the calibrated high-z CO sample. As noted in the right panel of Fig. 6 , the shape of the contour shrinks significantly as the calibrated high-z CO sample is involved in the constraint. The best-fit value of Ω m0 becomes increased and its uncertainty becomes small when the high-z CO sample is included.
In summary, in Fig. 4 and 5, some of the DMs of the CO data become lower beyond z = 3 as compared to the main concordance CDM (the gray line, (Ω m0 , Ω Λ0 , w 0 , w a ) = (0.295, 0.705, −1, 0)). We found that the addition of the calibrated high-z CO data brings an improvement on the constraint of the Ω m0 and w 0 in the wCDM model. Also, the addition of the CO data shows a significant improvement on the constraint of the EoS of dark energy in the CPL model. Importantly, in the CPL constraint, the best-fit value of w a is over 1σ away from the null after adding the calibrated CO sample galaxies, indicating that the potential use of high-z CO galaxies on tracing the evolution of dark energy. The observational errors will be reduced and more galaxy data will be provided in the near future with ALMA and other future surveys. Figure 6 . The left panel is the 1−, 2−, 3 − σ confidence levels for the datasets of the SNe (the red lines) and SNe/CO (the blue lines) on the constraint on the w 0 and Ω m0 of the wCDM model. The right panel is the 1−, 2, −3σ confidence levels on the constraint of the w 0 and w a of the CPL model with the datasets of the SNe (the red contours) and SNe/CO (the blue contours).
CONCLUSIONS
In this study, we explored the correlation between the CO(J = 1 − 0) luminosity (L intrins.
CO
) and FWHM (W uncorr.
) of the CO-emitted galaxies spanning a large redshift range (0 < z < 7). Our analysis shows : (i) a significant power-law relation between L intrins. CO and W uncorr. CO among the CO galaxies we selected at both z < 1 and z > 1, and (ii) no significant sign of redshift evolution of this correlation.
Based on the result of no significant redshift evolution, we first calibrated the L intrins. CO − W uncorr.
relation with the nearby distance calibrators (e.g., SNe Ia and Cepheidcalibrated galaxies), and used this calibrated relation to obtain the cosmology-independent luminosity distances (D L ) or DMs to our high-z sample galaxies, and extended the Hubble Diagram into high-z regions with our calibrated CO high-z data. We then utilized these calibrated DMs of the high-z sample galaxies to constrain cosmological parameters, with the SNe data.
The parameters that were constrained in the wCDM model improved on Ω m0 and w 0 by adding the calibrated high-z sample galaxies. Furthermore, the improvement on the constraint contour of the w 0 − w a plane in the CPL model is significant. Through this preliminary test with the calibrated high-z sample galaxies on the cosmological constraints, we present the potential application of CO data as an indicator to probe dark energy. Once the errors of individual CO measurements are reduced, tighter constraints can be obtained. Therefore, it is essential to increase the number of CO galaxies and improve the distance calibration so that constraints can become more reliable. We expect more galaxies to be observed in future surveys. doctoral fellowship from TUBITAK-BIDEB through 2218 program. Table A1 . Five IRAM galaxies were selected from Solomon et al. (1997) and 53 FCRAO galaxies from Young et al. (1995) into our low-z (z < 1) sample. The first column is the ID of the galaxy. The second is the published redshift (z) of each galaxy. The third is the velocity-integrated flux in Jy km s −1 with the 1 − σ uncertainty. The fourth and fifth columns are the published velocity-integrated CO intensity (I C O , K km s −1 ) and peak antenna temperature (A, mK) and their corresponding 1 − σ uncertainties for FCRAO sample galaxy in Young et al. (1995) . The sixth column is the published FWHM in km s −1 . The last column is the reference. For the FCRAO galaxy, the velocity-integrated flux is a global-fitting flux. The FWHM measurement is given in the literature. The uncertainty of the FWHM measurement can be derived from the errors of the I C O and A, which is described in Sec. 2.1. For the IRAM galaxy, the velocity-integrated flux listed in this table is converted by multiplying 4.5Jy K −1 with the velocity-integrated CO intensity (I C O ) (Solomon et al. 1997) . '−' denotes no value is given for the IRAM galaxy. The uncertainty of the FWHM measurement for the IRAM galaxy is 30 km s −1 . Table A2 . 48 high-z (z > 1) galaxies were selected as our high-z sample. The first column is the ID of the galaxy. The second is the published redshift (z) of the galaxy. The third is the velocity-integrated flux in Jy km s −1 with the 1 − σ uncertainty. The fourth is the FWHM in km s −1 with the 1 − σ uncertainty. The last column is the reference. The symbol † denotes that the galaxy is observed with a gravitationally lensed effect and its magnification factor (µ) can be found in the reference.
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