In this paper we consider the secure transmission over the fast fading multiple antenna Gaussian broadcast channels with confidential messages (FMGBC-CM), where a multipleantenna transmitter sends independent confidential messages to two users with information theoretic secrecy and only the statistics of the receivers' channel state information are known at the transmitter. We first use the same marginal property of the FMGBC-CM to classify the non-trivial cases, i.e., those not degraded to the common wiretap channels. We then derive the achievable rate region for the FMGBC-CM by solving the channel input covariance matrices and the inflation factor. Finally, the numerical examples show that under the informationtheoretic secrecy requirement, both users can achieve positive rates simultaneously.
I. INTRODUCTION
Wyner in [1] first characterized the secrecy capacity of the discrete memoryless wiretap channel. The secrecy capacity is the largest rate communicated between the source and legitimate receiver with the eavesdropper knowing no information of the messages. Motivated by the demand of high data rate transmission, the multiple antenna systems with security concern were considered by several works. In [2] , Shafiee and Ulukus first proved the secrecy capacity of a Gaussian channel with two-input, two-output, single-antenna-eavesdropper. The secrecy capacities of the Gaussian multiple-input multipleoutput, multiple-antenna-eavesdropper channels were then investigated by [3] - [5] . Taking the non-ideal effects in practical systems into account, the impacts of fading channels on the secure transmission were considered in [6] . Note that [2] - [6] require full channel state information at the transmitter (CSIT). On the contrary, several works considered the secure transmission when there is only partial CSIT [7] - [12] . The artificial noise (AN) assisted secure beamforming is a promising technique for the partial CSIT cases, where in addition to the message-bearing signal, an AN is intentionally transmitted to disrupt the eavesdropper's reception [7] [8] . Indeed, adding AN in transmission is crucial in increasing the secrecy rate in fading wiretap channels. However, the covariance matrices of AN in [8] [7] is heuristically selected without optimization, and the resulting secrecy rate is not optimal. In [9] , the secure This work was supported by the National Science Council, Taiwan, under grant NSC 100-2221-E-002-133. transmission under fast fading channels with only statistical CSIT and without AN is considered. Although the secrecy capacity for single antenna system with partial CSIT was found in [11] , the decoding latency of the transmission scheme proposed in [11] is much longer than the common fast fading channels, e.g., [7] - [10] , [12] , and may be unacceptable in practice.
The assumptions of wiretap channels with full or partial CSIT may not be practical. In particular, they imply that the eavesdropper needs to feedback the perfect/statistical CSI to the transmitter. In practice, the eavesdropper is not motivated to feedback CSI. Furthermore, the eavesdroppers may intentionally feedback wrong CSI to destroy the secure transmission. Thus in this paper, we consider the multiple antenna Gaussian broadcast channel with confidential messages (MGBC-CM) [13] being fast faded (abbreviated as FMGBC-CM). In the FMGBC-CM, both receivers are legitimate users such that they both are willing to feedback accurate CSI to maintain their secure transmission, and not to be eavesdropped by the other user. In the considered FMGBC-CM, we assume that the transmitter only has the statistics of the channels from both receivers. This is to take the practical issues into account, such as limited bandwidth of the feedback channels or the speed of channel estimation at the receivers. To the best knowledge of the authors, this problem has not been considered in the literature.
The main contribution of this paper is to provide an achievable rate region with explicit channel input covariance matrices of both users. An iterative algorithm is also proposed to solve the inflation factor of the linear assignment Gelfand-Pinsker coding (LA-GPC) [14] used in the adopted transmission scheme. To accomplish these, we first classify the nontrivial cases such that the FMGBC-CM is not degraded as the conventional wiretap channel, i.e., both users have positive secure transmission rates, by the same marginal property. We then prove that the multiple-input single-output (MISO) GBC-CM with identical and independently distributed (i.i.d.) fast Rayleigh fading is degraded as the MISO Gaussian wiretap channel. Thus in this paper we consider the non-i.i.d. Rayleigh fading MISO GBC-CM.
The rest of the paper is organized as follows. In Section II we introduce the considered system model. We then pro-vide the necessary conditions for the FMGBC-CM to be not degraded as a conventional wiretap channel in Section III. In Section IV, we derive the achievable secrecy rate region of the FMGBC-CM. An achievable selection of the channel input covariance matrices and an iterative scheme for solving the inflation factor are also provided to calculate the explicit rate region. In Section V we illustrate the numerical results. Finally, Section VI concludes this paper.
II. SYSTEM MODEL
In this paper we consider the FMGBC-CM system as shown in Fig. 1 , where the transmitter has n T antennas and the receivers 1 and 2 each has single antenna. The received signals at the two receivers can be respectively represented as *
where X X X k ∈ C n T ×1 is the transmit vector, k is the time index, H H H 1,k and H H H 2,k denote the fading vector channels from the transmitter to the two receivers, respectively, and N 1,k and N 2,k are circularly symmetric complex additive white Gaussian noises with variances one at receiver 1 and receiver 2, respectively. In this system, we assume that only the statistics of both channels are known at transmitter, to take the practical issues of system design into account, such as limited bandwidth of the feedback channels and limited speed of the channel estimation at the receivers. Without loss of generality, in the following we omit the time index to simplify the notation. We assume that the receivers 1 and 2 perfectly know their channel vectors H H H 1 and H H H 2 , respectively. We consider the power constraint as
The perfect secrecy and secrecy capacity are defined as follows. Consider a (2 nR 1 , 2 nR 2 , n)-code with an encoder that maps the message W 1 ∈ W 1 = {1, 2,...,2 nR 1 } and W 2 ∈ W 2 = {1, 2,...,2 nR 2 } into a length-n codeword, and receiver 1 and receiver 2 map the received sequences Y n 1 and Y n 2 (the collections of Y 1 and Y 2 , respectively, over code length n) from the MISO channel to the estimated messagesŴ 1 ∈ W 1 and W 2 ∈ W 2 , respectively. Since H H H 1 and H H H 2 are both known at receivers 1 and 2, respectively, we can treat them as the channel outputs like in [15] . We then have the following definition of secrecy capacity.
Definition 1 (Secrecy capacity region): Perfect secrecy with rate pair (R 1 , R 2 ) is achievable if, for any positive ε * In this paper, lower and upper case bold alphabets denote vectors and matrices, respectively. Italic upper case bold alphabets and those not in boldface denote random vectors and variables, respectively. The ith element of vector a is denoted by a i . The superscript (.) H denotes the transpose complex conjugate. |A| and |a| represent the determinant of the square matrix A and the absolute value of the scalar variable a, respectively. A diagonal matrix whose diagonal entries are a 1 ... a k is denoted by diag(a 1 ... a k ). The trace of A is denoted by tr(A). We define C(x) log(1 + x) and (x) + max{0, x}. The mutual information between two random variables is denoted by I(;). I n denotes the n by n identity matrix. A 0 and A 0 denote that A is a positive definite and positive semi-definite matrix, respectively. and ε , there exists a sequence of (2 nR 1 , 2 nR 2 , n)-codes and an integer n 0 such that for any n > n 0 [13] as
where co{.} denotes the convex closure; R I (ϖ) denotes the union of all (R 1 , R 2 ) satisfying
for any given joint probability density ϖ belonging to the class of joint probability densities p
are the auxiliary random vectors for users 1 and 2, respectively.
Note that we can further rearrange the right hand side (RHS) of (5) as
where (a) is a result of applying the chain rule of mutual information to the second term on the RHS of (5); (b) is due to that V V V 1 and V V V 2 are independent of H H H 2 ; (c) is obtained by applying the chain rule to the first term; (d) is due to the fact that there is only statistical CSIT, and V V V 1 is independent of H H H 1 . Similarly, we can can rearrange R 2 as
III. CONDITIONS FOR NON-DEGRADED FMGBC-CM
Before investigating the rate region of the FMGBC-CM, we need to exclude the cases that FMGBC-CM are degraded as fast fading wiretap channels, for which one of the two receivers always has zero rate. For the degraded cases, the capacity result can be concluded according to the results in [16] . Furthermore, from [16] we know that for such channels the optimal eigenvectors and eigenvalues of the channel input covariance matrix are arbitrary orthonormal basis and uniformly allocated powers, respectively.
Our first result is as the following. The proof sketch is given as following. We first extend the same marginal property from [13, Lemma 4] to include the effect of statistical CSIT. Based on this extension, we can form a new channel which is degraded when both H H H 1 and H H H 2 are i.i.d.. That is, when the two channels are i.i.d., the FMGBC-CM degrades as a common wiretap channel where one of the user has zero secrecy rate. An intuitive explanation is that, if a message can be successfully decoded by the inferior user, then the superior user is also ensured of decoding it. Thus the secrecy rate of the degraded user is zero. Based on the concept mentioned above, we can extend Lemma 1 to the following. 
IV. THE ACHIEVABLE SECRECY RATE REGION OF FMGBC-CM
Due to the fact that there is only statistical CSIT, we can not use the original minimum mean square error (MMSE) inflation factor as Costa [17] , where the exact CSIT is required. Thus we need to re-derive the achievable rate region of the FMGBC-CM instead of directly using Liu's result in [13, Lemma 3] . To derive the new achievable rate region, we resort to the linear assignment Gel'fand Pinsker coding [14] , which is the generalized case of dirty paper coding (DPC), to deal with the fading channels, like in our previous work [18] . For the FMGBC-CM, we consider the secret LA-GPC with Gaussian codebooks. First, separate the channel input X X X into two random vectors U U U 1 and U U U 2 so that X X X = U U U 1 +U U U 2 . Then U U U 1 and U U U 2 are chosen as follows:
where U U U 2 is independent of U U U 1 , K U U U 1 0 and K U U U 2 0 are the covariance matrices of U U U 1 and U U U 2 , respectively. In the following, we consider, as an example, the case where user 2's message is encoded first. We do the decomposition K U U U 1 = T 1 T H 1 , and define U U U 1 ∼ CN(0, I N ) so that U U U 1 = T 1 U U U 1 , where T 1 ∈ C n T ×N and N is the rank of K U U U 1 . The auxiliary random variables are then defined as:
where a is the inflation factor in LA-GPC. The reason to choose (11) is that if we do LA-GPC for U U U 1 directly, i.e., V V V 1 = U U U 1 + aH H H H 1 U U U 2 , after substituting it into the RHS of (7) and (8), we can find that the rate formula includes log |K U U U 1 | when calculating I(V V V 1 ;V V V 2 ), which requires K U U U 1 0 but not K U U U 1 0. However, the expression of (11) would bypass this constraint. Note that in the rest of this paper, for convenience of computation, we combine aH H H H 1 as b. To present the rate region compactly, we use the ordering π to specify the encoding order, that is, the message of user π 2 is encoded first while the message of user π 1 is encoded later.
where
Then any rate pair
⎫ ⎬ ⎭ is achievable for the FMGBC-CM.
Due to the limited space, we do not provide the derivation in detail. In the following, we provide an achievable scheme to approximately achieve the above two bounds in (13) and (14) . = αP T e * π 1 (e * π 1 ) H and K * U U U π 2 = (1 − α)P T e * π 2 (e * π 2 ) H , where ||e * π 1 || 2 = 1, ||e * π 2 || 2 = 1, and e * π 1 = arg max 
where α is the ratio of power allocated to user π 1 , we can get the non-trivial rate region for the FMGBC-CM as
) .
Due to the limited space, only the proof sketch is given as follows. Instead of solving K U U U π 1 and K U U U π 2 from (13) and (14) directly, which may be intractable, we resort to solving the upper bound of the rate region described by Lemma 2. That is, the transmitter can use full CSIT to design the inflation factor. Then it is clear that the optimal b is the MMSE estimator
Then after some manipulations and applying the Jensen's inequality followed by the unit rank selection of K U U U π 1 and K U U U π 2 , we can have the Rayleigh quotient form as (16) and (17) . Note that with [19, Property 2 and 3] it can be proved that when the number of transmit antenna is 2 with K H H H π 1 − K H H H π 2 is indefinite, then unit rank K U U U π 1 and K U U U π 2 is optimal for the considered upper bound.
After deriving the covariance matrices, we then need to solve the inflation factor due to the fact that there is indeed no full CSIT. Here we resort to the following fixed point iteration
and M is defined as the block matrix inside the determinant of the second term on the RHS of (15) . Note that (19) is derived by ∂R 1 /∂b = 0. Note also that the iteration stops when the maximum relative error of R 1 and R 2 in the successive iterations is less than a predefined value δ. The iteration steps are summarized in Table I.   TABLE I  THE ITERATIVE Step 1
Set i = 0 and initialize b (i) = 0. Also initialize e * π 1 and e * π 2 as (16) and (17) , respectively.
Step 2
Evaluate b (i+1) = f (b (i) ) as (19) . Step 3 Let i = i + 1 and repeat Step 2 until max{ R
V. NUMERICAL RESULTS
In this section, we compare the rate region of our proposed achievable scheme under fast Rayleigh fading channels (with at least one channel having non-i.i.d. distribution) to that of full CSIT MGBC-CM. We set n T = 2 and the power constraint P T = 10, respectively. We also set the stopping criterion of the iterative algorithm as δ = 10 −3 . In the simulation, we set the covariance matrices of the two channels as
which satisfy Lemma 1. For the full CSIT case, we consider the rate region which is the convex closure of the following E (w 1 ,w 2 )
ZĞĐĞŝ|Ğƌ ϭ ZĞĐĞŝ|Ğƌ Ϯ 
with the power constraint tr(K U U U π 1 + K U U U π 2 ) ≤ 10, where the optimal K U U U π 1 and K U U U π 2 are described in [13, (16) ] and the optimal b is as (18) . Note that (22) and (23) are the straightforward extension of [13] to the fast fading channels with full CSIT. From Fig. 2 we can easily see that the proposed transmission scheme for the fast FMGBC-CM with partial CSIT apparently outperforms the time sharing scheme. Time sharing means that the transmitter alternatively sends the two messages with different powers during different fractions of time where the powers satisfy the average power constraint. In each fraction of the time, the fast FMGBC-CM reduces to a fading Gaussian MISO wiretap channel. We also consider the case where the inflation factor b is computed by replacing the channel by its mean in the MMSE estimator (18) , which results in b = [0 0] that has the same effect as treating interference as noise. From Fig. 2 it can be seen that the performance of treating interference as noise is slightly better than that of time sharing. On the other hand, by comparing the regions of full and partial CSIT cases, we can easily see the impact of the CSIT on the rate performance. In Fig. 3 we also compare the rate region with different transmit SNRs under fast Rayleigh fading channel. It can be seen that the rate region gets larger with increasing transmit SNR. In Fig. 4 we show the convergence speed of the proposed iterative algorithm in Table I . It can easily be seen that the rates of both users converge fast, in about 4 iterations.
VI. CONCLUSION
In this paper we considered the secure transmission over the fast fading multiple antenna Gaussian broadcast channels with confidential messages (FMGBC-CM), where a multipleantenna transmitter sends independent confidential messages to two users with information theoretic secrecy and only the statistics of the receivers' channel state information are known at the transmitter. We first used the same marginal property 93 of the FMGBC-CM to classify the non-trivial cases, i.e., not degraded to the common wiretap channels. We then derive the achievable rate region for the FMGBC-CM by solving the channel input covariance matrices and the inflation factor. Numerical examples demonstrated that both users can achieve positive rates simultaneously under the information-theoretic secrecy requirement.
