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The properties of a diverse range of mixture systems at interfaces are investi-
gated using a variety of computational techniques. Molecular simulation is used to
examine the thermodynamic, structural, and transport properties of heterogeneous
systems of theoretical and practical importance. The study of binary hard-sphere
mixtures at a hard wall demonstrates the high accuracy of recently developed
classical-density functionals. The study of aluminum–gallium solid–liquid het-
erogeneous interfaces predicts a significant amount of prefreezing of the liquid
by adopting the structure of the solid surface. The study of ethylene-expanded
methanol within model silica mesopores shows the effect of confinement and
surface functionalzation on the mixture composition and transport inside of the
pores.
From our molecular-dynamics study of binary hard-sphere fluid mixtures
at a hard wall, we obtained high-precision calculations of the wall-fluid inter-
facial free energies, g . We have considered mixtures of varying diameter ra-
tio, a = 0.7,0.8,0.9; mole fraction, x1 = 0.25,0.50,0.75; and packing fraction,
h < 0.50. Using Gibbs-Cahn Integration, g is calculated from the system pressure,
chemical potentials, and density profiles. Recent classical density-functional theory
predictions agree very well with our results.
Structural, thermodynamic, and transport properties of the aluminum–gallium
solid–liquid interface at 368 K are obtained for the (100), (110), and (111) orienta-
tions using molecular dynamics. Density, potential energy, stress, and diffusion
iii
profiles perpendicular to the interface are calculated. The layers of Ga that form on
the Al surface are strongly adsorbed and take the in-plane structure of the under-
lying crystal layers for all orientations, which results in significant compressive
stress on the Ga atoms.
Bulk methanol–ethylene mixtures under vapor-liquid equilibrium conditions
have been characterized using Monte Carlo and molecular dynamics. The simulated
vapor-liquid coexistence curves for the pure-component and binary mixtures agree
well with experiment, as do the mixture volumetric expansion results. Using
chemical potentials obtained from the bulk simulations, the filling of a number of
model silica mesopores with ethylene and methanol is simulated. We report the
compositions of the confined fluid mixtures over a range of pressures and for three
degrees of nominal pore hydrophobicity.
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The study of interfaces and surfaces has become a vast field with applications in
heterogeneous catalysis, renewable-energy technology, medical technology, and
many more. Compared to the bulk regions of the phases in contact, atoms in
the interfacial region have altered chemical and physical environments. For both
natural and industrial processes, reactions taking place at interfaces are sensitive
to these changes and exploit these new environments. Most of the current under-
standing of these environments comes from measurement of macroscopic system
properties, but recent experimental and computational advances are allowing for
new atomic-level measurements to be made on these complex systems. Each new
microscopic insight from surface science studies can potentially have a positive
economic, health, energy, or technological impact on society.
A detailed understanding of the properties of solid–liquid interfaces between
chemically dissimilar materials is important for the description of intriguing and
relevant phenomena such as wetting and heterogeneous nucleation. The structural
1
and thermodynamic properties of chemically heterogeneous solid–liquid interfaces,
when compared to those of pure crystal–melt interfaces, remain poorly understood.
Imaging techniques such as X-ray scattering and transmission electron microscopy
(TEM) can be used to study such interfaces, but they are difficult, and the resolution
is not as high as is desirable. Therefore, much of our information pertaining to
the structure and thermodynamics of solid–liquid interfaces comes from atomistic
simulation.
In this dissertation, a variety of condensed-phase interfacial systems are stud-
ied using computational techniques. The goal is to investigate how the atomistic
behavior of matter influences the macroscopic properties of materials. Because mi-
croscopic details are immediately available in computer simulation, it is well-suited
for studying the broad and diverse range of chemical and physical phenomena
that can occur at interfaces. While much of the initial computational work in this
area has focused on single-component systems, the three systems presented in this
work are binary mixtures. The consideration of multiple components increases the
complexity of the research problem.
This dissertation opens with this introduction, followed by the basic concepts
of molecular simulation, the studies of three intriguing interfacial systems, and
conclusion. Molecular dynamics is detailed in Chapter 2, and Monte Carlo is
detailed in Chapter 3. The study of binary hard-sphere fluids at a hard wall is
presented in Chapter 4. An analysis of the aluminum–gallium solid–liquid interface
is presented in Chapter 5. The study of ethylene-expanded methanol in bulk and
2
confined within silica mesopores is presented in Chapter 6. Finally, the findings
discussed in this dissertation are summarized in Chapter 7.
Model systems are useful in understanding phenomena at a fundamental level.
The hard-sphere (HS) model is one that is used to isolate the effects of hard-core
repulsion and particle geometry from inter-particle attraction. A HS fluid at a
smooth, hard wall (HW) is one simple model for a chemically heterogeneous
solid–liquid interface. Fundamental characteristics of the HS–HW system, such as
the interfacial free energy, can be useful benchmarks used for comparison against
the same values for real systems.
Liquid-metal embrittlement (LME) is the weakening that occurs in a metal or
alloy polycrystal when it comes in contact with a liquid metal. LME is one of a
number of mechanical degredation mechanisms of interest in materials science,
and an understanding of the degradation mechanism should be desirable when
developing new technologies that utilize a number of metals. One pair of metals
that exhibit LME is solid aluminum and liquid gallium. A symmetric-tilt aluminum
bicrystal, embrittled by gallium, is shown in Fig. 1.1 [1]. While LME is typically
seen as a phenomenon to prevent from occuring, it has been utilized in the stuctural
study of polycrystalline metals by way of exposing grain facets [2]. An example of
an aluminum fracture surface obtained by LME is shown in Fig. 1.2 [3].
Researchers at the Center for Environmentally Beneficial Catalysis (CEBC)
at the University of Kansas have developed a novel heterogenous catalyst for the
epoxidation of ethylene by hydrogen peroxide. Ethylene is converted to ethylene
oxide (EO) within metal-exchanged silica mesopores (Fig. 1.3). Methanol and
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volume at the GB and interatomic bonds are only slightly
distorted [22].
GBP was observed after several tensile tests where forces
up to 58 N were applied. After three tests, Ga was seen to
start penetrating at 25 N, corresponding to a stress inten-
sity factor K thI of about 0.6 MPa m
1/2. The micro-radio-
graphs showed diffraction contrast of some regions of the
grains due to the deformation induced by the stress singu-
larity (Fig. 4). The Ga front appeared as a region of high
distortion and the distortions seemed to expand with the
Ga front. The Ga penetration for this type of bicrystal
was quite different from the continuous propagation and
thickening observed so far for the 140! ones with stress
or for the 150! ones without stress [14]. The propagation
along the GB was discontinuous and presented crack arrest
events clearly visible in the Ga layer thickness evolution as
presented in Fig. 5(b) and (c). This particular behaviour
was probably due to remaining bridges of Al islands across
the crack lips which restrained the propagation and open-
ing of the crack.
4. Discussion
Tensile tests have allowed the observation of in situ
LME for 140! and 129.30! Æ110æ symmetrical tilt Al bicrys-
tals for which no GBP process could be evidenced without
applying external load. Despite the dispersion of the exper-
imental results, several common features have been clearly
evidenced.
4.1. Stress intensity factor threshold KthI
The force required to initiate crack propagation differs
by a factor of 2–3 between bicrystals of the same type
and preparation procedures. This experimental scatter is
probably related to the residual stresses of each sample
and to variations in sample preparation or initial oxide lay-
ers (not perfectly reproducible). In addition, the protective
oxide layer, which differs between annealed and
non-annealed samples and which is more important for
the former, might also influence the initial penetration of
the Ga, and therefore the nucleation of the crack.
Despite this scattering in crack nucleation, it is interest-
ing to compare the values of the stress intensity factor
threshold K thI , defined as the stress intensity required to
trigger the propagation of an existing crack. This latter
value could be estimated for samples with two loading
steps in the GBP experiment: the first process accounts also
for the nucleation of the crack; the second one exclusively
reflects the propagation of an existing crack. Experimental
Fig. 4. Micro-radiographs showing the GBP of liquid Ga in a 129.30! Æ110æ symmetrical tilt Al bicrystal (low-energy GB). The high applied stress
(>5 MPa) normal the GB introduces lattice distortions in the two grains.
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Figure 1.1: Symm tric-tilt aluminum bicrystal embrittlement by gallium. This
particular bicrystal has a low-energy grain boundary, and a stress of about 5 MPa
was applied in the direction normal to the grain boundary to induce LME. Figure
reproduced from Reference [1].
water are present in the pr cess as co-solvents, with methanol providing improved
ethylene solubility and water providing hydrogen peroxide stability. Two key
benefits of this CEBC epoxidation process are increased EO productivity (rate of
EO produced per unit mass of catalyst) versus th t of the convention l silver-based
process and decr ased formation of carbon dioxide from the direct burning of
ethylene. It is desirable to understand the microscopic details of the CEBC process
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Figure 2 The intergranu!ar fracture 
surface of commercially pure 
aluminium embrittled by gallium. 
The second phase particles are iron- 
rich intermetallics (• 320). 
studies [16].  However, some cases of  transgranular 
fracture have been observed [17-19]  showing 
that the presence of grain boundaries is not a 
necessity. This conclusion has been confirmed by 
studies showing that stressing single crystals in 
contact with liquid metals can cause cleavage along 
low index planes [ 2 0 - 2 3 ] .  
LME-induced cracks propagate along grain 
boundaries or across grains at very variable speeds 
depending on the testing conditions. Propagation 
rates may reach several m sec -1 [24] if substantial 
amounts of  elastic strain energy are present in the 
stressed solid, thus giving rise to descriptions of 
LME failure as "catastrophic brittle fracture". On 
the other hand, if little strain energy is available, 
the crack propagation speed will be low and 
depend upon the extension rate of the sample as 
demonstrated in Fig. 3 [25].  
2.3.  D e p e n d e n c e  on t e m p e r a t u r e  and s t ra in  
rate 
LME usually occurs just above the melting point 
of  the embrittler and thus causes a form of duct i le-  
brittle transition as the temperature increases. 
With a further rise in temperature, ductility 
frequently returns. In this review, the onset tem- 
perature and the ductility recovery temperature 
are defined as TE and Trt respectively, as shown in 
Fig. 4. There is thus a "ductility trough" over a 
particular temperature range but the width and 
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Figure3 Crack growth rate versus extension rate for 
aluminium single crystals embrittled by liquid gallium 
(after Old [25] ). 







Temperafure  , . ,  > 
Figure 4 The effect of LME on the variation of (luctility 
with temperature (schematic). 
Figure 1.2: Fracture surface of co mercial-grade aluminum, embrittled by gallium.
The surface was obtained y introducing gallium into a grain boundary and applying
strain in the surface-normal direction. The small defects are iron-rich impurities.
Image magnification is a factor of 320. Figure reproduced from Reference [3].
so that it may be further improved, and this knowledge may also be used to develop
guiding design principles for new processes.
5
Figure 1.3: TEM image of silica mesopore network. The W-KIT-6(20) refers to a
tungsten-doped KIT-6 morphology with a silicon:tungsten loading ratio of 20:1.
The pore openings of this network are arranged hexagonally and have an average
pore diameter of about 7 nm. Figure reproduced from Reference [4].
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Chapter 2
Atomistic molecular-dynamics simulation methods
In general, the goal of atomistic simulation is to connect the microscopic quanti-
ties associated with atoms and molecules (namely, positions and momenta) with
macroscopic measurables, such as temperature or pressure. Analytically, statistical
mechanics can be used to relate microscopic and macroscopic variables through the
use of partition functions and probability distributions. Classical molecular dynam-
ics (MD) supplements statistical mechanics by using computers to generate system
trajectories of positions and velocities using classical mechanics. This allows
complicated, analytical, and exact thermodynamic equations to be approximated
by straightforward, numerical equations.
Molecular-dynamics simulation is a well-established technique [5–7] that dates
back to the hard-sphere simulations of Alder and Wainwright [8]. The primary
benefit that MD has over standard Monte Carlo simulation (Chapter 3) is that
MD is particularly suited for calculating time-dependent quantities, such as mean-
square displacements or time-correlation functions, which can be used to determine
7
transport properties. Significant work in optimizing MD algorithms for parallel
execution [9] provides a secondary benefit of increasingly fast execution speeds.
As the atomic/molecular description of MD simulation is rooted in classical
mechanics, Hamiltonian dynamics is introduced in the first section of this chapter.
Next, an overview of microcanonical dynamics is presented. Then, thermostats and
barostats, mathematical tools used to enforce constant temperature and pressure
for simulations in the canonical or isothermal-isobaric ensembles, are introduced.
Finally, a simulation algorithm for hard-sphere dynamics is discussed.
2.1 Hamiltonian dynamics
An understanding of classical mechanics is essential in understanding MD methods.
I provide here a quick review of Hamiltonian dynamics; a more thorough expla-
nation can be found in Refs. [6, 7, 10]. The Hamiltonian formulation of dynamics
provides a general framework for generating equations of motion from positions
and momenta. The classical Hamiltonian H propagates the system through time,
sampling ensemble configurational space. Within this manuscript, all Hamiltonians
are constant over time, and thus explicit time independence is assumed in the
following presentation of Hamiltonian dynamics. From these trajectories, averages
over the sampled configurations are used to calculate macroscopic observable prop-
erties. The Hamiltonian for an N particle conservative system in three dimensions
8
is given by











where K and U are the kinetic and potential energies, q is position, p is momentum,
and m is mass. Taking K purely as a function of momenta and U purely as a
function of positions is valid under the assumption of classical behavior.














for each Cartesian component a of position and momentum. Together, these consti-
tute a set of 6N first-order differential equations. Substituting the full Hamiltonian













which are consistent with the usual definition of linear momentum and with New-
ton’s second law. One important property of the Hamiltonians used in this work
is that they are conserved over time, that is, dH/dt = 0. Ensuring that this is true
is a vital part of determining the validity of the molecular-dynamics protocol. In
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practice, numerical integration is not exact, but the error that this introduces can be
monitored and should be shown to be negligible for each simulation.
While the kinetic energy term of the Hamiltonian is general for unconstrained
(non-rigid) dynamics, the potential energy may take many forms. In this manuscript,
a number of potentials are considered. First, the hard-sphere model, whose pair
potential fi j between spheres i and j is infinite within the hard core and zero
elsewhere




• qi j < s
0 qi j   s
(2.6)
for spheres of diameter s and for interparticle separation qi j. The second potential
is the embedded-atom method (EAM) model, whose potential energy is given by
the sum of a pair interation F and an energy F required to “embed” an atom into a







Third, molecular models, which include Lennard-Jones (LJ) and Coulombic inter-






fCoulomb(qi j)+Vbond +Vangle +Vdihedral (2.8)
where the intramolecular potentials V are functions of relative position within the
molecular frame. Once the potential energy of a system is defined, the equations
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of motion are specified, and dynamics can be carried out. Microcanonical (NV E),
canonical (NV T ), and isothermal-isobaric (NPT ) dynamics are discussed in the
following sections.
2.2 NV E dynamics
The microcanonical (NV E) statistical ensemble is the probability distribution of
constant particle number, volume, and energy, which are all basic extensive thermo-
dynamic properties. Given a form for the Hamiltonian, the positions and momenta
of particles in the system can evolve through time. Because the Hamiltonian must
be conserved, the total energy is also conserved, and exactly integrating Hamil-
ton’s equations will result in constant-energy dynamics. However, the numerical
integration techniques used in computer simulation are not exact. Energy drift is
easily monitored, and it is good practice to confirm that the drift is negligible.
The first step in numerically integrating the equations of motion is calculating
the forces Fi on each particle. The forces can then be used to update the particle
momenta pi, which then influences the particle position qi at some time Dt in
the future. At this future time, new forces must be calculated, and the scheme
is repeated. One of the most common of such integrators is the velocity-Verlet
algorithm [6, 11]. The velocity Verlet equations












result from basic algebraic manipulation of the Taylor series expansions (out to
the quadratic term) of positions and momenta. Two important properties of the
velocity-Verlet algorithm are that it is both time reversible and symplectic, and thus
the algorithm is numerically stable. Time reversibility means that the dynamical
equations are invariant under a sign change in time. A symplectic integrator
preserves the volume and orientation of phase space over time.
While the description of NV E dynamics is fairly straightforward, the simple
observation that most experiments are not conducted at constant energy suggests
that there are drawbacks to considering only the microcanonical Hamiltonian.
Extended Hamiltonian dynamics for alternate ensembles are discussed in the next
section.
2.3 NV T and NPT dynamics
While the NV E framework lays the foundation for molecular-dynamics simulation,
extensions to the Hamiltonian which allow for energy and volume fluctuations
required the development of special mathematical tools, called thermostats and
barostats. A thermostat attempts to restrict the dynamics of a system to a constant
temperature, which results in a canonical (NV T ) ensemble. The addition of a
barostat to restrict a system to constant pressure results in an isothermal-isobaric
(NPT ) ensemble.
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2.3.1 Thermostats for NV T dynamics
The canonical (NV T ) ensemble is the probability distribution of constant particle
number N, volume V , and temperature T . For the temperature to be held constant
in MD simulations, methods ranging from simple velocity rescaling algorithms
to the extended Hamiltonian of Nosé [12, 13] and its modifications [14, 15] were
developed.
The original Nosé Hamiltonian introduces a new dynamical unitless variable
s with conjugate momentum ps and Nosé mass Q. The actual units for ps and
Q are energy⇥ time and energy⇥ time2, respectively. The Nosé mass Q can be
related to a timescale of energy fluctuations t f luc by the equation Q = gkBT t2f luc,
where kB is Boltzmann’s constant and g is a parameter that is one greater than the
number of degrees of freedom of the system. Particle momenta pi are scaled to









It is the variable s that determines whether the instantaneous temperature is higher
or lower than the target temperature and scales velocities accordingly. Inconve-
niently, the intrinsic Nosé time t is dynamically rescaled and related to the real





















Because integrators typically use fixed timestep, using the dynamic Nosé time t
is cumbersome. Further modifications by Hoover [14] resulted in the Nosé-Hoover
equations of motion, which retain evenly distributed points in real time. Applying




















2.3.2 Barostats for NPT dynamics
The isothermal-isobaric (NPT ) ensemble is the probability distribution of constant
particle number N, pressure P, and temperature T . Dynamics in the NPT ensemble
require not only a thermostat, but also a barostat, which ensures that the average
internal pressure of the system equals the applied external pressure. Thus, volume
is taken as a dynamic variable in phase space, an idea which is supported by the
work-virial theorem [10]. Presented here is an overview of the original method of
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Andersen [16], which begins with the scaling transformations
q̂i =V 1/3qi (2.19)
p̂i =V 1/3pi (2.20)
which make coordinates and momenta explicitly dependent on volume. Incorporat-










where W = gkBT t2b and tb is a timescale for volume fluctuations, with similar
function as the Nosé mass. The units of pV and W are energy⇥ time and energy⇥
time2, respectively. Applying Hamilton’s equations and unscaling the particle






























as the equations of motion for the Andersen Hamiltonian. Combining the Andersen
and Nosé-Hoover Hamiltonians produces a Hamiltonian capable of sampling the
NPT distribution.
For the molecular-dynamics simulations of the aluminum–gallium and ethylene–
methanol systems presented in this work, the LAMMPS simulation package from
Sandia National Laboratories was used [9]. To control the temperature in the MD
simulations, the fix nvt command is used, in which both a target temperature
and a damping factor tdamp are specified. The Nosé mass Q relates to tdamp
by the equation Q = gkBT t2damp. Of note, the LAMMPS fix nvt command
invokes an extension of the Nosé-Hoover thermostat called Nosé-Hoover Chains
[17], in which M > 1 thermostats are introduced. Only h1 interacts with the N
particles, and each hi interacts with hi 1 for 2 < i < M, resulting in the chain
of thermostats. Dynamics for unconstrained (non-rigid) systems are performed
with M = 3, and rigid-body dynamics are performed with M = 10. For isothermal-
isobaric dynamics, the fix npt command is used, which adds a target pressure
and barostat damping factor. This command invokes the Nosé-Hoover barostat
[18], an extension of the Andersen barostat.
2.4 Hard-sphere dynamics
The description of dynamics in the previous sections is universally valid for systems
with smooth, continuous interparticle interactions, but fail when discontinuities
are introduced. An example of such a failure might be a velocity-Verlet timestep
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which moves particles from a configuration where the energy is finite to one where
the energy is infinite; that is, DU is uncontrollably large for Dt. Because the
interaction energy in a system of hard spheres is defined as either zero or infinity
at all separations, an alternative framework for the dynamics of the system must
be adopted. Generally speaking, the integration algorithm is based on events,
rather than timesteps, so that the elastic hard-sphere collisions can be resolved
instantaneously, whenever they might occur [5]. The times of potential future
collision events are calculated, and the system is advanced to the earliest upcoming
event. The event is resolved by calculating the new momenta based on the momenta
at collision, after which future events for the collision pair must be recalculated.
These protocol steps and some optimization techniques are detailed in the following
subsections.
2.4.1 Collision times
A hard-sphere collision is defined to occur when the distance between the centers
of two spheres i and j becomes equal to their average diameter si j = (si +s j)/2.
Times of collision can be calculated from the relative position ri j = ri  r j and
relative velocity vi j = vi  v j of the collision pair by solving for times tc in the
future when ri j = si j. The collision time ti j = tc  t0 for pair i and j, relative to
some reference time t0, is the amount of time the spheres will travel unobstructed
before collision. Thus, a collision occurs at
  ri j(t0)+ ti jvi j(t0)
  = si j (2.26)
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which can be converted to a quadratic equation by squaring
v2i jt
2
i j +2bi jti j + r
2
i j s2i j = 0 (2.27)
where bi j = ri j ·vi j. Eq. 2.27 has no real solutions for bi j > 0, indicating that the
spheres are moving away from one another. Given bi j < 0, a solution is found if
the discriminant is nonnegative
b2i j  v2i j(r2i j s2i j)  0 (2.28)




b2i j  v2i j(r2i j s2i j)
v2i j
(2.29)
The earliest of all future collision times for all possible collision pairs is chosen,
and all spheres are advanced forward in time until the collision occurs. Based on
the velocities at collision, new velocities for the collision pair are calculated.
2.4.2 Collision mechanics
The outcome of a collision of hard spheres of equal mass is a change in velocities









vi +v j = v0i +v0j (2.31)
for initial and final velocity vectors v and v0. This requires that the change in
relative velocity be precisely along the line connecting the sphere centers. Thus,
the initial and final relative velocites are related by
v0i j · ri j(tc) = vi j · ri j(tc) (2.32)
and the changes in particle velocities are




where bi j is recalculated at the time of collision. At this point, the collision
information can be recorded for use in calculating other properties of interest, such
as the pressure, and the algorithm cycles back to determining the time to the next
collision. One notable feature of the calculation of collision times and mechanics
is that the equations used are exact, and thus yield exact simulation trajectories
within machine precision.
Artificial “events” occuring between collisions can be added to the simulation
algorithm. For example, regular output of all of the particle positions might be
scheduled for post-processing. In such cases, the event is added to the list of
future events and occurs when it is the next event in line, but only after the particle
positions are updated to the new event time.
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2.4.3 Algorithm optimization
The majority of the computational effort in a hard-sphere dynamics program goes
into calculating, storing, and retrieving the time that events will occur; updating the
system as a result of an event is quick and straightforward. The two primary opti-
mization techniques for hard-sphere dynamics code are the use of a cell subdivision
scheme and and event calendar.
The cell subdivision scheme allows one to calculate more efficiently future
collision times by ignoring potential collision partners that are too far separated.
For systems with smooth, continuous potential energy interactions, such a determi-
nation of near versus far is implemented with a neighbor list using a radial distance
cutoff. For a HS system, interactions only occur one pair at a time, and a more
optimal scheme is to divide the entire simulation cell into smaller subcells. If
the edges of the cubic subcell are at least the size of the hard sphere diameter,
then collisions are guaranteed to occur only between spheres occupying adjacent
subcells. Collision times can thus be calculated between partners in a localized
volume. While tracking subcell occupancy requires additional effort, the overall
workload is reduced by considering vastly fewer collision pairs. Subcell boundary
crossings can be treated in the same way as a periodic boundary crossing. When a
sphere crosses a boundary, new collision times are calculated based on the updated
subcell adjacency.
Proper management of the vast number of boundary crossings and collision
events is vital for efficient dynamics code. Such an event calendar contains the
constantly updated event information, and in this application it takes the form of a
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Figure 2.1: Subcell scheme example in two dimensions. The center simulation cell
is shown with its periodic images I–VIII, separated with solid, black lines. The cell
is divided into nine subcell units, separated by dashed, gray lines. The side length
of each subcell greater than the sphere diameter, thus potential collision events are
considered only between spheres in neighboring subcells. Figure reproduced from
private correspondence with R. L. Davidchack.
binary event tree [19, 20]. The dynamics code may operate on the event tree by
adding new events, deleting existing events, or retrieving the earliest event. When
a collision event is retrieved and processed, all existing events involving either
collision partner must be deleted, and the event tree is reorganized. Similarly, when
it is time to add a new event, it must be possible to navigate the tree and insert the
event at the appropriate tree position, or node. Practically, this is accomplished by
parent/descendant pointers and circularly linked lists. An example event tree is
shown in Fig. 2.2, and further details along with the pertinent functions/subroutines
can be found in Ref. [7].
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Figure 2.2: Miniature event calendar example. Each node on the tree stores the
event time, sphere ID, and collision partner ID or subcell face crossing information.
Below each node is a pointer address. The numbers on the left and right of the
nodes represent pointers for navigating the circular lists. Figure reproduced from
Reference [7].
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Figure 2.3: Depictions of pointer rearrangements. Pointers are continually updated
as events are added or removed from the tree. Deleted nodes are indicated by
d, and a pointer is added from p to s. Other alterations may also occur. Figure
reproduced from Reference [7].
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Chapter 3
Monte Carlo simulation methods
Chapter 2 presented molecular-dynamics (MD) methods for sampling the phase-
space distributions of statistical-mechanical ensembles. The dynamic framework is
intuitively motivated by classical mechanics, but dynamic sampling is unnecessary
for sampling equilibrium ensemble properties. A sampling technique known
as the Monte Carlo (MC) method [21, 22], as its name implies, is driven by
chance. In computer simulations, chance is implemented by using random number
generators to produce a pseudo-random, unbiased collection of numbers for use
in MC sampling algorithms. Sampling refers to the estimation of a parameter
of a population by observing a smaller, representative group (the sample) within
the population. Such a thermodynamic population might be an ensemble of N
gas-phase atoms, and one might use Monte Carlo simulation to sample some finite
number of N atom positions. Measurements can be made on these samples for
estimating the properties of the ensemble.
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One common pedagogical example of Monte Carlo is the estimation of p by
generating trial points within a circle of radius 1 inscribed within a 2⇥2 square.
The ratio of the area of the circle to the area of the square is p/4, and thus the
probability that a single point generated randomly within the square (denoted as
a trial) also lies within the circle (denoted as a success) is p/4. For a sufficiently










One method of sampling trials is to generate independently the set of NTrials
ordered pairs (xi,yi). This is known as direct sampling. Another method is to
choose a starting point, and generate Ntrials displacements (Dxi,Dyi) from the
current position. The probability of generating a new configuration at trial i+1
depends only on the preceding configuration at trial i and not on any earlier
configurations; it is said that the process is memoryless. This defines what is known
as Markov-chain sampling. A comparison between these two sampling methods is
illustrated in Fig. 3.1. Note that direct sampling trivially forms a Markov chain,
because the process is indeed memoryless, up to and including the current state.
Markov-chain sampling is an important foundational concept for the Metropolis
Monte Carlo algorithm, which is further discussed in Section 3.1.
Molecular dynamics and Monte Carlo are complementary techniques. MD is a
deterministic approach that yields an actual system trajectory based on molecular















Figure 3.1: Comparison of (a) direct versus (b) Markov-chain sampling of the
estimation of p . Trial coordinates (xi,yi) are generated independently in direct sam-
pling. For Markov-chain sampling, each new trial depends on the current position.
While each trial in the direct method can sample from the entire available area,
many trials are required in the Markov-chain method to traverse the square. Given
a sufficient number of trials, both methods will provide a successful estimation of
p .
the trajectory and used to describe the state of the system. However, due to the
deterministic nature of MD, one might find the lack of freedom to control the
simulation parameters to be a drawback. The stochastic nature of MC simulation
can allow for much greater flexibility in choosing the kinds of “moves” that
describe the behavior of the system. For example, one might decide to add or
remove particles during a simulation, allowing the number of particles to fluctuate.
In the grand canonical (µV T ) ensemble, for example, the instantaneous particle
number is not held constant and is instead determined by the external chemical
potential µ . In the Gibbs ensemble, the phase-space distribution of a system of two
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or more distinct regions in equilibrium internally and with one another, particles
can be moved between separate simulation cells. Grand Canonical Monte Carlo
(GCMC) and Gibbs Ensemble Monte Carlo (GEMC) are further discussed in
Sections 3.3 and 3.4.
3.1 Metropolis Monte Carlo
The Metropolis algorithm, proposed by Metropolis, et al., in 1953 [22] forms the
foundation for the efficient use of Monte Carlo methods in molecular simulation.
In the original Monte Carlo method, configurations are uniformly and directly
sampled and assigned Boltzmann weights of e E/kBT . In contrast, configurations
in Metropolis Monte Carlo are sampled with probability e E/kBT and weighted
uniformly. The benefit is apparent when one considers the direct sampling of dense
systems, wherein a great many high-energy (hence, low-weight) configurations
will be generated for each low-energy configuration. For hard-core interactions as
in a hard-sphere fluid, the unfavorable configurations would have zero weight, and
the computational effort put into generating the configuration goes entirely wasted.
This approach is implemented by first initializing the molecular system in
some configuration. Using the rules of Markov-chain sampling, a displacement
from the current configuration is chosen. For example, in an atomic system,
one atom is chosen at random, and its position is changed by some amount
(n1Dmax,n2Dmax,n3Dmax) for ni 2 ( 1,1) and maximum displacement Dmax. The
difference in energies DE = E f  Ei is calculated, and the transition probability
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T ( f  i) becomes min[1,e DE/kBT ]. That is, a move resulting in a decrease in
energy is always accepted, but a move which increases the energy is accepted
e DE/kBT of the time. When a move is rejected, the system is reverted back to its
initial configuration, and this repeat configuration is considered an additional occur-
rence in the simulation trajectory for the purpose of computing ensemble averages.
Note that the role of temperature in Monte Carlo simulation is to influence the
acceptance probabilities and has no direct meaning as a measure of kinetic energy.
One other feature critical to Monte Carlo is that of detailed balance [22]. The
detailed balance condition is sufficient to ensure that the process is microscopically
reversible and unbiased. Considering two states a and b, detailed balance means
the transition probability T (b a) of the move from a to b must be the same as
T (a b) of the move from b to a. The transition probability T (b a) can be
thought of as the product of three terms: p(a), the probability of being in state a;
p(b a), the probability of generating the trial move from a to b; acc(b a), the
probability of accepting the trial move from a to b. Thus,
T (b a) = T (a b) (3.2)
p(a)p(b a)acc(b a) = p(b)p(a b)acc(a b) (3.3)
As the probability of being in any state is given by the Boltzmann factor e E/kBT ,






p(b a) ⇥ e
 (Eb Ea)/kBT (3.4)
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The Metropolis acceptance rule min[1,e DE/kBT ] is recovered by setting p(a 
b) = p(b a). This implies that the probability of attempting b a must be the
same as that of a b in order to ensure proper sampling.
3.2 Canonical MC
In the canonical ensemble, the particle number N, volume V , and temperature T
are fixed. For this closed, rigid system, the only allowed Monte Carlo moves are
displacements of the N particles. This would simply be single-particle displace-
ments for an atomic system. The handling of molecular species would require
the inclusion of all possible intra-molecular rearrangements, e.g., bond and angle
perturbations in flexible water. The acceptance rule for a single-particle move will
take the form of min[1,e DE/kBT ], as the probability to be in any canonical state is
the Boltzmann factor e E/kBT .
3.3 Grand Canonical MC
The primary use of Grand Canonical Monte Carlo (GCMC) [23, 24] is to simulate
systems which are open to material exchange with the surroundings. This ensemble
allows for density fluctuations at fixed volume V and temperature T by allowing
particles to be inserted into and deleted from the system according to an external
chemical potential µ . For bulk systems, NPT simulation is generally considered
to be more efficient at sampling these density fluctuations, but µV T simulation
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has become a favored method for sampling open systems at interfaces or under
confinement. Unfortunately, the efficiency of GCMC becomes low for dense or
ordered systems as a result of low insertion/deletion rates due to large values of
DE.
In addition to the moves allowed in canonical MC, particle insertions and dele-
tions are introduced to allow N to fluctuate with respect to µ . Some derivation [10]
from the grand partition function X gives the probability p of being in configuration
qN at V and T as





where the activity z = exp(µ/kBT )/L3, L =
q
h2
2pmkBT is the thermal wavelength
of the particle, and h is Planck’s constant. This results in the insertion and deletion
acceptance rules


























which, when taken with the single-particle rules, form the basics of the GCMC
method [6, 10].
In order to obey detailed balance, one must ensure that the probabilities of
attempting insertions and deletions are equal and do not depend on the current
number of particles. Acceptable move probabilities might be 60%, 20%, and 20%
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for single-particle moves, insertion, and deletion, respectively. If a single-particle
move is chosen, the probability to move each particle becomes 1/N.
In this manuscript, GCMC is used to fill a silica mesopore assumed to be in
contact with a saturated mixture of ethylene and methanol as the surroundings. A
prerequisite for performing these simulations is knowledge of the chemical poten-
tials of ethylene and methanol at saturation (vapor-liquid coexistence). Therefore,
a method capable of determining phase equilibria is required.
3.4 Gibbs Ensemble MC
Gibbs Ensemble Monte Carlo (GEMC) simulations [25,26] are the preferred choice
for phase-equilibrium calculations involving liquids and gases. These simulations
involve fixed particle number, volume, and temperature; however, the particles are
separated into two (or more) non-interacting boxes that comprise the total volume.
The basic GEMC moves are particle displacements, volume changes, and transfers
of a particle from one box to another.
The introduction of a multi-box simulation allows for direct modeling of phase
coexistence such as vapor-liquid equilibrium (VLE). Based on the number of
components and phases present, the Gibbs phase rule [27] is used to determine
the degrees of freedom of the system. Practically, for example, one degree of
freedom results in NV T -GEMC for the calculation of pure component VLE, but
two degrees of freedom results in NPT -GEMC for binary mixture VLE.
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Two Monte Carlo moves present in GEMC that have not yet been introduced
are volume changes and particle transfers [10]. The volume-change move differs
between NV T and NPT implementations. For boxes A and B, NV T -GEMC
conserves the total volume Vtot =VA +VB, and the volume move will increase the
volume of one box by DV and decrease that of the other by the same amount. The
NPT equivalent move only attempts volume changes of a single box and accepts
the volume change in accordance with the specified external pressure. The form of
the single-box (NPT ) volume move acceptance rule is












⇥ e b (DE+PDV )
(3.8)
whereas the coupled-box (NV T ) volume move acceptance rule is






















are the volume, particle number, and energy change in box
a . Volume moves are computationally expensive. Because each particle must be
scaled to a new position, all pair potentials must be recomputed to find DE. For
this reason, the probability of choosing a volume move is often set near one or
two percent. The acceptance rule for a particle transfer can be derived in a similar
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fashion as the GCMC particle insertion/deletion rule and takes the form














and thus the basic GEMC method is complete. In the implementation of both
GCMC and GEMC in this work, the MCCCS Towhee package from Sandia
National Labs is used [28].
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Chapter 4
Binary hard-sphere fluid at a hard wall
In this chapter, simulation details, system details, and results from molecular-
dynamics (MD) simulation of a number of binary hard-sphere fluids at a struc-
tureless hard wall are discussed. The mixtures are characterized by the ratio of
the diameters of the two sphere types, the composition (mole fractions) within the
mixture, and packing fraction of the fluid. Equations for pressure P, chemical po-
tentials µi, and interfacial free energy g are derived from the White Bear II (WBII)
theory free-energy density F for binary mixtures. Values of g are determined
using an extension of Gibbs-Cahn Integration to a multicomponent fluid [29–33].
Agreement between MD results and the WBII theory predictions is generally great,
with significant deviations occuring at only the highest packing fractions [34].
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4.1 Introduction
The interfacial free energy g is the primary property governing the thermodynamics
of solid-liquid interfaces. For chemically heterogeneous interfaces, in which the
solid and liquid have a large difference in composition, an important reference
system is the hard-sphere (HS) fluid confined at a structureless hard wall (HW).
The simple, but non-trivial, nature of such systems is well suited for the evaluation
and development of theories for inhomogeneous fluids, especially integral-equation
methods or classical density-functional theories (cDFT). In addition, some real
polymer and colloid systems can be modeled quantitatively as hard-spheres. One
example is that poly-N-isopropylacrylamide (PNIPAM) spheres in a solvent with
appropriate charge screening reproduce results from previous calculations on the
pure HS system [35]. There has been considerable theoretical and computational
work focused on the HS/HW system; however, the vast majority of such studies
have focused on single-component HS fluids, with significantly less work examin-
ing confined multi-component HS fluids. In this work, we examine the interfacial
thermodynamics of a binary hard-sphere fluid at a structureless hard wall using
molecular-dynamics simulation. The need for highly accurate molecular-dynamics
(MD) results for hard-sphere systems is two-fold. First, these results provide
physical insight into the fundamental material properties of systems in which the
interactions are nearly entirely repulsive. Second, these results, when compared to
theoretical predictions from cDFT, for example, can demonstrate where the theory
can be refined for better accuracy.
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Density-functional theory (DFT) is a powerful approach for predicting ther-
modynamic quantities of a system by considering them as functionals of the
equilibrium single-particle density r0(r). While DFT was originally proposed
for quantum-mechanical systems by Hohenberg and Kohn [36], it has since been
generalized to classical fluids [37]. The extension of DFT to classical systems,
cDFT, is an approach capable of predicting bulk and interfacial structure, thermody-
namics, and phase transitions using r(r). By minimizing a free energy functional
W with respect to particle density, ∂W/∂r0(r) = 0, fluid properties of interest
corresponding to r0(r) can be derived. Fundamental-Measure Theory (FMT) is a
successful theory for treating mixtures within cDFT. Originally, Rosenfeld used the
Percus–Yevick (PY) equation of state as the underlying description of a bulk fluid
to determine a free-energy density functional. Since then, FMT has been improved
by using more accurate bulk fluid equations of state to determine the functional
[38]. FMT has been used in previous studies as a comparison with hard-sphere
thermodynamics values calculated using molecular dynamics.
Although theoretical estimates from Scaled Particle Theory (SPT) have been
in existence since the 1960s [39, 40], the first simulations to calculate g for a
single component HS/HW system were those of Henderson and Van Swol [41],
who obtained g by integrating the excess surface stress obtained from molecular-
dynamics simulation. Subsequently, a number of higher precision calculations
were reported using thermodynamic integration (TI) [42–44]. Mechanical methods
[45] can also be used, but require considerable computational effort in order to
achieve acceptable precision. Laird and Davidchack used the cleaving-wall method
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[46] and Gibbs-Cahn Integration [29, 30] to obtain very high precision results for
this system that are useful in evaluating theoretical predictions, such as that from
SPT [39] and recent cDFT results from FMT [47] and its extensions [38, 48].
There have been a number of cDFT studies of the structure and interfacial
thermodynamics of the binary HS/hard wall system [38, 48–51]. FMT has been
shown to accurately describe inhomogeneous hard-sphere fluids, including struc-
ture, excess adsorption and interfacial free energy at a planar hard wall. By basing
new density functionals on more accurate equations of state, the performance
of FMT is improved. Other developments in FMT are based on changing the
relation between the geometric weighted densities and the free-energy density
functional [38]. Curiously, the most noticeable (though still minor) discrepancies
between FMT and MD occur for pure HS systems at high densities and mixtures
with significant size asymmetries [51]. Simulation studies on HS mixtures have
unfortunately been limited to evaluations of structure through the calculation of
density profiles [52, 53]. This has made it difficult to quantitatively evaluate the
thermodynamic predictions of the theoretical studies. In this work, we present
results from molecular-dynamics simulation for the interfacial thermodynamics
of a variety of binary hard-sphere fluids at a structureless hard wall. In these
simulations, the interfacial free energy g is determined using an extension of the
Gibbs-Cahn Integration [29–33] technique to a multicomponent fluid at a static,
structureless solid wall. The results are compared to recent results based on the
White Bear II (WBII) cDFT [38, 51].
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4.2 System
The system of interest is a binary hard-sphere fluid mixture confined in a slit-pore
geometry (i.e., between two planar hard walls). The interparticle and wall-particle





• r < si j






• z < si/2
0 z  si/2
(4.2)
where si is the diameter of spheres of type i 2 {1,2}, si j is the arithmetic mean
of si and s j, r the distance between the centers of two spheres, and z the distance
between sphere center and wall. Defined in this manner, the sphere-wall collision
occurs at the surface of the sphere, not the center.
The system consists of N1 type 1 spheres with diameter s1 and N2 type 2




= r1 +r2 (4.3)
where ri is the number density of species i. Without loss of generality, s1 > s2 is
assumed. The mole fraction of each species is xi = ri/r , with x1 + x2 = 1. The
total packing fraction h for the mixture is h = h1 +h2, where hi = p6 s
3
i ri. For
a given a , the system is completely described by specifying x1 and h . This is in
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contrast with a pure system, in which case one needs only to use h to completely
define the system.
4.3 Gibbs-Cahn Integration
In this work, the mixture-wall interfacial free energy is calculated from MD
simulations using the Gibbs-Cahn Integration method, which is based on Cahn’s
extension [54] of the surface thermodynamics of Gibbs [55]. This method has been
applied to the calculation of g for one- and two-component crystal-melt interfaces
[31–33] and for single-component fluids at static walls [29, 30], where it was
shown to have considerably less computational overhead than competing methods
without sacrificing precision. The derivation of the Gibbs-Cahn adsorption equation
specifically for a fluid at a static wall is discussed in Ref. [29] and is outlined here.
Consider an r-component fluid at a static surface. The total Gibbs free energy G
for this system is
G = E T S+PV (4.4)
where E, T , S, and P are the internal energy, temperature, entropy, and pressure,






where µi is the chemical potential of species i and superscript “f” denotes bulk
fluid quantities. The interfacial free energy is defined as the difference per unit
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area between the free energy of the fluid at the interface and the bulk fluid.





where A is the interfacial area. The differential of this quantity is










Nfi dµi = 0 (4.8)
then form a system of two simultaneous linear equations connecting the differen-
tials. Cramer’s rule from linear algebra can then be used to eliminate one of the
differential terms on the right-hand side of Eq. 4.7, giving





where X can be any variable conjugate to a differential dx in Eq. 4.9 and the









In Eq. 4.10, the quantities with superscript “f” are measured in a region of the
system far enough away from the interface to be considered bulk fluid, whereas
the unscripted quantities are measured in a region that wholly encompasses the
interface and associated interfacial fluid. The form of Eqs. 4.9 and 4.10 ensures
that one of the [Y/X ]dx terms in Eq. 4.9 can be eliminated by setting X = Y .
For a hard-sphere system, such as the one studied here, the temperature de-
pendence of g is a trivial linear scaling [56], so the dT term in Eq. 4.9 can be
neglected. Thus, for a binary (two-component) hard-sphere fluid at a hard wall, the
Gibbs-Cahn adsorption equation (Eq. 4.9) becomes
Adg = [V/X ]dP  [N1/X ]dµ1  [N2/X ]dµ2 (4.11)
The application of Eq. 4.11 requires a specific choice for X , which is equivalent to
defining a Gibbs Dividing Surface (GDS) [57] such that the excess surface value









where vN1 and G2|N1 are the excess volume and excess number of type 2 particles
per unit volume using a GDS defined such that the surface excess number of type
1 particles is zero. Similarly, one can choose X = N2 or V ; however, for this
study, it was found most convenient to choose X to be the total particle number,
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N = N1 +N2. To do this, Eq. 4.7 for the binary hard-sphere system is rewritten as
A dg = V dP N1dµ1 N2dµ2
= V dP N1d(µ1 µ2) Ndµ2
= V dP N1dDµ Ndµ2 (4.13)
where Dµ = µ1 µ2. Equation 4.11 then becomes
Adg = [V/X ]dP  [N1/X ]dDµ  [N/X ]dµ2 (4.14)
Setting X = N then gives
dg = vN dP G1|N dDµ (4.15)
where vN and G1|N are the excess V and excess N1 for a GDS defined such that
the excess total number of particles is zero. The choice of X = N was used in
the current work because it gives significantly smaller statistical error than the
other possible choices for similar computational effort, and the value of Dµ can be
calculated easily using a particle-swap method.
We calculate g by integrating Eq. 4.15 with respect to pressure at fixed x1,














In this work, we evaluate this integral numerically at fixed x1 as a function of h
for the system, as identity and number of particles are far easier to control than
pressure and Dµ . We use reduced units throughout with energy and length scales







N = vN/s1,G⇤1|N = G1|Ns
2 and µ⇤i = µi/kBT . For
simplicity, in what follows, the “*” superscript is omitted and all quantities are
assumed to be in reduced units, unless otherwise specified.
4.4 Simulation details
Molecular-dynamics simulations are performed on a HS mixture between two struc-
tureless hard walls in a slit-pore geometry. The MD simulations were implemented
using the linked-cell-list algorithm of Rapaport [7]. The spheres are initialized in
a face-centered cubic (fcc) crystal with the lattice constant based on the desired
mole fraction x and packing fraction h . The size of the simulation box is fixed
at approximately Lx⇥Ly⇥Lz = 33s1⇥33s1⇥38s1 for most systems; at higher
packing practions, the volume is reduced such that the total number of spheres does
not exceed 50000. The z-axis is defined as being normal to the walls, and periodic
boundary conditions are employed in the x and y directions. The distance between
the walls (Lz) is chosen such that there is a significant bulk fluid in the center of the
simulation box. Diameter ratios of a = 0.7,0.8,0.9 were chosen for this study, as
the phase diagrams in this range of a are well characterized [58–60]. For each a ,
we examined systems of mole fraction x1 = 0.25,0.50,0.75 in the range h < 0.5.
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This range of h was chosen because it corresponds to the fluid region of the phase
diagrams.
Each system equilibrates for 1000t , where t = s1
p
m/kBT is the natural time
unit for hard-sphere dynamics. Equilibrium averages of P, Dµ and the individual
density profiles, r1(z) and r2(z), are collected for each system studied over a
total time of 20000t , divided into 20 blocks of 1000t each. Bulk values such
as density and mole fraction are determined by averaging over the bulk region.
Using the density profiles, we determined that defining the bulk region to consist
of all particles more than 7s1 away from either wall was sufficient for all systems
studied. Pressures are calculated using the equation




Â~ri j ·~vi j
↵
(4.17)
where b = 1/kBT , V f is the volume of the bulk region, Dt is the time over which
collisions are summed in the bulk fluid,~ri j is the vector between the centers of two
spheres upon collision, and ~vi j is the difference of the velocities of two spheres
upon collision. Fig. 4.1 shows examples of the density profiles calculated for
a = 0.9 at a reduced pressure of 1.6627 and a mole fraction of x1 = 0.25.
The chemical potential difference (Dµ) is calculated in a manner similar to
the Widom insertion method [61], in which individual chemical potentials (µi)
are calculated by inserting test particles into the system. To calculate Dµ , the
Widom insertion method is modified by replacing particle insertions with particle
swaps [62, 63]. The advantage of the particle swap method is that it determines
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Dµ directly, without the need to separately calculate the individual µi, which is
difficult at large h . Dividing Dµ into an ideal-solution component and an excess
component yields















where P(s j i) is the probability that changing the identity of a randomly chosen
particle from type i to type j will not result in a particle overlap. [Note: for the
hard-sphere mixtures considered here, P(s2 1) is identically 1.]
The values of vN and G1|N as functions of pressure (or h) are calculated by

















Because the density profiles approach step functions in the low density (pressure)
limit, the values of vN(P = 0) and G1|N(P = 0) can be determined analytically to
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be [x1 +a(1  x1)]/2 and 0, respectively. Examples of the density profiles in the
zero-pressure limit are shown in Fig. 4.1.



















Figure 4.1: Sample density profiles for a mixture at a hard wall. The mixture has
diameter ratio a = 0.9, mole fraction x1 = 0.25, and packing fraction h = 0.19933.
Zero-pressure (ideal) limits are given by the dashed lines.
4.5 Results
For each of the diameter ratios studied here (a = 0.7,0.8 and 0.9), the system is
examined at mole fractions x1 = 0.25, 0.50 and 0.75, each for packing fractions
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in the range h < 0.5. This range of h was chosen because it corresponds approx-
imately to the fluid region of the phase diagrams [58–60], in order to avoid the
freezing transition. Because of differential adsorption of one species over the other
at the interface, the mole fraction and density of the bulk fluid region can change
slightly from that of the initial configuration as the system equilibrates. Before
taking averages, particles of the requisite type are added, removed, or swapped to
ensure that the relative deviations from the desired bulk values are less than 10 4
in the final equilibrated system.
The observed pressures in the simulation are in good agreement with pressure
values obtained using both the Mansoori-Carnahan-Starling-Leland (MCSL) equa-
tion of state [64] or the more accurate Carnahan-Starling mark III (CSIII) equation
of state [38] for HS mixtures. Calculated pressures from the MD simulations are
plotted with the CSIII predictions, along with the percent deviation between the
two methods, in Figs. 4.2–4.4. Percent deviation is determined using the expres-
sion (PMD PCSIII)/PCSIII⇥ 100%. The agreement between the two methods is
excellent, within 0.4% for all systems studied here. The maximum deviation is
seen near h = 0.35 0.4 for all systems. For each diameter ratio, the shapes of the
curves for the three mole fractions are very similar to one another. This suggests
that a proposed correction term to the CSIII equation of state might reasonably
be treated as independent of mole fraction. For greater size mismatch (lower a),
increased negative deviation in the low-density regime is observed. Above h = 0.4,
the measured deviations no longer vary smoothly, which may prompt need for
higher-precision simulations to be performed in the future.
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Figure 4.2: Pressure summary for the a = 0.7 hard-sphere mixtures at three mole
fractions. The symbols are the MD results, and the solid lines are the CSIII equation
of state.


















































Figure 4.3: Pressure summary for the a = 0.8 hard-sphere mixtures at three mole
fractions. The symbols are the MD results, and the solid lines are the CSIII equation
of state.
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Figure 4.4: Pressure summary for the a = 0.9 hard-sphere mixtures at three mole
fractions. The symbols are the MD results, and the solid lines are the CSIII equation
of state.
The observed chemical potential differences are in good agreement with the
approximate WBII predictions (derived in Appendix A.1). Calculated and predicted
chemical potentials, along with percent deviation, are shown in Figs. 4.5–4.7.
Percent deviation is determined using the expression (DµexMD DµexWBII)/DµexWBII⇥
100%. The ideal-solution component is removed because it contributes identically
to the predicted and measured values, and this also allows the deviation to be
calculated without potential sign changes in the denominator across the range of
packing fractions.
The maximum deviation is seen as h approaches 0, where Dµex approaches
0. As h increases, this positive deviation decays rapidly until it becomes approx-
imately 0 near h = 0.2. For a = 0.9 and all x1, great agreement is seen for all
h > 0.2, as is the case with a = 0.7,0.8 and x1 = 0.50,0.75. However, a strange
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feature is observed for a = 0.7,0.8 and x1 = 0.25 at high h . A discontinuity is
introduced as a sudden negative deviation of around  5% and  2% for the 0.7
and 0.8 diameter ratios, respectively. This would seem to indicate that a phase
change of some sort has occurred for these systems, although no evidence of this is
observed in the density profiles.
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Figure 4.5: Chemical potential summary for the a = 0.7 hard-sphere mixtures at
the three mole fractions. The symbols are the MD results, and the solid lines are
the approximate predictions from the WBII bulk theory.














































Figure 4.6: Chemical potential summary for the a = 0.8 hard-sphere mixtures at
the three mole fractions. The symbols are the MD results, and the solid lines are
the approximate predictions from the WBII bulk theory.
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Figure 4.7: Chemical potential summary for the a = 0.9 hard-sphere mixtures at
the three mole fractions. The symbols are the MD results, and the solid lines are
the approximate predictions from the WBII bulk theory.
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Figures 4.8–4.10 show the results for the excess volume, vN , for a = 0.7,0.8
and 0.9, respectively. For comparison, the excess volume as determined from the
White Bear II bulk theory (Appendix A.1) is also shown. For low and intermediate
packing fractions, the WBII expressions are in excellent agreement with the sim-
ulation results, although some deviation is seen at the highest packing fractions
(h > 0.45). Interestingly, the deviations are seen primarily in the pure systems (x1
= 0 or 1), although the deviations are present for a = 0.9 and all three compositions.
Because a = 0.9 is a minor size mismatch, it is perhaps unsurprising that the WBII
and MD results for a = 0.9 systems suffer the same kinds of discrepancies as the
pure HS fluids at high densities [51].
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Figure 4.8: Excess volume per unit area, vN , as a function of packing fraction
for the a = 0.7 mixtures. Results for the pure system (original and scaled) from
Laird and Davidchack (Ref. [29]) are included as the diamond symbols. For clarity,
the x1 = 1.00 data has been shifted by +0.2 on the vN-axis, the x1 = 0.75 data by
+0.1, the x1 = 0.25 data by  0.1, and the x1 = 0.00 data by  0.2. The solid lines
are the predictions from the WBII bulk theory.
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Figure 4.9: Excess volume per unit area, vN , as a function of packing fraction for
the a = 0.8 mixtures. Same conventions as Fig. 4.8.
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Figure 4.10: Excess volume per unit area, vN , as a function of packing fraction for
the a = 0.9 mixtures. Same conventions as Fig. 4.8.
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Because the excess adsorption G1|N for these systems is relatively small, it is
difficult to get high relative precision for this quantity in reasonable simulation
time. This is especially true at the higher packing fractions where the calculation of
the G1|N involves numerical integration over highly oscillatory density profiles. The
results for G1|N for a = 0.7,0.8 and 0.9 are shown in Figs. 4.11–4.13, respectively.
Also shown in Figs. 4.11–4.13 are the corresponding predictions from WBII.
Except at low packing fractions, the scatter in the data is large–due to the sampling
issues discussed above–however, the contribution of G1|N to the value of g through
the integration of Eq. 4.16 is also quite small (Figs. 4.14–4.16), so the scatter in
the G1|N data does not significantly affect the precision of the calculation of g . At
low packing fractions where the simulated G1|N is well converged, there is good
agreement with the WBII expressions.
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Figure 4.11: Interfacial excess particle number G1|N as a function of packing
fraction for the a = 0.7 systems. The corresponding predictions from the WBII
bulk theory are shown as solid lines.
58






















Figure 4.12: Same as Fig. 4.11, except for a = 0.8.
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Figure 4.13: Same as Fig. 4.11, except for a = 0.9.
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Figure 4.14: Excess adsorption contribution to g for a = 0.7 mixtures.
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Figure 4.15: Excess adsorption contribution to g for a = 0.8 mixtures.
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Figure 4.16: Excess adsorption contribution to g for a = 0.9 mixtures.
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The interfacial free energy g is then calculated from the data for vN and G1|N
by numerically integrating Eq. 4.16 using the trapezoid rule. Based on error
analysis, the numerical error from the trapezoid rule is significantly smaller than
the corresponding statistical error. The results for g are plotted in Figs. 4.17–4.19.
Also plotted in Figs. 4.17–4.19 are the predictions from the WBII bulk theory. The
WBII predictions are in excellent agreement with the simulation data, except for
overestimations at the highest packing fractions (h > 0.45).


































Figure 4.17: Interfacial free energy per unit area, g , as a function of packing
fraction for the a = 0.7 mixtures. Results for the pure system from Laird and
Davidchack [29] are included as the diamond symbols. Curves indicate gWBII. The
inset is included to show better resolution at the higher pressures.
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Figure 4.18: Same as Fig. 4.17, except for a = 0.8.
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Figure 4.19: Same as Fig. 4.17, except for a = 0.9.
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Figure 4.20: Percent relative difference between simulated values and WBII theory
values for g for the a = 0.7 systems.
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Figure 4.21: Percent relative difference between simulated values and WBII theory
values for g for the a = 0.8 systems.
68


























Figure 4.22: Percent relative difference between simulated values and WBII theory
values for g for the a = 0.9 systems.
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From the g versus h data presented in Figs. 4.17–4.19, it is difficult to assess
directly the dependence of g on mole fraction. To better illustrate the composition
dependence of the interfacial free energy, g is shown as a function of composition
(x1) in Fig. 4.23 for selected fixed values of h . The corresponding plots for a = 0.8
and 0.9 are shown in Figs. 4.24 and 4.25, respectively. The data for Figs. 4.23–4.25
were generated from the g versus h data using quadratic interpolation (Appendix
A.2). The simulation results show a significant negative deviation from linear
dependence, which is well fit by the corresponding WBII results (also shown).
The White Bear II theory predicts deviation from strict linear dependence, and we
observe such deviation to a slightly greater extent than predicted. This deviation
increases with increasing h and is maximum near x1 = 0.50. One reason for the
negative deviation from linear x1 dependence might be that packing against the wall
is enhanced by introducing particles of mismatched size. More efficient packing
would decrease the value of vN , and its contribution to g would also decrease.






































Figure 4.23: Interfacial free energy per unit area, g , as a function of x1 for a = 0.7


































Figure 4.24: Interfacial free energy per unit area, g , as a function of x1 for a = 0.8


































Figure 4.25: Interfacial free energy per unit area, g , as a function of x1 for a = 0.9
mixtures. Values at these approximate h were obtained by interpolation.
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4.6 Summary
The solid-liquid interfacial free energy, g , plays a central role in a variety of surface
phenomena. Much of the attention devoted to understanding the microscopic
nature of g has been given to molecular simulation of interfacial systems, due
to the difficulty of performing accurate experimental measurements. The hard-
sphere/hard-wall (HS/HW) model can be used to approximate systems in which
particle interactions are governed primarily by repulsion or molecular geometry
and in which the solid and liquid phases are strongly heterogeneous. The binary
HS fluid is of particular interest because many technologically relevant interfacial
systems involve multiple components. While binary HS/HW systems have been the
subject of classical density-functional theory studies [38, 48–51], high-precision
simulation results had yet to be obtained.
In this work, molecular-dynamics simulation is used to determine the interfacial
thermodynamics of hard-sphere fluid mixtures at a hard wall as functions of density
(or packing fraction) and composition (x1) for diameter ratios a = 0.7, 0.8 and
0.9. The interfacial free energies for the systems studied are determined by first
determining the excess interfacial volume vN and adsorption G1|N for each a ,
composition (x1) and packing fraction studied and then obtaining g by numerically
integrating a Gibbs-Cahn adsorption equation. Comparison with the predictions
from the White Bear II (WBII) density functional [38] show that the WBII theory
is in excellent agreement with the simulation data, except for small deviations at
the highest packing fractions (h > 0.45). The results show that the contribution to
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g from the adsorption G1|N is very small compared to that from the excess volume
(vN) for the diameter ratios studied. For this reason, high precision values of g
were obtained at all packing fractions and compositions despite the large statistical
errors in the measured values of the adsorption G1|N .
Extensions of this research to other relevent model systems are numerous.
One diameter ratio of theoretical interest is a = 0.414, wherein a “NaCl” structure
(interpenetrating fcc sublattices) with a maximum packing of 0.793 can be obtained
[65]. Rigid geometries other than spheres might also be considered, such as




The Al–Ga solid–liquid interface
Liquid-metal embrittlement (LME) is the phenomenon wherein certain solid metals
become fractured or weakened when in contact with a liquid metal. As a mechanism
of material failure, there is practical economic and safety significance in studying
and better understanding the microscopic behavior surrounding LME. A detailed
understanding of interfaces requires probing behavior on the atomic scale, but for
metal–metal systems, experimental study using standard spectroscopic techniques
is difficult, and reliable results at the atomic scale are rare. In contrast, molecular-
dynamics (MD) simulation provides a convenient alternative for the study of metal
interfacial systems, where atomistic details of the system can be used to calculate
properties of interest.
One example of a metal pair that undergoes LME is solid aluminum with
liquid gallium. Using MD simulation and an embedded-atom model, we present a
detailed characterization of the structural, thermodynamic, and transport properties
of aluminum–gallium solid–liquid interfaces for the (100), (110), and (111) orienta-
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tions by calculating density, potential energy, stress, and diffusion constant profiles
as well as a two–dimensional Fourier analysis of the interfacial layers. We find
that, for each crystal orientation, the liquid pre-freezes at the same lattice spacing
as the solid at the sites corresponding to continuing the growth of the crystal.
5.1 Introduction
The determination of the structural and thermodynamic properties of chemically
heterogeneous solid–liquid interfaces is important for understanding a number of
technologically relevant processes such as wetting and nucleation [70]. Solid–liquid
metallic interfaces are difficult to study experimentally because both phases are
opaque to standard spectroscopic probes. As a result, much of our understanding
of these interfaces come from atomistic simulation. Previous simulation studies
on metal–metal interfaces include those on aluminum–copper, copper–lead, and
aluminum–lead. Geysermans, et al., [71] examined the interface between solid Cu
and liquid Al at 1000 K and found that the Cu crystal induces significant liquid
Al density layering at the surface. Palafox-Hernandez, et al., [72] examined the
interface between solid Cu and liquid Pb at 625 K and found that significant surface
alloying occurs on the (100) interface. Additionally, they observed Pb prefreezing
on the (111) Cu surface wherein the Pb layers are compressed by about 2% versus
the expected bulk lattice constant and rotated by about 6  relative to the surface Cu
layers. Yang, et al., [73] examined the interface between solid Al and liquid Pb at
625K and found considerable anisotropy in the structural and transport properties
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for the (100), (110), and (111) interfaces. At this temperature, the (111) interface
is faceted, but the (100) and (110) interfaces are rough, with minor interlayer peaks
in the density profile located between the first interfacial solid and liquid peaks. It
was also observed [74] that this system has an interfacial premelting transition at
higher temperatures.
In the present study, we employ atomistic simulations in a study of the chem-
ically heterogeneous Al–Ga system. This system was chosen due to an interest
in further understanding the phenomenon of liquid-metal embrittlement (LME),
which this metal pair can undergo. LME is a pathway of degradation common to
polycrystalline metals having a high melting point (e.g., Al, certain steel alloys)
in contact with liquid metals having a low melting point (e.g., Ga, Hg). In LME,
the liquid metal extrudes into the grain boundaries between crystallites, which can
eventually reduce the strength and rigidity of the material. This embrittlement
necessarily forms two solid–liquid interfaces where one grain-boundary interface
used to be. The newly formed interfaces are thermodynamically stable if 2gsl < ggb,
where gsl is the interfacial free energy of one of the (created) solid–liquid inter-
faces and ggb is that of the (destroyed) grain boundary. As a result of widespread
industrial use of aluminum, there is interest in developing a greater understanding
of such polycrystalline aluminum under adverse conditions in order to improve the
materials and reduce degradation.
The aluminum–gallium system is one example that undergoes LME. In particu-
lar, Al–Ga stands out from other systems that are susceptible to LME in that the
process does not require the application of tensile stress to occur [75–77]. This
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suggests that there is some characteristic specific to Al–Ga interfaces that encour-
ages LME to a greater extent than in other systems. The mechanism of Al–Ga
LME has been studied [78] using computational methods; however, a general
characterization of Al–Ga interfaces has not been carried out, experimentally or
computationally. While there exist X-ray/TEM techniques for observing Al–Ga
LME, their resolution is poor, and they cannot look at the interface confined be-
tween bulk solid and bulk liquid. Computationally, it has been only recently that a
viable force field for Al–Ga has been produced.
Nam and Srolovitz have developed an isotropic embedded-atom method (EAM)
potential for Al–Ga binary systems [79]. They have used the potential to simulate
Ga penetration into the S5 symmetric tilt grain boundary of an Al bicrystal [78].
Despite the fact that their EAM model incorrectly predicts face-centered cubic
(fcc) for the pure Ga ground-state crystal structure, the model is generally accepted
for use under conditions wherein Ga is in the liquid state. However, it is an open
question as to whether the model should be considered acceptable under those same
conditions with the additional constraint of interfacial confinement, particularly if
prefreezing were to occur. This concern is especially relevant for Ga, as additional
anisotropic terms are necessary to accurately reproduce the covalent dimer nature
of Ga. Regardless, we use this model in our characterizations of planar interfacial
Al–Ga systems.
There are three distinct cases that have been observed for lateral structure of
a liquid at a solid interface. (1) the intrinsic liquid structure is “locked in” at the
interface, as in the case of Pb–Si(100) [80], (2) the most stable crystalline phase
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of the liquid is observed, as in the case of Ga on diamond (111) [81], and (3) the
solid substrate imposes a lateral symmetry on the liquid different than that of the
liquid’s intrinsic solid or liquid structure, as in the case of Bi on Cu(111) [82]. For
Ga on diamond(111) at 300 K, a few (001) a-Ga planes of Ga2 dimers are found
between the hard diamond wall and the bulk supercooled Ga liquid. One possible
explanation for this structure is that the introduction of a few crystalline dimeric
layers of Ga decreases the abruptness of the transition from metallic bonding in
liquid Ga to covalent bonding in diamond [81]. This suggests that Ga at a metallic
interface should retain its metallic nature and not form many covalent bonds.
The structure and transport kinetics of the Al–Ga interface is characterized in
this study through the calculation of profiles for density, stress, potential energy,
and diffusion as a function of the distance normal to the interface (here defined to
be z). These quantities are calculated at 368 K for the three interfacial orientations
(100), (110), and (111) to examine interfacial anisotropy. To determine the structure
parallel to the interfacial plane to atomic-level detail, we examine 2-D density
maps and Fourier transform structure factors. Interfacial excess energy and excess
stress are calculated from the profiles.
5.2 Simulation protocol
We used the EAM many-body potential of Ref. [79] to model the Al-Ga system.
Using LAMMPS MD code [9], we created separate solid and liquid systems
equilibrated at 368 K and 1 bar at the compositions stated in Ref. [78]. The crystal
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is equilibrated at constant pressure ensuring that it is under negligible stress. The
corresponding liquid is separately equilibrated at constant cross-sectional area Axy
in an NPzAxyT simulation. The two phases are then placed side-by-side with a
separation of a few Ångstroms and allowed to come together at constant Pz = 1 bar,
and an equilibrium combined system length Lz is found. Finally, production data is
collected in an NV T simulation at V = Axy⇥Lz.
Molecular-dynamics (MD) simulations are performed using the EAM potential
of Nam and Srolovitz to model the Al–Ga system [78, 79]. This model was
designed to reproduce the experimental phase diagram and subsequently used for
the direct simulation of Ga penetration of Al grain boundaries [78, 83]. In order to
study liquid Ga at a solid Al surface, we chose to simulate the systems at 368 K,
corresponding to the first reported data point on the EAM potential phase diagram
[78], and corresponding to a temperature of 63 K above the EAM fcc-Ga melting
point, 305 K, as determined by NV E phase coexistence calculations.
We use the LAMMPS program from Sandia National Labs to perform the MD
simulations [9]. All simulations were performed with a time step of 1.0 fs, at a
temperature of 368 K, and a pressure of 1 bar in constant-pressure MD. To enforce
constant temperature and/or constant pressure, we used a Nosé-Hoover thermostat
with a 0.1 ps relaxation time and/or an Anderson barostat with a 1.0 ps relaxation
time, respectively [6]. Periodic boundary conditions were applied for all three
directions in all simulations, and the z-axis represents the direction normal to the
interfacial plane.
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Solid and liquid configurations are generated separately before creating the
interfacial system. First, bulk crystals are equilibrated in the isothermal-isobaric
NPT ensemble at mole fraction xsolGa(368 K) = 0.0904. Using system snapshots
nearest to the average volume, the average cross-sectional area Axy is recorded,
and a corresponding liquid simulation at mole fraction xliqGa(368 K) = 0.986 is
equilibrated in a constant-area NPzAxyT simulation, where Pz is the pressure normal
to the xy plane. To obtain a box size of approximately 80 Å per side, the number of
atoms in the separate solid and liquid simulations was chosen to be approximately
30000 each. The solid and liquid are then conjoined by placing them in a simulation
cell together at 4 Å separation and allowing them to come together using NPzAxyT
MD. The resulting equilibrium perpendicular box length Lz is then used in the final
constant-volume NV T MD simulation for the calculation of equilibrium averages
and density profiles. To avoid Brownian motion of the Al crystal slab, which
can artificially broaden the calculated interfacial profiles, we subtract the linear
momentum for the 2 innermost layers of the Al crystals during the NV T production
simulations [84]. To improve the statistics, 5 independent 1 ns runs are chosen
for these final NV T simulations for each crystal orientation. Because of periodic
boundary conditions, we therefore have 10 independent interfaces from which to
calculate interfacial properties.
5.2.1 Interfacial characterization
We determine a number of interfacial profiles showing how properties change as






Figure 5.1: Snapshots of the equilibrated Al–Ga (100), (110), and (111) interfaces
at 368 K. Blue atoms represent Al, and green atoms represent Ga. All three
interfaces are faceted.
culating average density profiles for both species. Thermodynamic characterization
is carried out by calculating average potential energy and stress profiles. We also
calculate diffusion constants in the liquid layers in the interfacial region.
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To calculate coarse-scale density, potential energy, and stress profiles, we filter
the fine-scale profiles using a finite-impulse-response (FIR) smoothing algorithm
[84]. The fine-scale interfacial profiles are calculated as follows:
• Density profiles: The density profiles across the interface, ri(z), i = Al or
Ga, are computed as the average number of atoms in each discrete bin of





where hNiiz is the average number of atoms of type i in the bin.
• Potential energy profiles: The potential energy profile, U(z), is computed by






• Stress profiles: The stress profile, S(z), is determined as the difference be-






• Diffusion constant profiles: To determine the diffusion constant profiles
we first assign the particles (at an initial time t0) to coarse-grained bins in
z, defined as the regions between the minima of the fine-grained density
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profiles. The diffusion constant in each bin is then determined from the slope
of the average mean-square displacement (MSD) as a function of time for












where tD is a time large enough that the dynamics is diffusive.







to obtain the filtered components. The filter coefficients wk have the form
wk = Ae (k/e)
2
, k = N, . . . ,N (5.6)
where e is a parameter chosen to minimize the quantity
S = Â
n
( f n 1 2 f n + f n+1)2 (5.7)
and A is a normalization constant determined by the constraint Âwk = 1. For the
value of N = 200 used here, the resulting e was generally in the range of 75±10.
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5.2.2 Interfacial lateral structure and symmetry
For each orientation, we also examine the 2-D structure of the interfacial planes near





, where the average includes all particles found within a
specific interfacial plane, defined using a bin width equal to the trough-to-trough
distance between minima in the density profile. The time-averaged 2-D particle
number density is calculated by averaging over 1000 configurations sampled over 1
ns. The underlying symmetries of the interfacial layers are examined by calculating






in which rxy(k) is the Fourier transform of the 2-D density function for each single
configuration and the final average is taken over 1000 configurations.
5.2.3 Calculation of interfacial excess quantities
To calculate interfacial excess quantities, we will first define an imaginary surface
which separates the solid and liquid phases. This Gibbs Dividing Surface (GDS) is
commonly chosen such that the excess number of particles of one of the species
is zero. Once a dividing surface is set, the interfacial excess for some extensive














where yl and ys are the values of the quantity Y per unit volume in the bulk liquid
and solid, respectively. The dividing surface defines the liquid and solid volumes
Vl and Vs, and Ll and Ls are the corresponding z-direction lengths of the two phases.
The factor of 2 is present because there are two independent interfaces in the
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(5.10)
In this work, we chose a dividing surface in which the excess number of Al atoms




 r lAlLz  (rsAl r lAl)Ls = 0 (5.11)
where NAl is the total number of particles of Al and r lAl and r
s
Al are the densities
of Al in the liquid and solid, respectively. The position of the dividing surface is








The three interfacial excess quantities that are calculated here are the excess
energy, e(Al), excess stress, t , and excess number of Ga atoms, G(Al)Ga , where the
superscript “(Al)” denotes that these quantities were calculated using a dividing
surface where the excess number of of Al atoms is zero. e(Al) and G(Al)Ga are
calculated according to Eq. (5.10), with Y being the total potential energy or
number of Ga atoms, respectively. The interfacial excess stress t is calculated
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Because the stress decays to zero away from the interface in both the bulk liquid
and solid, the excess stress is independent of the dividing surface.
5.3 Results
5.3.1 Perpendicular and lateral structure
The fine-scale density profiles, rAl(z) and rGa(z), are shown in Fig. 5.2 for the
(100), (110), and (111) Al-Ga interfaces. In all profiles shown, the position of the
Gibbs dividing surfaces (GAl = 0) corresponds to z = 0, with z < 0 the solid and
z > 0 the liquid.
The profiles for the solid show peaks corresponding to the crystal planes,
with spacing and widths corresponding to the geometry of the specific interfacial
orientation. The Al peaks decrease in amplitude (and increase in width) as the
interface is approached. All interfaces are faceted, and the solid and liquid density
curves are well separated.
The liquid density profiles show peaks corresponding to the typical structural
ordering of a liquid phase at a solid surface. For all interfaces, the liquid peaks
nearest to the interface are spaced similarly to the corresponding solid. This similar
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Figure 5.2: Average density profiles near the Al–Ga solid–liquid system for the
(100), (110), and (111) interfacial orientations as determined by Eq. (5.1). The
dashed lines represent smoothed density profiles obtained with the FIR method.
The GDS is located at z = 0 in these three plots. Labels correspond to lateral
structure factors shown in Fig. 5.3.
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In order to further understand the structure at the interface, a 2-D Fourier
structural analysis is applied to the interfacial planes, as shown in Fig. 5.3. As
shown in the snapshots and density maps, the interfacial gallium atoms occupy the
surface sites that continue the structure of the crystal. The 2-D Fourier structure
factors reveal a more detailed analysis of the ordering. We observe that the surface
Ga layers have a crystalline symmetry consistent with the surface orientation,
including adopting the same compressed lattice constant as the substrate of 4.10 Å,
versus 4.25 Å for fcc-Ga. This ordering extends out to at least the second liquid
layer in all three cases.
5.3.2 Interfacial profiles and excess values of energy, stress, and
composition
The smoothed interfacial energy and stress profiles for the (100), (110), and (111)
interfacial orientations at 368 K are plotted in Figs. 5.4–5.5. The stress profiles in
Fig. 5.5 show approximately zero stress in both the bulk liquid and the bulk solid.
For a solid–liquid interface under hydrostatic stress, S(z) measures the difference
between the longitudinal and transverse average pressures, and zero stress in the
bulk regions indicates that all interfaces have been properly equilibrated under
hydrostatic conditions.
The different orientations have different stress profiles. While the (110) and
(111) interfaces exhibit only a strong negative peak, the (100) shows a small
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(a) (100) S1 (b) (100) L1 (c) (100) L2 (d) (100) L3
(e) (110) S1 (f) (110) L1 (g) (110) L2 (h) (110) L3
(i) (111) S1 (j) (111) L1 (k) (111) L2 (l) (111) L3
Figure 5.3: Average 2-D Fourier transform structure factors for the (100) (top),
(110) (middle), and (111) (bottom) orientations, as determined by Eq. (5.8). Four
structure factors are given, from left to right, for layers corresponding to the first
interfacial solid peak and the first, second, and third liquid peaks from the density
profile, as denoted in Fig. 5.2.
positive peak on the side of the solid and a modest negative peak on the side of the
liquid. In contrast, the potential energy profiles in Fig. 5.4 show little anisotropy.
Interfacial excess values are tabulated in Table 5.1. For all orientations, the
excess number of gallium atoms at the interface is positive. As a result, the total
stress for all of the orientations is negative, which can be attributed to the modest
to strong negative peaks in the stress profiles on the Ga-rich liquid side of the
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Figure 5.4: Average potential energy profiles for the 3 interfacial orientations as
determined by Eq. (5.2).
















Figure 5.5: Average stress profiles for the 3 interfacial orientations as determined
by Eq. (5.3). While the (110) and (111) orientations show a large negative peak
(corresponding to compressive stress), the (100) orientation shows a small positive
peak on the side of the solid and a moderate negative peak on the side of the liquid.














Table 5.1: Al–Ga interfacial parameters at 368 K. Determined from the FIR
smoothed density profiles and Eqs. All parameters are averaged over 5 ns simula-
tions treated as 5 statistically independent blocks.
t e(Al) G(Al)Ga
J m 2 J m 2 Å 2
(100) –0.172(9) –0.70(5) 0.0121(12)
(110) –0.433(4) –1.37(3) 0.0288(2)
(111) –0.511(9) –0.75(3) 0.0082(3)
the excess stress, t , and excess energy, e, can be used to calculate changes in the
interfacial free energy, g .
The average diffusion coefficients for the first seven liquid layers are shown
in Figs. 5.6–5.8. The choice of seven layers is due to the observation that the
maximum number of prominent peaks in the density profiles is seven, for (100).
Additional simulations were performed for the diffusion calculations so that atomic
positions could be output more frequently, every 100 fs. Averages for each layer are
taken over 10 independent simulations of 10 ps each, with 20 diffusion coefficients
determined from fitting mean-square displacements in the range 1–10 ps. For
the (100) and (111) orientations, minor anisotropy in diffusion is seen out at the
seventh liquid layer. Surprisingly, noticeable anisotropy is seen out to the seventh
layer of the (110) orientation, despite there being only four prominent interfacial
layers. This suggests significant in-plane heterogeneity in this region.
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Figure 5.6: Average diffusion coefficients for the (100) interfacial orientation as a





















Figure 5.7: Average diffusion coefficients for the (110) interfacial orientation as a
function of distance from the GDS as determined by Eq. (5.4).
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Figure 5.8: Average diffusion coefficients for the (111) interfacial orientation as a
function of distance from the GDS as determined by Eq. (5.4).
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5.4 Summary
Using an EAM potential and MD simulation, we have examined the chemically
heterogeneous interface between solid Al and liquid Ga at 368 K. To determine
the anisotropy of the properties of this interface, three different orientations were
studied: (100), (110), and (111). For each of these orientations, the structure of the
interface was characterized through the calculations of density profiles, as a func-
tion of distance along the interface normal, as well as 2-D Fourier analysis of the
lateral interfacial planes within the interfacial region. Interfacial thermodynamics
was studied through interfacial profiles of energy and stress, and diffusion constant
profiles were determined to examine the dependence of transport properties on
position relative to the interfacial dividing surface.
The results obtained here differ substantially from those of previous metal–
metal solid–liquid interface studies. In contrast to the liquid interfacial structure
of the Cu–Pb and Al–Pb systems, the liquid Ga atoms adsorb strongly onto the
surface and adopt the structure of the underlying crystal, regardless of orientation.
This results in significant compressive stress at the interface, and demonstrates that
the stress observed in the direct simulation of Al–Ga LME [78] is not specific to
the bicrystal system studied therein.
This study shows a number of pre-freezing gallium layers form on the solid
surface of all three orientations. These layers adopt the lattice spacing of the solid
substrate, leading to a large compressive stress felt by the gallium atoms. It is
an open question as to whether this same pre-freezing structure and stress at the
96
interface would be seen using more physically accurate potentials or electronic-
structure methods. In analogy to the diamond(111)–Ga system [81], it is plausible
that the formation of any planes of a-Ga would be unfavorable, as it would
introduce a region of covalent bonding that interferes with the metallic bonding in
the remainder of the system. Therefore, a metallic structure might be anticipated,
and our results reflect such a system.
Advances in imaging technology, such as high-precision aberration-corrected
electron microscopy, may soon lead to direct observation of interfacial structure
and dynamics. This technique was recently used to observe the direct diffusion of
single cerium and manganese dopant atoms within bulk aluminum nitride crystals
[87]. The atomic species selectivity, positional precision, and depth sensitivity of
this method could provide a wealth of new information pertaining to solid–liquid
interfaces that have previously escaped experimental characterization.
97
Chapter 6
Ethylene-expanded methanol in bulk and within
amorphous silica mesopores
For chemical processing, gas-expanded liquids have found great success as re-
action media. Under conditions near the critical point of ethylene, the enhanced
solubility of ethylene into liquid mixtures involving methanol has recently been
exploited in new catalytic processes. One of these processes is the epoxidation of
ethylene within metal-doped silica mesopores. In order to better understand how
mesoporous confinement affects the behavior of mixtures, we have used molecular
simulation to model both the bulk and confined methanol/ethylene systems. First,
we present a molecular-simulation study of the phase behavior, structure, and
transport properties of mixtures of ethylene and methanol, wherein the ethylene
mole fraction is controlled by changing the pressure. We report phase equilibria,
volume expansion, liquid structure, and translational diffusion constants for the
bulk ethylene-expanded methanol system. The bulk simulation results show excel-
lent agreement with experimental values, where available, and the ethylene and
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methanol models show promise for use in further studies on related liquid-state sys-
tems. Second, we present a molecular-simulation study of the filling of a number
of silica mesopores models under bulk vapor-liquid coexistence conditions.
6.1 Introduction
The standard catalytic process for small olefin epoxidation uses a silver catalyst
with molecular oxygen as oxidant, requiring high temperatures and generating mod-
erate amounts of carbon dioxide. Researchers at the Center for Environmentally
Beneficial Catalysis (CEBC) have recently been investigating alternative catalytic
pathways which use cheaper/more abundant metals as catalyst and produce negli-
gible amounts of carbon dioxide. One such process is epoxidation by H2O2 with a
methyltrioxorhenium (MTO) catalyst. While the activity and selectivity of this re-
action is high, economic analysis shows that there is no advantage when compared
to the Ag process, primarily due to the cost of the rhenium catalyst [88]. More
recently, CEBC researchers have demonstrated that amorphous silica mesopores
functionalized with certain metals, such as niobium, tungsten, or cerium, show
activity toward small olefin epoxidation by H2O2. The major advantage of the
newer process is that it uses metals that are more abundant and less expensive than
rhenium.
Gas-expanded liquids (GXLs) are a general class of liquid mixtures in which
a compressed gas is added to a solvent. The properties of the GXL are modified
from those of the neat solvent, and some GXLs, such as carbon-dioxide-expanded
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Figure 6.1: Cartoon illustration of epoxidation process. Ethylene and hydrogen
peroxide with methanol and water co-solvents enter the metal-exchanged silica
mesopore, where the epoxidation occurs. This process takes place under mild
operating conditions and eliminates the direct burning of ethylene to form carbon
dioxide versus the conventional silver-based process. Because the confined reaction
environment is difficult to probe experimentally, molecular simulation is a useful
tool in modeling properties such as phase behavior and transport within the pore.
liquids (CXLs), have found success as novel media for chemical processing. The
general properties, industrial benefits, and broad range of applications of GXLs has
been thoroughly reviewed [89, 90]. With the increased abundance of ethylene from
hydraulic fracturing, and with the increasingly large market for ethylene oxide
(EO), recent CEBC research has been focused on developing greener catalytic
technologies for ethylene epoxidation [91, 92] that make use of gas expansion. In
these processes, ethylene is in the solution phase at modest temperatures (20–40 C)
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and pressures (up to 50 bar), which significantly lowers the risk of burning ethylene
to form carbon dioxide.
While CXLs have recently received significant research attention, ethylene-
expanded liquids for chemical processing are of more recent interest. As is the case
for carbon dioxide, the critical point of ethylene is not so extreme (about 9.2 C and
50.4 bar [93]), and thus near-critical behavior can be exploited under relatively mild
operating conditions. For processes in which ethylene is a reactant, an ethylene-
expanded liquid has great utility because it has a relatively high concentration of
ethylene and has more favorable transport properties than the unexpanded liquid
due to decreased density. Ethylene-expanded methanol is a major component of a
previously reported CEBC ethylene epoxidation process [92] in which ethylene is
oxidized by hydrogen peroxide within a catalyst-doped silica mesopore. Because
experimental studies on these confined systems are difficult, there is interest in
computational modeling studies to elucidate the properties that give it such high
catalytic activity. One major challenge preventing such studies is the validation of
molecular potentials for reproducing mixture properties.
While computational studies on the entire mesoporous catalytic system is our
goal, we are restricting our initial efforts to binary liquid mixtures. These studies
will allow us both to establish force field compatibility with one another and to
determine fundamental properties of the mixtures. We are first interested in validat-
ing mixtures of ethylene and methanol. In this chapter, we present the simulation
protocol and results for molecular simulations of ethylene-expanded methanol.
We have calculated phase diagrams and structural and dynamic properties of the
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coexistence (saturated) liquid at temperatures from 20 C–40 C over a range of
5–55 bar, and our results are compared to existing experimental data to validate
the potentials for further use. Preliminary results for the composition within the
mesopore are also included, and the variation across different pores is discussed.
6.2 Methods
6.2.1 Methanol, ethylene, and silica pore models
The Transferable Potentials for Phase Equilibria-United Atom (TraPPE-UA) po-
tential of Chen, et al. [94], was chosen for the methanol (MeOH) model. As phase
coexistence calculations are of particular importance, this potential offers benefits
over alternative methanol models that were not optimized for phase equilibria. This
model consists of a methyl (CH3) pseudo-atom, oxygen (O) atom, and hydrogen
(H) atom. Charges are placed on the three (pseudo-)atom sites, and 12-6 Lennard-
Jones (LJ) sites are placed on O and CH3 atoms. The non-bonded (LJ + Coulomb)
interactions u(ri j) take the form














where ri j, ei j, si j, qi, and q j are, respectively, the internuclear separation, LJ well
depth, LJ size, and charges on atoms i and j. Lorentz-Berthelot combining rules
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[95, 96] are used to determine parameters for dissimilar (i 6= j) LJ interactions.
si j =





eiie j j (6.3)
The non-bonded potentials from Eq. (6.1) describe only interactions between
atoms belonging to different molecules. The cutoff distance for the non-bonded
interactions is 14 Å, at which an analytic tail correction [5, 97] is applied and after
which interactions are no longer calculated. The bond lengths rCO and rOH are
held fixed at 1.430 and 0.945 Å, respectively. An angular potential of the form
1
2kq (q  q0)
2 is employed to allow the molecule to bend, with q0 = 108.5  and
k
q
/kB = 55400 K/rad2, where kB is the Boltzmann constant.
While there exists a TraPPE-UA potential [98] for ethylene (C2H4), preliminary
calculations indicated that it is incompatible with TraPPE-UA MeOH for our
purposes. Because TraPPE-UA ethylene lacks an explicit quadrupole, we found that
the solubility of TraPPE-UA ethylene in TraPPE-UA methanol was significantly
underestimated. Therefore, we have chosen the quadrupolar ethylene potential of
Weitz and Potoff [99] (referred to here as qC2H4), which, in addition to improved
electrostatics, gives excellent vapor-liquid equilibria results, on par with TraPPE-
UA ethylene. This model consists of two positively charged methylene (CH2)
pseudo-atoms bonded to a massless center-of-mass (COM) dummy atom, where a
negative charge is placed to mimic the electron density located in the double bond.
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The charges were chosen to give the model the observed quadrupole moment of
ethylene in the gas phase [99, 100]. The bond length is held rigid at all times.
Structures for the silica mesopores were taken from those created by Gulmen
and Thompson using a cylindrical resist method [101]. These pores were previ-
ously used in the study of ethylene glycol [102], acetonitrile [103–105], and an
ethanol-solvated fluorophore [106] under confinement. Force field parameters are
similar to the silica potential of Brodka and Zerda [107], with minor modifications
made to some of the LJ and Coulomb parameters. In this work, ten mesopores
approximately 2.4 nm in diameter and of varying structure, roughness, and number
of silanol groups are used. A visualization of Pore #1 is shown in Fig. 6.2; the
other pore structures are included in Appendix A.4. Framework Si and OSi atoms
are held fixed. Surface hydroxyl moieties OH–H are held at a rigid bond length of
0.950 Å but allowed to move with respect to the Si–O harmonic bond stretch of the
form 12kr(r r0)
2 with r0 = 1.663 Å and kr/kB = 157200 K and harmonic Si–O–H
bend with q0 = 118.5  and k
q
/kB = 12330 K/rad2. In the case of surface geminal
(Si(OH)2) groups, an additional harmonic O–Si–O bending term is considered with
q0 = 118.0  and k
q
/kB = 19200 K/rad2. Force field parameters for the silica pore,
ethylene, and methanol are summarized in Table 6.1.
6.2.2 Gibbs Ensemble Monte Carlo simulations
Using MCCCS Towhee [28], we employ the Gibbs Ensemble Monte Carlo (GEMC)
simulation method [25, 26] for the calculation of phase equilibria and volume ex-
pansion. For the vapor-liquid equilibrium (VLE) of the pure substances, canonical
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Figure 6.2: Sample silica mesopore, top-down and inside views. The silica (yellow)
and oxygen (red) atom locations are indicated by a colored surface, and silanol
hydrogen (blue) sites are indicated by spheres. Because of their amorphous nature,
each of the pores has a unique structure, most notably, varying surface roughness
and number of OH groups.
(NV T -)GEMC is used, and for mixture VLE, isothermal-isobaric (NPT -)GEMC
is used, due to the Gibbs phase rule [27]. In both cases, the two simulation boxes
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Table 6.1: Force field parameters for TraPPE-UA methanol, quadrupolar ethylene,
and the silica mesopore model. Bond lengths are given in Å, harmonic bond
potentials are given in K / Å2, angles are given in  , and harmonic angular potentials
given in K / rad2.
q/|e| s / Å e/kB / K Bonds Angles
CH3 0.265 3.750 98.0 rCO = 1.430 qCOH = 108.5
O –0.700 3.020 93.0 rOH = 0.945 k
qCOH/kB = 55400
H 0.435 0.0 0.0
CH2 0.850 3.720 83.0 rCC = 1.330
COM –1.700 0.0 0.0
Si 1.28 2.500 0.0503 rSiO = 1.663 qSiOH = 118.5
OSi –0.64 2.700 230.0 krSiO/kB = 157200 kqSiOH/kB = 12330
OH –0.74 3.070 85.5 rOH = 0.950 qOSiO = 118.0
H 0.42 1.295 0.184 k
qOSiO/kB = 19200
equilibrate to a coexistence state with the vapor and liquid phases having identical
temperature, pressure, and chemical potentials for each species. Average vapor
and liquid densities are calculated for the VLE of the pure substances, and average
ethylene mole fractions are calculated for mixture VLE.
The experimentally determined phase diagrams are available [108–110], and
we use these data to validate our two molecular models. To reduce computational
time, we initialize our systems to the approximate experimental densities (for NV T -
GEMC) or mole fractions (for NPT -GEMC) for a given thermodynamic state. The
systems are then equilibrated for 500,000 MC cycles (1 cycle = Nmolecules steps).
Production results are for 1,000,000 MC cycles, which are statistically treated
in independent blocks of 100,000 MC cycles each. MC move probabilities are
as follows: 0.01 volume change, 0.19 inter-box configurational-bias swap, 0.40
molecule translations, and 0.40 molecule rotations.
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6.2.3 Grand Canonical Monte Carlo simulations
In order to carry out the filling of silica pores with the methanol/ethylene mixture,
Grand Canonical Monte Carlo (GCMC) simulations are performed using MCCCS
Towhee. Initially, the simulation cell is comprised of an empty silica pore, of which
all atoms will remain fixed in space. Ethylene and methanol molecules are then
allowed to be inserted or deleted with respect to the specified external chemical
potential, determined for each species using a Gibbs-Duhem integration method
from results of the binary GEMC simulations. The insertion and deletion moves
are carried out using a configurational-bias algorithm. The probabilities of all of
the possible MC moves are 0.3 insertions/deletions, 0.35 translations, and 0.35
rotations, with equal probability of choosing ethylene or methanol for the move.
In an effort to discern which features of the pore have a major impact on the
equilibrium filled pore composition, two different sets of alterations are made
to the silica model, and the three pore models are compared to the each other
and to the bulk results. The first alternate model is simply the original with all
charges removed. The second alternate model is the original with the charges of
silanol OH and H atoms set to zero, with the former charges added to the anchoring
silicon atom to maintain charge neutrality. The original, fully charged model is
referred to here as “hydrophilic”; the fully uncharged model, “hydrophobic”; and
the uncharged OH model, “pseudo-hydrophobic”.
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6.2.4 Molecular-dynamics simulations
After coexistence (saturation) conditions have been determined from our GEMC
simulations, we obtain transport properties for the binary mixture using micro-
canonical (NV E) simulations, carried out using LAMMPS from Sandia National
Laboratories [9] We first initialize the bulk system in a crystal structure at the
average liquid phase number densities, as calculated from the GEMC simulations.
The system is then melted and heated to the desired temperature. Methanol and
ethylene molecules are held rigid using a symplectic quaternion method [111].
For computational simplicity, the (usually flexible) methanol bond angle is held
rigid, so that all molecules can be held entirely rigid over the course of the MD
simulations. This approximation is validated by the observation that the harmonic
angular potential is quite high, and the distribution of angles around the equilibrium
position is narrow, ±4 . The average equipartition temperatures of all production
trajectories were confirmed to be within 1 C of the target temperature.
MD simulation is also used to generate several independent configurations
of the fluid molecules within an approximately equilibrated silica pore. After at
least 600 million MC steps have been used to fill the pore using GCMC, the final
Towhee configuration is recorded and converted to a LAMMPS input file. MD
configurations are then recorded after 0.5, 1.0, 1.5, 2.0, and 2.5 ns, which are used
as starting points for GCMC simulations, effectively parallelizing the calculation
of equilibrium mole fraction.
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6.2.5 Calculation of transport properties
Transport properties are calculated from the MD trajectories {ri(t)}. Snapshots
from the MD trajectory are recorded every 100 fs over the course of 10 ns. A












where the average is performed over all molecules of a given type and for numerous
independent time origins. Fitting to the linear (diffusive) regime is performed from
50–100 ps. Diffusion coefficients may also be obtained from velocity autocorrela-







where v is a velocity vector.
6.2.6 Peng-Robinson equation of state
We have compared our binary phase equilibria simulation results with those calcu-







where P, R, T , and v are the pressure, gas constant, temperature, and molar volume,

















where Tc,i and Pc,i are the critical temperature and pressure of component i. The mi





0.37464+1.54226wi 0.26992w2i ;wi  0.49
0.379642+1.48503wi 0.164423w2i +0.016666w3i ;wi > 0.49
(6.9)
where wi is the acentric factor of component i. Using conventional mixing rules,
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Table 6.2: Parameters for PREOS modeling. Critical temperatures (in Kelvin) and
pressures (in bar) and acentric factors from Ref. [93]. Binary interaction parameter
from Ref. [113].
Ethylene Methanol
Tc / K 282.4 512.6
Pc / bar 50.4 80.9
w 0.089 0.556
k12 = 0.010
The critical temperatures, critical pressures, and acentric factors are 282.4 K, 50.6
bar, and 0.089 for ethylene and 512.6 K, 80.9 bar, and 0.556 for methanol [93],
and the binary interaction parameter k12 is 0.010 [113].
Calculations of VLE are performed by equating the fugacities of each compo-
nent in the liquid and vapor phases
f
L
i xiP = f
V
i yiP (6.14)
where fi is the fugacity coefficient of component i obtained from the PREOS. We








yi = 1 (6.15)
for the liquid and vapor phases. For a fixed temperature and pressure, VLE
calculations are carried out using the Newton-Raphson method [114] to obtain
coexistence mole fractions. Critical points, acentric factors, and binary interaction
parameter for ethylene and methanol are summarized in Table 6.2.
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6.2.7 Gibbs-Duhem determination of chemical potentials
A method of determining chemical potentials is required to perform the GCMC
simulations to fill the silica mesopore. Typically, chemical potentials can be
calculated directly in gases using the Widom insertion method [61]. We find that
Widom’s insertions fail to give reliable estimations of the chemical potential of
methanol at high pressures. Thus, we turn to a Gibbs-Duhem relationship, wherein
we can use a more precise estimation of chemical potential at a lower pressure and
numerically integrate to find the chemical potential at higher pressures. For species





























and the corresponding equation for species 1 is obtained by swapping all species
indices. The advantage of using this technique is that the molar volume V , particle
numbers Ni, and mole fractions xi fluctuate much less drastically in comparison
to the chemical potential and can be monitored over the course of the GEMC
simulations. The integration was carried out using the trapezoid rule, using the
Widom’s method chemical potential at 20 bar as a starting point, as it generally had
the lowest error across all Widom’s measurements. The error in µi/kB introduced
by the integration is insignificant, at a few Kelvin per integration step.
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6.3 Results and discussion
6.3.1 Phase equilibria in pure ethylene and methanol
To validate our methods and the chosen potentials for C2H4 and MeOH, we first
test their ability to predict liquid–vapor coexistence in the pure systems. Our
NV T -GEMC results for the liquid–vapor phase diagram for ethylene are given
in Fig. 6.3(a). Both the liquid and vapor densities are in good agreement with
experiment [108], save for temperatures closest to the critical temperature. Results
for methanol are given in Fig. 6.3(b), shown with experimental data [109].
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Figure 6.3: Pure VLE diagrams for (a) ethylene and (b) methanol. The qC2H4
ethylene and TraPPE-UA methanol model NV T -GEMC results are shown as red
circles, and the corresponding experimental densities [108,109] are shown as black
curves.
113
6.3.2 Binary phase equilibria in C2H4-expanded MeOH
For the two-component vapor–liquid equilibria, we compare our NPT -GEMC
results with experimental phase diagrams [110] at 25 C and 40 C. Our com-
putational results at pressures of 5, 10, 20, 30, 40, 50, and 55 bar are given in
Fig. 6.4, compared to the experimental values and Peng-Robinson equation of state
(PREOS) predictions. At 40 C, our results and PREOS estimate the liquid com-
position fairly well, but at 25 C our simulations perform substantially better than
the PREOS. This suggests that our simulations account for near-critical behavior
in this system better than the PREOS, demonstrating the utility and accuracy of
molecular simulations. Of course, it is possible that alternative Peng-Robinson
parameters or other equations of state might give results more accurate than the
current simulations.
6.3.3 Volume expansion
One common experimental measure of vapor–liquid phase behavior is the volume
expansion of the solvent with increasing pressure at fixed temperature. The practical
benefits of using an expanded liquid is enhanced transport and less solvent use
versus the unexpanded reaction media. Volume expansion is quantified by the
expansion ratio, V/V0, where V0 is the volume of a sample of neat solvent at 1
atm and the chosen temperature. The degree of expansion is highly dependent
on system and conditions. For example, experimental and computational studies
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Figure 6.4: Mixture phase diagrams for methanol/ethylene at 25 C and 40 C. The
qC2H4 ethylene and TraPPE-UA methanol model results are shown as symbols
(black circle = liquid; red square = vapor), and the corresponding experimental
densities [110] are shown as green triangles connected by lines. Also included are
PREOS predictions, given by solid blue curves.
[115] of carbon-dioxide-expanded acetonitrile found expansion ratios near 3 at the
relatively mild conditions of approximately 25 C and 45 bar.
From the binary vapor–liquid coexistence simulations, one can also measure
the volume expansion of the solvent with increasing pressure. As the pressure
is increased, the volume of the liquid increases due to dissolution of ethylene.
Expansion factors for the methanol/ethylene binary are shown in Fig. 6.5, compared
to expansion experiments [91] performed at 20 C, 30 C, and 40 C. While the
calculated results differ quantitatively from the experimental results, the super-
linear dependence on the pressure at higher pressures is retained, particularly nearer
to the ethylene critical temperature.
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Figure 6.5: Volume expansion ratios for methanol/ethylene saturated liquid mix-
tures at 20 C, 30 C, and 40 C. Model results are shown as closed symbols,
experimental results [91] as open symbols, and Peng-Robinson predictions as
dashed curves.
6.3.4 Local liquid structure
Radial distribution functions (RDFs) g(r) and coordination number n(r) plots for
ethylene COM–COM, ethylene COM–methanol O, and methanol O–O are shown
in Fig. 6.6. Interestingly for COM–COM, as pressure increases the height of
the first g(r) peak (near 4.4 Å) decreases while that of the second (near 8.4 Å)
increases. In the first coordination shell (within 6.7 Å), the average number of
ethylene ranges from 0.4 at 5 bar to 6.0 at 55 bar. Increasing the pressure also
shifts the second g(COM–COM) peak outward, from about 8.2 to 8.6 Å, which
may be attributed to the liquid density decrease.
The G(COM–O) distributions have one weak peak located near 5.0 Å. In this
coordination shell (within 6.4 Å), the average number ranges from 14.8 at 5 bar to
7.1 at 55 bar.
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The g(O–O) distributions have peaks located near 2.8 and 4.9 Å. The first peak
is sharp, and the corresponding n(O–O) in that range is a nearly flat plateau. As
pressure is varied, there is no noticeable change in the first peak, and thus the
coordination number in the first shell (within 3.5 Å) remains constant, around
2. This suggests that the strong intermolecular (hydrogen-bonding) interactions
between methanol molecules mitigate changes in methanol solvation/aggregation
due to density change.
While the RDFs demonstrate that the local liquid structure does not change
much across the pressure range, this result is not unexpected. In previous work
[116] on CO2-expanded acetonitrile, the only RDF that showed a substantial change
with pressure was for N–N. This was attributed to the orientational segregation
of nearby molecules, which preferentially adopted parallel, perpendicular, or
antiparallel relative orientations depending on the pressure. This same phenomenon
does not occur for the ethylene in this system, due to its zero dipole moment.
6.3.5 Translational diffusion
Translational diffusion for ethylene was determined using both mean-square dis-
placement (MSD) and velocity auto-correlation function (VACF) relations. MSDs
were calculated every 100 fs out to 100 ps using 10 ns trajectories separated into
10 blocks. We performed linear fitting on MSDs in the 50–100 ps range. Due to
the volumetric expansion as pressure is applied, diffusion is enhanced at higher
pressures. The ethylene diffusion coefficient Dt is near 4⇥10 9 m2 s 1 at 5 bar

















































(a) (b) (c)Pressure / bar:
Figure 6.6: Radial distribution functions for methanol/ethylene mixtures as a func-
tion of temperature. (a) COM–COM, (b) COM–O, (c) O–O. No significant changes
to the local liquid structure are observed. The O–O coordination number in the
first solvation shell is constant across the pressure range, suggesting that hydrogen
bonding between methanol molecules is unaffected by changes in pressures and
corresponding compositions between 5 and 55 bar.
Based on center-of-mass dummy atom velocities, ethylene VACFs were calcu-
lated every 10 fs out to 5 ps using 0.5 ns trajectories. The 5 ps cut-off was chosen
because all VACFs are decayed to zero within error bars by that time. Integration
on the VACFs was performed using the trapezoid rule. At 5 and 10 bar, the VACF
results for the ethylene diffusion coefficient agrees quantitatively with the MSD
results. At 20 bar and above, the VACF method overestimates Dt , with a maximum
deviation of less than 10% versus the MSD method. In principle, the MSD and
VACF routes to Dt are equivalent, but the slowly decaying nature of the VACFs
can render the Green–Kubo relation unreliable for calculations over short times
and costly for calculations over long times. That the VACF results agree with the
MSD results better at lower pressures can be attributed to the fact that the VACF
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should decay more quickly with increasing density (or decreasing pressure for
these expanded liquids).
Because of the difficulty in determining the center-of-mass velocity of methanol
molecules, diffusion coefficients for methanol were not calculated using the VACF
method for a number of reasons. First, determining the the center-of-mass velocity
of methanol molecules is difficult. Second, we are only currently interested in
qualitative results, and the MSD and VACF methods give qualitative agreement
for ethylene. We assume that MSD results alone will be sufficient. Results for
translational diffusion are summarized in Figs. 6.7–6.8.
6.3.6 Chemical potentials at phase coexistence
Chemical potential measurements for ethylene and methanol were collected during
the NPT -GEMC production blocks using the Widom’s insertion method [61].
Because of the difficulty in converging the calculation, a Gibbs-Duhem relationship
(Eq. 6.16) was used to find the chemical potentials at various pressures, integrating
from 20 bar, where convergence was generally best.
6.3.7 Composition within mesopore
Results for the pore-filling simulations were collected in collaboration with Dr.
Krista Steenbergen. Using the chemical potentials from the NPT -GEMC simula-
tions, GCMC was used to fill a series of ten silica mesopores at 20 C and 5–55
bar. The “hydrophilic” (fully charged), “hydrophobic” (fully uncharged), and
119
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P = 55 bar
P = 5 barMethanol
Pressure / bar
Figure 6.7: Ethylene translational diffusion coefficients Dt as a function of density,
as calculated from MSD and VACF data, for the saturated bulk liquid mixtures at
T = 20 C and P = 5,10,20,30,40,50,55 bar.
“pseudo-hydrophobic” (uncharged OH) pore models show different amounts of
uptake. While there is minor variance in the ethylene mole fraction across the
many pores for each model, there are no significant outliers (Figs. 6.10–6.11).
In order to examine trends among the different pore geometries, we present the
mixture composition within the pore versus the number of OH groups. Figures
6.13–6.14 show the pore-filling results for the nine pores that have been modeled as
both hydrophilic and pseudo-hydrophobic. It was expected that the number of OH
120
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P = 55 bar
P = 5 barMethanol
Pressure / bar
Figure 6.8: Methanol translational diffusion coefficients Dt as a function of density,
as calculated from MSD data, for the saturated bulk liquid mixtures at T = 20 C
and P = 5,10,20,30,40,50,55 bar.
groups present in the pore would have a significant effect on ethylene uptake when
the OH charges are on and less of an effect when the charges are off. However, for
both hydrophilic and pseudo-hydrophobic models and across all pressures, there is
a clear trend of decreasing ethylene mole fraction with more OH groups. It is also
observed that there is not a significant dependence of the total number of molecules
adsorbed within the pores on the number of OH groups (not shown).
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Figure 6.9: Chemical potentials for ethylene and methanol as determined from
NPT -GEMC simulations of the binary vapor-liquid equilibrium system using
the Widom’s insertion method and Gibbs-Duhem integration. Peng-Robinson
predictions are also shown. The Gibbs-Duhem results were used for the GCMC
pore-filling simulations.
6.4 Conclusion
Simulations on ethylene-expanded methanol have been carried out using Monte
Carlo and molecular-dynamics simulations. Phase equilibrium calculations for the
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Figure 6.10: Ethylene/methanol mixture composition within ten model hydrophilic
silica pores with varying structure, roughness, and number of surface silanol
groups. Of the three model types, the hydrophilic pores have the lowest adsorption
selectivity toward ethylene uptake. The ethylene mole fraction is generally less
than that of the bulk at the same conditions.
pure and binary systems show good agreement with experimentally determined
phase diagrams. The volume expansion results for the saturated liquid mixture
are more accurate than the Peng-Robinson predictions and retain the characteristic
super-linear dependence on pressure. Translational diffusion in the liquid decreases
with increasing density. The ethylene and methanol force fields show promise as
compatible models for future studies. Rotational diffusion remains to be charac-
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Figure 6.11: Ethylene/methanol mixture composition within nine model pseudo-
hydrophobic (uncharged OH) silica pores with varying structure, roughness,
and number of surface silanol groups. Of the three model types, the pseudo-
hydrophobic pores have moderate adsorption selectivity toward ethylene uptake.
The ethylene mole fraction is generally comparable to that of the bulk at the same
conditions.
terized in these systems, including using the extended jump model [117, 118] to
determine methanol reorientation lifetimes.
Grand Canonical Monte Carlo results show how the amorphous silica pores
are filled by methanol/ethylene mixtures as the external conditions are varied.
Like in the bulk, pronounced solubility of ethylene in methanol is achieved. The
importance of long-ranged Coulombic interactions was demonstrated by comparing
three models of different nominal hydrophobicity, where the ethylene mole fraction
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Figure 6.12: Comparison of mixture composition across bulk ethylene/methanol
and the three pore models. The hydrophilic and pseudo-hydrophobic data represent
averages and 2s standard deviations for the confined mixture pore compositions
shown in Fig. 6.10 and Fig. 6.11, respectively. The hydrophobic data is for the
average mole fraction for a single pore. As charges are removed from the model,
the adsorption selectivity toward ethylene increases.
of the confined liquid at 20 C and 55 bar ranges from 0.2 to 0.5 for our hydrophilic
and hydrophobic models, respectively. Pores with a greater number of surface
silanol groups show reduced adsorption selectivity toward ethylene, whether or
not the OH atoms are charged. We also plan on investigating trends in ethylene
uptake versus other details that vary among the pore models, such as accessible





















40 50 60 70 80 90
























40 50 60 70 80 90







Figure 6.13: Dependence of “hydrophilic” pore composition on number of OH
groups. The specified external conditions are those of methanol/ethylene vapor-
liquid equilibrium at 20 C and the indicated pressure.
investigate dynamic properties within the pores, such as diffusion and methanol–
silanol hydrogen-bonding lifetimes.
The ultimate goal of this work is to predict the composition and dynamics
within silica mesopores, with respect to specified external parameters, of the
mixtures of ethylene, methanol, water, hydrogen peroxide, and ethylene oxide that
are present in the catalytic process. By calculating binary phase diagrams, we have
demonstrated that the chosen force fields for ethylene and methanol are a suitable
match for this purpose. Moving forward, the three remaining force fields must
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Figure 6.14: Dependence of “pseudo-hydrophobic” pore composition on number
of OH groups. The specified external conditions are those of methanol/ethylene
vapor-liquid equilibrium at 20 C and the indicated pressure.
simplicity and the fact that its self-diffusion coefficient agrees well with experiment.
Preliminary calculations of the volumes and enthalpies of mixing in TraPPE-UA
methanol–SPC/E water mixtures show good agreement with experiment. Hydrogen
peroxide remains a challenge to accurately simulate within classical mechanics.
Due to the complexity of the molecule, i.e., the presence of four lone pairs and
a low torsional barrier, existing force fields range from a simple four-site model
[120] to an 11-site fluctuating-charge model [121]. A number of ethylene oxide
force fields have been developed [122, 123]. Taken together, the above molecular




Many intriguing phenomena in chemistry, biology, and materials science occur at
condensed-phase interfaces. The study of basic properties of mixtures at interfaces
contributes to new knowledge pertaining to the underlying atomistic nature of
macroscopic phenomena. In this work, the thermodynamics, structure, phase
behavior, and dynamics of a variety of mixtures are explored using molecular
simulation.
Molecular dynamics (MD) was used to simulate a range of model binary
hard-sphere mixtures confined between a pair of planar hard walls. Gibbs-Cahn
Integration was used to calculate interfacial free energies g using pressure, chemical
potential, and adsorption measurements on the system. The contribution to g from
the differential adsorption is very small compared to that of the excess volume
for all diameter ratios and mole fractions studied. At all but the highest densities,
predictions from the White Bear Mark II classical density functional agree very
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well with the MD results for pressure, chemical potential difference, interfacial
excess volume, and interfacial free energy.
For the aluminum–gallium system, MD was used to prepare and simulate a
planar solid–liquid interface at 368 K and 1 bar. The structural, thermodynamic,
and transport properties of the interfaces for the (100), (110), and (111) crystal
orientations were charaterized using density, potential energy, stress, and diffu-
sion constant profiles. Two-dimensional Fourier analysis shows that the liquid
prefreezes at the same lattice spacing as the corresponding solid substrate. This
compression of the liquid Ga atoms results in moderate to large stress in the
interfacial region.
In the filling of silica mesopores with methanol/ethylene mixtures, Monte
Carlo (MC) techniques were used to determine vapor-liquid phase coexistence
under experimental conditions of interest and subsequently to perform the filling
of the pore. Ethylene and methanol molecular force fields were validated by
using Gibbs Ensemble Monte Carlo (GEMC) to calculate pure and mixture vapor-
liquid equilibria. The bulk methanol/ethylene mixtures were characterized by
calculating volume expansion ratios, radial distribution functions, and translational
diffusion coefficients. Grand Canonical Monte Carlo (GCMC) was used to fill
model silica mesopores with the mixture at saturation conditions at 20 C and 5–55
bar. As in the bulk, the ethylene mole fraction of the confined phase increases
as the hydrophobicity increases. At higher pressures, the composition within the
pore also has a significant dependence on the number of silanol groups present,




A.1 WBII excess volume and particle number
Fundamental-Measure Theory (FMT) has been used to generate accurate equations
for thermodynamic quantities of hard-sphere (HS) systems; of interest here are
the White Bear Mark II (WBII) equations [1–3]. These equations utilize the so-
called scaled-particle or fundamental-measure variables for the fluid particle. For













= h1 +h2 = h . The WBII excess










where f2(n3) = 1n3 (2n3 n
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2n33 +2(1 n3)2 ln(1 n3)). We compare our MD results for the interfacial free


















1 gWBII(h ,x1,a) =
3h(x1 +(1  x1)a)(1+ 13f2(h))
p(x1 +(1  x1)a3)(1 h)
+
9h2(x1 +(1  x1)a2)2(1  13f3(h))
2p(x1 +(1  x1)a3)2(1 h)2
In order to derive expressions for the WBII excess volume and particle number
terms, we must first have the functions for g , P, and Dµ in terms of a , x1, and h .
The Carnahan-Starling Mark III (CSIII) equation of state [38] serves as the





































The WBII expression for chemical potential difference can be derived using







































































3h(x1 +(1  x1)a)(1+ 13f2(h))
(x1 +(1  x1)a3)(1 h)
+



















where we have used bPCSIII as an approximation for ∂FWBII
∂n3
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Given the functions for g , P, and Dµ in terms of a , x1, and h , one can derive




































































































where the approximation is due to the approximation present in the equation used
for Dµ . For Eqs. (A.4) and (A.5), assume reduced units.
A.2 Interpolation error
Given a collection of N data points {(xi,yi,dyi)}, suppose one wants to fit to the
data a quadratic function y(x) = c1 + c2x+ c3x2. One would ultimately like to use
this fit to find y and dy at some x 6= xi. The total deviation of the fit values from the


















































where the summations remain from i= 1 to N. The simplified matrix representation


































































for the interpolation value and error of y at some x.
A.3 Summary of interfacial free energy results for
binary hard-sphere fluid/hard wall systems
Results from the simulations of binary hard-sphere mixtures at hard walls are





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































A.4 Silica mesopore structures
Top-down and inside views of the ten mesopore structures are shown in Figs. A.1–
A.10. The silica (yellow) and oxygen (red) atom locations are indicated by a
colored surface, and silanol hydrogen (blue) sites are indicated by spheres. Due to
the surface roughness, not all silanol groups are visible in these visualizations. All
pores have a depth of 30 Å and cross-sectional area of 44 Å ⇥ 44 Å.
154
Figure A.1: Visualization of silica pore #01.
155
Figure A.2: Visualization of silica pore #02.
156
Figure A.3: Visualization of silica pore #03.
157
Figure A.4: Visualization of silica pore #04.
158
Figure A.5: Visualization of silica pore #05.
159
Figure A.6: Visualization of silica pore #06.
160
Figure A.7: Visualization of silica pore #07.
161
Figure A.8: Visualization of silica pore #08.
162
Figure A.9: Visualization of silica pore #09.
163
Figure A.10: Visualization of silica pore #10.
164
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