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In a multipartite setting, it is possible to distinguish quantum states that are genuinely n-way
entangled from those that are separable with respect to some bipartition. Similarly, the nonlocal
correlations that can arise from measurements on entangled states can be classified into those that
are genuinely n-way nonlocal, and those that are local with respect to some bipartition. Svetlichny
introduced an inequality intended as a test for genuine tripartite nonlocality. This work introduces
two alternative definitions of n-way nonlocality, which we argue are better motivated both from the
point of view of the study of nature, and from the point of view of quantum information theory. We
show that these definitions are strictly weaker than Svetlichny’s, and introduce a series of suitable
Bell-type inequalities for the detection of 3-way nonlocality. Numerical evidence suggests that all
3-way entangled pure quantum states can produce 3-way nonlocal correlations.
Consider two quantum systems, prepared in a joint
quantum state |ψ〉 and located in separate regions of
space. Suppose Alice measures one system, obtaining
outcome a, and Bob the other, obtaining outcome b. The
joint outcome probabilities can be written P (ab|XY ),
where X denotes Alice’s measurement and Y Bob’s mea-
surement. If the measurements are performed at space-
like separation, then Bell’s condition of local causality
[1] implies that even if the particles have interacted in
the past (or were produced together in the same source),
they are now independent. Therefore, even if the quan-
tum state of the two particles is entangled, it ought to
be possible to specify a more complete description λ of
the joint state of the two particles, such that given λ, the
probabilities can be written in the form
Pλ(ab|XY ) = Pλ(a|X)Pλ(b|Y ). (1)
The state λ is conventionally referred to as a hidden state,
since it is not part of the quantum description of the
experiment. Any hidden state λ which satisfies Eq. (1)
is local. If the observed correlations P (ab|XY ) can be
explained by a locally causal theory, then they can be
written
P (ab|XY ) =
∑
λ
qλPλ(a|X)Pλ(b|Y ) (2)
with qλ ≥ 0 and
∑
λ qλ = 1. On the other hand, if
correlations P (ab|XY ) violate a Bell inequality [1], then
they cannot be written in this form. Such correlations
cannot be explained by a locally causal theory, and are
referred to as nonlocal correlations.
Quantum nonlocality is a puzzling aspect of nature,
but also an important resource for quantum informa-
tion processing. An information theoretic interpreta-
tion of quantum nonlocality is that two separated par-
ties who wish to simulate the experiment with classical
resources cannot do so using only shared random data
- they must also communicate with one another. The
fact that entangled quantum states can produce nonlo-
cal correlations enables the quantum advantage in com-
munication complexity problems [2], device independent
quantum cryptography [3, 4], randomness expansion [5],
and measurement-based quantum computation [6, 7].
With three or more systems, qualitatively different
kinds of nonlocality can be distinguished. For definite-
ness, consider the tripartite case. If correlations can be
written
P (abc|XY Z) =
∑
λ
qλPλ(a|X)Pλ(b|Y )Pλ(c|Z), (3)
with 0 ≤ qλ ≤ 1 and
∑
λ qλ = 1, then they are local.
Otherwise they are nonlocal. But, as pointed out by
Svetlichny [6], some correlations can be written in the
hybrid local-nonlocal form
P (abc|XY Z) =
∑
λ
qλ Pλ(ab|XY )Pλ(c|Z)+∑
µ
qµ Pµ(ac|XZ)Pµ(b|Y ) +
∑
ν
qν Pν(bc|Y Z)Pν(a|X),
(4)
where 0 ≤ qλ, qµ, qν ≤ 1 and
∑
λ qλ+
∑
µ qµ+
∑
ν qν = 1.
Here, each term in the decomposition factorizes into a
product of a probability pertaining to one party’s out-
come alone, and a joint probability for the two other
parties. We say that correlations of the form (4) are S2-
local. If correlations cannot be written in this form, then
a term like Pλ(abc|XY Z) must appear somewhere in the
decomposition. Such correlations are often said to ex-
hibit genuine 3-way nonlocality, although we will refer
to this as Svetlichny nonlocality. Svetlichny introduced
an inequality, violation of which implies Svetlichny non-
locality. Svetlichny’s inequality can be violated by ap-
propriate measurements on a GHZ or W state [9].
In further work, Seevinck and Svetlichny [10], and in-
dependently, Collins et al. [11], generalized the tripartite
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2notion of Svetlichny nonlocality to n parties. In both
Refs. [10] and [11], an inequality is derived that detects
n-partite Svetlichny nonlocality. See also Refs. [9, 12, 13].
The present work considers two alternative definitions
of genuine multipartite nonlocality, which are different
from Svetlichny’s. We argue that these definitions are
better motivated, both physically, and from the point of
view of information theory. We show that the alterna-
tive definitions are strictly weaker than Svetlichny’s and
describe a Bell inequality such that its violation is suf-
ficient for genuine 3-way nonlocality according to both
alternative definitions. Numerical evidence suggests that
any pure, 3-way entangled quantum state can produce
correlations that violate this inequality. On the other
hand, there exist pure, 3-way entangled quantum states
for which we have not been able to find any measure-
ments giving rise to Svetlichny nonlocality.
Different kinds of nonlocality. Consider again the
case of bipartite correlations. There are various ways
in which a hidden state λ might fail to be local. Let
Pλ(a|XY ) =
∑
b Pλ(ab|XY ) be the marginal probabil-
ity for Alice to obtain outcome a when the measure-
ment choices are X and Y , and similarly let Pλ(b|XY ) =∑
a Pλ(ab|XY ) be the probability for Bob to obtain b.
Suppose that λ satisfies
Pλ(a|XY ) = Pλ(a|XY ′) ∀a,X, Y, Y ′ (5)
Pλ(b|XY ) = Pλ(b|X ′Y ) ∀b, Y,X,X ′. (6)
In this case, if Alice and Bob are in possession of two par-
ticles, which they know to be in the hidden state λ, then
even if λ is nonlocal, observing her own outcome gives
Alice no information about Bob’s measurement choice.
This is because the marginal probabilities for a are in-
dependent of Bob’s choice. Hence Bob cannot send sig-
nals to Alice by varying his measurement choice. Sim-
ilarly, Alice cannot send signals to Bob. Such a λ is
non-signalling.
If Eq. (5) is satisfied but Eq. (6) is violated, then Bob’s
outcome gives him at least some information about Al-
ice’s measurement choice, hence Alice can send signals to
Bob. The hidden state λ is 1-way signalling. Similarly if
Eq. (6) is satisfied but Eq. (5) is violated. If Eqs.(5) and
(6) are both violated then λ is 2-way signalling.
So far, this discussion has followed many treatments of
quantum nonlocality, in that no attention has been given
to the timing of Alice’s and Bob’s measurements. It has
been assumed – naively – that the measurements can un-
problematically be regarded as simultaneous, or alterna-
tively that the probabilities Pλ(ab|XY ) are independent
of the timing of the measurements. With 1-way and 2-
way signalling states, this can quickly cause problems.
Suppose that a hidden state λ is 1-way signalling from
Alice to Bob. Then the outcome probabilities for a mea-
surement of Bob’s depend on which measurement setting
Alice chooses. If Bob obtains his measurement outcome
1
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FIG. 1. Let X,Y, a, b ∈ {0, 1}. The particle pair labelled 1
is independent from the pair labelled 2. The joint state λ1 is
such that if a1 = Y1, then Pλ1(a1b1|X1Y1) = 0, whereas λ2
is such that if b2 6= X2, then Pλ2(a2b2|X2Y2) = 0. Consis-
tent predictions are impossible if measurement choices are as
shown.
before Alice chooses her setting (with respect to some
frame) then this implies some kind of backwards causal-
ity (with respect to that frame). Worse, Figure 1 shows
how signalling hidden states can lead to grandfather-style
paradoxes, where no consistent assignment of probabili-
ties to outcomes is possible.
One solution to these problems would be to restrict
attention to models that involve only non-signalling hid-
den states. But a more general solution is to introduce a
notion of hidden state, according to which the outcome
probabilities can vary according to the timing of the mea-
surements. In a fully general treatment, λ will be time
dependent, or alternatively, λ will refer to the state of the
particles at some fixed time (perhaps just after creation)
in some fixed frame, and the probabilities for outcomes
depend on the exact timing of the measurements.
For now, let’s keep things simple. Consider a hidden
state λ such that the probabilities do not depend on the
exact timing of measurements, but do depend on the time
ordering, where this ordering is determined with respect
to a fixed background frame. If Alice performs X before
Bob performs Y , the probabilities are given by
PA<Bλ (ab|XY ). (7)
If Bob performs Y before Alice performs X, the correla-
tions may be different with probabilities given by
PB<Aλ (ab|XY ). (8)
Paradoxes like that of Figure 1 are avoided if:
1. the fixed background frame determining the time
ordering of measurements is the same for all parti-
cle pairs,
32. the correlations PA<Bλ (ab|XY ) and PB<Aλ (ab|XY )
are at most 1-way signalling, with PA<Bλ (ab|XY )
satisfying Eq. (5) and PB<Aλ (ab|XY ) satisfying
Eq. (6).
An explicit model depending on the time ordering of
measurements and satisfying the above two conditions
is given by Bohm’s theory [14].
Given a set of bipartite quantum correlations
P (ab|XY ), these considerations about the time ordering
of measurements do not make any difference to the basic
question of whether P (ab|XY ) is nonlocal or not, which
is perhaps why time ordering is not often emphasized. In
the case of three or more observers, however, it makes
an important difference to the classification of different
kinds of multi-partite nonlocality.
Genuine 3-way nonlocality. In Eq. (4), the probabili-
ties are assumed to be independent of the time ordering of
measurements, and no constraint is placed on the bipar-
tite correlations appearing in each term. So Pλ(ab|XY ),
for example, can be 1-way or 2-way signalling. But as
shown above, problems can arise with signalling hidden
states, including paradoxes that can result if measure-
ment outcomes can be used to determine measurement
choices on other particles. One remedy is to consider only
non-signalling hidden states. This suggests the following
definition of genuine tripartite nonlocality.
Definition 1 Suppose that P (abc|XY Z) can be written
in the form
P (abc|xyz) =
∑
λ
qλPλ(ab|xy)Pλ(c|z)+∑
µ
qµPµ(ac|xz)Pµ(b|y) +
∑
ν
qνPν(bc|yz)Pν(a|x), (9)
where the bipartite terms are non-signalling, satisfying
conditions of the form (5) and (6). Then the correlations
are NS2-local. Otherwise, we say that they are genuinely
3-way NS nonlocal.
As we have seen, however, a more general remedy is
to define hidden states in such a way that correlations
can depend on the time ordering of the measurements.
It is convenient to write PTABλ (ab|XY ) for a set of time-
order-dependent correlations, so that PTABλ (ab|XY ) =
PA<Bλ (ab|XY ) when Alice measures before Bob and
PTABλ (ab|XY ) = PB<Aλ (ab|XY ) when Bob measures be-
fore Alice. As always, assume that PA<Bλ (ab|XY ) and
PB<Aλ (ab|XY ) are at most 1-way signalling, satisfying
Eqs. (5) and (6) respectively.
Definition 2 Suppose that P (abc|XY Z) can be written
in the form
P (abc|xyz) =
∑
λ
qλP
TAB
λ (ab|xy)Pλ(c|z)+ (10)∑
µ
qµP
TAC
µ (ac|xz)Pλ(b|y) +
∑
ν
qνP
TBC
ν (bc|yz)Pλ(a|x).
Then the correlations are T2-local. Otherwise they are
genuinely 3-way nonlocal.
Interpretation from the point of view of quantum in-
formation. It is useful to contrast Definition 2 and
Svetlichny’s one from the perspective of classical simula-
tions of quantum correlations in term of shared random
data and communication (for examples of such a model,
see Refs. [16]). Svetlichny models naturally correspond
to simulation models where all parties receive their input
(the measurement they are to simulate) at the same time,
then there are several rounds of communication between
subsets of the parties, and finally, all parties produce an
output (the measurement outcome). Models of the form
(10), on the other hand, correspond to simulation mod-
els where inputs are given to the parties in a sequence,
where the order in the sequence is arbitrary and not fixed
in advance. On receiving an input, a party must produce
an output immediately and may send a communication
to a subset of the other parties. This means that al-
though a party’s output can depend on communications
already received, it cannot depend on communications
from parties later in the sequence.
The distinction between both types of models is crucial
for the simulation of quantum correlations in applications
such as measurement-based computation where measure-
ments are performed adaptively, that is, where the choice
of which measurement to perform on a particular system
may depend on the measurement outcome that was ob-
tained from another system. In this context, simulation
models a` la Svetlichny in which all inputs are given at
the same time are not relevant.
Finally, models based on the definition (9) can be in-
terpreted as simulation models where classical communi-
cation is replaced by no-signalling resources [4] (such as
PR boxes [2]). They are well adapted to the characteriza-
tion of nonlocality for cryptographic applications secure
against post-quantum adversaries [3].
Characterization and detection of 3-way nonlocality.
Given the sets NS2, T2 and S2, corresponding, respec-
tively, to Definition 1, Definition 2, and Sveltichny defi-
nition, we have the following results (see details in Ap-
pendix). First, the different definitions of multipar-
tite nonlocality are inequivalent, as one can show that
NS2 ⊂ T2 ⊂ S2 where the inclusions are strict (see Ap-
pendix C). Note that contrarily to S2 models, both NS2
and T2 models can only reproduce no-signalling correla-
tions (this is true on average for T2 models even though
they may involve 1-way signalling between the parties
at the hidden level, see Appendix B).. Second, given
correlations P (abc|XY Z) with a finite number of mea-
surement settings and outputs, it is a linear program-
ming problem to determine whether they belong to the
sets NS2, T2 or S2 (see Appendix A). Furthermore, if
correlations P (abc|XY Z) are NS2 or T2 local, then (see
4State pNS pT pS
ρGHZ 1/
√
2 1/
√
2 1/
√
2
ρW 0.8 0.82 0.92
TABLE I. The table shows the minimum values of the p pa-
rameter required for the quantum states ρGHZ and ρW to
exhibit genuine multipartite nonlocality. These values were
found by numerical optimization. It is assumed that three
parties each have two possible measurement settings, each
with two outcomes. If p > pNS then correlations can be
produced which are 3-way NS-nonlocal (see Definition 1). If
p > pT , then correlations can be produced which are 3-way
nonlocal (Definition 2). If p > pS , then correlations can be
produced which are Svetlichny nonlocal. Inequalities demon-
strating the different notions of nonlocality of ρW for values of
p higher that the above thresholds are described in Appendix
D.
Appendix B)
I = −2P (A1B1)− 2P (B1C1)− 2P (A1C1)
−P (A0B0C1)− P (A0B1C0)− P (A1B0C0)
+2P (A1B1C0) + 2P (A1B0C1) + 2P (A0B1C1)
+2P (A1B1C1) ≤ 0, (11)
where we have introduced the notation P (AiBj) ≡
P (a = 0, b = 0|X = i, Y = j), P (AiBjCk) ≡ P (a =
0, b = 0, c = 0|X = i, Y = j, Z = k). Just as
Svetlichny introduced an inequality, violation of which
implies Svetlichny nonlocality, Eq.(11) is a Bell-type in-
equality, violation of which implies that correlations are
3-way (NS and T) nonlocal. In Appendix D we provide
also a complete characterization of the NS2 polytope in
presence of binary inputs and outputs. Inequality (11)
belongs to the family number 6 in this list, and is thus a
tight constraint on the NS2 as well as the T2 sets.
Multipartite nonlocality and noisy quantum states. It
is interesting to investigate the extent to which different
quantum states can produce each type of multipartite
nonlocality. Consider an experiment in which measure-
ments are performed on a tripartite quantum state, with
each party having a choice of two measurement settings,
and each measurement having two possible outcomes.
Let
|GHZ〉 = 1/
√
2(|000〉+ |111〉), (12)
|W 〉 = 1/
√
3(|001〉+ |010〉+ |100〉), (13)
ρGHZ = p |GHZ〉〈GHZ|+ (1− p)I/8, (14)
ρW = p |W 〉〈W |+ (1− p)I/8, (15)
where I is the identity and 0 ≤ p ≤ 1. We have deter-
mined using linear programming the minimum values of
p for which the states ρGHZ and ρW will exhibit each
kind of multipartite nonlocality. Results are summarized
in Table I. For the noisy GHZ state, it makes no differ-
ence which definition is employed – 3-way NS-nonlocal,
3-way nonlocal, and Svetlichny nonlocal correlations can
be generated whenever p > 1/
√
2. In the case of the
noisy W state, there is a range of values of p for which
the state is too noisy to exhibit Svetlichny nonlocality,
but can still produce correlations which are 3-way non-
local, and similarly a range of values of p for which the
state is too noisy to exhibit 3-way nonlocality, but can
still produce correlations which are 3-way NS-nonlocal.
This again demonstrates that the different definitions of
multipartite nonlocality are strictly inequivalent.
Multipartite nonlocality and tripartite entanglement.
Finally, we conclude by presenting numerical results that
suggests that all pure tripartite entangled states are
three-way nonlocal. An arbitrary pure state of three
qubits that is genuinely tripartite entangled can always
be written in the form [19] |ψ〉 = λ0|000〉 + λ1eφ|100〉 +
λ2|101〉 + λ3|110〉 + λ4|111〉, with φ ∈ [0, pi], λi ≥ 0,∑
i λ
2
i = 1, λ0 6= 0, λ2 + λ4 6= 0 and λ3 + λ4 6= 0. We
tested inequality (11) for 85 = 32768 states of this form
obtained by considering 8 possible values for 5 indepen-
dent variables parametrizing these states. After numeri-
cal optimization of the measurement settings, a violation
was found in each case. We thus conjecture that all pure
tripartite entangled states are three-way nonlocal. Note,
however, that we were not able to find any violation of
the Svetlichny type for the following tripartite entangled
state |ψ〉 =
√
3
2 |000〉+
√
3
4 |110〉+ 14 |111〉 (though it violates
inequality (11)). Our search included the 1087 different
Svetlichny inequalities introduced in [20], as well as a
linear programming search over the Svetlichny polytope
with two measurements settings per party.
Note added. While the present manuscript formally
makes public the definitions and results presented here,
they have already been communicated privately to close
collaborators. In particular, Definitions 1 and 2 where
used in the following Refs [15, 21, 22]. Note also the in-
dependent work [23] where Definition 2 is introduced and
motivated from a different (though related) perspective.
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APPENDIX A
Here we show that the setsNS2, T2 and S2 can be char-
acterized by linear constraints. This implies that linear
programming can be used to decide if a set of correla-
tions P (abc|XY Z) belongs to the sets NS2, T2 and S2
or to compute the maximal value that a Bell expression∑
abcXY Z CabcXY ZP (abc|XY Z) for each of these sets.
We start with S2-local correlations defined in
Eq. (4). In this decomposition, the bipartite correla-
tions Pλ(ab|XY ) are arbitrary conditional probability
distributions. Such distributions can always be expressed
as a convex combination of deterministic strategies of
the form P ∗(ab|XY ) = δ(a, a∗(X,Y ))δ(b, b∗(X,Y )) ∈
{0, 1} where a∗, b∗ can take any value admissi-
ble for a and b. Namely, one can always write
Pλ(ab|XY ) =
∑
i qi|λP
∗
i (ab|XY ) with some positive nor-
malized weights qi|λ satisfying qi|λ ≥ 0 and
∑
i qi|λ =
1. Such a decomposition exists in general for arbi-
trary n-partie correlations. For instance, single-party
correlations can also be decomposed as Pλ(c|Z) =∑
j|λ qj|λP
∗
j (c|Z) with positive normalized weights qj|λ
and P ∗j|λ(c|Z) ∈ {0, 1} deterministic. The first term in
Eq. (4) of the main text can thus be written as∑
λ
qλPλ(ab|XY )Pλ(c|Z) =
∑
λ,i,j
qλqi|λqj|λP ∗i (ab|XY )P ∗j (c|Z)
=
∑
i,j
qijP
∗
i (ab|XY )P ∗j (c|Z)
=
∑
λ′
qλ′P
∗
λ′(ab|XY )P ∗λ′(c|Z),
(16)
where we set λ′ = (i, j) and qλ′ =
∑
λ qλqi|λqj|λ. Since all
qλ, qi|λ, qj|λ are normalized and i and j are independent
given λ, qλ′ satisfies qλ′ ≥ 0,
∑
λ′ qλ′ = 1. A similar
decomposition holds for the two other terms of Eq. (4). It
is thus sufficient to consider only product of deterministic
strategies in decomposition (4).
Since the number of deterministic strategies is finite
when all parties have a finite number of possible inputs
and outputs, we see that the correlations P (abc|XY Z)
admits a S2 model if they can be written as
P (abc|XY Z) =
∑
λ
qλP
∗
λ (ab|XY )P ∗λ (c|Z)
+
∑
µ
qµP
∗
µ(ac|XZ)P ∗µ(b|Y )
+
∑
ν
qνP
∗
ν (bc|Y Z)P ∗ν (a|X)
with qλ, qµ, qν ≥ 0 ,
∑
λ
qλ +
∑
µ
qµ +
∑
ν
qν = 1,
(17)
where P ∗ are deterministic strategies. This represents a
set of linear constraints on the probability weights qλ, qµ,
qν .
In contrast with the S2 case, bipartite correla-
tions Pλ(ab|XY ) = PTABλ (ab|XY ) in the definition
of T2-local correlations can be at most 1-way sig-
nalling. Depending on the order in which measure-
ments are performed they must thus possess a decom-
position either as PA<Bλ (ab|XY ) or as PB<Aλ (ab|XY ).
Using equations (5) and (6) and a similar trick as
before, these bipartite correlations can also be de-
composed in terms of deterministic strategies either
as PA<Bλ (ab|XY ) =
∑
σ qσ|λP
∗
σ (a|X)P ∗σ (b|XY ) or
PB<Aλ (ab|XY ) =
∑
σ′ qσ′|λP
∗
σ′(a|XY )P ∗σ′(b|Y ) where
0 ≤ qσ|λ, qσ′|λ ≤ 1,
∑
σ qσ|λ =
∑
σ′ qσ′|λ = 1.
That a decomposition (10) exists for the time orderings
T1 = A < B < C and T2 = B < A < C implies that the
following condition holds:∑
λ
qλP
A<B
λ (ab|XY )Pλ(c|Z) =
∑
λ
qλP
B<A
λ (ab|XY )Pλ(c|Z).
(18)
6We refer to this quantity as PAB/C(abc|XY Z), and
similarly define the quantities PAC/B(abc|XY Z),
PBC/A(abc|XY Z). We have P (abc|XY Z) =
PAB/C(abc|XY Z) + PAC/B(abc|XY Z) +
PBC/A(abc|XY Z).
Inserting the above decompositions of PA<Bλ (ab|XY )
and PB<Aλ (ab|XY ) in term of deterministic strategies in
(18) , we find
PAB/C(abc|XY Z) =
∑
λ,σ
qλqσ|λP ∗σ (a|X)P ∗σ (b|XY )P ∗λ (c|Z)
=
∑
λ,σ
qλ,σP
∗
σ (a|X)P ∗σ (b|XY )P ∗λ (c|Z)
(19)
and
PAB/C(abc|XY Z) =
∑
λ,σ′
qλq
′
σ′|λP
∗
σ′(a|XY )P ∗σ′(b|Y )P ∗λ (c|Z)
=
∑
λ,σ′
q′λ,σ′P
∗
σ′(a|XY )P ∗σ′(b|Y )P ∗λ (c|Z)
(20)
where qλ,σ and q
′
λ,σ′ are arbitrary but satisfy qλ,σ, q
′
λ,σ′ ≥
0,
∑
σ qλ,σ =
∑
σ′ q
′
λ,σ′ = qλ.
Altogether, we can write
P (abc|XY Z) = PAB/C(abc|XY Z) + PAC/B(abc|XY Z) + PBC/A(abc|XY Z) (21)
PAB/C(abc|XY Z) =
∑
λ,σ
qλ,σP
∗
σ (a|X)P ∗σ (b|XY )P ∗λ (c|Z) =
∑
λ,σ′
q′λ,σ′P
∗
σ′(a|XY )P ∗σ′(b|Y )P ∗λ (c|Z) (22)
PAC/B(abc|XY Z) =
∑
µ,τ
qµ,τP
∗
τ (a|X)P ∗τ (b|XY )P ∗µ(c|Z) =
∑
µ,τ ′
q′µ,τ ′P
∗
τ ′(a|XY )P ∗τ ′(b|Y )P ∗µ(c|Z) (23)
PBC/A(abc|XY Z) =
∑
ν,κ
qν,κP
∗
κ (a|X)P ∗κ (b|XY )P ∗ν (c|Z) =
∑
ν,κ′
q′ν,κ′P
∗
κ′(a|XY )P ∗κ′(b|Y )P ∗ν (c|Z) (24)
qλ,σ, q
′
λ,σ′ , qµ,τ , q
′
µ′,τ ′ , qν,κ, q
′
ν,κ′ ≥ 0 (25)∑
σ
qλ,σ =
∑
σ′
q′λ,σ′ = qλ ,
∑
τ
qµ,τ =
∑
τ ′
q′µ,τ ′ = qµ ,
∑
κ
qν,κ =
∑
κ′
q′ν,κ′ = qν , (26)∑
λ
qλ +
∑
µ
qµ +
∑
ν
qν = 1 (27)
which represents a set of linear constraints on the prob-
ability weights qλ,σ, q
′
λ,σ′ , qµ,τ , q
′
µ,τ ′ , qν,κ, q
′
ν,κ′ .
Note that in the T2 decomposition the correlations
Pλ(ab|XY ) might not be identical if A < B or B < A;
only condition (18) is required to hold. In fact, this pos-
sibility distinguishes T2-local correlations from NS2-local
ones for which Pλ(ab|XY ) is defined independently of the
measurement order. NS2-local correlations can thus be
characterized by adding the conditions that∑
σ
qλ,σP
∗
σ (a|X)P ∗σ (b|XY ) =
∑
σ′
q′λ,σ′P
∗
σ′(a|XY )P ∗σ′(b|Y )
(28)
and similar ones for the PAC/C and PBC/A terms.
On the other hand, if we relax some of the constraints
above, removing the right constraints of Eqs. (22)-(24)
for instance, one can obtain a linear program tuned to
describe correlations that can be achieved when the or-
der in which parties are measured is known (A < B < C
in this case). Indeed if it is known prior to measurement
that particles will be measured in the order A < B < C,
a model could use this information to propare correla-
tions achievable in this order but not in different ones.
The additional constraints are then not required to hold.
More generally, correlations that can be produced when
the measurement order is known beforehand, and for all
possible orders, need only satisfy
PAB/C(abc|XY Z) =
∑
λ,σ
qλP
∗
λ (a|X)P ∗λ (b|XY )P ∗λ (c|Z)
=
∑
λ′
qλ′P
∗
λ′(a|XY )P ∗λ′(b|Y )P ∗λ′(c|Z)
(29)
instead of Eqs. (22)-(24) above (and similar conditions for
the PAC/B and PBC/A terms). We refer to such models
7are K2-local (see also [1]). Clearly, one has that T2 ⊆
K2 ⊆ S2. Using the presented programs one can show
that these inclusions are strict.
APPENDIX B
Here we provide a proof that inequality (11) is satisfied
by T2 correlations.
Proof of inequality (11). First, we prove that all T2
correlations are no-signalling. This justifies the use of
marginal probabilities in equation (11).
If correlations Pλ(abc|XY Z) are T2 local, then they
can be written in the form (10). Let PAB/C ≡∑
λ qλP
TAB
λ (ab|XY )Pλ(c|Z). Similarly, let PAC/B de-
note the second term on the right hand side of Eq.(10)
and PBC/A the third one. With the ordering A < B < C,
the term PAB|C can be signalling only from Alice to Bob,
the term PAC|B from Alice to Charlie and PBC|A from
Bob to Charlie. In the case the ordering is B < A < C,
the first term can be signalling this time only from Bob
to Alice, but the two other terms must be identical. Since
the left-hand-side of Eq. (10) is independent of time or-
dering, the term PAB/C must be the same in both cases
as well, which implies that it is non-signalling. By a sim-
ilar argument one can show that the two other terms are
also no-signalling, and so is any T2 correlations.
Now, to show the validity of (11), it is sufficient to
show that it is satisfied by each term PAB/C , PAC/B ,
PBC/A separately. But the inequality is symmetric under
permutations of the parties, hence it is sufficient to show
that it is satisfied by PAB/C .
Consider the expression
IA<B = −P (A1B1)− P (B1C1|A0)− P (A1C1)
− 1
2
P (A0B0C1)− P (A1B0C0) + P (A1B1C0)
+ P (A1B0C1) + P (A0B1C1) + P (A1B1C1),(30)
where P (BjCk|Ai) ≡ P (b = 0, c = 0|X = i, Y = j, Z =
k). Similarly, let IB<A be defined by an expression
similar to that of Eq. (30), but with A and B inter-
changed. For no-signalling distributions, one can check
that I = IA<B + IB<A. The value of I achievable with
PAB/C can thus be computed as
I(PAB/C) = IA<B(P
AB/C) + IB<A(P
AB/C)
= IA<B(P
A<B/C) + IB<A(P
B<A/C)
(31)
where
PA<B/C(abc|XY Z) =
∑
λ
qλPλ(a|X)Pλ(b|XY )Pλ(c|Z).
(32)
and PB<A/C is similarly defined. It is easily verified that
for distributions of the form (32), the bound IA<B ≤ 0
holds (for example by considering all deterministic strate-
gies involving signalling from Alice to Bob). By symme-
try, we also have that IB<A ≤ 0 for all PB<A/C , and
thus I(PAB/C) ≤ 0, which concludes the proof. 
One can check that the NS2 bound of inequality (11)
coincides with the T2 one, even though NS2 correlations
are in general less powerful. This inequality thus doesn’t
distinguish these two definitions. In contrast, we present
in Appendix D several inequalities which have a different
bound for each definition introduced in the main text (see
Table III).
APPENDIX C
Here we show that the following strict inclusion holds:
NS2 ⊂ T2 ⊂ S2. Note that from the definitions of these
sets provided in the main text, it is clear that NS2 ⊆
T2 ⊆ S2: decomposition (9) is a special case of (10),
which is a special case of (4). We thus only need to
show here that these inclusions are strict. After that
we also give an explicit example of quantum correlations
which are genuinely 3-way nonlocal but do not violate
any Svetlichny inequality.
Proof that definitions NS2 and T2 are inequivalent. It
is sufficient to describe a set of correlations that can be
written in the form (10) but not in the form (9). The fol-
lowing provides an example of such correlations. Suppose
that (i) measurement choices and outcomes are binary-
valued, (ii) marginal probabilities for a single party are
always 1/2, (iii) the outcomes satisfy the following rela-
tions:
a0 + b1 = 0, a1 + c0 = 0
b0 + c1 = 0, a0 + b0 + c0 = 0
a1 + b1 + c1 = 1
(33)
where ax is Alice’s outcome when her measurement
choice is x, and similarly for the other parties. All sums
are modulo 2. We now show that these correlations admit
a decomposition of the form of (10), but not a decompo-
sition of the form of (9).
Note first of all that these correlations are nonlo-
cal: there is no possible assigment of definite values to
aX , bY , cZ such that each is either 0 or 1 and all the
equations are satisfied. This can be seen by summing
the right-hand sides and left-hand sides of the equations.
Let PR correlations [2, 3] be non-signalling bipartite
correlations with a, b,X, Y binary, such that marginal
probabilities are equal to 1/2, and, up to relabelling of
outcomes and measurement choices, the outcomes satisfy
a⊕ b = XY. (34)
It is known [4] that binary non-signalling correlations
P (ab|XY ) can always be written as a mixture of local
8terms and PR correlations. It follows that if some corre-
lations are NS2-local, then they can be written as∑
λ
qλPλ(a|X)Pλ(b|Y )Pλ(c|Z)+∑
µ
qµP
PR
µ (ab|XY )Pµ(c|Z) + perms., (35)
where PPRµ (ab|XY ) are PR correlations. Consider a
term with PR correlations shared between Alice and Bob.
Alice’s marginal probabilities are 1/2 and her outcome
uncorrelated with Charles. But this contradicts Eq. (33).
Similar arguments with parties permuted imply that the
weight of the nonlocal terms in Eq. (35) must be zero.
But we saw that the correlations (33) cannot be written
as a sum of only local terms only since they are nonlocal.
The are thus not NS2-local.
The correlations (33) are, however, T2-local according
to Definition 2, since they can be written in the form
PQ(abc|xyz) =
∑
λ
qλPλ(a|x)PTBCλ (bc|xy).
Here is an explicit decomposition of this form for these
correlations. Let λ be a pair of variables (λ0, λ1) with
λ0, λ1 ∈ {0, 1} and qλ0,λ1 = 1/4. Alice’s outcomes are
given by
a0 = λ0, a1 = λ1. (36)
If Bob measures before Charles,
b0 = λ0 + λ1, b1 = λ0 (37)
c0 = λ1, c1 = λ0 + λ1 + Y (38)
If Charles measures before Bob,
b0 = λ0 + λ1 + Z, b1 = λ0 (39)
c0 = λ1, c1 = λ0 + λ1 + 1. (40)
One can check that these correlations fulfill the condi-
tions (33) for both time orderings B < C and C < B.
They are thus T2-local. 
Proof that T2 and S2 are inequivalent. Since we al-
ready proved the validity of inequality (11) for T2-local
correlations in appenix B, it is sufficient to show that this
inequality can be violated by non-signalling S2 correla-
tions. For this, let us consider the following four strate-
gies:
1) aX = X + Z −XZ, bY = 0, cZ = 1,
2) aX = 1− Z +XZ, bY = Y, cZ = 1,
3) aX = 0, bY = Y − Y Z, cZ = 1− Z,
4) aX = 1−X, bY = 1− Y + Y Z, cZ = Z.
In strategies 1) and 2) Alice’s outcome depends on Char-
lie’s input, but otherwise only local inputs are required.
Similarly, in the last two strategies, only Bob requires
knowledge of Charles’ inputs. These are thus valid S2-
local strategies.
While each of these strategies is signalling, one can
check that their uniform mixture satisfies
〈aX〉 = 1/2, 〈bY 〉 = (1 + Y )/4, 〈cZ〉 = 3/4
〈aXbY 〉 = (1−X +XY )/4
〈aXcZ〉 = (1 +X + Z −XZ)/4
〈bY cZ〉 = (2Y + Z − Y Z)/4
〈aXbY cZ〉 = (Y + Z −XZ − Y Z +XY Z)/4
(41)
and is thus no-signalling. Evaluation of expression (11)
on these correlations yields the value 1/4 > 0, thus
violating the inequality. 
Let us now give an example of quantum correla-
tions which are 3-way nonlocal, but do not violate any
Svetlichny inequality. For this, we define the following
inequality:
〈A0B0〉+ 〈A0C0〉+ 〈B0C1〉− 〈A1B1C0〉+ 〈A1B1C1〉 ≤ 3.
(42)
One can check that the inequality is valid for T2-local
correlations (with the linear programs of appendix A
for instance). Here 〈AXBY 〉 =
∑
ab(−1)a+bP (ab|XY ),
〈AXBY CZ〉 =
∑
abc(−1)a+b+cP (abc|XY Z).
Now consider the correlations obtained with the fol-
lowing measurements on a GHZ state |GHZ〉 = (|000〉+
|111〉)/√2. Alice: 0 → σz, 1 → σx. Bob: 0 → σz, 1 →
σx. Charles: 0 → 1/
√
2(σz + σx), 1 → 1/
√
2(σz − σx).
With these measurements, the left hand side of Eq. (42)
is equal to 1 + 2
√
2, thus the inequality is violated. Yet,
these correlations do not violate the Svetlichny inequal-
ity, or indeed any Svetlichny-type inequality, as they are
Svetlichny local. This is shown below by writing down
an explicit model of the form of Eq. (4) (with some terms
signalling).
In our model, Alice is always local and Charles commu-
nicates to Bob. In each run, Charles outputs either 0 or
1 with probability 1/2 (whatever be his input) according
to a strategy fixed in advance and known to all parties. If
Charles output c = 0, Alice and Bob end up in the state
cos(pi/8)|00〉 + eizpi sin(pi/8)|11〉 where z is the value of
Charles’s inputs. Now, the correlations observed by Alice
and Bob when they perform measurements σz, σx on this
state are local and there exists a local model where Alice’s
strategy is the same for z = 0, 1. This model uses two
shared random bits r0, r1 where r0 is distributed accord-
ing to P (r0 = 0) = cos
2(pi/8), P (r0 = 1) = sin
2(pi/8),
and r1 is uniform. Alice outputs rx and Bob r0+y(r1+z).
Thus we see that only Bob needs to receive Charles’s in-
put. Similarly if Charles output c = 1, Alice and Bob end
up in the state sin(pi/8)|00〉+eizpi cos(pi/8)|11〉 and Alice
and Bob can reproduce the corresponding correlations if
they output rx + x+ 1 and r0 + 1 + y(r1 + z).
9APPENDIX D
Here we provide a complete characterization of the tri-
partite NS2 polytope for two binary inputs per party.
We also mention which inequalities can be used to re-
cover the violations reported in table I of the main text.
As mention in appendix C, the extremal points of the
NS2 set, in presence of binary inputs and outcomes, are
combinations of deterministic strategies with PR corre-
lations. They can thus be listed easily. Using the poly-
tope software porta [5] we found all 405056 facets of the
NS2 polytope from this list of extremal points. Under
permutation of parties, inputs and outputs, these facets
get distributed within 185 different families which are
listed in table II. Here we use the notation 〈AX〉 =∑
a(−1)aP (a|X), 〈AXBY 〉 =
∑
ab(−1)a+bP (ab|XY ),
etc.
The first family listed in table II represents the pos-
itivity of probabilities, i.e. P (abc|XY Z) ≥ 0, whereas
the last one is Svetlichny’s original inequality [6], and in-
equality (11) of the main text belongs to class number
6. Note that since the Svetlichny inequality is a facet of
the NS2-local polytope, and it is of course satisfied by
S2-local correlations, it must be a facet of the T2 and S2
sets of correlations as well.
For all inequalities listed here we computed also the T2
and S2 bounds with the aid of the programs described
in Appendix A. These values are reported in Table III,
together with the maximum quantum violations. These
violations were found by considering measurements on
states of three qubits. They were checked to be optimal
up to ∼ 10−7 using the NPA hierarchy [7] up to local
level 5, except for inequality 137 for which a small gap
remains.
Considering measurements on the three-qubit W state
|W 〉 = 1/√3(|001〉 + |010〉 + |100〉), one can check that
inequalities in the class number 138 can be violated
up to 12.4862. This certifies that states of the form
ρW = p |W 〉〈W |+(1−p)I/8 can be non-NS2-local as soon
as p ≥ 10/12.4862 = 0.8009, in agreement with Table I
of the main text. Similarly, one can check that inequal-
ity number 12 in Table II can be violated up to 7.3137
by measuring a W state. Since the T2 bound of this in-
equality coincides with the NS2 bound (c.f. Table III),
this implies that states of the form ρW are non-T2-local
for p ≥ 0.8204, in agreement with Table I. Finally, the
bound for S2-locality of the W state can be found by
checking that inequality in the class 185 can be violated
up to 4.3546 by the W state.
TABLE II: Complete characterization of the tripartite NS2 polytope
with binary inputs and outcomes. One representative facet is described
here for every family of inequalities which are equivalent to each other
under relabelling of parties, inputs and outcomes.
Class Representative
1 −〈A1〉 − 〈B1〉 − 〈A1B1〉 − 〈C1〉 − 〈A1C1〉 − 〈B1C1〉 − 〈A1B1C1〉 ≤ 1
2 −2〈A1〉−2〈B1〉−〈C0〉−〈A0C0〉−〈B0C0〉−〈A1B0C0〉−〈A0B1C0〉+〈A1B1C0〉−〈C1〉+〈A0C1〉+〈B0C1〉+
〈A1B0C1〉+ 〈A0B1C1〉+ 〈A1B1C1〉 ≤ 4
3 −〈A0〉−〈A1〉−〈A0B0〉+ 〈A1B0〉−2〈B1〉−〈C0〉−〈A0C0〉+ 〈B0C0〉+ 〈A1B0C0〉−〈A0B1C0〉+ 〈A1B1C0〉−
〈C1〉+ 〈A1C1〉 − 〈B0C1〉 − 〈A0B0C1〉+ 〈A0B1C1〉+ 〈A1B1C1〉 ≤ 4
4 −2〈A1〉 + 2〈A0B0〉 − 〈C0〉 − 〈A0C0〉 + 〈A0B0C0〉 − 〈A1B0C0〉 + 〈B1C0〉 + 〈A1B1C0〉 − 〈C1〉 + 〈A0C1〉 +
〈A0B0C1〉+ 〈A1B0C1〉+ 〈B1C1〉+ 〈A1B1C1〉 ≤ 4
5 −〈A0〉+2〈A0B0〉−〈B1〉+〈A0B1〉−〈C0〉−〈A0C0〉+〈A0B0C0〉−〈A1B0C0〉+〈B1C0〉+〈A1B1C0〉−2〈C1〉+
2〈A1C1〉+ 〈A0B0C1〉+ 〈A1B0C1〉+ 〈A0B1C1〉+ 〈A1B1C1〉 ≤ 5
6 −3〈A1〉−〈A0B0〉+〈A1B0〉−3〈B1〉+〈A0B1〉−〈A0C0〉+〈A1C0〉−〈B0C0〉−〈A1B0C0〉+〈B1C0〉−〈A0B1C0〉+
2〈A1B1C0〉 − 3〈C1〉+ 〈A0C1〉+ 〈B0C1〉 − 〈A0B0C1〉+ 2〈A1B0C1〉+ 2〈A0B1C1〉+ 2〈A1B1C1〉 ≤ 7
7 −3〈A1〉 − 〈B0〉 − 〈A1B0〉 − 2〈B1〉 + 2〈A0B1〉 − 〈A0C0〉 + 〈A1C0〉 − 〈A0B0C0〉 + 〈A1B0C0〉 + 2〈B1C0〉 +
2〈A1B1C0〉 − 3〈C1〉+ 〈A0C1〉 − 〈B0C1〉+ 〈A0B0C1〉 − 2〈A1B0C1〉+ 2〈A0B1C1〉+ 2〈A1B1C1〉 ≤ 7
8 −2〈A1〉−2〈B1〉+ 2〈A0B1〉− 〈C0〉+ 〈A1C0〉− 〈A0B0C0〉+ 〈A1B0C0〉+ 〈B1C0〉+ 〈A0B1C0〉+ 2〈A1B1C0〉−
〈C1〉+ 〈A1C1〉+ 〈A0B0C1〉 − 〈A1B0C1〉+ 〈B1C1〉+ 〈A0B1C1〉+ 2〈A1B1C1〉 ≤ 6
9 −2〈A1〉+ 2〈A0B0〉−2〈B1〉− 〈C0〉+ 〈A1C0〉+ 〈A0B0C0〉− 〈A1B0C0〉+ 〈B1C0〉+ 〈A0B1C0〉+ 2〈A1B1C0〉−
〈C1〉+ 〈A1C1〉+ 〈A0B0C1〉+ 〈A1B0C1〉+ 〈B1C1〉 − 〈A0B1C1〉+ 2〈A1B1C1〉 ≤ 6
10 −2〈A1〉−〈B0〉+〈A1B0〉−〈B1〉+〈A1B1〉−〈C0〉+〈A1C0〉+〈B0C0〉−〈A0B0C0〉+2〈A1B0C0〉+〈A0B1C0〉+
〈A1B1C0〉 − 〈C1〉+ 〈A1C1〉+ 〈A0B0C1〉+ 〈A1B0C1〉+ 〈B1C1〉 − 〈A0B1C1〉+ 2〈A1B1C1〉 ≤ 6
Continued on the next page...
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TABLE II: continued
Class Representative
11 −〈A0〉 − 2〈A1〉 − 2〈B0〉 + 3〈A0B0〉 + 〈A1B0〉 − 〈B1〉 − 〈A1B1〉 − 2〈C0〉 − 〈A0C0〉 + 〈A1C0〉 + 〈B0C0〉 +
〈A0B0C0〉+ 2〈A1B0C0〉+ 3〈B1C0〉+ 2〈A0B1C0〉+ 〈A1B1C0〉 − 〈C1〉+ 3〈A1C1〉 − 〈B0C1〉+ 2〈A0B0C1〉+
〈A1B0C1〉 − 2〈A0B1C1〉+ 2〈A1B1C1〉 ≤ 9
12 −〈A0〉 − 〈A1〉 − 〈B0〉 + 〈A0B0〉 − 〈B1〉 + 〈A1B1〉 − 〈C0〉 + 〈A1C0〉 − 〈A0B0C0〉 + 〈A1B0C0〉 + 〈B1C0〉 +
〈A0B1C0〉+2〈A1B1C0〉−〈C1〉+ 〈A0C1〉+ 〈B0C1〉+2〈A0B0C1〉+ 〈A1B0C1〉+ 〈A0B1C1〉−〈A1B1C1〉 ≤ 6
13 −3〈A1〉−〈B0〉+〈A1B0〉−2〈B1〉+2〈A0B1〉−2〈C0〉+〈A0C0〉+〈A1C0〉+2〈B0C0〉−〈A0B0C0〉+3〈A1B0C0〉+
2〈A0B1C0〉+2〈A1B1C0〉−〈C1〉+〈A0C1〉+〈B0C1〉+〈A0B0C1〉+2〈A1B0C1〉+2〈A0B1C1〉−2〈A1B1C1〉 ≤ 9
14 −〈A0〉 − 2〈A1〉 − 〈B0〉+ 〈A0B0〉 − 2〈B1〉+ 2〈A0B1〉 − 〈C0〉+ 〈A0C0〉+ 2〈A1C0〉+ 〈B0C0〉 − 〈A0B0C0〉+
2〈A1B0C0〉 + 2〈A0B1C0〉 + 2〈A1B1C0〉 − 2〈C1〉 + 2〈B0C1〉 + 2〈A0B0C1〉 + 2〈A1B0C1〉 + 2〈A0B1C1〉 −
2〈A1B1C1〉 ≤ 9
15 −〈A0〉−〈B0〉−2〈A0B0〉+ 〈A1B0〉+ 〈A0B1〉−〈A1B1〉−〈C0〉−〈A0C0〉−〈A0B0C0〉+ 〈A1B0C0〉+ 〈B1C0〉+
〈A1B1C0〉 − 2〈C1〉+ 2〈A1C1〉 − 〈B0C1〉 − 〈A0B0C1〉+ 〈B1C1〉+ 〈A0B1C1〉 ≤ 5
16 −〈A0B0〉+〈A1B0〉+〈A0B1〉−〈A1B1〉−2〈C0〉−〈A0B0C0〉+〈A1B0C0〉+〈A0B1C0〉+〈A1B1C0〉+2〈A1C1〉+
2〈B1C1〉 ≤ 4
17 −〈A1〉−〈A0B0〉−〈A1B0〉−〈B1〉+ 〈A0B1〉+ 〈B0C0〉+ 〈A1B0C0〉+ 〈B1C0〉+ 〈A1B1C0〉−〈C1〉+3〈A1C1〉+
〈B0C1〉 − 〈A0B0C1〉+ 〈A0B1C1〉+ 〈A1B1C1〉 ≤ 5
18 −〈A1〉− 〈A0B0〉− 〈A1B0〉− 〈B1〉+ 〈A0B1〉+ 2〈A1C0〉− 〈A0B0C0〉+ 〈A1B0C0〉+ 〈A0B1C0〉+ 〈A1B1C0〉−
〈C1〉+ 〈A1C1〉+ 2〈B0C1〉+ 〈B1C1〉+ 〈A1B1C1〉 ≤ 5
19 −〈A1〉−〈B0〉+3〈A0B0〉−2〈B1〉−〈A0B1〉−〈A1B1〉−〈C0〉+ 〈A1C0〉+ 〈B0C0〉+ 〈A0B0C0〉+2〈A1B0C0〉+
2〈B1C0〉+ 〈A0B1C0〉+ 〈A1B1C0〉 − 2〈C1〉+ 4〈A1C1〉+ 2〈A0B0C1〉 − 2〈A0B1C1〉+ 2〈A1B1C1〉 ≤ 9
20 −〈A1〉 − 2〈B0〉+ 3〈A0B0〉+ 〈A1B0〉 − 〈B1〉 − 〈A0B1〉 − 2〈A1B1〉 − 〈C0〉+ 〈A1C0〉+ 〈B0C0〉+ 〈A0B0C0〉+
2〈A1B0C0〉+ 2〈B1C0〉+ 〈A0B1C0〉+ 〈A1B1C0〉 − 2〈C1〉+ 4〈A1C1〉 − 〈B0C1〉+ 2〈A0B0C1〉+ 〈A1B0C1〉+
〈B1C1〉 − 2〈A0B1C1〉+ 〈A1B1C1〉 ≤ 9
21 −〈A1〉−2〈B0〉+ 3〈A0B0〉+ 〈A1B0〉−〈B1〉−〈A0B1〉−2〈A1B1〉−〈C0〉+ 3〈A1C0〉−〈B0C0〉+ 2〈A0B0C0〉+
〈A1B0C0〉 − 2〈A0B1C0〉+ 2〈A1B1C0〉 − 2〈C1〉+ 2〈A1C1〉+ 〈B0C1〉+ 〈A0B0C1〉+ 2〈A1B0C1〉+ 3〈B1C1〉+
〈A0B1C1〉 ≤ 9
22 −〈A1〉 − 〈A0B0〉 − 〈A1B0〉 − 〈B1〉 + 〈A0B1〉 + 2〈A0C0〉 + 〈B0C0〉 + 〈A1B0C0〉 + 〈B1C0〉 + 2〈A0B1C0〉 +
〈A1B1C0〉 − 〈C1〉+ 〈A1C1〉+ 〈B0C1〉 − 〈A0B0C1〉+ 〈A0B1C1〉 − 〈A1B1C1〉 ≤ 5
23 −〈A0〉−〈A0B0〉−〈A1B0〉−〈B1〉+〈A1B1〉−〈C0〉+〈A0C0〉+〈B0C0〉+〈A1B0C0〉+〈A0B1C0〉+〈A1B1C0〉+
2〈A1C1〉+ 〈B0C1〉 − 〈A0B0C1〉+ 〈B1C1〉+ 〈A0B1C1〉 ≤ 5
24 −〈A0B0〉 − 〈A1B0〉 − 2〈B1〉 + 〈A0B1〉 + 〈A1B1〉 − 2〈C0〉 + 〈A0C0〉 + 〈A1C0〉 − 〈A0B0C0〉 + 〈A1B0C0〉 +
2〈A0B1C0〉+ 2〈A1B1C0〉+ 〈A0C1〉+ 〈A1C1〉+ 2〈B0C1〉+ 〈A0B1C1〉 − 〈A1B1C1〉 ≤ 6
25 −〈A0〉+ 〈A0B0〉−〈A1B0〉−〈B1〉−2〈A0B1〉+ 〈A1B1〉+ 〈B0C0〉+ 〈A1B0C0〉+ 〈B1C0〉+ 〈A1B1C0〉−〈C1〉+
〈A0C1〉+ 2〈A1C1〉+ 〈B0C1〉+ 〈A0B0C1〉 ≤ 5
26 −〈A0〉 − 〈B0〉 − 〈A0B0〉 − 〈C0〉 + 〈A0C0〉 + 〈B0C0〉 + 〈A1B0C0〉 + 〈A0B1C0〉 + 〈A1B1C0〉 + 2〈A1C1〉 −
〈A0B0C1〉+ 〈A1B0C1〉+ 2〈B1C1〉+ 〈A0B1C1〉 − 〈A1B1C1〉 ≤ 5
27 −〈A0〉 − 〈A1〉 − 〈A0B1〉 + 〈A1B1〉 − 〈C0〉 + 〈A1C0〉 − 〈A0B0C0〉 + 〈A1B0C0〉 + 〈B1C0〉 + 〈A0B1C0〉 +
2〈A1B1C0〉 − 〈C1〉+ 〈A0C1〉+ 2〈B0C1〉+ 〈A0B0C1〉+ 〈A1B0C1〉+ 〈B1C1〉 − 〈A1B1C1〉 ≤ 6
28 −〈A1〉 − 〈A0B0〉 + 〈A1B0〉 − 〈B1〉 + 〈A0B1〉 − 2〈C0〉 + 2〈A0C0〉 + 2〈B0C0〉 + 2〈A1B0C0〉 + 2〈A0B1C0〉 +
2〈A1B1C0〉 − 〈C1〉+ 〈A1C1〉 − 〈A0B0C1〉+ 〈A1B0C1〉+ 〈B1C1〉+ 〈A0B1C1〉 − 2〈A1B1C1〉 ≤ 7
29 −〈A1〉−〈A0B0〉+〈A1B0〉−〈B1〉+〈A0B1〉−3〈C0〉+〈A0C0〉+〈B0C0〉−〈A0B0C0〉+2〈A1B0C0〉+2〈A0B1C0〉+
2〈A1B1C0〉+ 〈A0C1〉+ 〈A1C1〉+ 〈B0C1〉+ 〈A1B0C1〉+ 〈B1C1〉+ 〈A0B1C1〉 − 2〈A1B1C1〉 ≤ 7
30 −〈A0〉 − 〈A1〉 − 〈B0〉 − 〈A0B0〉 − 2〈A1B0〉 − 〈B1〉 + 2〈A0B1〉 + 〈A1B1〉 − 〈C0〉 + 〈A0C0〉 + 2〈B0C0〉 +
〈A0B0C0〉 + 〈A1B0C0〉 + 〈B1C0〉 + 2〈A0B1C0〉 + 〈A1B1C0〉 − 〈C1〉 + 3〈A1C1〉 + 〈B0C1〉 − 2〈A0B0C1〉 +
〈A1B0C1〉+ 2〈A0B1C1〉 ≤ 8
31 −〈A0〉−2〈A1〉−〈B0〉−〈A0B0〉+2〈A1B1〉−3〈C0〉+〈A1C0〉−2〈A0B0C0〉+2〈A1B0C0〉+〈B1C0〉+2〈A0B1C0〉+
3〈A1B1C0〉+ 〈A0C1〉+ 〈A1C1〉+ 3〈B0C1〉+ 〈A0B0C1〉+ 2〈A1B0C1〉+ 〈B1C1〉 − 〈A1B1C1〉 ≤ 9
Continued on the next page...
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Class Representative
32 −〈A1〉−2〈B0〉−〈A0B0〉−〈A1B0〉−〈B1〉+〈A0B1〉+2〈A1B1〉−3〈C0〉+〈A1C0〉−2〈A0B0C0〉+2〈A1B0C0〉+
〈B1C0〉+2〈A0B1C0〉+3〈A1B1C0〉+2〈A0C1〉+2〈A1C1〉+2〈B0C1〉+ 〈A0B0C1〉+ 〈A1B0C1〉+ 〈A0B1C1〉−
〈A1B1C1〉 ≤ 9
33 −2〈A0〉−2〈A1〉−〈B0〉−〈A0B0〉−2〈A1B0〉−〈B1〉+〈A0B1〉+2〈B0C0〉+〈A0B0C0〉+〈A1B0C0〉+2〈B1C0〉+
〈A0B1C0〉+〈A1B1C0〉+4〈A1C1〉+〈B0C1〉−2〈A0B0C1〉+〈A1B0C1〉+〈B1C1〉+2〈A0B1C1〉+〈A1B1C1〉 ≤ 8
34 −2〈A0〉 − 2〈A1〉 − 2〈B0〉 − 〈A0B0〉 − 3〈A1B0〉 − 2〈B1〉+ 3〈A0B1〉+ 〈A1B1〉 − 〈C0〉+ 〈A1C0〉+ 3〈B0C0〉+
2〈A0B0C0〉+ 〈A1B0C0〉+ 2〈B1C0〉+ 2〈A0B1C0〉+ 2〈A1B1C0〉 − 〈C1〉+ 5〈A1C1〉+ 〈B0C1〉 − 3〈A0B0C1〉+
2〈A1B0C1〉+ 3〈A0B1C1〉+ 〈A1B1C1〉 ≤ 12
35 −3〈A0〉 − 〈A1〉 − 〈B0〉 − 〈A0B0〉 − 2〈A1B0〉 − 〈B1〉 + 〈A1B1〉 − 〈C0〉 + 〈A0C0〉 + 2〈B0C0〉 + 〈A0B0C0〉 +
〈A1B0C0〉 + 〈B1C0〉 + 2〈A0B1C0〉 + 〈A1B1C0〉 + 〈C1〉 + 3〈A1C1〉 + 〈B0C1〉 − 2〈A0B0C1〉 + 〈A1B0C1〉 +
2〈B1C1〉+ 2〈A0B1C1〉 ≤ 8
36 −2〈A0〉−2〈A1〉−2〈B0〉−2〈A1B0〉−2〈B1〉−2〈A0B1〉+ 〈C0〉+ 〈A0C0〉+2〈A1C0〉+ 〈B0C0〉+2〈A0B0C0〉+
〈A1B0C0〉+2〈B1C0〉+〈A0B1C0〉+〈A1B1C0〉+〈C1〉+〈A0C1〉+2〈A1C1〉+〈B0C1〉−2〈A0B0C1〉+〈A1B0C1〉+
2〈B1C1〉+ 〈A0B1C1〉+ 〈A1B1C1〉 ≤ 8
37 −〈A0B0〉 − 〈A1B0〉 − 〈A0B1〉+ 〈A1B1〉 − 〈C0〉+ 〈A1C0〉 − 〈A0B0C0〉+ 〈A1B0C0〉+ 〈B1C0〉+ 〈A0B1C0〉+
2〈A1B1C0〉 − 〈C1〉+ 2〈A0C1〉+ 〈A1C1〉+ 2〈B0C1〉+ 〈B1C1〉 − 〈A1B1C1〉 ≤ 6
38 −〈A0〉+〈A1〉−〈B0〉−2〈A0B0〉+〈A1B0〉+〈B1〉+〈A0B1〉−3〈C0〉+〈A0C0〉+〈B0C0〉−〈A0B0C0〉+2〈A1B0C0〉+
2〈A0B1C0〉+2〈A1B1C0〉−〈C1〉+3〈A1C1〉−〈A0B0C1〉+〈A1B0C1〉+3〈B1C1〉+〈A0B1C1〉−2〈A1B1C1〉 ≤ 8
39 −〈A0〉−〈A1〉−2〈A0B0〉+〈A0B1〉−〈A1B1〉−〈C0〉+〈A0C0〉+〈B0C0〉−〈A0B0C0〉+2〈A1B0C0〉+2〈B1C0〉+
2〈A0B1C0〉+ 2〈A1B1C0〉− 〈C1〉+ 3〈A1C1〉+ 〈B0C1〉− 〈A0B0C1〉+ 2〈B1C1〉+ 〈A0B1C1〉− 〈A1B1C1〉 ≤ 8
40 −〈A0〉 − 2〈A1〉 − 2〈A0B0〉 − 〈B1〉 + 〈A0B1〉 − 2〈A1B1〉 + 〈B0C0〉 − 〈A0B0C0〉 + 2〈A1B0C0〉 + 3〈B1C0〉 +
〈A0B1C0〉+ 2〈A1B1C0〉 − 〈C1〉+ 〈A0C1〉+ 4〈A1C1〉+ 〈B0C1〉 − 〈A0B0C1〉+ 2〈B1C1〉+ 2〈A0B1C1〉 ≤ 9
41 −〈A1〉 − 〈B0〉 − 2〈A0B0〉 − 〈A1B0〉 + 2〈A1B1〉 − 3〈C0〉 + 〈A1C0〉 − 2〈A0B0C0〉 + 2〈A1B0C0〉 + 〈B1C0〉 +
2〈A0B1C0〉+ 3〈A1B1C0〉+ 2〈A0C1〉+ 2〈A1C1〉+ 3〈B0C1〉+ 〈A1B0C1〉+ 〈B1C1〉 − 〈A1B1C1〉 ≤ 9
42 −〈A1〉−〈B0〉+〈A0B0〉−2〈A1B0〉−2〈B1〉−3〈A0B1〉+〈A1B1〉+〈A0C0〉+3〈A1C0〉+2〈A0B0C0〉+2〈A1B0C0〉−
〈A0B1C0〉+ 〈A1B1C0〉 − 〈C1〉+ 〈A0C1〉+ 2〈A1C1〉+ 3〈B0C1〉 − 〈A0B0C1〉+ 2〈B1C1〉+ 2〈A1B1C1〉 ≤ 9
43 −〈A0〉 − 2〈A1〉 − 〈B0〉 − 〈A0B0〉 − 2〈A1B0〉 − 2〈B1〉 − 2〈A0B1〉 + 2〈C0〉 + 〈A0C0〉 + 3〈A1C0〉 + 〈B0C0〉 +
2〈A0B0C0〉 + 〈A1B0C0〉 + 3〈B1C0〉 + 〈A0B1C0〉 + 2〈A1B1C0〉 − 〈C1〉 + 2〈A0C1〉 + 〈A1C1〉 + 2〈B0C1〉 −
〈A0B0C1〉 − 〈A1B0C1〉+ 〈B1C1〉 − 〈A0B1C1〉+ 2〈A1B1C1〉 ≤ 9
44 −〈A0〉 − 〈A1〉 − 3〈A0B0〉+ 〈A1B0〉+ 2〈A0B1〉 − 2〈A1B1〉 − 2〈C0〉+ 〈B0C0〉 − 2〈A0B0C0〉+ 3〈A1B0C0〉+
3〈B1C0〉 + 2〈A0B1C0〉 + 3〈A1B1C0〉 − 2〈C1〉 + 〈A0C1〉 + 5〈A1C1〉 + 〈B0C1〉 − 〈A0B0C1〉 + 3〈B1C1〉 +
2〈A0B1C1〉 − 〈A1B1C1〉 ≤ 12
45 −〈A0〉−〈A1〉−〈B0〉−2〈A0B0〉−〈A1B0〉−〈B1〉−〈A0B1〉−2〈A1B1〉−〈C0〉+〈A1C0〉+〈B0C0〉−〈A0B0C0〉+
〈A0B1C0〉 − 〈A1B1C0〉 − 〈C1〉+ 〈A0C1〉 − 〈A0B0C1〉+ 〈A1B0C1〉+ 〈B1C1〉 − 〈A1B1C1〉 ≤ 6
46 −2〈A1B0〉 − 〈C0〉+ 〈A1C0〉+ 〈B0C0〉 − 〈A0B0C0〉+ 2〈B1C0〉+ 〈A0B1C0〉+ 〈A1B1C0〉 − 〈C1〉+ 2〈A0C1〉+
〈A1C1〉+ 〈B0C1〉+ 〈A0B0C1〉+ 〈A0B1C1〉 − 〈A1B1C1〉 ≤ 6
47 −〈A0〉 − 〈A1〉 − 〈B0〉 − 2〈A0B0〉 − 〈A1B0〉 − 〈B1〉 − 〈A0B1〉 − 2〈A1B1〉+ 2〈A1C0〉+ 〈B0C0〉 − 〈A0B0C0〉+
〈B1C0〉+ 〈A0B1C0〉+ 〈A0C1〉+ 〈A1C1〉 − 〈A0B0C1〉+ 〈A1B0C1〉+ 2〈B1C1〉 ≤ 6
48 −2〈A1〉− 2〈A0B0〉− 2〈B1〉− 2〈A1B1〉+ 〈A0C0〉+ 3〈A1C0〉+ 〈B0C0〉− 〈A0B0C0〉+ 〈B1C0〉+ 2〈A0B1C0〉+
〈A1B1C0〉+ 〈A0C1〉+ 〈A1C1〉+ 〈B0C1〉 − 〈A0B0C1〉+ 2〈A1B0C1〉+ 3〈B1C1〉+ 〈A1B1C1〉 ≤ 8
49 −〈A1〉−〈B0〉+〈A0B0〉−2〈A1B0〉−2〈B1〉−3〈A0B1〉+〈A1B1〉+〈A0C0〉+〈A1C0〉+2〈B0C0〉−〈A0B0C0〉+
〈A1B0C0〉 + 2〈B1C0〉 + 2〈A1B1C0〉 − 〈C1〉 + 〈A0C1〉 + 4〈A1C1〉 + 〈B0C1〉 + 2〈A0B0C1〉 + 〈A1B0C1〉 −
〈A0B1C1〉+ 〈A1B1C1〉 ≤ 9
50 −〈A1〉−2〈B0〉+〈A0B0〉−〈A1B0〉−〈B1〉−3〈A0B1〉+〈A0C0〉+〈A1C0〉+2〈B0C0〉−〈A0B0C0〉+〈A1B0C0〉+
2〈B1C0〉+ 2〈A1B1C0〉 − 〈C1〉+ 〈A0C1〉+ 4〈A1C1〉+ 2〈A0B0C1〉+ 2〈A1B0C1〉+ 〈B1C1〉 − 〈A0B1C1〉 ≤ 9
51 −〈A0〉−〈A1〉−〈B0〉−〈A0B0〉−2〈A1B0〉−〈B1〉−2〈A0B1〉−〈A1B1〉+〈C0〉+2〈A0C0〉+〈A1C0〉+2〈B0C0〉+
〈B1C0〉+ 〈A1B1C0〉+ 〈C1〉+ 〈A0C1〉+ 2〈A1C1〉+ 〈B0C1〉+ 〈A0B0C1〉+ 2〈B1C1〉 ≤ 6
Continued on the next page...
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52 −2〈A1〉− 2〈B0〉− 3〈A0B0〉− 〈A1B0〉− 2〈B1〉− 〈A0B1〉− 3〈A1B1〉+ 〈C0〉+ 〈A0C0〉+ 4〈A1C0〉+ 2〈B0C0〉−
〈A0B0C0〉 + 〈A1B0C0〉 + 〈B1C0〉 + 2〈A0B1C0〉 + 〈A1B1C0〉 − 〈C1〉 + 〈A0C1〉 + 2〈A1C1〉 − 2〈A0B0C1〉 +
2〈A1B0C1〉+ 3〈B1C1〉 − 〈A0B1C1〉 ≤ 10
53 −2〈A1〉−2〈B0〉−3〈A0B0〉−〈A1B0〉−2〈B1〉−〈A0B1〉−3〈A1B1〉+2〈C0〉+2〈A0C0〉+4〈A1C0〉+3〈B0C0〉+
〈A1B0C0〉+ 〈B1C0〉+ 2〈A0B1C0〉+ 〈A1B1C0〉+ 2〈A0C1〉+ 2〈A1C1〉+ 〈B0C1〉− 〈A0B0C1〉+ 2〈A1B0C1〉+
3〈B1C1〉 − 〈A0B1C1〉 ≤ 10
54 −〈A0〉 − 3〈A1〉 − 〈B0〉 − 〈A0B0〉 − 4〈A1B0〉 − 3〈B1〉 − 4〈A0B1〉 − 〈A1B1〉+ 3〈C0〉+ 2〈A0C0〉+ 5〈A1C0〉+
2〈B0C0〉 + 3〈A0B0C0〉 + 〈A1B0C0〉 + 5〈B1C0〉 + 〈A0B1C0〉 + 2〈A1B1C0〉 − 〈C1〉 + 3〈A0C1〉 + 2〈A1C1〉 +
3〈B0C1〉 − 2〈A0B0C1〉 − 〈A1B0C1〉+ 2〈B1C1〉 − 〈A0B1C1〉+ 3〈A1B1C1〉 ≤ 14
55 〈A0〉 − 〈A1〉 − 〈B0〉 − 〈A0B0〉 + 〈B1〉 − 4〈A0B1〉 − 〈A1B1〉 − 2〈C0〉 + 2〈A0C0〉 + 3〈B0C0〉 + 〈A0B0C0〉 +
2〈A1B0C0〉+ 〈B1C0〉 − 〈A0B1C0〉 − 2〈A1B1C0〉 − 2〈C1〉+ 〈A0C1〉+ 3〈A1C1〉 − 2〈A0B0C1〉+ 2〈A1B0C1〉+
2〈B1C1〉 − 〈A0B1C1〉+ 〈A1B1C1〉 ≤ 10
56 −〈A1〉+3〈A0B0〉−〈A1B0〉−〈B1〉+〈A0B1〉−〈C0〉+〈A0C0〉+2〈A1C0〉+〈A0B0C0〉+〈A1B0C0〉+〈B1C0〉+
2〈A0B1C0〉+ 〈A1B1C0〉 − 2〈C1〉 − 〈A0C1〉 − 〈A1C1〉+ 2〈A0B0C1〉 − 2〈A1B0C1〉+ 4〈B1C1〉 − 〈A0B1C1〉+
〈A1B1C1〉 ≤ 9
57 −〈A0B0〉 − 〈A1B0〉+ 〈A0B1〉+ 〈A1B1〉+ 〈A0C0〉 − 〈A1C0〉+ 〈B0C0〉+ 〈A1B0C0〉+ 〈B1C0〉+ 〈A0B1C0〉 −
〈A0C1〉+ 〈A1C1〉+ 〈B0C1〉 − 〈A0B0C1〉+ 〈B1C1〉 − 〈A1B1C1〉 ≤ 4
58 −〈A0〉 − 〈A1〉 − 2〈B1〉 − 〈A0B1〉 − 〈A1B1〉+ 2〈B0C0〉+ 〈A0B0C0〉+ 〈A1B0C0〉+ 〈A0B1C0〉 − 〈A1B1C0〉 −
2〈C1〉 − 〈A0C1〉 − 〈A1C1〉 − 〈A0B0C1〉+ 〈A1B0C1〉 − 2〈A0B1C1〉 − 2〈A1B1C1〉 ≤ 6
59 −〈A0〉 + 〈B0〉 + 〈A0B0〉 + 2〈A0B1〉 − 2〈C0〉 − 2〈A0C0〉 + 〈B0C0〉 + 〈A0B0C0〉 + 2〈A1B0C0〉 + 〈B1C0〉 +
〈A0B1C0〉 − 2〈A1B1C0〉 − 〈C1〉+ 〈A0C1〉+ 2〈B0C1〉+ 〈B1C1〉+ 〈A0B1C1〉 ≤ 7
60 −〈B0〉 − 〈A0B0〉 − 〈B1〉 + 〈A0B1〉 − 〈C0〉 + 〈A0C0〉 + 〈A0B0C0〉 + 〈A1B0C0〉 + 〈B1C0〉 + 2〈A0B1C0〉 −
〈A1B1C0〉 − 〈C1〉 − 〈A0C1〉+ 〈B0C1〉 − 2〈A0B0C1〉+ 〈A1B0C1〉 − 〈A0B1C1〉 − 〈A1B1C1〉 ≤ 6
61 −〈A1〉+ 2〈A0B0〉 − 〈B1〉 − 〈A1B1〉 − 3〈C0〉 − 〈A1C0〉+ 〈B0C0〉+ 2〈A0B0C0〉+ 〈A1B0C0〉+ 2〈A0B1C0〉 −
2〈A1B1C0〉+ 〈B0C1〉+ 〈A1B0C1〉+ 〈B1C1〉 − 2〈A0B1C1〉 − 〈A1B1C1〉 ≤ 7
62 −2〈B0〉+ 2〈A1B0〉 − 〈C0〉+ 〈A1C0〉+ 2〈A0B0C0〉+ 2〈A1B0C0〉+ 〈B1C0〉 − 〈A1B1C0〉 − 〈C1〉+ 〈A1C1〉 −
2〈A0B0C1〉+ 2〈A1B0C1〉+ 3〈B1C1〉+ 〈A1B1C1〉 ≤ 8
63 −〈A0〉+〈A1〉−2〈B0〉+2〈A1B0〉+〈A0B1〉−〈A1B1〉−〈C0〉−〈A0C0〉+2〈A1C0〉+2〈A0B0C0〉+2〈A1B0C0〉+
3〈B1C0〉+ 〈A0B1C0〉 − 〈C1〉+ 〈A1C1〉 − 2〈A0B0C1〉+ 2〈A1B0C1〉+ 〈B1C1〉 − 〈A1B1C1〉 ≤ 8
64 −〈A0〉+〈A1〉−2〈B0〉+2〈A1B0〉+〈A0B1〉−〈A1B1〉−2〈C0〉−〈A0C0〉+〈A1C0〉+2〈A0B0C0〉+2〈A1B0C0〉+
2〈B1C0〉+ 〈A0B1C0〉 − 〈A1B1C0〉+ 2〈A1C1〉 − 2〈A0B0C1〉+ 2〈A1B0C1〉+ 2〈B1C1〉 ≤ 8
65 −〈A0〉 − 〈A1〉 + 2〈A0B0〉 − 2〈B1〉 − 〈A0B1〉 − 〈A1B1〉 + 〈B0C0〉 + 〈A0B0C0〉 + 2〈A1B0C0〉 + 3〈B1C0〉 +
〈A0B1C0〉 − 〈A0C1〉+ 3〈A1C1〉+ 〈B0C1〉+ 〈A0B0C1〉+ 〈B1C1〉 − 2〈A0B1C1〉+ 〈A1B1C1〉 ≤ 8
66 −2〈A1〉−〈A0B0〉−〈A1B0〉+〈A0B1〉+3〈A1B1〉−2〈C0〉+〈A0C0〉−〈A1C0〉+〈B0C0〉−〈A0B0C0〉+2〈A1B0C0〉+
〈B1C0〉+ 2〈A0B1C0〉+ 〈A1B1C0〉 − 〈A0C1〉+ 〈A1C1〉+ 3〈B0C1〉+ 〈A1B0C1〉+ 〈B1C1〉 − 〈A0B1C1〉 ≤ 8
67 −2〈A0〉−2〈A1〉−〈B0〉−〈A0B0〉−〈B1〉−〈A0B1〉+3〈B0C0〉+〈A0B0C0〉+2〈A1B0C0〉+〈B1C0〉+〈A0B1C0〉−
2〈C1〉 − 2〈A0C1〉 − 2〈A0B0C1〉+ 2〈A1B0C1〉 − 2〈A0B1C1〉 − 2〈A1B1C1〉 ≤ 8
68 −〈A0〉 − 〈A1〉 − 〈B0〉 − 〈A1B0〉+ 〈B1〉+ 3〈A0B1〉 − 〈C0〉+ 〈A0C0〉+ 〈B0C0〉+ 〈A0B0C0〉+ 2〈A1B0C0〉+
2〈B1C0〉+2〈A0B1C0〉−〈C1〉−2〈A0C1〉+〈A1C1〉+2〈B0C1〉−〈A0B0C1〉+〈A1B0C1〉+〈B1C1〉+〈A0B1C1〉−
2〈A1B1C1〉 ≤ 8
69 −〈A1〉−2〈B0〉−〈B1〉+2〈A0B1〉−〈A1B1〉−3〈C0〉+〈A0C0〉+2〈A0B0C0〉+2〈A1B0C0〉+〈B1C0〉+3〈A0B1C0〉−
2〈A1B1C0〉 − 〈A0C1〉+ 〈A1C1〉+ 2〈B0C1〉 − 2〈A0B0C1〉+ 2〈A1B0C1〉 − 〈A0B1C1〉 − 〈A1B1C1〉 ≤ 9
70 −〈A1〉−2〈B0〉+2〈A0B0〉−〈B1〉−〈A1B1〉−3〈C0〉+〈A0C0〉+〈B0C0〉+3〈A0B0C0〉+2〈A1B0C0〉+2〈A0B1C0〉−
2〈A1B1C0〉−〈A0C1〉+〈A1C1〉+〈B0C1〉−〈A0B0C1〉+2〈A1B0C1〉+〈B1C1〉−2〈A0B1C1〉−〈A1B1C1〉 ≤ 9
71 −〈A0〉 − 〈A1〉 − 2〈B0〉 − 〈A0B0〉 − 〈A1B0〉 + 2〈A0B1〉 + 〈B0C0〉 + 〈A0B0C0〉 + 2〈A1B0C0〉 + 3〈B1C0〉 +
〈A0B1C0〉 − 〈A0C1〉+ 3〈A1C1〉+ 〈B0C1〉 − 2〈A0B0C1〉+ 〈A1B0C1〉+ 〈B1C1〉+ 〈A0B1C1〉 ≤ 8
Continued on the next page...
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TABLE II: continued
Class Representative
72 −2〈A0〉− 2〈A1〉− 2〈B0〉− 〈A0B0〉− 3〈A1B0〉− 2〈B1〉+ 3〈A0B1〉+ 〈A1B1〉− 〈A0C0〉+ 〈A1C0〉+ 3〈B0C0〉+
2〈A0B0C0〉+ 〈A1B0C0〉+3〈B1C0〉+ 〈A0B1C0〉+2〈A1B1C0〉−〈A0C1〉+5〈A1C1〉+ 〈B0C1〉−3〈A0B0C1〉+
2〈A1B0C1〉+ 〈B1C1〉+ 2〈A0B1C1〉+ 〈A1B1C1〉 ≤ 12
73 −〈A0〉 − 3〈A1〉 − 5〈B0〉 − 2〈A0B0〉 − 〈A1B0〉 + 〈B1〉 + 〈A0B1〉 + 4〈A1B1〉 − 5〈C0〉 − 2〈A0C0〉 − 〈A1C0〉 −
4〈A0B0C0〉+ 4〈A1B0C0〉+ 3〈B1C0〉+ 2〈A0B1C0〉+ 3〈A1B1C0〉+ 〈C1〉+ 〈A0C1〉+ 4〈A1C1〉+ 3〈B0C1〉+
2〈A0B0C1〉+ 3〈A1B0C1〉 − 〈A0B1C1〉 − 〈A1B1C1〉 ≤ 14
74 −〈A0〉 + 2〈A0B0〉 − 〈B1〉 − 〈A0B1〉 − 〈C0〉 − 〈A0C0〉 + 〈B0C0〉 + 〈A0B0C0〉 + 2〈A1B0C0〉 + 2〈B1C0〉 +
2〈A0C1〉+ 〈B0C1〉+ 〈A0B0C1〉+ 〈B1C1〉+ 〈A0B1C1〉 − 2〈A1B1C1〉 ≤ 7
75 −〈B0〉 + 〈A0B0〉 − 〈B1〉 + 〈A0B1〉 − 〈C0〉 + 〈A0C0〉 + 2〈A0B0C0〉 + 2〈A1B0C0〉 + 3〈B1C0〉 + 〈A0B1C0〉 −
〈C1〉+ 〈A0C1〉+ 〈B0C1〉 − 〈A0B0C1〉+ 2〈A0B1C1〉 − 2〈A1B1C1〉 ≤ 8
76 −〈A0〉+〈A1〉−2〈B0〉+2〈A1B0〉−〈A0B1〉+〈A1B1〉−〈C0〉+〈A0C0〉+2〈A0B0C0〉+2〈A1B0C0〉+3〈B1C0〉+
〈A0B1C0〉 − 〈C1〉+ 〈A1C1〉 − 2〈A0B0C1〉+ 2〈A1B0C1〉+ 〈B1C1〉 − 〈A1B1C1〉 ≤ 8
77 −〈A0〉−〈B0〉−〈A0B0〉−2〈B1〉+2〈A1B1〉−〈C0〉+〈A0C0〉+2〈A1C0〉+3〈B0C0〉+〈A0B0C0〉+2〈A1B0C0〉+
2〈A0B1C0〉+ 2〈A1B1C0〉 − 2〈A0B0C1〉+ 2〈A1B0C1〉+ 2〈B1C1〉 − 2〈A1B1C1〉 ≤ 9
78 −〈A0〉 − 〈A1〉 + 〈A0B0〉 + 〈A1B0〉 − 2〈B1〉 − 2〈A0B1〉 + 〈B0C0〉 + 〈A0B0C0〉 + 2〈A1B0C0〉 + 3〈B1C0〉 +
〈A0B1C0〉+ 3〈A0C1〉 − 〈A1C1〉+ 〈B0C1〉+ 〈A1B0C1〉+ 〈B1C1〉+ 〈A0B1C1〉 − 2〈A1B1C1〉 ≤ 8
79 −〈A1〉 − 2〈A0B0〉 − 〈B1〉+ 2〈A0B1〉 − 〈A1B1〉 − 〈A0C0〉 − 〈A1C0〉+ 〈B0C0〉 − 〈A0B0C0〉+ 2〈A1B0C0〉+
3〈B1C0〉+ 〈A1B1C0〉 − 〈C1〉+ 〈A0C1〉+ 4〈A1C1〉+ 〈B0C1〉 − 〈A0B0C1〉+ 2〈B1C1〉+ 2〈A0B1C1〉 ≤ 9
80 2〈A0〉 − 2〈B0〉 + 〈A0B0〉 − 〈A1B0〉 + 〈A0B1〉 − 〈A1B1〉 − 2〈C0〉 + 2〈A0C0〉 + 2〈A0B0C0〉 + 2〈A1B0C0〉 +
2〈A0B1C0〉 − 2〈A1B1C0〉 + 2〈A1C1〉 + 2〈B0C1〉 − 〈A0B0C1〉 + 〈A1B0C1〉 + 2〈B1C1〉 − 〈A0B1C1〉 −
〈A1B1C1〉 ≤ 8
81 −2〈A0〉 − 2〈A1〉 − 3〈B0〉 − 〈A0B0〉 − 〈B1〉 − 〈A0B1〉 − 2〈A1B1〉 + 2〈A1C0〉 + 3〈B0C0〉 + 2〈A0B0C0〉 +
3〈A1B0C0〉+〈B1C0〉+2〈A0B1C0〉−〈A1B1C0〉−4〈C1〉−2〈A0C1〉−3〈A0B0C1〉+3〈A1B0C1〉−3〈A0B1C1〉−
3〈A1B1C1〉 ≤ 12
82 −〈A0〉−〈A1〉−4〈B0〉−〈A0B0〉+〈A1B0〉−2〈A1B1〉−〈C0〉+3〈A1C0〉+2〈B0C0〉+2〈A0B0C0〉+4〈A1B0C0〉+
〈B1C0〉+ 2〈A0B1C0〉 − 〈A1B1C0〉 − 3〈C1〉 − 〈A0C1〉 − 3〈A0B0C1〉+ 3〈A1B0C1〉+ 〈B1C1〉 − 2〈A0B1C1〉 −
3〈A1B1C1〉 ≤ 12
83 −〈A1〉+〈A0B0〉−3〈A1B0〉−〈B1〉−〈A0B1〉+2〈A1B1〉−〈A0C0〉−〈A1C0〉+〈B0C0〉+2〈A0B0C0〉−〈A1B0C0〉+
3〈B1C0〉+ 〈A0B1C0〉 − 〈C1〉+ 3〈A0C1〉+ 2〈A1C1〉+ 〈B0C1〉 − 〈A0B0C1〉+ 2〈B1C1〉+ 2〈A1B1C1〉 ≤ 9
84 〈A1〉−3〈B0〉+〈A0B0〉+2〈A1B0〉−〈A0B1〉−〈A1B1〉−2〈C0〉+〈A0C0〉+〈A1C0〉+3〈A0B0C0〉+3〈A1B0C0〉+
2〈B1C0〉 + 2〈A0B1C0〉 − 2〈A1B1C0〉 − 〈C1〉 + 〈A0C1〉 + 2〈A1C1〉 + 〈B0C1〉 − 2〈A0B0C1〉 + 3〈A1B0C1〉 +
2〈B1C1〉 − 〈A0B1C1〉 − 〈A1B1C1〉 ≤ 11
85 −〈A0〉 − 〈A1〉+ 〈A0B0〉+ 3〈A1B0〉 − 2〈B1〉 − 2〈A0B1〉 − 2〈A1B1〉 − 〈C0〉 − 〈A0C0〉+ 2〈A1C0〉+ 〈B0C0〉+
2〈A0B0C0〉 + 3〈A1B0C0〉 + 4〈B1C0〉 + 〈A0B1C0〉 + 〈A1B1C0〉 − 〈C1〉 + 4〈A0C1〉 − 〈A1C1〉 + 〈B0C1〉 −
〈A0B0C1〉+ 2〈A1B0C1〉+ 2〈B1C1〉+ 〈A0B1C1〉 − 3〈A1B1C1〉 ≤ 12
86 −2〈A0〉 + 〈A0B0〉 + 3〈A1B0〉 − 2〈B1〉 − 3〈A0B1〉 − 〈A1B1〉 − 〈C0〉 + 〈A1C0〉 + 〈B0C0〉 + 2〈A0B0C0〉 +
3〈A1B0C0〉 + 4〈B1C0〉 + 2〈A0B1C0〉 − 〈C1〉 + 4〈A0C1〉 − 〈A1C1〉 + 〈B0C1〉 − 〈A0B0C1〉 + 2〈A1B0C1〉 +
2〈B1C1〉+ 〈A0B1C1〉 − 3〈A1B1C1〉 ≤ 12
87 −〈A0〉− 3〈A1〉+ 2〈A0B0〉− 2〈B1〉− 〈A0B1〉− 3〈A1B1〉+ 2〈B0C0〉+ 2〈A0B0C0〉+ 2〈A1B0C0〉+ 4〈B1C0〉+
2〈A1B1C0〉 − 〈A0C1〉+ 5〈A1C1〉+ 2〈B0C1〉+ 2〈A0B0C1〉+ 2〈B1C1〉 − 3〈A0B1C1〉+ 〈A1B1C1〉 ≤ 12
88 −2〈A0〉 − 2〈A1〉+ 2〈A0B0〉 − 2〈B1〉 − 2〈A0B1〉 − 2〈A1B1〉+ 〈A0C0〉 − 〈A1C0〉+ 2〈B0C0〉+ 2〈A0B0C0〉+
2〈A1B0C0〉+ 4〈B1C0〉+ 〈A0B1C0〉+ 〈A1B1C0〉 − 〈A0C1〉+ 5〈A1C1〉+ 2〈B0C1〉+ 2〈A0B0C1〉+ 2〈B1C1〉 −
3〈A0B1C1〉+ 〈A1B1C1〉 ≤ 12
89 −3〈A0B0〉+ 〈A1B0〉+3〈A0B1〉−〈A1B1〉−2〈C0〉−〈A0C0〉−〈A1C0〉+ 〈B0C0〉−2〈A0B0C0〉+3〈A1B0C0〉+
3〈B1C0〉+〈A0B1C0〉+2〈A1B1C0〉−2〈C1〉+〈A0C1〉+5〈A1C1〉+〈B0C1〉−〈A0B0C1〉+3〈B1C1〉+2〈A0B1C1〉−
〈A1B1C1〉 ≤ 12
90 −〈A0〉+〈A0B0〉−3〈A1B0〉−〈B1〉+〈A1B1〉+2〈A0C0〉+2〈A1C0〉+〈B0C0〉−〈A0B0C0〉+〈B1C0〉+〈A0B1C0〉+
2〈A1B1C0〉 − 〈C1〉 − 〈A0C1〉+ 〈B0C1〉+ 2〈A0B0C1〉 − 〈A1B0C1〉+ 4〈B1C1〉+ 〈A0B1C1〉 − 〈A1B1C1〉 ≤ 9
Continued on the next page...
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Class Representative
91 −〈B0〉 − 3〈A1B0〉 + 〈B1〉 + 〈A1B1〉 + 3〈A0C0〉 + 〈A1C0〉 + 〈B0C0〉 + 2〈A0B0C0〉 + 〈A1B0C0〉 + 〈B1C0〉 +
〈A0B1C0〉 − 2〈A1B1C0〉 − 2〈C1〉 − 〈A0C1〉 + 〈A1C1〉 + 2〈B0C1〉 − 2〈A0B0C1〉 + 4〈B1C1〉 + 〈A0B1C1〉 +
〈A1B1C1〉 ≤ 10
92 −〈A0B0〉−3〈A1B0〉+2〈B1〉−〈A0B1〉+〈A1B1〉−2〈C0〉−〈A0C0〉+〈A1C0〉+2〈B0C0〉−2〈A0B0C0〉+4〈B1C0〉+
〈A0B1C0〉+〈A1B1C0〉+3〈A0C1〉+〈A1C1〉+2〈B0C1〉+〈A0B0C1〉+〈A1B0C1〉+2〈B1C1〉−2〈A1B1C1〉 ≤ 10
93 −〈A1〉+〈A0B0〉+〈A1B0〉−〈B1〉−〈A0B1〉−〈C0〉−〈A1C0〉+〈A0B0C0〉−〈A1B0C0〉−〈B1C0〉+〈A0B1C0〉−
2〈A1B1C0〉 − 2〈C1〉+ 2〈A1B0C1〉 − 2〈A0B1C1〉 − 2〈A1B1C1〉 ≤ 7
94 2〈A0B0〉 − 〈C0〉 − 〈A1C0〉+ 〈A0B0C0〉 − 〈A1B0C0〉 − 〈B1C0〉+ 〈A0B1C0〉 − 2〈A1B1C0〉 − 〈C1〉+ 〈A1C1〉+
〈A0B0C1〉+ 〈A1B0C1〉+ 〈B1C1〉 − 〈A0B1C1〉 − 2〈A1B1C1〉 ≤ 6
95 2〈A0B1〉 − 〈C0〉 − 〈A1C0〉+ 〈A0B0C0〉+ 〈A1B0C0〉+ 〈B1C0〉+ 〈A0B1C0〉 − 2〈A1B1C0〉 − 〈C1〉+ 〈A1C1〉 −
〈A0B0C1〉 − 〈A1B0C1〉 − 〈B1C1〉+ 〈A0B1C1〉 − 2〈A1B1C1〉 ≤ 6
96 2〈A0B0〉 − 〈C0〉 − 〈A0C0〉 − 〈B0C0〉 + 〈A0B0C0〉 − 2〈A1B1C0〉 − 〈C1〉 + 〈A0C1〉 + 〈B0C1〉 + 〈A0B0C1〉 −
2〈A1B1C1〉 ≤ 6
97 2〈A0B0〉 − 〈C0〉 − 〈A1C0〉+ 〈A0B0C0〉+ 〈A1B0C0〉+ 〈B1C0〉+ 〈A0B1C0〉 − 2〈A1B1C0〉 − 〈C1〉+ 〈A1C1〉+
〈A0B0C1〉 − 〈A1B0C1〉 − 〈B1C1〉 − 〈A0B1C1〉 − 2〈A1B1C1〉 ≤ 6
98 −〈A0B0〉+ 〈A1B0〉+ 〈A0B1〉+ 〈A1B1〉 − 〈A0C0〉+ 〈A1C0〉 − 〈B0C0〉 − 〈A0B0C0〉+ 〈B1C0〉+ 〈A1B1C0〉+
〈A0C1〉+ 〈A1C1〉+ 〈B0C1〉+ 〈A1B0C1〉+ 〈B1C1〉+ 〈A0B1C1〉 − 2〈A1B1C1〉 ≤ 6
99 〈A1B1〉+ 〈A0B0C0〉+ 〈B1C0〉+ 〈A1C1〉 − 〈A0B0C1〉 ≤ 3
100 2〈A0B0〉+ 〈A0B0C0〉+ 〈A1B0C0〉+2〈B1C0〉+ 〈A0B1C0〉−〈A1B1C0〉+2〈A1C1〉+ 〈A0B0C1〉−〈A1B0C1〉−
〈A0B1C1〉 − 〈A1B1C1〉 ≤ 6
101 −〈A0〉+ 〈A1〉− 〈B0〉+ 〈A1B0〉+ 〈B1〉+ 3〈A0B1〉− 2〈C0〉+ 2〈A1C0〉− 〈B0C0〉+ 2〈A0B0C0〉+ 〈A1B0C0〉+
〈B1C0〉+2〈A0B1C0〉−〈A1B1C0〉−〈A0C1〉+〈A1C1〉−2〈A0B0C1〉+2〈B1C1〉+〈A0B1C1〉−〈A1B1C1〉 ≤ 8
102 〈A0〉−〈A1〉−〈B0〉+2〈A0B0〉−〈A1B0〉−〈B1〉+〈A0B1〉−〈C0〉+〈A0C0〉−〈B0C0〉+〈A0B0C0〉−2〈A1B0C0〉+
2〈A0B1C0〉+ 〈C1〉+ 3〈A1C1〉+ 〈A0B0C1〉+ 〈A1B0C1〉+ 3〈B1C1〉 − 〈A0B1C1〉 ≤ 8
103 −〈A0〉−〈A1〉+ 〈B0〉+2〈A0B0〉+ 〈A1B0〉−〈B1〉−〈A0B1〉+ 〈B0C0〉+ 〈A0B0C0〉+2〈A1B0C0〉+3〈B1C0〉+
〈A0B1C0〉 − 〈A0C1〉+ 3〈A1C1〉+ 〈A0B0C1〉 − 〈A1B0C1〉 − 2〈A0B1C1〉 ≤ 8
104 〈A0B0〉−〈A1B0〉+〈A0B1〉+〈A1B1〉+〈A0C0〉+〈A1C0〉+〈A0B0C0〉+〈A1B0C0〉+2〈A0B1C0〉−2〈A1B1C0〉−
〈A0C1〉+ 〈A1C1〉+ 2〈B0C1〉 − 〈A0B1C1〉 − 〈A1B1C1〉 ≤ 6
105 −〈A1〉+〈A0B0〉−〈A1B0〉−〈B1〉+〈A0B1〉−〈C0〉+〈A0C0〉+〈B0C0〉+〈A0B0C0〉+2〈A1B0C0〉+2〈A0B1C0〉−
2〈A1B1C0〉 − 〈A0C1〉+ 〈A1C1〉+ 〈B0C1〉 − 〈A1B0C1〉 − 〈B1C1〉 − 〈A0B1C1〉 − 2〈A1B1C1〉 ≤ 7
106 −〈A1〉 − 〈B0〉 − 〈A1B0〉 + 2〈A0B1〉 − 〈C0〉 + 〈A0C0〉 + 〈B0C0〉 + 〈A0B0C0〉 + 2〈A1B0C0〉 + 2〈A0B1C0〉 −
2〈A1B1C0〉 − 〈A0C1〉+ 〈A1C1〉 − 〈A0B0C1〉 − 〈A1B0C1〉 − 2〈A1B1C1〉 ≤ 7
107 −〈A0〉 − 〈A1〉 + 〈A0B0〉 + 〈A1B0〉 − 〈C0〉 + 〈A1C0〉 + 〈B0C0〉 + 2〈A0B0C0〉 + 〈A1B0C0〉 + 2〈A0B1C0〉 −
2〈A1B1C0〉 − 〈C1〉 − 〈A0C1〉+ 〈B0C1〉 − 〈A0B0C1〉+ 2〈A1B0C1〉 − 2〈A0B1C1〉 − 2〈A1B1C1〉 ≤ 8
108 −〈A0〉−〈A1〉+〈A0B0〉+〈A1B0〉−2〈C0〉+2〈B0C0〉+2〈A0B0C0〉+2〈A1B0C0〉+2〈A0B1C0〉−2〈A1B1C0〉−
〈A0C1〉+ 〈A1C1〉 − 〈A0B0C1〉+ 〈A1B0C1〉 − 2〈A0B1C1〉 − 2〈A1B1C1〉 ≤ 8
109 −〈A1〉 − 〈B0〉+ 〈A1B0〉+ 2〈A0B1〉 − 3〈C0〉+ 〈A0C0〉+ 2〈A0B0C0〉+ 2〈A1B0C0〉+ 〈B1C0〉+ 3〈A0B1C0〉 −
2〈A1B1C0〉−〈A0C1〉+〈A1C1〉+〈B0C1〉−2〈A0B0C1〉+〈A1B0C1〉−〈B1C1〉−〈A0B1C1〉−2〈A1B1C1〉 ≤ 9
110 −〈A0〉 − 2〈B0〉+ 2〈A1B0〉+ 〈B1〉+ 〈A0B1〉 − 2〈C0〉+ 2〈A0B0C0〉+ 2〈A1B0C0〉+ 2〈B1C0〉+ 2〈A0B1C0〉 −
2〈A1B1C0〉−〈C1〉−〈A0C1〉+2〈A1C1〉−2〈A0B0C1〉+2〈A1B0C1〉−〈B1C1〉−〈A0B1C1〉−2〈A1B1C1〉 ≤ 9
111 −〈A0〉−〈A1〉−〈B0〉−〈A0B0〉+ 〈B1〉+2〈A0B1〉+ 〈A1B1〉+ 〈B0C0〉+ 〈A0B0C0〉+2〈A1B0C0〉+3〈B1C0〉+
〈A0B1C0〉 − 〈A0C1〉+ 3〈A1C1〉 − 2〈A0B0C1〉+ 〈A0B1C1〉 − 〈A1B1C1〉 ≤ 8
112 −2〈A0〉+ 〈A1〉− 3〈B0〉+ 〈A1B0〉+ 2〈B1〉+ 4〈A0B1〉− 2〈C0〉− 〈A0C0〉+ 3〈A1C0〉− 〈B0C0〉+ 3〈A0B0C0〉+
2〈A1B0C0〉+ 3〈B1C0〉+ 2〈A0B1C0〉 − 〈A1B1C0〉 − 〈C1〉 − 〈A0C1〉+ 2〈A1C1〉 − 3〈A0B0C1〉+ 〈A1B0C1〉+
〈B1C1〉+ 2〈A0B1C1〉 − 〈A1B1C1〉 ≤ 11
Continued on the next page...
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Class Representative
113 −3〈A0〉+ 〈A1〉− 3〈B0〉+ 3〈A1B0〉+ 〈B1〉+ 3〈A0B1〉− 3〈C0〉− 〈A0C0〉+ 4〈A1C0〉− 〈B0C0〉+ 4〈A0B0C0〉+
3〈A1B0C0〉+ 4〈B1C0〉+ 3〈A0B1C0〉 − 〈A1B1C0〉 − 〈C1〉+ 〈A1C1〉 − 4〈A0B0C1〉+ 2〈A1B0C1〉+ 〈B1C1〉+
2〈A0B1C1〉 − 〈A1B1C1〉 ≤ 14
114 〈A0B1〉+ 〈A1C0〉+ 〈A0B0C0〉 − 〈A1B0C1〉+ 〈B1C1〉 ≤ 3
115 〈A0B0〉+ 〈A1B0〉+ 〈A0B1〉 − 〈A1B1〉 − 〈A0C0〉+ 〈A1C0〉+ 〈A0B0C0〉+ 〈A1B0C0〉+ 2〈B1C0〉+ 〈A0C1〉+
〈A1C1〉+ 2〈A0B0C1〉 − 2〈A1B0C1〉 − 〈A0B1C1〉 − 〈A1B1C1〉 ≤ 6
116 〈A0B1〉+ 〈A1C0〉+ 〈A0B0C0〉+ 〈B0C1〉 − 〈A1B1C1〉 ≤ 3
117 −〈A1〉 − 〈B0〉 + 〈A0B0〉 + 〈A0B1〉 − 〈A1B1〉 − 〈A0C0〉 + 〈A1C0〉 + 〈B0C0〉 + 〈A0B0C0〉 + 2〈A1B0C0〉 +
〈B1C0〉 − 〈A1B1C0〉 − 〈C1〉+ 〈A0C1〉+ 2〈A0B0C1〉 − 2〈A1B0C1〉 − 〈B1C1〉 − 〈A0B1C1〉 − 2〈A1B1C1〉 ≤ 7
118 −〈A0〉−〈A1〉+2〈A1B0〉+〈A0B1〉−〈A1B1〉−〈C0〉−〈A0C0〉+2〈A0B0C0〉+〈B1C0〉+〈A0B1C0〉−2〈A1B1C0〉−
〈C1〉+ 〈A1C1〉+ 2〈B0C1〉+ 2〈A1B0C1〉 − 〈B1C1〉 − 2〈A0B1C1〉 − 〈A1B1C1〉 ≤ 8
119 −〈A0〉−〈A1〉+〈A0B0〉+〈A1B0〉−2〈C0〉+2〈B0C0〉+2〈A0B0C0〉+2〈A1B0C0〉+2〈A0B1C0〉−2〈A1B1C0〉+
〈A0C1〉 − 〈A1C1〉+ 〈A0B0C1〉 − 〈A1B0C1〉 − 2〈A0B1C1〉 − 2〈A1B1C1〉 ≤ 8
120 −2〈A0〉 − 〈A1〉 − 2〈B0〉 + 2〈A0B0〉 − 〈B1〉 − 〈A1B1〉 − 2〈C0〉 + 2〈A0C0〉 + 2〈B0C0〉 + 4〈A0B0C0〉 +
2〈A1B0C0〉+2〈A0B1C0〉−2〈A1B1C0〉−〈C1〉−〈A1C1〉+2〈A0B0C1〉−2〈A1B0C1〉−〈B1C1〉−2〈A0B1C1〉−
3〈A1B1C1〉 ≤ 11
121 −2〈A0〉−2〈B0〉−〈A0B0〉+3〈A1B0〉+3〈A0B1〉−〈A1B1〉−4〈C0〉−〈A0C0〉+〈A1C0〉−〈B0C0〉+3〈A0B0C0〉+
2〈A1B0C0〉+ 〈B1C0〉+ 2〈A0B1C0〉 − 3〈A1B1C0〉+ 2〈C1〉+ 3〈A0C1〉+ 〈A1C1〉+ 3〈B0C1〉+ 2〈A0B0C1〉 −
〈A1B0C1〉+ 〈B1C1〉 − 〈A0B1C1〉+ 2〈A1B1C1〉 ≤ 12
122 −4〈A0〉− 6〈B0〉− 〈A0B0〉+ 3〈A1B0〉+ 2〈B1〉+ 5〈A0B1〉− 〈A1B1〉− 6〈C0〉− 〈A0C0〉+ 3〈A1C0〉− 〈B0C0〉+
5〈A0B0C0〉+ 4〈A1B0C0〉+ 3〈B1C0〉+ 4〈A0B1C0〉 − 3〈A1B1C0〉+ 2〈C1〉+ 5〈A0C1〉 − 〈A1C1〉+ 3〈B0C1〉+
4〈A0B0C1〉 − 3〈A1B0C1〉+ 〈B1C1〉 − 〈A0B1C1〉+ 2〈A1B1C1〉 ≤ 18
123 −8〈A0〉+ 2〈A1〉 − 8〈B0〉 − 〈A0B0〉+ 5〈A1B0〉+ 2〈B1〉+ 5〈A0B1〉 − 〈A1B1〉 − 8〈C0〉 − 〈A0C0〉+ 5〈A1C0〉 −
〈B0C0〉+ 7〈A0B0C0〉+ 6〈A1B0C0〉+ 5〈B1C0〉+ 6〈A0B1C0〉 − 3〈A1B1C0〉+ 2〈C1〉+ 5〈A0C1〉 − 〈A1C1〉+
5〈B0C1〉+ 6〈A0B0C1〉 − 3〈A1B0C1〉 − 〈B1C1〉 − 3〈A0B1C1〉+ 2〈A1B1C1〉 ≤ 24
124 −〈A0〉 + 2〈A1B0〉 + 〈B1〉 − 〈A0B1〉 − 〈C0〉 − 〈A0C0〉 + 2〈B0C0〉 + 2〈A0B0C0〉 + 2〈A1B0C0〉 + 〈B1C0〉 +
〈A0B1C0〉 − 2〈A1B1C0〉 − 2〈C1〉+ 2〈A1C1〉 − 2〈A0B0C1〉+ 2〈A1B0C1〉 − 2〈A0B1C1〉 − 2〈A1B1C1〉 ≤ 9
125 −2〈A0〉+ 〈A1〉− 〈B0〉− 〈A1B0〉+ 2〈B1〉+ 4〈A0B1〉− 〈C0〉− 〈A0C0〉+ 2〈A1C0〉+ 3〈A0B0C0〉+ 〈A1B0C0〉+
3〈B1C0〉+2〈A0B1C0〉−〈A1B1C0〉−2〈C1〉−〈A0C1〉+3〈A1C1〉+〈B0C1〉−3〈A0B0C1〉+〈B1C1〉+2〈A0B1C1〉−
〈A1B1C1〉 ≤ 11
126 −〈A0〉 − 2〈A1〉 − 〈B0〉 + 〈A1B0〉 − 〈A0B1〉 − 〈A1B1〉 + 2〈A1C0〉 + 2〈B0C0〉 + 2〈A0B0C0〉 + 2〈A1B0C0〉 +
2〈A0B1C0〉 − 2〈A1B1C0〉 − 3〈C1〉 − 〈A0C1〉 + 〈B0C1〉 − 2〈A0B0C1〉 + 3〈A1B0C1〉 − 3〈A0B1C1〉 −
3〈A1B1C1〉 ≤ 11
127 −〈A0〉 − 2〈A1〉 − 〈B0〉 + 〈A1B0〉 − 〈A0B1〉 − 〈A1B1〉 − 〈C0〉 + 〈A1C0〉 + 3〈B0C0〉 + 2〈A0B0C0〉 +
3〈A1B0C0〉+2〈A0B1C0〉−2〈A1B1C0〉−2〈C1〉−〈A0C1〉+〈A1C1〉−2〈A0B0C1〉+2〈A1B0C1〉−3〈A0B1C1〉−
3〈A1B1C1〉 ≤ 11
128 −〈A1〉−2〈B0〉+2〈A1B0〉+〈B1〉−〈A1B1〉−〈C0〉+〈A1C0〉+2〈A0B0C0〉+2〈A1B0C0〉+〈B1C0〉+2〈A0B1C0〉−
3〈A1B1C0〉 − 2〈C1〉+ 2〈A1C1〉+ 2〈B0C1〉 − 2〈A0B0C1〉+ 4〈A1B0C1〉 − 2〈A0B1C1〉 − 2〈A1B1C1〉 ≤ 11
129 −〈A1〉−2〈B0〉+2〈A1B0〉+〈B1〉−〈A1B1〉−2〈C0〉+〈B0C0〉+2〈A0B0C0〉+3〈A1B0C0〉+〈B1C0〉+2〈A0B1C0〉−
3〈A1B1C0〉 − 〈C1〉+ 3〈A1C1〉+ 〈B0C1〉 − 2〈A0B0C1〉+ 3〈A1B0C1〉 − 2〈A0B1C1〉 − 2〈A1B1C1〉 ≤ 11
130 −〈A0〉 − 〈A1〉 − 〈B0〉 − 3〈A1B0〉 − 〈B1〉 + 〈A0B1〉 + 2〈A0C0〉 + 2〈B0C0〉 + 2〈A0B0C0〉 + 2〈A1B0C0〉 +
2〈A0B1C0〉 − 2〈A1B1C0〉 − 2〈C1〉 − 〈A0C1〉 + 〈A1C1〉 − 〈B0C1〉 − 2〈A0B0C1〉 − 3〈A1B0C1〉 + 〈B1C1〉 +
〈A0B1C1〉 − 2〈A1B1C1〉 ≤ 10
131 −2〈A0〉−2〈A1B0〉+2〈A0B1〉−〈C0〉+〈A0C0〉+2〈B0C0〉+2〈A0B0C0〉+2〈A1B0C0〉+〈B1C0〉+3〈A0B1C0〉−
2〈A1B1C0〉−〈C1〉−〈A0C1〉+2〈A1C1〉−2〈A0B0C1〉−2〈A1B0C1〉+〈B1C1〉+〈A0B1C1〉−2〈A1B1C1〉 ≤ 10
132 −〈A0〉+ 〈A1〉− 〈B0〉− 〈A1B0〉+ 〈B1〉+ 3〈A0B1〉− 〈C0〉+ 〈A0C0〉+ 2〈A1C0〉+ 2〈A0B0C0〉+ 2〈A1B0C0〉+
〈B1C0〉 + 3〈A0B1C0〉 − 2〈A1B1C0〉 − 〈C1〉 + 〈A1C1〉 + 〈B0C1〉 − 2〈A0B0C1〉 − 〈A1B0C1〉 + 2〈B1C1〉 +
2〈A0B1C1〉 − 2〈A1B1C1〉 ≤ 10
Continued on the next page...
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133 〈A0〉 − 〈A1〉 + 3〈A0B0〉 − 〈A1B0〉 − 2〈B1〉 + 2〈A0B1〉 − 2〈A1B1〉 − 〈C0〉 + 〈A0C0〉 + 4〈A1C0〉 + 〈B0C0〉 +
3〈A0B0C0〉+ 2〈A0B1C0〉+ 2〈A1B1C0〉 − 〈C1〉+ 〈A1C1〉 − 〈B0C1〉+ 2〈A0B0C1〉 − 3〈A1B0C1〉+ 4〈B1C1〉 −
2〈A0B1C1〉 ≤ 12
134 −2〈A1〉 + 2〈A0B0〉 − 2〈A1B1〉 + 2〈B0C0〉 + 〈A0B0C0〉 + 3〈A1B0C0〉 − 〈A0B1C0〉 − 〈A1B1C0〉 − 4〈C1〉 +
3〈A0B0C1〉 − 3〈A1B0C1〉 − 〈A0B1C1〉 − 3〈A1B1C1〉 ≤ 10
135 〈A0〉−〈A1〉−〈B0〉+3〈A0B0〉−2〈A1B0〉−〈B1〉+2〈A0B1〉−〈A1B1〉−〈C0〉+〈A0C0〉+4〈A1C0〉+2〈B0C0〉+
3〈A0B0C0〉 + 〈A1B0C0〉 − 〈B1C0〉 + 2〈A0B1C0〉 + 〈A1B1C0〉 − 〈C1〉 + 〈A1C1〉 − 〈B0C1〉 + 2〈A0B0C1〉 −
3〈A1B0C1〉+ 4〈B1C1〉 − 2〈A0B1C1〉 ≤ 12
136 −〈C0〉+ 〈A0C0〉+ 〈B0C0〉+ 〈A0B0C0〉+2〈A1B0C0〉+2〈A0B1C0〉−2〈A1B1C0〉−〈C1〉+ 〈A0C1〉+ 〈B0C1〉+
〈A0B0C1〉 − 2〈A1B0C1〉 − 2〈A0B1C1〉 − 2〈A1B1C1〉 ≤ 8
137 〈A0B0〉 − 〈A1B0〉+ 〈A0B1〉+ 〈A1B1〉 − 2〈C0〉+ 〈A0C0〉+ 〈A1C0〉+ 2〈B0C0〉+ 3〈A0B0C0〉 − 〈A1B0C0〉+
2〈A0B1C0〉 + 2〈A1B1C0〉 + 〈A0C1〉 + 〈A1C1〉 + 2〈A0B0C1〉 − 2〈A1B0C1〉 + 2〈B1C1〉 − 3〈A0B1C1〉 −
〈A1B1C1〉 ≤ 10
138 −〈A0〉+〈A1〉−〈B0〉+2〈A0B0〉+〈A1B0〉+〈B1〉+〈A0B1〉−2〈A1B1〉−〈C0〉−〈A0C0〉+2〈A1C0〉−〈B0C0〉+
2〈A0B0C0〉 + 〈A1B0C0〉 + 2〈B1C0〉 + 〈A0B1C0〉 − 〈A1B1C0〉 − 〈C1〉 + 2〈A0C1〉 + 〈A1C1〉 + 2〈B0C1〉 +
4〈A0B0C1〉 − 2〈A1B0C1〉+ 〈B1C1〉 − 2〈A0B1C1〉 − 〈A1B1C1〉 ≤ 10
139 −〈A0〉+ 〈A1〉+ 3〈A0B1〉 − 〈A1B1〉 − 〈C0〉 − 〈A1C0〉+ 3〈B0C0〉+ 2〈A0B0C0〉+ 〈A1B0C0〉+ 2〈A0B1C0〉 −
2〈A1B1C0〉− 〈C1〉+ 〈A0C1〉+ 4〈A1C1〉+ 〈B0C1〉+ 2〈A0B0C1〉− 〈A1B0C1〉− 〈A0B1C1〉− 〈A1B1C1〉 ≤ 10
140 −2〈A1〉−2〈B0〉−2〈A1B1〉+2〈B0C0〉+〈A0B0C0〉+3〈A1B0C0〉−〈A0B1C0〉−〈A1B1C0〉−2〈C1〉+2〈A0C1〉+
3〈A0B0C1〉 − 3〈A1B0C1〉 − 〈A0B1C1〉 − 3〈A1B1C1〉 ≤ 10
141 −〈A0〉−2〈B0〉+2〈A0B0〉+〈B1〉+〈A0B1〉−2〈A1B1〉−〈C0〉−〈A0C0〉+2〈A1C0〉+2〈A0B0C0〉+2〈A1B0C0〉+
〈B1C0〉+ 〈A0B1C0〉−2〈A1B1C0〉−2〈C1〉+ 2〈A0C1〉+ 2〈B0C1〉+ 4〈A0B0C1〉−2〈A1B0C1〉−2〈A0B1C1〉−
2〈A1B1C1〉 ≤ 11
142 −2〈A0〉 − 〈A1〉 − 〈B0〉 + 〈A0B0〉 − 〈A0B1〉 − 〈A1B1〉 − 〈C0〉 + 〈A0C0〉 + 3〈B0C0〉 + 3〈A0B0C0〉 +
2〈A1B0C0〉+2〈A0B1C0〉−2〈A1B1C0〉−2〈C1〉+〈A0C1〉−〈A1C1〉+2〈A0B0C1〉−2〈A1B0C1〉−3〈A0B1C1〉−
3〈A1B1C1〉 ≤ 11
143 −〈A0〉−〈B0〉+〈A1B0〉+〈A0B1〉−〈A1B1〉−3〈C0〉+〈A0C0〉+〈B0C0〉+2〈A0B0C0〉+3〈A1B0C0〉+3〈A0B1C0〉−
3〈A1B1C0〉+ 2〈A0C1〉+ 2〈B0C1〉+ 2〈A0B0C1〉 − 2〈A1B0C1〉 − 2〈A0B1C1〉 − 2〈A1B1C1〉 ≤ 11
144 −2〈A0〉− 〈B0〉+ 〈A0B0〉−2〈A1B0〉− 〈B1〉+ 〈A0B1〉− 〈C0〉+ 2〈A0C0〉+ 〈A1C0〉+ 3〈B0C0〉+ 4〈A0B0C0〉−
〈A1B0C0〉+2〈A0B1C0〉+2〈A1B1C0〉−〈C1〉+ 〈A1C1〉+3〈A0B0C1〉−3〈A1B0C1〉+ 〈B1C1〉−3〈A0B1C1〉−
2〈A1B1C1〉 ≤ 12
145 2〈A0〉− 〈A1〉+ 〈B0〉+ 〈A1B0〉+ 4〈A0B1〉− 2〈A1B1〉− 2〈C0〉− 〈A0C0〉+ 3〈A1C0〉− 〈B0C0〉+ 3〈A0B0C0〉+
2〈A1B0C0〉+ 3〈B1C0〉+ 2〈A0B1C0〉− 〈A1B1C0〉−3〈C1〉+ 3〈A0C1〉+ 4〈B0C1〉−3〈A0B0C1〉+ 〈A1B0C1〉−
〈B1C1〉+ 2〈A0B1C1〉 − 3〈A1B1C1〉 ≤ 13
146 2〈A1〉+4〈A0B1〉−2〈A1B1〉−〈C0〉+〈A0C0〉+2〈A1C0〉−〈B0C0〉+3〈A0B0C0〉+2〈A1B0C0〉−2〈A1B1C0〉−
3〈C1〉+ 〈A0C1〉+ 2〈A1C1〉+ 5〈B0C1〉+ 〈A0B0C1〉 − 2〈A1B0C1〉+ 2〈A0B1C1〉 − 2〈A1B1C1〉 ≤ 12
147 2〈A1〉+ 4〈A0B1〉−2〈A1B1〉−2〈C0〉+ 2〈A0C0〉+ 2〈A1C0〉− 〈B0C0〉+ 3〈A0B0C0〉+ 2〈A1B0C0〉− 〈B1C0〉+
〈A0B1C0〉 − 2〈A1B1C0〉 − 2〈C1〉+ 2〈A1C1〉+ 5〈B0C1〉+ 〈A0B0C1〉 − 2〈A1B0C1〉+ 〈B1C1〉+ 〈A0B1C1〉 −
2〈A1B1C1〉 ≤ 12
148 −〈A0〉 + 〈A1〉 + 〈A0B0〉 − 〈A1B0〉 − 〈C0〉 − 〈A0C0〉 + 〈B0C0〉 + 〈A0B0C0〉 − 2〈A1B0C0〉 − 2〈A1B1C0〉 −
〈C1〉+ 3〈A1C1〉+ 〈B0C1〉+ 2〈A0B0C1〉+ 〈A1B0C1〉 − 2〈A0B1C1〉 ≤ 8
149 −〈C0〉+ 〈A0C0〉+ 〈B0C0〉+ 〈A0B0C0〉−2〈A1B0C0〉+2〈A0B1C0〉−2〈A1B1C0〉−〈C1〉+ 〈A0C1〉+ 〈B0C1〉+
〈A0B0C1〉+ 2〈A1B0C1〉 − 2〈A0B1C1〉 − 2〈A1B1C1〉 ≤ 8
150 2〈A0B1〉−2〈C0〉+2〈B0C0〉+〈A0B0C0〉+3〈A1B0C0〉+3〈A0B1C0〉−3〈A1B1C0〉−〈A0B0C1〉−〈A1B0C1〉+
2〈B1C1〉 − 〈A0B1C1〉 − 3〈A1B1C1〉 ≤ 10
151 −〈A0〉+2〈A1B0〉−〈B1〉−〈A0B1〉+〈B0C0〉+2〈A0B0C0〉+〈A1B0C0〉+〈B1C0〉+2〈A0B1C0〉−3〈A1B1C0〉−
3〈C1〉 − 〈A0C1〉+ 〈B0C1〉 − 2〈A0B0C1〉+ 3〈A1B0C1〉 − 3〈A0B1C1〉 − 3〈A1B1C1〉 ≤ 11
Continued on the next page...
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Class Representative
152 −〈A0〉 + 2〈A1B0〉 − 〈B1〉 − 〈A0B1〉 − 〈C0〉 − 〈A1C0〉 + 2〈B0C0〉 + 2〈A0B0C0〉 + 2〈A1B0C0〉 + 〈B1C0〉 +
2〈A0B1C0〉 − 3〈A1B1C0〉 − 2〈C1〉 − 〈A0C1〉 + 〈A1C1〉 − 2〈A0B0C1〉 + 2〈A1B0C1〉 − 3〈A0B1C1〉 −
3〈A1B1C1〉 ≤ 11
153 〈A0〉− 〈B0〉+ 2〈A0B0〉− 〈A1B0〉+ 〈A0B1〉+ 〈A1B1〉− 〈C0〉+ 2〈A0C0〉+ 〈A1C0〉+ 〈B0C0〉+ 3〈A0B0C0〉+
2〈A1B0C0〉+3〈A0B1C0〉−3〈A1B1C0〉−〈A0C1〉+ 〈A1C1〉+2〈B0C1〉−〈A0B0C1〉+ 〈A1B0C1〉+2〈B1C1〉−
2〈A0B1C1〉 − 2〈A1B1C1〉 ≤ 11
154 〈A1〉−〈B0〉−〈A1B0〉−2〈B1〉+2〈A0B1〉+〈A0C0〉−〈A1C0〉+2〈A0B0C0〉+2〈A1B0C0〉+2〈B1C0〉+〈A0B1C0〉−
3〈A1B1C0〉 − 3〈C1〉+ 〈A0C1〉 − 〈B0C1〉 − 2〈A0B0C1〉 − 3〈A1B0C1〉+ 3〈A0B1C1〉 − 3〈A1B1C1〉 ≤ 11
155 −〈A0〉+ 2〈A1〉 − 〈B1〉+ 3〈A0B1〉 − 〈C0〉 − 〈A1C0〉+ 2〈A0B0C0〉+ 2〈A1B0C0〉+ 3〈B1C0〉+ 2〈A0B1C0〉 −
3〈A1B1C0〉 − 2〈C1〉+ 〈A0C1〉+ 〈A1C1〉 − 2〈A0B0C1〉 − 2〈A1B0C1〉+ 3〈A0B1C1〉 − 3〈A1B1C1〉 ≤ 11
156 〈A1〉 − 〈B0〉 − 〈A1B0〉 − 2〈B1〉 + 2〈A0B1〉 − 〈C0〉 + 2〈A0C0〉 − 〈A1C0〉 + 2〈A0B0C0〉 + 2〈A1B0C0〉 +
〈B1C0〉+ 2〈A0B1C0〉 − 3〈A1B1C0〉 − 2〈C1〉 − 〈B0C1〉 − 2〈A0B0C1〉 − 3〈A1B0C1〉+ 〈B1C1〉+ 2〈A0B1C1〉 −
3〈A1B1C1〉 ≤ 11
157 2〈A1〉+2〈A1B0〉−2〈B1〉−2〈C0〉+2〈A0C0〉+〈A0B0C0〉+3〈A1B0C0〉+3〈A0B1C0〉−3〈A1B1C0〉−〈A0B0C1〉−
〈A1B0C1〉+ 2〈B1C1〉 − 〈A0B1C1〉 − 3〈A1B1C1〉 ≤ 10
158 −2〈B0〉−2〈A1B0〉−2〈B1〉+2〈A0B1〉−〈C0〉+3〈A0C0〉+〈B0C0〉+2〈A0B0C0〉+3〈A1B0C0〉+3〈A0B1C0〉−
3〈A1B1C0〉−〈C1〉−〈A0C1〉−〈B0C1〉−2〈A0B0C1〉−3〈A1B0C1〉+2〈B1C1〉+〈A0B1C1〉−3〈A1B1C1〉 ≤ 12
159 −〈A0〉 + 2〈A0B0〉 − 〈B1〉 − 〈A0B1〉 − 〈C0〉 − 〈A1C0〉 + 2〈B0C0〉 + 2〈A0B0C0〉 + 2〈A1B0C0〉 + 〈B1C0〉 +
2〈A0B1C0〉 − 3〈A1B1C0〉 − 2〈C1〉 + 〈A0C1〉 − 〈A1C1〉 + 2〈A0B0C1〉 − 2〈A1B0C1〉 − 3〈A0B1C1〉 −
3〈A1B1C1〉 ≤ 11
160 〈A1〉 − 〈B0〉 + 2〈A0B0〉 − 〈A1B0〉 − 2〈B1〉 − 〈C0〉 + 2〈A0C0〉 − 〈A1C0〉 + 2〈A0B0C0〉 + 2〈A1B0C0〉 +
〈B1C0〉+ 2〈A0B1C0〉 − 3〈A1B1C0〉 − 2〈C1〉+ 〈B0C1〉+ 2〈A0B0C1〉 − 3〈A1B0C1〉 − 〈B1C1〉 − 2〈A0B1C1〉 −
3〈A1B1C1〉 ≤ 11
161 〈A1〉+〈A0B0〉+〈A1B0〉−〈B1〉+〈A0B1〉−3〈C0〉+〈A0C0〉+〈B0C0〉+2〈A0B0C0〉+3〈A1B0C0〉+3〈A0B1C0〉−
3〈A1B1C0〉+〈A0C1〉−〈A1C1〉+〈B0C1〉+〈A0B0C1〉−2〈A1B0C1〉+〈B1C1〉−2〈A0B1C1〉−3〈A1B1C1〉 ≤ 11
162 〈A0〉−〈B0〉−〈A0B0〉−2〈A1B0〉+2〈A0B1〉+2〈A0C0〉+2〈B0C0〉+ 〈A0B0C0〉+3〈A1B0C0〉+3〈A0B1C0〉−
3〈A1B1C0〉 − 〈C1〉 − 〈A0C1〉 + 2〈A1C1〉 + 〈B0C1〉 − 2〈A0B0C1〉 − 〈A1B0C1〉 + 2〈B1C1〉 − 〈A0B1C1〉 −
3〈A1B1C1〉 ≤ 11
163 〈A1〉 − 〈A0B0〉 − 〈A1B0〉 − 〈B1〉+ 〈A0B1〉+ 2〈A0C0〉+ 2〈B0C0〉+ 〈A0B0C0〉+ 3〈A1B0C0〉+ 3〈A0B1C0〉 −
3〈A1B1C0〉 − 〈C1〉+ 〈A1C1〉 − 2〈A0B0C1〉 − 2〈A1B0C1〉+ 3〈B1C1〉 − 3〈A1B1C1〉 ≤ 11
164 −〈A0B1C0〉 − 〈A1B1C0〉+ 〈A0B0C1〉 − 〈A1B0C1〉+ 2〈B1C1〉 ≤ 4
165 〈B0C0〉+ 〈A1B0C0〉 − 〈A0B1C0〉 − 〈A1B1C0〉+ 〈A0B0C1〉 − 〈A1B0C1〉+ 〈B1C1〉 − 〈A1B1C1〉 ≤ 4
166 −〈A1〉 + 〈B0〉 + 〈A0B0〉 − 〈A0B1〉 − 〈A1B1〉 − 〈C0〉 − 〈A1C0〉 + 3〈B0C0〉 + 3〈A1B0C0〉 − 2〈A0B1C0〉 −
2〈A1B1C0〉 − 2〈C1〉+ 3〈A0B0C1〉 − 3〈A1B0C1〉+ 2〈B1C1〉 − 〈A0B1C1〉 − 3〈A1B1C1〉 ≤ 11
167 −〈A1〉 + 〈A0B0〉 − 〈A1B0〉 − 〈B1〉 + 〈A0B1〉 + 〈A0C0〉 + 〈A1C0〉 + 〈B0C0〉 + 〈A0B0C0〉 + 2〈A1B0C0〉 −
〈B1C0〉+ 2〈A0B1C0〉 − 3〈A1B1C0〉 − 〈C1〉 − 〈A0C1〉+ 〈B0C1〉+ 2〈A0B0C1〉 − 3〈A1B0C1〉 − 3〈A0B1C1〉 −
3〈A1B1C1〉 ≤ 11
168 −〈A1〉 − 〈B0〉 + 〈A1B0〉 + 2〈A0B1〉 − 2〈C0〉 + 〈A0C0〉 + 〈A1C0〉 + 2〈B0C0〉 + 2〈A0B0C0〉 + 4〈A1B0C0〉 +
3〈A0B1C0〉 − 3〈A1B1C0〉 + 〈C1〉 + 〈A0C1〉 + 〈B0C1〉 + 2〈A0B0C1〉 − 3〈A1B0C1〉 − 3〈A0B1C1〉 −
3〈A1B1C1〉 ≤ 13
169 −〈A0〉 − 〈B0〉 + 〈A0B0〉 + 2〈A0B1〉 − 〈C0〉 + 〈A0C0〉 + 2〈A1C0〉 + 〈B0C0〉 + 2〈A0B0C0〉 + 3〈A1B0C0〉 +
3〈A0B1C0〉 − 3〈A1B1C0〉+ 2〈B0C1〉+ 3〈A0B0C1〉 − 3〈A1B0C1〉 − 3〈A0B1C1〉 − 3〈A1B1C1〉 ≤ 13
170 −〈A0〉−〈A1〉−〈B0〉+3〈A1B0〉+〈B1〉−〈A0B1〉+2〈A1C0〉+〈B0C0〉+3〈A0B0C0〉+2〈A1B0C0〉+〈B1C0〉+
3〈A0B1C0〉−4〈A1B1C0〉−4〈C1〉− 〈A0C1〉+ 〈A1C1〉+ 2〈B0C1〉−3〈A0B0C1〉+ 5〈A1B0C1〉−4〈A0B1C1〉−
4〈A1B1C1〉 ≤ 16
171 −〈A0〉 − 〈A1〉 − 〈B0〉 + 3〈A1B0〉 + 〈B1〉 − 〈A0B1〉 − 2〈C0〉 + 3〈B0C0〉 + 3〈A0B0C0〉 + 4〈A1B0C0〉 +
〈B1C0〉+ 3〈A0B1C0〉−4〈A1B1C0〉−2〈C1〉− 〈A0C1〉+ 3〈A1C1〉−3〈A0B0C1〉+ 3〈A1B0C1〉−4〈A0B1C1〉−
4〈A1B1C1〉 ≤ 16
Continued on the next page...
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Class Representative
172 −2〈B0〉+4〈A1B0〉+2〈B1〉−〈C0〉+3〈A1C0〉+3〈A0B0C0〉+3〈A1B0C0〉+〈B1C0〉+3〈A0B1C0〉−4〈A1B1C0〉−
3〈C1〉+ 〈A1C1〉+ 2〈B0C1〉 − 3〈A0B0C1〉+ 5〈A1B0C1〉+ 〈B1C1〉 − 3〈A0B1C1〉 − 4〈A1B1C1〉 ≤ 16
173 −〈B0〉+〈A0B0〉+〈B1〉+3〈A0B1〉−2〈C0〉+〈A0B0C0〉−3〈A1B0C0〉+3〈A0B1C0〉−3〈A1B1C0〉+2〈A1C1〉+
〈B0C1〉+ 2〈A0B0C1〉+ 3〈A1B0C1〉+ 〈B1C1〉 − 2〈A0B1C1〉 − 3〈A1B1C1〉 ≤ 12
174 −〈A1〉+〈A0B0〉+〈A1B0〉+〈B1〉+〈A0B1〉−〈C0〉+〈A1C0〉+2〈A0B0C0〉−2〈A1B0C0〉+〈B1C0〉+2〈A0B1C0〉−
3〈A1B1C0〉+ 2〈B0C1〉+ 〈A0B0C1〉+ 3〈A1B0C1〉 − 3〈A0B1C1〉 − 3〈A1B1C1〉 ≤ 11
175 −〈A0〉+ 2〈A0B0〉+ 〈B1〉+ 〈A0B1〉 − 〈C0〉+ 〈A1C0〉+ 2〈A0B0C0〉 − 2〈A1B0C0〉+ 〈B1C0〉+ 2〈A0B1C0〉 −
3〈A1B1C0〉 − 〈A0C1〉+ 〈A1C1〉+ 2〈B0C1〉+ 2〈A0B0C1〉+ 2〈A1B0C1〉 − 3〈A0B1C1〉 − 3〈A1B1C1〉 ≤ 11
176 −〈A1〉 − 〈B0〉+ 〈A1B0〉+ 2〈A0B1〉 − 〈C0〉+ 〈A0C0〉+ 〈B0C0〉+ 2〈A0B0C0〉 − 3〈A1B0C0〉+ 3〈A0B1C0〉 −
3〈A1B1C0〉+ 〈A0C1〉+ 〈A1C1〉+ 2〈B0C1〉+ 2〈A0B0C1〉+ 4〈A1B0C1〉 − 3〈A0B1C1〉 − 3〈A1B1C1〉 ≤ 13
177 −〈A0〉 − 〈B0〉+ 〈A0B0〉+ 2〈A0B1〉 − 〈C0〉+ 〈A0C0〉+ 〈B0C0〉+ 2〈A0B0C0〉 − 3〈A1B0C0〉+ 3〈A0B1C0〉 −
3〈A1B1C0〉+ 2〈A1C1〉+ 2〈B0C1〉+ 3〈A0B0C1〉+ 3〈A1B0C1〉 − 3〈A0B1C1〉 − 3〈A1B1C1〉 ≤ 13
178 −〈A1〉 − 2〈B0〉 + 〈A0B0〉 + 〈A1B0〉 + 〈B1〉 + 〈A0B1〉 − 〈C0〉 + 〈A0C0〉 + 3〈A0B0C0〉 − 3〈A1B0C0〉 +
〈B1C0〉+2〈A0B1C0〉−3〈A1B1C0〉+〈A0C1〉+〈A1C1〉+2〈B0C1〉+2〈A0B0C1〉+4〈A1B0C1〉−3〈A0B1C1〉−
3〈A1B1C1〉 ≤ 13
179 −〈A0〉−2〈B0〉+2〈A0B0〉+〈B1〉+〈A0B1〉−〈C0〉+〈A0C0〉+3〈A0B0C0〉−3〈A1B0C0〉+〈B1C0〉+2〈A0B1C0〉−
3〈A1B1C0〉+ 2〈A1C1〉+ 2〈B0C1〉+ 3〈A0B0C1〉+ 3〈A1B0C1〉 − 3〈A0B1C1〉 − 3〈A1B1C1〉 ≤ 13
180 2〈A1〉 − 〈B0〉 + 〈A0B0〉 − 〈B1〉 + 3〈A0B1〉 + 2〈A1C0〉 + 〈B0C0〉 + 3〈A0B0C0〉 + 4〈A1B0C0〉 + 〈B1C0〉 −
3〈A0B1C0〉 − 4〈A1B1C0〉 − 2〈C1〉 + 2〈A0C1〉 + 2〈B0C1〉 + 2〈A0B0C1〉 − 4〈A1B0C1〉 + 4〈A0B1C1〉 −
4〈A1B1C1〉 ≤ 16
181 2〈A1〉 − 3〈B0〉 + 3〈A0B0〉 + 〈B1〉 + 〈A0B1〉 + 2〈A1C0〉 + 〈B0C0〉 + 3〈A0B0C0〉 + 4〈A1B0C0〉 + 〈B1C0〉 −
3〈A0B1C0〉 − 4〈A1B1C0〉 − 2〈C1〉 + 2〈A0C1〉 + 4〈A0B0C1〉 − 4〈A1B0C1〉 + 2〈B1C1〉 + 2〈A0B1C1〉 −
4〈A1B1C1〉 ≤ 16
182 −〈A0〉+3〈A1〉+〈A0B0〉+〈A1B0〉−2〈B1〉+2〈A0B1〉−〈C0〉+〈A1C0〉+3〈A0B0C0〉+3〈A1B0C0〉+〈B1C0〉−
3〈A0B1C0〉−4〈A1B1C0〉− 〈C1〉+ 3〈A0C1〉+ 2〈B0C1〉+ 2〈A0B0C1〉−4〈A1B0C1〉+ 〈B1C1〉+ 5〈A0B1C1〉−
4〈A1B1C1〉 ≤ 16
183 −〈A0〉+3〈A1〉−2〈B0〉+3〈A0B0〉+〈A1B0〉−〈C0〉+〈A1C0〉+3〈A0B0C0〉+3〈A1B0C0〉+〈B1C0〉−3〈A0B1C0〉−
4〈A1B1C0〉 − 〈C1〉+ 3〈A0C1〉+ 4〈A0B0C1〉 − 4〈A1B0C1〉+ 3〈B1C1〉+ 3〈A0B1C1〉 − 4〈A1B1C1〉 ≤ 16
184 −〈A0B0C0〉 − 〈A1B0C0〉+ 〈A0B1C0〉 − 〈A1B1C0〉+ 〈A0B0C1〉 − 〈A1B0C1〉 − 〈A0B1C1〉 − 〈A1B1C1〉 ≤ 4
185 −〈A0B0C0〉 − 〈A1B0C0〉+ 〈A0B1C0〉 − 〈A1B1C0〉 − 〈A0B0C1〉+ 〈A1B0C1〉 − 〈A0B1C1〉 − 〈A1B1C1〉 ≤ 4
TABLE III: NS2, T2 and S2 bounds for the inequalities of Table II, as
well as maximum quantum value.
∗ Best value found by considering three-qubits states.
† Best upperbound found with the NPA hierarchy.
Class NS2 bound T2 bound S2 bound quantum bound
1 1 1 1 1.00000
2 4 4 32/5 = 6.4 4.75069
3 4 6 20/3 ' 6.66667 4.81193
4 4 6 7 5.00000
5 5 7 23/3 ' 7.66667 5.50921
6 7 7 73/7 ' 10.42857 8.12659
7 7 9 51/5 = 10.2 7.95393
8 6 8 9 6.56259
9 6 6 9 7.27353
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TABLE III: continued
Class NS2 bound T2 bound S2 bound quantum maximum
10 6 6 26/3 ' 8.66667 6.82507
11 9 13 43/3 ' 14.33333 9.70979
12 6 6 26/3 ' 8.66667 7.59106
13 9 9 191/15 ' 12.73333 10.99312
14 9 9 165/13 ' 12.69231 10.75884
15 5 7 23/3 ' 7.66667 5.62131
16 4 32/5 = 6.4 7 5.00000
17 5 7 8 5.00000
18 5 7 23/3 ' 7.66667 5.64000
19 9 13 267/19 ' 14.05263 9.37048
20 9 13 267/19 ' 14.05263 9.25733
21 9 13 43/3 ' 14.33333 9.85524
22 5 7 23/3 ' 7.66667 5.00000
23 5 7 23/3 ' 7.66667 5.64000
24 6 8 170/19 ' 8.94737 6.84538
25 5 7 23/3 ' 7.66667 5.75069
26 5 7 23/3 ' 7.66667 5.42830
27 6 8 26/3 ' 8.66667 7.38194
28 7 9 51/5 = 10.2 7.21632
29 7 9 837/83 ' 10.08434 8.08341
30 8 12 88/7 ' 12.57143 8.52561
31 9 11 13 10.65566
32 9 11 13 10.64075
33 8 12 64/5 = 12.8 8.56838
34 12 18 132/7 ' 18.85714 12.85121
35 8 12 168/13 ' 12.92308 9.22939
36 8 10 12 9.04174
37 6 8 26/3 ' 8.66667 7.31826
38 8 12 168/13 ' 12.92308 8.80276
39 8 12 88/7 ' 12.57143 8.56931
40 9 13 267/19 ' 14.05263 9.40798
41 9 61/5 = 12.2 95/7 ' 13.57143 10.55919
42 9 13 43/3 ' 14.33333 10.01796
43 9 61/5 = 12.2 95/7 ' 13.57143 9.82329
44 12 18 132/7 ' 18.85714 13.17015
45 6 58/7 ' 8.28571 26/3 ' 8.66667 7.23760
46 6 8 26/3 ' 8.66667 7.24279
47 6 58/7 ' 8.28571 26/3 ' 8.66667 7.18875
48 8 12 64/5 = 12.8 8.62390
49 9 13 267/19 ' 14.05263 9.33633
50 9 13 267/19 ' 14.05263 9.40389
51 6 58/7 ' 8.28571 26/3 ' 8.66667 7.13659
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TABLE III: continued
Class NS2 bound T2 bound S2 bound quantum maximum
52 10 14 106/7 ' 15.14286 11.41357
53 10 14 106/7 ' 15.14286 11.41616
54 14 19 146/7 ' 20.85714 15.66959
55 10 14 106/7 ' 15.14286 11.43989
56 9 13 267/19 ' 14.05263 9.48035
57 4 6 20/3 ' 6.66667 4.00000
58 6 6 26/3 ' 8.66667 6.35575
59 7 9 11 8.27564
60 6 6 26/3 ' 8.66667 6.00000
61 7 7 189/19 ' 9.94737 7.69080
62 8 10 12 8.50148
63 8 10 12 8.27748
64 8 10 12 8.41231
65 8 12 64/5 = 12.8 8.67603
66 8 12 64/5 = 12.8 8.39519
67 8 10 12 8.31408
68 8 12 64/5 = 12.8 8.77290
69 9 9 13 9.28373
70 9 9 87/7 ' 12.42857 9.08264
71 8 12 64/5 = 12.8 8.46385
72 12 18 132/7 ' 18.85714 12.93930
73 14 86/5 = 17.2 142/7 ' 20.28571 16.18110
74 7 11 11 7.53726
75 8 32/3 ' 10.66667 12 8.30497
76 8 10 12 8.48734
77 9 35/3 ' 11.66667 95/7 ' 13.57143 9.14756
78 8 12 64/5 = 12.8 8.52518
79 9 13 267/19 ' 14.05263 9.48030
80 8 10 12 8.39673
81 12 14 152/9 ' 16.88889 12.31157
82 12 14 324/19 ' 17.05263 12.36384
83 9 13 43/3 ' 14.33333 10.20365
84 11 13 15 11.11124
85 12 18 132/7 ' 18.85714 12.45105
86 12 18 132/7 ' 18.85714 12.42676
87 12 18 132/7 ' 18.85714 12.44461
88 12 18 132/7 ' 18.85714 12.47815
89 12 18 132/7 ' 18.85714 13.30082
90 9 13 267/19 ' 14.05263 9.53599
91 10 14 106/7 ' 15.14286 11.57931
92 10 14 106/7 ' 15.14286 11.60062
93 7 7 123/13 ' 9.46154 7.80211
Continued on the next page...
21
TABLE III: continued
Class NS2 bound T2 bound S2 bound quantum maximum
94 6 8 26/3 ' 8.66667 6.41253
95 6 6 26/3 ' 8.66667 6.26779
96 6 6 10 7.65685
97 6 8 26/3 ' 8.66667 7.65685
98 6 38/5 = 7.6 58/7 ' 8.28571 7.23369
99 3 3 5 3.82843
100 6 8 26/3 ' 8.66667 7.30842
101 8 10 12 8.37318
102 8 12 88/7 ' 12.57143 9.23047
103 8 12 64/5 = 12.8 8.71704
104 6 8 26/3 ' 8.66667 6.52897
105 7 9 69/7 ' 9.85714 8.37296
106 7 9 189/19 ' 9.94737 7.39748
107 8 8 32/3 ' 10.66667 8.19665
108 8 8 11 8.27814
109 9 9 13 9.19700
110 9 9 13 9.18705
111 8 12 64/5 = 12.8 8.52088
112 11 15 17 11.93218
113 14 86/5 = 17.2 20 15.41603
114 3 5 5 3.23304
115 6 8 26/3 ' 8.66667 7.50961
116 3 5 5 3.08134
117 7 43/5 = 8.6 181/19 ' 9.52632 8.83884
118 8 10 12 8.38046
119 8 8 11 10.17822
120 11 11 131/9 ' 14.55556 14.05158
121 12 16 18 13.65378
122 18 22 26 20.73870
123 24 28 32 27.80534
124 9 9 13 9.16566
125 11 15 17 11.66132
126 11 11 15 11.00000
127 11 11 15 11.21479
128 11 11 109/7 ' 15.57143 11.20495
129 11 11 109/7 ' 15.57143 11.00008
130 10 12 14 10.10897
131 10 12 14 10.10307
132 10 12 14 10.08400
133 12 18 132/7 ' 18.85714 12.52585
134 10 10 302/23 ' 13.13043 11.10808
135 12 18 132/7 ' 18.85714 12.54103
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TABLE III: continued
Class NS2 bound T2 bound S2 bound quantum maximum
136 8 8 52/5 = 10.4 10.33008
137 10 12 14 10.00000∗, 10.00217†
138 10 66/5 = 13.2 14 12.62439
139 10 14 106/7 ' 15.14286 11.59412
140 10 10 38/3 ' 12.66667 10.93841
141 11 13 15 13.73642
142 11 11 73/5 = 14.6 13.83433
143 11 11 131/9 ' 14.55556 13.78384
144 12 14 84/5 = 16.8 12.08467
145 13 89/5 = 17.8 97/5 = 19.4 13.35458
146 12 18 132/7 ' 18.85714 12.51512
147 12 18 132/7 ' 18.85714 12.53367
148 8 8 12 8.00000
149 8 8 52/5 = 10.4 8.33926
150 10 10 142/11 ' 12.90909 10.57391
151 11 11 15 11.35999
152 11 11 15 11.10149
153 11 71/5 = 14.2 15 11.19803
154 11 11 15 11.61605
155 11 11 109/7 ' 15.57143 11.60370
156 11 11 15 11.00000
157 10 10 38/3 ' 12.66667 10.74695
158 12 14 84/5 = 16.8 12.10493
159 11 11 101/7 ' 14.42857 13.67867
160 11 11 161/11 ' 14.63636 13.80255
161 11 11 101/7 ' 14.42857 13.82024
162 11 13 49/3 ' 16.33333 11.15611
163 11 13 109/7 ' 15.57143 11.11798
164 4 4 6 4.00000
165 4 4 6 4.00000
166 11 13 169/11 ' 15.36364 11.09338
167 11 11 175/13 ' 13.46154 13.62827
168 13 13 149/9 ' 16.55556 16.79074
169 13 13 149/9 ' 16.55556 16.67514
170 16 16 151/7 ' 21.57143 16.35844
171 16 16 280/13 ' 21.53846 16.30961
172 16 16 151/7 ' 21.57143 16.27042
173 12 12 16 12.32782
174 11 11 101/7 ' 14.42857 11.14498
175 11 11 101/7 ' 14.42857 11.07768
176 13 13 17 13.18846
177 13 13 17 13.06462
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TABLE III: continued
Class NS2 bound T2 bound S2 bound quantum maximum
178 13 13 17 13.00926
179 13 13 17 13.07212
180 16 16 360/17 ' 21.17647 16.30019
181 16 16 64/3 ' 21.33333 16.33196
182 16 16 360/17 ' 21.17647 16.19215
183 16 16 64/3 ' 21.33333 16.26113
184 4 4 4 4.00000
185 4 4 4 5.65685
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