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A Bose-Einstein condensate (BEC) of rubidium atoms is prepared in one of two degenerate energy
minima in the second Bloch band of an optical square lattice. A subsequent oscillation of the BEC
between the two energy minima is observed, which is driven by two distinct collision processes:
the conventional Hubbard-type on-site collision and a collision process that changes the orbital
flavor. The oscillation frequency scales with the relative strength of these collisional interactions,
which can be readily tuned via an experimentally well controlled distortion of the unit cell. The
observations are compared to a quantum model of two single-particle modes and to a semi-classical
multi-band tight-binding simulation of 12 × 12 tubular sites of the lattice. Both models reproduce
the observed oscillatory quantum many-body dynamics and show the correct dependence of the
oscillation frequency on the ratio between the strengths of the on-site and flavor-changing collision
processes.
PACS numbers: 42.50.Nn, 06.30.Ft, 37.10.Jk, 37.30.+i
The ground state wave function of bosonic atoms in
optical lattices [1–5] can be generally chosen to be real
and positive [6, 7], giving rise to a rather featureless phys-
ical scenario, in contrast to electronic condensed-matter
lattice physics, where a more complex structure such as
orbital degrees of freedom of higher bands typically pro-
vides a richer physical reality [7, 8], for example in the
case of transition metal oxides [9, 10]. In contrast to the
well-controlled and comparatively simple platform of op-
tical lattices, in electronic condensed-matter examples,
however, the discrimination of physics related to orbital
degrees of freedom from the multitude of other possible
mechanisms is difficult. This has inspired growing inter-
est to study atoms in metastable higher Bloch bands of
optical lattice potentials [7, 8, 11–21], and finally to im-
plement orbital degrees of freedom and the concomitant
quantum degeneracies resulting in two and three dimen-
sions in ultracold atom experiments [15–20]. While theo-
retical investigations have been concerned with fermions
and bosons, experimental work has been so far limited to
the latter. The presence of energetically degenerate or-
bitals with different angular momenta and orientations
gives rise to multiple degenerate global band minima
in the single-particle band structure at different high-
symmetry points within the first Brillouin zone. This
results in the intriguing consequence that even tiny en-
ergy scales as that of weak contact interactions play a
decisive role in determining the structure of the lowest
energy state in each band. The presence of degener-
ate local orbitals enables contact interaction processes,
which change the orbital character of the colliding atoms
[22]. Multi-flavor Bose-Einstein condensates (BEC) with
complex interaction-induced phase textures can emerge
[8, 11, 12, 17] including examples with non-trivial topo-
logical properties [23, 24]. While orbital equilibrium
phases have been studied in some detail [7, 8], only few
studies of one-dimensional orbital non-equilibrium sce-
narios can be found [25, 26]. The stage seems to be
set for a combined experimental and theoretical study
of complex interaction-driven orbital quantum dynamics
in optical lattices.
In this work, we experimentally explore quantum dy-
namics driven by the interplay between flavor-changing
collisions and conventional on-site collisions of bosonic
atoms in the second band of an optical lattice and com-
pare our findings to model calculations. We selectively
populate one out of the two degenerate global energy
minima in the second band of an optical square lattice
with a BEC and observe the subsequent dynamics, which
displays a damped oscillation of population between both
energy minima. This oscillation is exclusively driven by
two kinds of collisional interactions, i.e., the on-site col-
lisions of atoms in either of the three local orbitals s,
px, and py, respectively, and a flavor-changing collision
mimicking a pair tunneling process [22, 27, 28], where
two atoms colliding, e.g. in the px-orbital at some lattice
site, are both transferred to the py-orbital or vice versa.
According to our model calculations, the frequency of the
population oscillation scales with the relative strength of
these collisional interactions, which can be readily tuned
in the experiment. We implement two different mod-
els both describing essential aspects of our experimental
findings: A quantum two-mode model involving the two
Bloch modes associated with the energy minima of the
second band, and a simulation of 12×12 tubular sites ac-
cording to Fig. 1(a), treated in a three-band tight-binding
approach accounting for nearest- and next-nearest neigh-
bor tunneling and on-site contact interactions.
We consider a two-dimensional (2D) optical square
lattice in the xy-plane, composed of deep and shal-
low wells arranged according to the black and white
fields of a chequerboard, see Fig. 1(a). In the third
dimension, i.e. the z-direction, a nearly harmonic po-
tential with Ω/2pi ≈ 40 Hz is applied, such that the
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FIG. 1: (a) Sketch of the bipartite lattice geometry with deep
A-sites and shallow B-sites. The unit cell is shown by the
gray rectangle. (b) The second Bloch band of the lattice in
(a) is plotted across the first Brillouin zone with the two in-
equivalent energy minima at X± highlighted. Blue denotes
low and white denotes high energy. (c) and (d) show contour
plots of the real-valued Bloch functions ψ±, as obtained from
a numerical band calculation, corresponding to the X± points
of the second band shown in (b).
3D lattice potential constitutes a 2D lattice of elon-
gated sites. The 2D lattice potential is well approxi-
mated by V (x, y) ≈ −V0 | cos(kx) + eiθ cos(ky)|2 with
k = 2pi/λ and λ = 1064 nm. Adjustment of θ per-
mits controlled rapid tuning of the well depth difference
∆V ≡ −4V0 cos(θ) between A- and B-wells. Technical
details are given in Ref. [19]. In its second Bloch band
this lattice provides two inequivalent degenerate local en-
ergy minima at the high-symmetry points X+ and X−,
located at the edge of the first Brillouin zone (BZ), see
Fig. 1(b). The corresponding Bloch functions, ψ+ and
ψ−, composed of p-orbitals in the deep A-wells and s-
orbitals in the shallow B-wells, are orthogonal real-valued
standing waves (cf. Figs. 1(c) and (d)).
We prepare the initial state with the following proto-
col. A nearly pure rubidium BEC with 105 atoms in
the |F = 2,mF = 2〉 hyperfine state at about 50 nK tem-
perature is initially loaded at the Γ−point in the lowest
band of the lattice potential with ∆Vi = −1.23V0,i and
V0,i = 4.3Erec. Here, Erec ≡ ~2k2/(2m) denotes the
single-photon recoil energy and m is the atomic mass.
At this stage, the negative sign of ∆Vi indicates that the
B-wells are deep and the A-wells are shallow. The atoms
reside nearly exclusively in the B-wells. Next, a magnetic
field gradient realizes a magnetic force. The gradient is
applied for 0.65 ms, such that the atoms undergo a half-
cycle of a Bloch oscillation, and hence are transferred
to the X+-point. Details of this step are deferred to
App. A and Ref. [30]. Finally, ∆V and V0 are ramped
up in 0.3 ms to final values ∆Vf ∈ [0.55, 0.75]× V0,f and
V0,f = 7.2Erec. According to the positive value of ∆Vf
the roles of A- and B-wells are swapped such that the
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FIG. 2: (a) The temporal evolution of the relative population
difference
n−−n+
n−+n+ is shown for fixed ∆Vf = 0.725 × V0,f af-
ter initially a BEC is formed at the X+-point. The red solid
line is a fit by an exponentially damped harmonic oscillation.
The error bars reflect the statistics of multiple measurements.
(b) The observed oscillation frequencies obtained from fit-
ting data as in (a) are plotted versus ∆Vf . The errors show
the standard deviations found in the fits. The red disks and
the blue squares represent two measurement series evaluated
via momentum spectra and band mapping, respectively. The
solid black line shows a calculation using a two-mode model.
atoms now form a condensate at the X+-point in the sec-
ond band [19]. Subsequently, the temporal evolution of
the relative population difference between the X−- and
the X+-point
n−−n+
n−+n+
is recorded. This quantity is re-
trieved by performing band mapping or alternatively, by
recording momentum spectra, and counting the atoms
in the vicinity of the X±-points. Details are found in
App. A and Ref. [30]. An example for ∆Vf = 0.725× V0,f
is shown in Fig. 2(a). A strongly damped oscillation is
observed at a frequency of 21.6 Hz. Corresponding band
mapping pictures recorded at times indicated by dashed
gray lines are shown on the upper edge of Fig. 2(a). The
red solid line is a fit with a single exponentially damped
harmonic oscillation. In Fig. 2(b), for each data point
the procedure to obtain Fig. 2(a) is repeated and the ob-
served oscillation frequencies νosc are plotted versus ∆Vf .
The plot shows an increase of νosc with increasing ∆Vf .
In the following, we will compare the data points in
Fig. 2(b) with two distinct models, which will both al-
low us to directly connect the experimental parameter
∆Vf with the amplitude ratio between an orbital inter-
action process exchanging pairs of atoms between px and
py-orbitals and conventional Hubbard-like on-site inter-
action. We begin with a minimal model of the two Bloch
modes ψ+ and ψ−. According to Ref. [22], the Hamilto-
nian reads
H =
g0
2
[nˆ+(nˆ+ − 1) + nˆ−(nˆ− − 1)] (1)
+
g1
2
[
4 nˆ+nˆ− + ψˆ
†
+ψˆ
†
+ψˆ−ψˆ− + ψˆ
†
−ψˆ
†
−ψˆ+ψˆ+
]
3with ψˆ± denoting the annihilation operator for the Bloch
modes ψ± and nˆ± ≡ ψˆ†±ψˆ± the corresponding number
operators. The collision parameters g0 and g1 are given
as g0 ≡ g2D
∫
d3r|ψ±|4 and g1 ≡ g2D
∫
d3r|ψ+|2|ψ−|2
with g2D denoting an effective 2D collision parameter. As
seen in Eq. (1), g0 corresponds to a conventional Hubbard
on-site interaction, while the expression controlled by g1
contains a pair exchange term between both modes, i.e.,
a term that changes the orbital flavor. One may roughly
estimate g2D ≈ (2pi)3/2g/(Muσzd2) with the 3D contact
interaction strength g, the number of unit cells in the
lattice Mu, the length of the tubular sites σz and the lat-
tice constant d ≡ λ/√2. With Mu = 200, σz ≈ 10µm,
one gets g2D = 2 × 10−4Erec. In order to model the ob-
servation in Fig. 2(b), the following steps are performed.
A numerical band calculation is performed to obtain ψ±
and hence the integrals g0/g2D and g1/g2D as functions of
∆Vf . The Schro¨dinger equation for the Hamiltonian of
Eq. (1) is solved for N = 5.000 particles, with the initial
condition that all atoms reside at X+. This leads to the
full time evolution of the system state |Ψ(t)〉. Finally, the
expectation value 〈Ψ(t)| (nˆ+− nˆ−) |Ψ(t)〉 /N is obtained,
a fast Fourier transform of this quantity is calculated and
the frequency νosc of the dominant spectral component is
determined. To estimate the prediction for N = 24.000
particles, we calculate νosc as a function of N , for the
range of N = 20 to N = 500. The resulting dependence
of νosc on N is described by a power-law of the form
∼ N0.8896, within a relative error of 10−4. Utilizing this
dependence, we extrapolate the value of νosc calculated
for N = 5.000 to find that for N = 24.000. The result-
ing νosc plotted against ∆Vf is shown as the black solid
line in Fig. 2(b). A detailed treatment of the underlying
two-mode model is found in Ref. [22]. Remarkably, the
observed ascending trend of νosc is well reproduced by
the model although band relaxation, heating, and parti-
cle loss are neglected here.
In order to obtain a more realistic description includ-
ing dissipation and loss, we turn to a model consisting
of 12× 12 tubular sites according to Fig. 1(a) treated in
a tight-binding approach accounting for nearest-neighbor
and next-nearest neighbor tunneling and the same on-site
collisions already included in the model in Eq. (1). The
tubes are mapped onto a 1D lattice by discretizing them
in real space with a discretization length of 0.13µm. We
simulate the experimental loading protocol and the sub-
sequent dynamics using classical-field-theory techniques,
see App. B and Ref. [30]. We initialize the c-field propa-
gation from a thermal ensemble of temperature T using
Monte Carlo sampling with parameters V0,i = 4.3Erec
and ∆Vi = −1.23V0,i. We transfer the atoms to the
X+-point using phase-imprinting and quench the poten-
tial offset to its final value ∆Vf ∈ [0.2, 0.73] × V0,f with
V0,f = 7.2Erec. The resulting time evolution of the rela-
tive population of the X-points is shown in Fig. 3(a). For
a single initialization we observe coherent oscillations be-
tween the X+ and X− points. The frequency and phase
of the oscillation varies, however, for different initializa-
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FIG. 3: (a) Relative population difference of X-points
n−−n+
n−++n+ according to our classical-field-theory simulations at
∆Vf = 0.69V0. The panel shows the oscillation for a sin-
gle random initialization. For each initialization the system
picks a slightly different phase and frequency of the oscilla-
tion. (b) Fourier spectrum of the oscillation shown in (a)
averaged over 1000 random initializations, see black circles.
The peak of the Fourier transform determines the main os-
cillation frequency at the given value of ∆Vf . The red line
shows a Gaussian fit to the Fourier spectrum. For details on
the fitting routine see App. C. For both panels the temper-
ature is T = 48 nK = 0.5Erec/kB and hence similar to the
experimental temperature.
tions. Therefore the oscillations are strongly damped
when averaging over multiple initializations. This is the
case for the experimental data shown in Fig. 2(a). We
find that the damping effect is predominantly due to de-
phasing of different frequency components. Damping due
to decay to the lower band and loss of coherence occurs on
longer time scales and plays a minor role for T < 50 nK,
see App. E. For our numerical simulations we estimate
the dominant oscillation frequency by calculating the
power spectrum. We Fourier transform the relative pop-
ulation of the X points for each random initialization and
subsequently average the Fourier spectra. The result is
shown in Fig. 3(b). As expected, we find a broad Fourier
peak, where many different oscillation frequencies con-
tribute. We fit a Gaussian to the Fourier spectrum in
order to extract the dominant oscillation frequency, for
details see App. E. Figure 4 plots the results for differ-
ent final potential offsets ∆Vf showing notable agreement
with the experimental data repeated from Fig. 2(b).
Finally, we consider the equilibration dynamics after
the quench within our c-field simulations. To this end
we recall that the two lowest-energy many-body states
in the second band are stabilized by orbital interac-
tions [12, 16, 19, 29], exchanging particle pairs between
px- and py-orbitals. They approximately form an N -
fold occupation of either of the coherent superpositions
Ψ± = ψ+ ± iψ− of the two degenerate single-particle
states ψ±. Their relative phases ±i minimize the en-
ergy associated with the pair exchange processes. We
may consider the oscillatory dynamics that emerges in
both experiment and simulations in terms of Ψ±. To
this end, we show in Fig. 5 the normalized projection of
the state ψ(t), obtained within our c-field simulations,
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FIG. 4: Dominant oscillation frequencies obtained from c-
field simulations, see black diamonds, are compared to exper-
imental data, shown by blue squares and red disks, which are
repeated from Fig. 2(b). For each ∆Vf we determine the av-
eraged Fourier spectrum, as exemplarily shown in Fig. 3(b)
and plot the dominant frequency obtained from a Gaussian
fit. The errors in the determination of the of the positions of
the maxima of the fitted Gaussians are smaller than the data
symbols.
onto Ψ±. We consider an idealized only weakly damped
case by choosing a low temperature of 0.5 nK. Initially
the atoms are prepared to occupy one of the X-points
and hence their overlap with both Ψ+ and Ψ− is 50%.
Before damping sets in, the evolution is characterized
by instanton-type dynamics, where the atoms perform
perfect oscillations between Ψ±. This reproduces the os-
cillations shown in Fig. 3 in the Ψ± basis, however at
much lower temperature and hence lower damping. At
the zero-crossings in Fig. 3, the atoms have unit overlap
with one of the two many-body states Ψ±. The separa-
trix in Fig. 5 shows that this overlap alternates between
Ψ+ and Ψ−, which amounts to an oscillating chirality.
The slight inward shift of the separatrix at 50% mixture
is a result of the slow-down due to the free-energy barrier
that separates the two lowest-energy states Ψ±. Even-
tually, due to damping, the atoms do not have enough
energy to cross this barrier and spontaneously pick either
of the two states Ψ±. In the subsequent second part of
the dynamics the atoms perform damped harmonic os-
cillations in the corresponding free-energy minimum and
hence have an overlap between 50% and unity with this
state. This example provides a limiting case of the many-
dynamics of this system, for which the experimental re-
sults provide a more strongly damped realization.
In summary, we have studied quantum dynamics aris-
ing from the competition between orbital-flavor changing
and conventional on-site collisions. We have observed co-
herent oscillations that emerge when preparing a cloud
of ultracold bosonic atoms at one of the two degener-
ate minima of the second band of an optical lattice. We
have developed two different quantum models, a mini-
mal model and a more realistic model based on classi-
cal field simulations. Both show quantitative agreement
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FIG. 5: Phase-space diagram of the relative population in
the two lowest-energy many-body states mr for a single ini-
tialization of our simulations. Here, mr = m+(t) − m−(t)
and m±(t) = |〈Ψ±|ψ(t)〉|2/m0. Furthermore ψ(t) is the
wave function obtained within our simulations and m0 =
|〈Ψ+|ψ(t)〉|2 + |〈Ψ−|ψ(t)〉|2 is the total number of condensed
atoms in the second band. To visualize the nature of the
dynamics more clearly, we consider an idealized case with
only weakly damped coherent oscillations at lower tempera-
ture T = 0.5 nK and 4 times stronger interactions as com-
pared to Fig. 4. We also use a different quench protocol that
keeps V0 = 7Erec throughout the quench and changes ∆V
from ∆Vi = −0.6V0 to ∆Vf = 0.35V0.
with the experimental oscillation frequencies. We find
that the main damping mechanism is due to dephasing
between different frequency components. Decay to the
lower band and loss of coherence play only a minor role
for the damping. Finally, for simulations of an idealized
low-temperature scenario, we find coherent instanton-
type dynamics characterized by oscillations between the
two degenerate lowest-energy many-body states in the
second band.
Acknowledgments
We acknowledge partial support from the Deutsche
Forschungsgemeinschaft (DFG) through the collabora-
tive research center SFB 925, the Cluster of Excel-
lence CUI: Advanced Imaging of Matter - EXC 2056 -
project ID 390715994, and the individual grants program
He2334/17-1. J.V. is grateful to the National Agency
for Research and Development (ANID) of Chile and its
Ph.D. scholarship program. M.N. acknowledges support
from Stiftung der Deutschen Wirtschaft. We thank Juli-
ette Simonet, Klaus Sengstock and their entire team for
useful discussions.
Appendix A: Experimental procedures
In this section, a detailed description of the experi-
mental protocol is given, which consists of a quench com-
posed of three steps and a subsequent observation of the
induced dynamics. We start with a Bose-Einstein con-
densate (BEC) of 105 87Rb atoms in the |F = 2,m = 2〉
hyperfine state in an isotropic magnetic trap with trap
frequencies (ωx, ωy, ωz) = (39, 42, 35) Hz. We employ the
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FIG. 6: Momentum spectra (upper panels) and corresponding
band mapping images (lower panels) observed subsequent to
the three steps of the quench protocol applied: (a) After the
atoms are loaded into the Γ−point of the lowest Bloch band;
(b) After the atoms are transferred to the X+-point in the
lowest band via half of a Bloch oscillation cycle; (c) After the
atoms are transferred to the X+-point in the second band.
The dotted red and blue rectangles in the lower panels mark
the boundaries of the first (region within the inner rectangle
tilted by 45◦) and second (region between outer non-tilted
and inner tilted rectangle) Brillouin zones.
bipartite square optical lattice potential, described in the
main text, which provides tunability of the overall lattice
depth V0 and the potential energy difference ∆V between
the A and B-wells of the lattice. Tuning of ∆V is ac-
complished via control of the phase angle θ according
to ∆V = −4V0 cos(θ) (see main text). This angle corre-
sponds to the path length difference in a Michelson inter-
ferometer set-up, used to implement the lattice potential,
which can be servo-controlled with pi/300 precision [29].
In a first step, the lattice potential is ramped up in
100 ms to an initial value of the lattice depth V0 = V0,i ≡
4.3Erec with fixed ∆V = ∆Vi ≡ −1.23V0,i. Here, Erec
denotes the single-photon recoil energy. As a result the
BEC now resides in the lowest Bloch band of the lattice
potential at the center of the first Brillouin zone (BZ),
denoted as Γ−point. This is confirmed in Fig. 6(a) by a
momentum spectrum (upper panel) and a corresponding
mapping of quasi-momentum space (lower panel). At
this stage, the negative sign of ∆Vi indicates that the
B-wells are deep and the A-wells are shallow. The atoms
are located nearly exclusively in the B-wells.
In a second step after a waiting time of 10 ms, the
BEC is transferred in 0.65 ms from the Γ−point to the
X+-point at the edge of the first BZ such that the atoms
remain in the lowest band. This is accomplished by ap-
plying a constant magnetic field gradient that exerts a
force such that the atoms undergo a half-cycle of a Bloch
oscillation. The result is seen in Fig. 6(b), which shows a
significant population of the X+-point. Collisional con-
tact interaction between atoms with opposite momenta
at the two opposite edges between the first and second
BZ leads to a broad background of atoms scattered across
the entire first BZ.
The final step is applied to transfer the BEC into the
X+-point of the second band. To this end, in 300µs
the lattice depth V0 is ramped up to V0,f ≡ 7.2 Erec,
while simultaneously ∆V is tuned to a final value ∆Vf ∈
[4.1, 5.3] Erec. According to the positive value of ∆Vf the
roles of A- and B-wells are swapped such that the atoms
now form a condensate at the X+-point in the second
band. This result is confirmed by a momentum spectrum
and a band mapping plot in Fig. 6(c).
To investigate the dynamics, we let the system evolve
during a variable holding time up to 100 ms and ob-
serve the atoms via momentum spectra and band map-
ping images, analogous to those in Fig. 6. For the band
mapping technique, the lattice depth V0 is adiabatically
ramped down in 150µs followed by a ballistic expan-
sion during 30 ms. For the case of momentum spec-
tra, the lattice and trap potentials are switched off in-
stantaneously (< 1µs) before the 30 ms ballistic expan-
sion. Finally, the temporal evolution of the relative pop-
ulation difference between the X−- and the X+-point
n−−n+
n−+n+
is recorded. This quantity is retrieved by count-
ing all atoms in disk-shaped regions of interest (ROI)
around the X±-points and subtracting the atoms within
ring-shaped ROIs of equal area enclosing the disk-shaped
ROIs. The time dependence of the resulting relative pop-
ulations, as exemplified in Fig.2(a) for ∆V/V0,f = 0.75,
is fitted with a single exponentially damped harmonic os-
cillation A sin(2piνosct) e
−t/τ . The frequencies νosc thus
determined are plotted versus ∆V/V0,f in Fig.2(b).
Appendix B: Details on classical-field-theory
simulations
We use a tight-binding model including all nearest- and
next-nearest-neighbour hopping terms as well as on-site
interaction terms, for details see Ref. [30]. Along the x-
and y-direction we use periodic boundary conditions and
a discretized harmonic trap in the z-direction. We adjust
the hopping parameters by optimizing the agreement of
the tight-binding band structure to the Bloch band struc-
ture and determine the interaction parameters by match-
ing the mean-field interaction strength in the center of
each tube to the corresponding estimated experimental
value, for details see Ref. [30]. We show the resulting set
of hopping parameters and on-site potentials in Fig. 7.
Depending on the value of ∆V the resulting interaction
strengths are in the range 0.05Erec < UA, UB < 0.1Erec.
We initialize the system using a Monte-Carlo-type min-
imization routine and employ a classical-field-theory sim-
ulation for the dynamics. Averaging over several random
Monte-Carlo initializations accounts for thermal fluctu-
ations of the initial state. We extract the population of
the X-points by projecting the wave function obtained
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FIG. 7: Tight-binding parameters as a function of θ for λL = 1064 nm and the rubidium mass m = 87mp in units of Erec. The
lattice lattice depth at ∆V = −1.2Erec is V0,i = 4.3Erec and is then linearly changed to V0 = 7.2Erec at ∆V = 0. For values
∆V ≥ 0 it is kept fixed at V0 = 7.2Erec.
from our numerical simulations onto the corresponding
tight-binding Bloch functions ψ±. We proceed similarly
for the population of the two interacting lowest-energy
states ψ+ ± iψ−.
Appendix C: Determining the dominant oscillation
frequency from Fourier spectra
Our goal is to extract the dominant frequency compo-
nent of the oscillation between the two X points. To this
end, we Fourier transform the relative X point popula-
tion r(t) = n+−n−n++n− for each individual random Monte-
Carlo initialization. For the Fourier transform we use
a set of N data points rm for times tm with spacing
tm − tm−1 = 2.4 ms in the range 0 = tmin < ti < tmax =
400 ms. We use a discrete Fourier transform such that
the Fourier weight Fk is
Fk =
∣∣∣∣∣ 1N
N−1∑
m=0
rme
−2piimkN
∣∣∣∣∣
2
.
The Fourier weight Fk corresponds to the frequency ωk =
k∆ω, where ∆ω = 1/(tmax − tmin). Subsequently we
average the Fourier spectrum over many random Monte-
Carlo initializations and fit a Gaussian function
f(ω) = a exp
(
−4 ln(2)(ω − ω0)
2
s2FWHM
)
to the resulting Fourier spectrum. The peak frequency ω0
denotes the dominant oscillation frequency. The fitting
errors for ω0 are smaller than the data symbols in Fig. 4.
We show examples for several Fourier spectra and the
corresponding fits in Fig. 9.
Appendix D: Lower temperature
In figure 8 we show the dominant oscillation frequen-
cies for the X point oscillation at ten- and one-hundred-
times lower initial temperature than in the experiment.
Since there is less thermal noise at lower temperature the
peaks in frequency space are significantly sharper. Ad-
ditionally the dominant oscillation frequency is shifted
to larger frequencies for lower temperatures. As a re-
sult we can identify the dominant oscillation frequency
for a wider range of final potential offsets. The differ-
ences between the two initial temperatures T = 5 nK and
T = 0.5nK are only minor. This is a result of a significant
amount of energy that is inserted into the system when
transferring the atoms to the upper band. For the lower
two temperature we expect this heating effect to be much
larger than the initial temperature. Therefore we expect
the temperature after the quench to be comparable for
these two cases.
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FIG. 8: Dominant oscillation frequencies obtained from
classical-field-theory simulations for several different temper-
atures as denoted in the legend. For each ∆Vf we deter-
mine the averaged Fourier spectrum, as exemplarily shown in
Fig. 3(b), and plot the dominant oscillation frequency ob-
tained from a gaussian fit. The length of the error bars
denotes the FWHM of the Gaussian fit. At lower temper-
ature we observe significantly higher oscillation frequencies
and smaller FWHM of the gaussian fit, indicating a sharper
peak in frequency space.
Appendix E: Dephasing of oscillations
In this sub-section, we argue that the origin of dephas-
ing within our numerical simulations is due to different
frequency components and not due to loss of coherence
or decay to the lowest band of the optical lattice even
for temperatures as large as 50 nK. To this end we show
in Fig. 10 the number of atoms in excited bands as well
as the population at the X-points for the same value
∆Vf = 0.69V0 as shown in Fig. 3. We observe a flat
curve for the number of atoms in excited bands, indicat-
ing vanishing decay to the lowest band for the time range
considered. Also the population of the X-points, which
gives an estimate for the number of condensed atoms, is
stable in the relevant time range. Hence we do not ex-
pect damping from these two effects. In Fig. 11 we show
the oscillations averaged over different numbers of ran-
dom initializations. While we observe a coherent oscilla-
tion for a single initialization, the oscillations are damped
significantly for larger numbers of initializations. In the
corresponding Fourier spectra we see that a single ran-
dom initialization has a sharp Fourier peak with just a
few frequency components. When averaging over multi-
ple initializations, the Fourier peak becomes broader and
for 30 initializations it already resembles a similar form
as for the average over 1000 initializations that is pre-
sented in Fig. 3. We conclude that damping is a result
of different frequency components involved in the oscil-
lations.
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FIG. 10: Excited band population and corresponding number of atoms at the X-points as a function of time. We show the
same two cases as in Fig. 3. We see that there is almost no decay from the upper to the lower band and the fraction atoms
condensed at the X-points is stable.
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FIG. 11: (a),(b),(c) Relative population difference of X-points
n+−n−
n++n− according to our classical-field-theory simulations at
∆Vf = 0.69V0. Panel (a) shows the oscillation for a single random initialization, while panels (b) and (c) are averaged over
5 and 30 random initializations, respectively. For each initialization of the system, the oscillation picks a slightly different
phase and frequency. Therefore we observe significant damping in panels (b) and (c). (d),(e),(f) Fourier spectrum of the
oscillation shown in (a) (black circles) averaged over different numbers of random initializations as indicated above the panels.
For better comparison we repeat the same curve in all three panels (red line), which is the fit to the average over 1000 random
initializations that has also been presented in Fig. 3. For all panels the temperature is T = 48 nK = 0.5Erec/kB and hence
similar to the experimental temperature.
