We present a Gibbs sampler to implement the Dempster-Shafer (DS) theory of statistical inference for Categorical distributions with arbitrary numbers of categories and observations. The DS framework is trademarked by its three-valued uncertainty assessment (p, q, r), probabilities "for", "against", and "don't know", associated with formal assertions of interest. The proposed algorithm targets the invariant distribution of a class of random convex polytopes which encapsulate the inference, via establishing an equivalence between the iterative constraints of the vertex configuration and the non-negativity of cycles in a fully connected directed graph. The computational cost increases with the size of the input, linearly with the number of observations and polynomially in the number of non-empty categories. Illustrations of numerical examples include the testing of independence in 2 × 2 contingency tables and parameter estimation of the linkage model. Results are compared to alternative methods of Categorical inference. a posterior probability for "θ 1 ∈ Σ", which is a number in [0, 1] and is complement to the posterior probability for "θ 1 / ∈ Σ". The DS analysis, on the other hand, does not require a prior distribution, but an explicit specification of how data are generated given parameters and given a random number generator. Instead of the two-valued posterior probabilities, the DS analysis reports three probabilities "for", "against", and "don't know", or (p, q, r), associated with "θ 1 ∈ Σ", such that the three numbers add up to one.
Introduction

Motivation
The Dempster-Shafer (DS) theory is a framework for probabilistic reasoning based on observed data, and modeling of knowledge via the formal operations of projection and combination. In the seminal work Dempster [1963, 1966, 1967a,b, 1968a,b, 1969, 1972] developed a novel approach for inference which utilized the expressions of upper and lower probabilities. Together with Shafer [1976 Shafer [ , 1979 , this approach was refined to become known as the Dempster-Shafer theory of belief functions. Over the past decades, the DS theory saw continued adaptations to applications in the fields of signal processing, computer vision, artificial intelligence, and so on. As outlined most recently in Dempster [2008, 2014] , the Dempster-Shafer Extended Calculus of Probability (DS-ECP) represents a 21st century view of the theory as a potentially important tool for carrying out statistical inferences in scientific practice. This article presents an algorithm to carry out some of the computation involved in the task of DS inference for Categorical distributions with observed counts. It is intended as a computational companion to Dempster [1966, 1972] as suggested by the title, and presented in a self-contained way.
In the DS framework, inferences on user-defined assertions are expressed probabilistically. These assertions can be statements concerning model parameters, of the form "the parameter belongs to a certain subset of the parameter space", or concerning future observations, such as "the next observation will belong to a certain subset of the observation space". Contrary to Bayesian inference, no prior distribution is required of the parameters of interest within the DS framework, for which the randomness on the parameter space stems from the data sampling mechanism rather than from prior probabilities. Rather than Bayesian posterior probabilities, DS inference is expressed as a threevalued assessment of uncertainty. The probabilities "for", "against", and "don't know" associated with the assertion of interest, or (p, q, r) , add up to one. In Categorical distributions, if the parameter associated with the first category is denoted by θ 1 , consider the assertion "θ 1 ∈ Σ" where Σ is an interval contained in [0, 1] . Upon specifying a prior distribution, a Bayesian analysis will provide
We propose a Gibbs sampler to implement DS inference for Categorical distributions with K categories, according to the modeling setup originally described by Dempster [1966, 1972] . The method is applicable for arbitrary numbers of observations N and numbers of categories K. The cost of each iteration of the proposed algorithm increases with N (linearly) and with K (polynomially). Numerical experiments suggest that the algorithm is useful for non-trivial values of N and K. For the remainder of this section, we review the approach to Categorical inference under consideration. In Section 2, we describe the computational setup for general Categorical distributions with K > 2, and observe a mathematical equivalence between the feasibility constraint of the sampling problem and shortest path finding in fully connected graphs. Section 3 describes the proposed Gibbs sampler and its execution variants. Section 4 illustrates the proposed algorithms with numerical examples, including the testing of independence in 2 × 2 contingency tables and parameter estimation of the linkage model. Results are compared with alternative methods of Categorical inference using imprecise probabilities. Section 5 concludes. Code in R [R Core Team, 2018 ] is available at github.com/pierrejacob/dempsterpolytope to reproduce the figures of the article, and the appendices provide further information.
Notation
We denote random variables and their realizations by the same letters. Bold letters refer to arrays of variables. The set {1, . . . , N } for N ≥ 1 is also denoted by [N ] or 1 : N . Therefore we write x for (x n ) n∈ [N ] , or x 1:N , or (x 1 , . . . , x N ). We use calligraphic letters for sets. We write 1 for the indicator function, i.e. 1(a < b) is one if a < b and 0 otherwise. To refer to a uniform variable Z over a set S we write Z ∼ S or Z ∼ U(S). The K-dimensional simplex will be denoted by ∆, and is defined as ∆ = {z ∈ R K ≥0 :
K k=1 z k = 1}. We denote its vertices by V 1 , . . . , V K . In barycentric coordinates, V 1 = (1, 0, 0, . . . , 0), V 2 = (0, 1, 0, . . . , 0) and so on. A polytope is a set of points z ∈ R K satisfying linear inequalities, of the form M z ≤ c, where the inequality is understood component-wise, M is a matrix with K columns and c is a vector.
Inference approach under consideration
We first consider the case K = 2 where the observations x = (x n ) n∈ [N ] are each in {0, 1}. For this case Dempster [1966] obtains various analytical results. We use this simple setting as a starting point to present the general strategy that will apply to the case K > 2. The probabilistic model is P(x n = 1) = θ, independently for all n ∈ [N ] = {1, . . . , N }, and θ ∈ [0, 1] is the unknown parameter. Probabilistically this is equivalent to the sampling mechanism ∀n ∈ [N ] x n = 1(u n < θ), where u n ∼ U([0, 1]).
The approach under consideration "propagates" the randomness associated with the variables u = (u n ) n∈ [N ] to the parameter space, which enables probabilistic statements about measurable subsets of the parameter space, without directly specifying a prior distribution on the parameter θ as in the Bayesian approach. We will denote by I k the set of indices n such that x n = k, for k ∈ {0, 1}, i.e. I k = {n ∈ [N ] : x n = k}. The cardinalities of these sets will be denoted by N k , so that k∈ [K] 
(1.1) of all possible realizations of u which could have produced the data x for some θ. It is possible to check that for any u = (u 1 , . . . , u N ) ∈ R x , any θ ∈ (max n∈I1 u n , min n∈I0 u n ) is such that x n = 1(u n < θ) for all n ∈ [N ]. We will denote the set (max n∈I1 u n , min n∈I0 u n ) by F(u) and refer to it as a "feasible set". Here and more generally, F is called a multi-valued mapping [Dempster, 1967a] from the auxiliary variable space (of u) to subsets of the parameter space.
For an arbitrary u ∈ [0, 1] N , the set F(u) can very well be empty; but by definition if u ∈ R x then F(u) = ∅. Indeed R x can be expressed also as
and then it is apparent that R x is the set of u's such that F(u) = (max n∈I1 u n , min n∈I0 u n ) is non-empty. The approach under consideration relies on the distribution of F(u) when u follows the uniform distribution on R x , denoted by ν x , which has probability density function
where Vol(R x ) denotes the volume of R x . Consider a subset Σ of [0, 1], corresponding to an "assertion" about the parameter. For instance we may wonder about θ being in a certain sub-interval of [0, 1]. We define the setR x (Σ) of points u in R x such that there exists θ ∈ Σ ∩ F(u). This leads to the definition of upper probabilities:
The set R x (Σ) on the other hand contains the points u ∈ R x such that no θ / ∈ Σ makes the data compatible with such u; in other words Σ contains F(u). This leads to the definition of lower probabilities:
(1.5)
Thus, upper and lower probabilities as defined by (1.4) and (1.5) are induced by the multi-valued mapping F(u), and are defined via integrals of functions with respect to ν x , the uniform distribution on R x .
From here on, DS inference can be summarized via the probability triple (p, q, r) which are defined as functions of (1.4) and (1.5):
with p+q+r = 1 for all Σ, quantifying support "for", "against", and "don't know" about the assertion Σ. As illustrated in Dempster [2008] and Gong [2019] , the triple (p, q, r) draws a stochastic parallel to the three-valued logic, with r representing weight of evidence in a third, indeterminate logical state. A p or q value close to 1 is interpreted as strong evidence towards Σ or Σ c , respectively. If r is large, it suggests that the model and data at hand is structurally deficient in making a judgment about the assertion Σ, or equivalently its negation. Using sampling methods, we can approximately sample from ν x and thus approximate all quantities from (1.4) through (1.6) following the Monte Carlo approach. For completeness Appendix A gives some details on how to obtain (p, q, r) triplets associated with assertions on future observations.
Upper and lower probability functions, also called plausibility and belief functions [Shafer, 1976] , are axiomatic generalizations of probability functions. Both functions satisfy that the empty set must be assigned probability 0:P (∅) = P (∅) = 0, and that the whole set must be assigned probability 1: P (∆) = P (∆) = 1. The upper probability is sub-additive and the lower probability is super-additive. Furthermore,P and P are conjugate in the sense thatP (Σ) = 1 − P (Σ c ) for all Σ. As part of the DS extended calculus of probability, these calculations generalize Bayesian reasoning by propagating information through a graph defined by structural equation models, extending for example belief propagation in Bayesian networks.
A Gibbs sampler for the Bernoulli case
We quickly outline a Gibbs sampling strategy to sample from R x in the case K = 2. From (1.2) and (1.3) we can obtain the conditional distribution of (u n ) n∈I1 , also denoted by u I1 , given (u n ) n∈I0 , denoted by u I0 . Similarly we can obtain the conditional distribution of u I0 given u I1 . These conditional distributions under ν x are given by
so that both conditional distributions take the form of products of Bernoulli distributions. These can be sampled from as part of a Gibbs sampling strategy; see e.g. Robert and Casella [2004] for an introduction to Monte Carlo methods. The sampler generates u in R x , and associated feasible sets F(u) = (max n∈I1 u n , min n∈I0 u n ), that can be used to approximate (p, q, r) triplets via Monte Carlo approximations of (1.4)-(1.5). The main contribution of this article is to extend the above reasoning to the general case K > 2.
We note as a side remark that the above conditionals only involve the statistics min n∈I0 u n and max n∈I1 u n which can be sampled directly from translated and scaled Beta distributions. Doing so would not improve the convergence rate of the Gibbs sampler, but would decrease the cost per iteration from O(N ) to O(1). Whether such a shortcut can be implemented for the general case K > 2 is an open question.
Categorical distributions 2.1 Sampling mechanism
The goal is to perform inference on the parameters θ = (θ 1 , . . . , θ K ) ∈ ∆ of a Categorical distribution with K categories, using observations x n ∈ [K] for all n ∈ [N ]. Probabilistically, the model states that P(x n = k) = θ k for all k ∈ [K], n ∈ [N ]. Sampling from a Categorical distribution can be done in different ways. In likelihood-based approaches this ambiguity has no bearing on the inference, but in the DS approach it does; and indeed different sampling schemes lead to different inferences as we will see when comparing the approaches of Dempster [1966] and Lawrence et al. [2009] . We consider the sampling mechanism as in Dempster [1966] defined as
The map m takes a pair (u n , θ) ∈ ∆ 2 as input and returns a value in [K] . To describe the map we define the sets (∆ k (θ)) k∈ [K] , where each ∆ k (θ) refers to a polytope, with the same vertices as ∆ except
. Right: dashed line showing all points θ such that θ 1 /θ 3 = η, for some η > 0, and shaded region representing all θ ∈ ∆ satisfying the linear inequality
that vertex V k is replaced by θ. The sets (∆ k (θ)) k∈ [K] form a partition of ∆: their union is ∆ and their interiors are mutually exclusive. Then m(u n , θ) is the index k ∈ [K] such that u n ∈ ∆ k (θ). We can write equivalently x n = m(u n , θ) or u n ∈ ∆ xn (θ). We can also write x n = k∈ [K] k1(u n ∈ ∆ k (θ)), which gives an explicit form to the map m. We will use the notation I k for the indices n ∈ [N ] such that x n = k, as before. Each u n ∈ ∆ has K components denoted by u n,k for k ∈ [K].
We recall the following characterization of points in ∆ k (θ), which plays an important role in the forthcoming developments.
Lemma 2.1. (Lemma 5.2 in Dempster [1966] ). For θ ∈ ∆ with coordinates (θ 1 , . . . , θ K ), a point
Example 2.2. In the case K = 3, Figure 1 (left) shows a triangle ∆ split into three sets (∆ k (θ)) k∈ [3] . Recall that the points θ ∈ ∆ such that θ /θ k is equal to a constant value η > 0, lie in a K−2 hyperplane that contains all except the th and kth vertices of the simplex ∆, i.e. a line when K = 3, a plane when K = 4, and so on. Also, an inequality θ /θ k ≤ η is equivalent to −θ k η + θ ≤ 0, so it is a linear inequality on θ. Figure 1 (right) shows an equality constraint of the form θ 1 /θ 3 = η as a dashed line emitting from the second vertex, and a linear inequality θ 1 /θ 3 ≤ η as a shaded region within the simplex ∆.
Feasible sets
Mimicking the Bernoulli case and (1.1), we can define the set R x as
Given a realization of u ∈ R x by definition there is a non-empty feasible set F(u) defined as
which constitutes the basis of the statistical approach under consideration.
Example 2.3. We consider data with N = 20, K = 3, observed counts (N 1 , N 2 , N 3 ) equal to (9, 8, 3) . For this data set, an example of draws u in R x is represented in Figure 2 (left). In the figure, u n is shown in red if n ∈ I 1 , in green if n ∈ I 2 and in blue if n ∈ I 3 . Thus according to the observed counts, In the Bernoulli case, we first went from (1.1) to (1.2), where R x is represented without explicit mention to a parameter θ, and from there we could derive the conditional distribution of u I k given the other components of u under ν x . We will follow the same steps in the general case. We first proceed to obtain a generalization of (1.2), that is, a representation of R x involving only relationships between the components of u and no explicit mention of θ.
We first find an equivalent definition of the feasibility of θ for a given u. Above it was defined by the requirement that, for all n ∈ [N ] u n ∈ ∆ xn (θ). For each k ∈ [K], considering the points u n with n ∈ I k and using Lemma 2.1, we have equivalently
Next we assume θ ∈ F(u) and consider some of the implications on the values (η k→ (u)). First, for all k,
A geometric interpretation of "η k→ (u)η →k (u) ≥ 1" is that, considering "line constraints" represented e.g. in Figure 2 (left), the pair of lines θ /θ k = η k→ (u) and θ k /θ = η →k (u) coming from vertex j / ∈ {k, } should be ordered in a certain way, i.e. the angle between the lines should be of a certain sign. This is represented in Figure 3 (left).
Similarly we can write θ /θ k as (θ /θ j )(θ j /θ k ), obtaining for all k, , j the inequalities Figure 3 : Left: constraints of the form η k→ η →k ≥ 1, represented by shaded regions. Right: constraints of the form η k→ η →j η j→k ≥ 1. In both cases, the constraints state that the shaded triangles represented in the figures should be oriented in a certain way.
An illustration of these inequalities in the case K = 3 can be found in Figure 3 (right); see also Appendix B for examples where inequalities of the form η →k (u)η k→j (u)η j→ (u) ≥ 1 are satisfied while some inequalities of the form η k→ (u)η →k (u) ≥ 1 are violated, and vice versa.
If K ≥ 4, we can iterate the above reasoning, expressing θ /θ k as (θ /θ j )(θ j /θ m )(θ m /θ k ), and so on. Overall we can write, for all K ≥ 3, with any number L of indices j 1 , . . . , j L ∈ {1, . . . , K}, the following constraints:
We can drop "(u)" from the notation for simplicity. Note that the case L = 1 gives inequalities of the form η k→k ≥ 1, which are always satisfied provided that we define η k→k = 1 for all k ∈ [K]. Furthermore, we can consider only indices j 1 , . . . , j L that are different from one another. Indeed if some of the above indices are equal, then the inequality η j1→j2 η j2→j3 . . . η j L →j1 ≥ 1 is implied by inequalities obtained for smaller values of L.
At this point, we observe an important connection between (2.4) and directed graphs, which helps with both the intuition for the validity of the proposed algorithm and accelerating its computation. The indices in [K] can be viewed as vertices of a fully connected, directed graph. Directed edges can be represented as ordered pairs (j 1 , j 2 ). Then we can associate the product η j1→j2 η j2→j3 . . . η j L →j1 with a sequence of edges, (j 1 , j 2 ), (j 2 , j 3 ), up to (j L , j 1 ). That sequence of edges forms a path from vertex j 1 back to vertex j 1 , of length L. In other words, it is a directed cycle of length L.
Define w k→ = log η k→ for all k, ∈ [K], and consider it to be the "weight" of edge (k, ). Then the inequality η j1→j2 η j2→j3 . . . η j L →j1 ≥ 1 is equivalent to w j1→j2 + w j2→j3 + . . . + w j L →j1 ≥ 0. The sum of the weights along a path can be referred to as the "value" of the path (as opposed to its "length", which refers to the number of edges constituting the path). The constraints in (2.4) are then equivalent to the following statement: in a fully connected graph with K vertices and with weights w k→ on edge (k, ) for all k, , the value of any cycle is non-negative. Detecting whether graphs contain negative cycles is a standard question in the study of graphs, and can be done with e.g. the Bellman-Ford algorithm [e.g. Bang-Jensen and Gutin, 2008] .
To summarize, we have established that the existence of θ ∈ F(u) is equivalent to θ /θ k ≤ η k→ (u) for all k, ∈ [K] with η k→ (u) defined in (2.3). In turn, this implies the inequalities of (2.4), which can be understood as graph constraints. Our next result states that the converse holds also, and therefore that the existence of θ ∈ F(u) is equivalent to the values (η k→ ), defined as η k→ = min n∈I k u n, /u n,k for all k, ∈ [K], satisfying (2.4).
Proposition 2.4. There exists
(2.5)
Furthermore we can consider only indices j 1 , . . . , j L different from one another in the above statement.
Proof. The forward implication has been shown above. The proof of the reverse implication explicitly constructs a feasible θ based on the values (η k→ ), assuming that they satisfy (2.5).
Introduce the fully connected graph with K vertices, and assign log η k→ as a weight to edge (k, ). For any path in the graph from vertex k to vertex , there is a value defined as the sum of the weights of the edges along that path. Thanks to the values (η k→ ) satisfying (2.5), there are no negative cycles in the graph. Thus one cannot decrease the value of a path by appending a cycle to it. Since there are only finitely many paths without cycles from vertex k to vertex , there is a finite value corresponding to the smallest value of any path from k to . Let us denote the minimum value over all paths from k to by min(k → ). We have just used (2.5) to argue that −∞ < min(k → ), and we also have min
We next choose a vertex in [K] arbitrarily, for instance let us select vertex K. We define θ through
; this is possible thanks to the finiteness of min(k → ) for all k, . We can check that θ ∈ ∆, by construction. Then, the ratio θ /θ k is equal to exp(min(K → ))/ exp(min(K → k)). But we can always write
because the right hand side is the value of a path from K to (via k), while the left hand side is the smallest value over all paths from K to . Upon taking the exponential, the above inequality is equivalent to θ /θ k ≤ η k→ . Thus we have constructed a point θ ∈ ∆ satisfying θ /θ k ≤ η k→ for all k, ∈ [K].
Thanks to Proposition 2.4 we can now rewrite the set R x defined in (2.1) as
where we recall that η k→ is defined as min n∈I k u n, /u n,k . This can be seen as the generalization of (1.2) to the case of arbitrary K. Indeed R x is now expressed in terms of inequalities that the components of u must satisfy with respect to one another, without explicit mention of parameters θ. We can next find convenient expressions for conditional distributions under ν x , that will lead to the proposed Gibbs sampler.
Conditional distributions
Equipped with the representation of R x in (2.6), we now consider the problem of sampling (u n ) n∈I k (also denoted as u I k ) given (u n ) n / ∈I k (also denoted as u [N ]\I k ) from their conditional distribution under ν x , which we denote by ν x (du I k |u [N ]\I k ). We fix k ∈ [K], assume that u ∈ R x , and note that the points (u n ) n∈I k enter the definition of η k→· (which stands for (η k→ ) ∈[K] ), but not the definition of η j→· for j = k. Thus, updating the entries u I k of u leads to new values of η k→· , but all the other η's remain unchanged. We next consider what constraints can be imposed on η k→· to guarantee that (η k→ ) k, ∈[K] satisfies (2.6)
As previously discussed, we can consider the indices j 1 , . . . , j L in (2.6) to be unique. Thus there is at most one such index equal to k. Listing the inequalities that feature k and keeping only the terms η k→ on the left side of the inequality sign, we obtain the inequalities,
Thus, for u to remain in R x after updating its components u I k , it is enough to check that the ratios u n, /u n,k for ∈ [K] and n ∈ I k are lower bounded by expressions that depend only on η j→· with j = k, and thus only on u [N ]\I k . We obtain the following result that characterizes the conditional distribution ν
In other words ν
Proof. Let k ∈ [K] and let us construct θ ,k as follows. Consider the fully connected directed graph with K vertices, and weight log η j→ on edge (j, ) as in the proof of Proposition 2.4, except that we only consider edges (j, ) with j = k. Define min( → k) to be the minimum value of all paths from to k. Finiteness of min( → k) results from a similar reasoning as in the proof of Proposition 2.4 since u belongs to R x . Note that min( → k) can be constructed without the entries u I k of u, because the shortest path from to k should pay no attention to any directed edges that stem from k, that is, η k→· .
Next we defineθ ,k k = 1,θ ,k = exp(− min( → k)) for = k, and θ ,k by normalizingθ ,k so that θ ,k ∈ ∆. It remains to be shown that the support of ν
Finally, let us show that the support is exactly ∆ k (θ ,k 
Then, for some n ∈ I k and some ∈ [K], we have u n, /u n,k < exp(− min( → k)). Denote by → j 1 . . . j L → k the path attaining the value min( → k). We obtain
and thus η k→ η →j1 . . . η j L →k < 1, in other words some inequalities in (2.6) are not satisfied and thus, by Proposition 2.4, u is not in R x .
We now have all the elements to design a Gibbs sampler targeting ν x .
Gibbs sampler 3.1 Initialization
We start the algorithm by drawing a vector u ∈ R x as follows. We set θ (0) in the simplex; it could be the center of the simplex, or equal to the observed proportions of each category, or a draw from a Dirichlet distribution. We then sample, for each k ∈ [K], for each n ∈ I k , u n uniformly in ∆ k (θ (0) ), and then set u = (u n ) n∈ [N ] . Then u ∈ R x because at least θ (0) is in F(u). Sampling from ∆ k (θ (0) ) can be done following Algorithm 1, see also equation (5.7) in Dempster [1966] .
Algorithm 1 Uniform sampling in ∆ k (θ), where k ∈ [K] and θ ∈ ∆, where the vertices of ∆ are denoted by V 1 , . . . , V K .
• Sample (w 1 , . . . , w K ) uniformly on ∆, e.g.w ∼ Exponential(1) for all ∈ [K] and w =w /
• Return u, a uniformly distributed point in ∆ k (θ).
Gibbs step
Assume that u ∈ R x , and define η k→ = min n∈I k u n, /u n,k for all k, ∈ [K] as before. We next consider drawing entries u I k for an arbitrary k from the distribution ν x (du I k |u [N ]\I k ). This will constitute one iteration of a Gibbs sampler; the overall algorithm will cycle through the K categories, either deterministically or randomly, and generate a sequence u (t) iteratively, such that it converges to ν x as t → ∞.
According to Proposition 2.5 we can draw (u n ) n∈I k independently from the uniform distribution on ∆ k (θ ,k ) for a certain θ ,k , e.g. using Algorithm 1. The vector θ ,k was constructed in the proof of the proposition and implementation is discussed below.
Using shortest path algorithms
The point θ ,k is defined in the proof of Proposition 2.5 by first computing min( → k), the minimum value over all paths from to k, for = k. Enumerating all paths would be cumbersome for even moderate values of K, but we can use shortest path algorithms designed for this task. For instance we can use the Bellman-Ford algorithm as implemented in the igraph package [Csardi and Nepusz, 2006] . We can thus compute θ ,k as follows.
1. Set weight of edge (j, ) to be log η j→ for all j, , in a fully connected graph with K vertices.
2. For all = k, defineθ ,k as follows.
• Find the shortest among paths from to k, with value min( → k).
• Setθ ,k = exp(− min( → k)).
Setθ
Shortest path algorithms will incur a computational cost that is polynomial in the number of categories K.
Using linear programming
We can resort to an alternative implementation by viewing θ ,k as the solution of linear program. First, note that Proposition 2.5 indicates that the support of the conditional distribution ν
Let us now see this as the result of an optimization problem over supports of the form ∆ k (θ) N k for some θ ∈ ∆. To be a valid support for the conditional distribution, we must have that for any updated entries u I k ∈ ∆ k (θ) N k , the resulting u is such that F(u) is not empty. That set is non-empty if θ itself belongs to it, which it does provided that θ i /θ j ≤ η j→i for all j = k, and all i = j. Indeed if that condition is satisfied, then for all j = k, all n ∈ I j , u n ∈ ∆ j (θ) by Lemma 2.1. For n ∈ I k if we sample new values u n uniformly in ∆ k (θ) then indeed θ will be compatible with the updated vector u. Among all θ that satisfy these constraints, to find the least constrained (θ (0) ), e.g. using Algorithm 1. This defines u (0) .
Compute η
• For category k ∈ [K], (a) Compute θ ,k ∈ ∆ using the values (η (t) j→ ), either using a shortest path algorithm (Section 3.2.1), or by solving a linear program (Section 3.2.2).
set we maximize the volume of ∆ k (θ), or equivalently, we maximize θ k . This leads to the following optimization program, which admits θ ,k as a solution:
The objective function is linear in θ, and the constraints are also linear in θ. This is a linear program (LP) which takes in general a polynomial cost in K to solve. The equivalence between shortest path problems and LPs is well known. We can use existing efficient implementations such as those provided in lpsolve [Berkelaar et al., 2004] and its convenient R interface due to Konis [2014].
Proposed algorithm
Overall the proposed Gibbs sampler is described in Algorithm 2. Each iteration yields samples u (t) ∈ R x , with distribution converging to ν x as t → ∞, as well as a K×K matrix of real values (η
This can be transformed into a "half-space representation" of the set in terms of linear inequalities, of the form {z : M z ≤ c} for some matrix M and vector c. If desired, vertices of these sets can be obtained by solving a vertex enumeration problem [e.g. Avis and Fukuda, 1992] . This and other manipulations of polytopes are implemented in the package rcdd of Geyer and Meeden [2008] , which is an interface to cdd [Fukuda, 1997] .
The performance of the Gibbs sampler is assessed empirically in Appendix C, with a focus on the number of iterations required for convergence and on the cost per iteration, as both N and K vary. For instance, for K = 5 and 10 counts in each category, i.e. N = 50, we find that 100 iterations of the sampler are enough to reach stationarity and that these 100 iterations take less than a second to complete on a standard machine.
Applications
Testing independence
In the case of K = 4, categorical data may be arranged as a 2 × 2 contingency table with proportions θ = (θ 00 , θ 01 , θ 10 , θ 11 ) as cell probabilities. We may be interested in testing the hypothesis of independence, that is, H 0 : θ 00 θ 11 = θ 01 θ 10 . We refer to Wasserman [Chapter 15, 2013] for an introduction to independence tests.
Simulated data
We first consider a simulated example. Generate N = 50 draws, with θ 00 = 0.18, θ 01 = 0.12, θ 10 = 0.42 and θ 11 = 0.28. The observed counts for the four cells are (10, 7, 22, 11) respectively. We consider traditional methods for contingency table analysis as well as a Bayesian analysis, and compare the results with the DS approach implemented with the proposed Gibbs sampler.
A classic hypothesis test for independence utilizes the Pearson's Chi-squared test statistic χ 2 = i,j (x ij − e ij ) 2 /e ij , where e ij = np i+p+j is the expected number of counts in cell "ij" under the null. The Pearson test statistic is asymptotically distributed as χ 2 1 under the null. The likelihood ratio test, with test statistic G 2 = 2 i,j x ij log(x ij /e ij ), is asymptotically equivalent to the Pearson's Chi-squared test, although the two may differ in finite samples. In the case at hand, the Pearson's test statistic χ 2 = 0.3 with an associated p-value 0.584, and the likelihood ratio test statistic G 2 = 0.297 with an associated p-value 0.586. There is no evidence to support rejection of the independence hypothesis.
From the Bayesian perspective, evaluating the posterior probability of the independence hypothesis raises the issue that the set {θ : θ 00 θ 11 = θ 01 θ 10 } might be of zero measure under the prior and posterior distributions. We can instead consider whether the posterior carries evidence towards either positive or negative association, i.e. θ 00 θ 11 ≥ θ 01 θ 10 or θ 00 θ 11 ≤ θ 01 θ 10 . If it does, it can be interpreted as evidence against independence. Suppose that the prior distribution on θ is uniform on the simplex. The posterior distribution of θ given x is Dirichlet(N 1 + 1, . . . , N K + 1). The posterior probability of positive and negative associations are here estimated by Monte Carlo as P (H + | x) = 0.286, P (H − | x) = 0.714.
Neither association hypotheses H + or H − receive a dominant portion of posterior mass, thus the Bayesian analysis finds no clear evidence to support either. That is to say, not enough evidence is found against the independence hypothesis.
We compare the above results with the DS approach as implemented with the Gibbs sampler. Using the diagnostics of convergence proposed in Biswas et al. [2019] (see Appendix C), we select a burn-in of 100 steps, and run 250 chains for 500 iterations each; we then aggregate the retained samples. We report the (p, q, r) values for H + and H − respectively, as estimated by the Gibbs sampler. 
London underground incidents
Rosenbaum [2002, p.191 ] presented a set of categorical data regarding the effect of drainage pits on incident survival in the London underground. Some train stations are equipped with drainage pits below the tracks. The idea is that passengers who accidentally fall off the station platform may seek refuge in the pit to avoid contact with an incoming train. It has been observed that for stations without a pit, only 5 lived out of 21 recorded incidents. For incidents in stations with a pit, 18 out of 32 lived. Ding and Miratrix [2019] reanalyzed the data to assess the difference in mortality rates between stations with and without pits. Their analysis suggests that the existence of a pit significantly increases the chance of incident survival, reporting an improvement estimateτ = 0.324 with an associated confidence interval (0.106, 0.543). They also reported a Neyman's confidence interval of (0.072, 0.577), also excluding 0.
The data can be summarized in a two by two table, with row variable "no pit" (0) versus "with pit" (1), and column variable "death" (0) versus "survival" (1). Following the row vectorization convention, the table is written as a vector of counts (16, 5, 14, 18) , corresponding to cell probabilities θ = (θ 00 , θ 01 , θ 10 , θ 11 ).
We analyze the data to see whether the existence of pit is associated with the chance of survival. As previously, we consider the hypothesis of independence H : θ 00 θ 11 = θ 01 θ 10 , as the combination of positive association H + = θ 00 θ 11 ≥ θ 01 θ 10 and negative association. Pearson's Chi-squared test yields strong evidence against the null hypothesis of independence, with test statistic χ 2 = 5.43 and a p-value of 0.02. Similarly, the likelihood ratio test statistic G 2 = 5.63, yielding a p-value of 0.017. The Bayesian analysis show strong evidence towards a positive correlation between pit and survival, with estimated posterior probabilities
The DS approach yields the estimated (p, q, r) values for H + as, This was obtained with 250 chains, run for 500 iterations each, and a burn-in of 150. the standard deviation are estimated to be less than 0.001 across the 250 independent chains. The analysis is almost identical to the Bayes analysis, in that the probability in support of the positive association hypothesis is highly dominant. This is also a case for which there is virtually no intrinsic uncertainty, with r close to 0.
Linkage model
The linkage model from Rao [1973, pp.368-369] was discussed by Lawrence et al. [2009] , as a numerical example to illustrate inference of a constrained multinomial using both the Imprecise Dirichlet Model (IDM) of Walley [1996] and their proposed method termed Dirichlet DSM. The data consist of N = 197 counts distributed into K = 4 categories, for which the theoretical population cell probabilities are
for some φ with 0 < φ < 1. In other words, θ(φ) = Aφ + b for appropriately defined 4 × 1 matrices A and b.
The original observations of the linkage model are the vector of counts (125, 18, 20, 34) , but Lawrence et al. [2009] considered counts reduced by a factor of approximately five: (25, 3, 4, 7) , which results in a non-negligible gap between the lower and upper probabilities, hence highlighting the three-valued nature of posterior inference. The latter data is used for this analysis in order to facilitate direct comparison between our results and that of the authors. Below we briefly introduce Lawrence et al.'s Dirichlet DSM, and focus on the comparison between the approach of Dempster [1966] and theirs. The approaches differ by the choice of sampling mechanism: instead of using the mechanism described in Dempster [1966] as we do here, Lawrence et al. [2009] introduce another mechanism to sample from a categorical distribution and obtain an inference approach which is computationally simpler.
Indeed, for a vector of counts (N 1 , ..., N K ) , the Dirichlet DSM model expresses its posterior inference for the proportion vector θ via the random feasible set
where z = (z 0 , z 1 , ..., z K ) ∼ Dirichlet K+1 (1, N 1 , ..., N K ) . Incorporating the parameter constraint θ = Aφ + b, the feasible set for φ is
The upper and lower CDFs for φ are respectively defined and estimated as
where the subscript D stands for Dirichlet DSM, and φ For the approach of Dempster [1966] , termed "Simplex-DSM" in Lawrence et al. [2009] , the following sampling scheme is performed. We first run the Gibbs sampler without taking into account the linear parameter constraint (4.1) as imposed by the linkage model. Among all the feasible sets generated by the Gibbs sampler, only those that intersect with the linear constraint are retained, and an interval
For the data considered here, this retains 5% of the iterations. Thus, out of 250 chains run for 500 steps, and after discarding a burn-in of 50 iterations per chain, we obtain approximately 5000 sets of the form [φ, φ] . We can then approximate lower and upper probabilities of assertions of interest.
We present results on the lower and upper CDF of φ, under the "Dirichlet-DSM" approach of Lawrence et al. [2009] and the "Simplex-DSM" approach of Dempster [1966] and enabled here by the proposed Gibbs sampler. The results are shown in Figure 4 . The first plot shows the slight difference between the two approaches, more visible in the lower CDF than in the upper CDF. The second plot shows the difference in r values associated with the CDFs, i.e. the difference between upper and lower CDFs.
Overall the two approaches agree very closely.
Discussion
The inference approach of Dempster [1966] can be performed using the proposed Gibbs sampler. The appendices to this article contain sections on the convergence of the Gibbs sampler, its cost per iteration, on the addition and removal of empty categories, on the sequential assimilation of new data and on the task of prediction.
Whether an efficient perfect sampler could be devised to sample from the target distribution ν X remains an open question.
Apart from computational considerations, the plurality of methods for Categorical distribution inference with imprecise probabilities were also motivated by different considerations about the resulting inference. For example, Lawrence et al. [2009, Section 5] demonstrated that in addition to computational simplicity, the "Dirichlet-DSM" approach possesses "conditional neutrality" in the sense that inference on relative frequencies of two categories with zero counts remains unchanged in light of [1966] , for the linkage model with data (25, 3, 4, 7) , the latter implemented with the proposed Gibbs sampler. Left: lower and upper CDFs for φ. Right: difference between upper and lower CDF for φ, representing the r values for assertions of the form {φ ≤ φ 0 } for various φ 0 .
observations in other categories. Due to computational difficulties, properties associated with the original approach of Dempster [1966] have not been explored fully. Our work helps alleviate this hurdle thereby allowing for systematic investigations of its theoretical properties as well as further developments.
The proposed Gibbs sampler could potentially be accelerated, for instance by using warm starts when solving the linear programs in subsequent iterations. It might also be possible to directly sample the values of η k→· , instead of sampling (u n ) n∈I k and then computing η k→· , which would reduce the cost per iteration from O(N ) to O(1). Figure 5 : Examples in which the constraints are violated. Representation of the lines θ /θ k = η k→ (dashed lines, different colors for different k). Left: the values of (η k→ ) satisfy η k→ η →j η j→k ≥ 1 for all k, , j but not η k→ η →k ≥ 1 for all k, . Right: the values of (η k→ ) satisfy η k→ η →k ≥ 1 for all k, but not η k→ η →j η j→k ≥ 1 for all k, j, . So in either case, according to Proposition 2.4, there are no θ ∈ ∆ satisfying θ /θ k ≤ η k→ for all k, .
B Non-redundancy of the constraints
For an arbitrary u ∈ ∆, and η k→ (u) defined as in (2.3), we could have η k→ (u)η →k (u) ≥ 1 for all k, without having η →k (u)η k→j (u)η j→ (u) ≥ 1 for all k, j, . The converse is also true: we could have η →k (u)η k→j (u)η j→ (u) ≥ 1 for all k, , j without having η k→ (u)η →k (u) ≥ 1 for all k, . Examples of such cases are shown in Figure 5 for the case K = 3. In either case, there would not be a feasible parameter θ such that θ /θ k ≤ η k→ for all k, ∈ [K]. This can be seen by noticing the lack of overlap between the shaded regions in Figure 5 .
C Performance of the Gibbs sampler C.1 Convergence to stationarity
The Gibbs sampler described above generates a Markov chain (u (t) ) t≥0 which converges to its invariant distribution, namely the uniform distribution on R x denoted by ν x . In practice one would generate a chain for a certain number of steps and discard the first B iterations as "burn-in". After burn-in, the chain should be close to stationary and thus ergodic averages of function evaluated on the chain should provide reliable estimators of expectations of these functions with respect to the invariant distribution. In order to guide the choice of B, we apply the method of Biswas et al. [2019] , which provides upper bounds on the total variation distance between the distribution of the chain, u (t) at time t, and the invariant distribution ν x . We denote by d TV (t) the total variation distance and bȳ d TV (t) the upper bound. A small value ofd TV (t) means that d TV (t) is also small and thus that the chain is close to stationary at iteration t. The method of Biswas et al. [2019] introduces an upper boundd TV (t) that can be estimated using independent repeats of a scheme involving couplings of Markov chains. We now describe such a coupling for the proposed Gibbs sampler.
Denoting by P the transition kernel of the Gibbs sampler, so that one step of the Gibbs algorithm generates u ∼ P (u, ·) given u ∈ ∆ N , we need to construct a transition kernelP on the space ∆ N × ∆ N , that satisfy certain conditions. For (u,ũ) ∈ ∆ N × ∆ N , let us denote the generated sample (u ,ũ ) ∼P ((u,ũ), ·). We require that u given u follows P (u, ·) andũ givenũ follows P (ũ, ·). Furthermore, we require that a coupled chain (u (t) ,ũ (t) ) constructed by recursively sampling from P , is such that there exists a random variable τ , termed the meeting time, such that for all t ≥ τ , u (t) =ũ (t) almost surely. In other words, the two chains become exactly identical after a random number of steps τ , and then remain identical.
The proposed coupling goes as follows.
• With probability ω ∈ (0, 1), the two chains evolve using common random numbers. That is, whenever Algorithm 1 is executed to sample from some set ∆ k (θ ,k ) for the first chain and ∆ k (θ ,k ) for the second chain, the draws (u n ) n∈I k and (ũ n ) n∈I k are constructed using the same exponential variables.
• With probability 1−ω, conditional updates rely on maximal couplings. That is, for each n ∈ I k , u n andũ n are drawn from a maximal coupling of the uniform distributions on ∆ k (θ ,k ) and ∆ k (θ ,k ) respectively, so that the event {u n =ũ n } can occur with positive probability; see Chapter 1 of Thorisson [2000] .
The first coupling above results in two chains going nearer to one another, while the second coupling results in exact meetings, but which are likely to occur only if the chains are already close. This motivates the strategy of mixing both couplings with the mixing parameter ω, set to 0.9 throughout the experiments of the article. Note also that naive implementations of maximal couplings can result in computing costs which are not only random but might have a very large variance. This could be fixed by using sub-maximal couplings.
We use the upper boundsd TV (t) to study the impact of the number of categories and of the number of observations on the length of the burn-in period of the proposed Gibbs chains. The same couplings could be used to construct unbiased estimators of the lower and upper probabilities of interest as in Jacob et al. [2019] .
First, we consider different numbers of categories. For K = 5, 10, 20, we construct synthetic data sets with 10 observations in each category (thus N = 50, 100, 200 observations in total). We estimate the upper boundsd TV (t) and plot them against t, in Figure 6a ; in the terminology of Biswas et al. [2019] we use a lag of 75 and 500 independent repeats. We observe that the number of iterations required for the chains to be close to their invariant distribution seems to increase slowly with K.
Next, we fix K = 5 and vary the number of observations: we create synthetic data sets with 10, 20, 30, 40 counts of each category (thus 50, 100, 150, 200 observations in total) . Again, we plot upper boundsd TV (t) against t, in Figure 6b . We use a lag equal to 5N , and 500 independent repeats. We observe that the mixing time increases with N when K is fixed. If we numerically approximate t mix ( ) = inf{t ≥ 1 :d TV (t) < } with = 0.1 for different N , we observe an approximately linear increase of t mix ( ) with N (not shown). These experiments show that the Gibbs chains might approach stationarity in relatively few iterations for non-trivial values of N and K, and that the number of iterations to convergence depends on N . In practice we suggest constructing plots as in Figure 6 to determine an appropriate burn-in period before approximating the probabilities of interest with MCMC averages.
C.2 Computational cost per step
For different values of N and K, we run 100 iterations of the Gibbs sampler and record the computing time in seconds. We do so 10 times and report the median. Each time, the counts are set to N/K in each of the K categories. The results are shown in Figure 7 . Theoretically, the cost should scale linearly in N , and polynomially in K. The figures show that the effective time per iteration increases slowly with N for the values considered here, and super-linearly in K. The timings were performed on a 3.6 GHz Intel Core i9 processor, using the implementation available at github.com/pierrejacob/dempsterpolytope.
Overall the experiments indicate that inference for Categorical distributions using the approach of Dempster [1966] is feasible for non-trivial values of N and K. Note also that, using the arguments of Appendix D, the presence of empty categories should not impact the overall cost of inference: one can run the Gibbs sampler on the sub-problem with only non-empty categories, and modify the generated samples post hoc to approximate ν x of interest. 
D Adding and removing categories
Suppose that we have draws u approximately distributed according to ν x , the uniform distribution on R x , obtained for a data set x ∈ [K] N with K categories. In this section we discuss different manipulations that can be applied to u if one wants to replace x by x , e.g. by adding or removing empty categories, or by adding observations to a category, in order to obtain new draws u approximating the associated distribution ν x . We will not consider the problem of removing non-empty categories, which appears to be more computationally challenging.
D.1 Adding and removing empty categories
We first recall some properties of the uniform distribution on the K−simplex ∆, which is also the Dirichlet distribution with parameters (1, . . . , 1). If (u 1 , . . . , u K ) follows such a distribution, then u is equal in distribution to y = w / j∈ [K] w j for all ∈ [K], where (w ) ∈[K] are i.i.d. Exponential (1) variables. Furthermore, consider the following procedure, taking a vector (u 1 , . . . , u K ) ∼ ∆ as input:
• Draw s ∼ Gamma(K, 1).
• Define w = s × u for ∈ [K], and draw w K+1 ∼ Exponential(1).
Then the resulting vector (u 1 , . . . , u K+1 ) is uniformly distributed on the simplex with K + 1 vertices denoted by ∆ ; for completeness the proof is provided below.
Proof. We consider the following transformation
We will denote the coordinates of the output vector by z 1 , . . . , z K+1 . The inverse transformation is given by
The matrix of first order derivatives is then (the i-th row corresponds to derivatives with respect to
To compute the determinant, note that by adding the K-th column to the (K + 1)-th column, we obtain a triangular matrix, which determinant is given by the product of the diagonal terms. Thus the determinant of the above matrix is given by
Therefore we can find the probability density function of (z 1 , . . . , z K+1 ) as
Ignoring the indicator functions and the constant terms, we find that the remaining terms depending on z 1 , . . . , z K+1 are
which is proportional to the density of a Gamma(K + 1, 1) distribution evaluated at z K+1 . In particular the expression is constant in z 1 , . . . z K . We can check that the indicator functions constrain z k to be positive for all k ∈ [K], and the sum k∈ [K] z k to be less than one. In other words (z 1 , . . . , z K , 1 − k∈[K] z k ) is uniformly distributed on the simplex of dimension K + 1.
Furthermore we have u /u k = u /u k for all k, ∈ [K]. Therefore, if the original vector (u 1 , . . . , u K ) satisfies certain constraints on the ratios u /u k , the same constraints are satisfied for the new vector (u 1 , . . . , u K+1 ).
Based on the above, we can add an "empty category" to the observations as follows. For each u n , n ∈ [N ], apply the above procedure to obtain u n = (u n,1 , . . . , u n,K+1 ). If the original u was distributed according to ν x , then the new u is distributed according to ν x , the uniform distribution on R x defined as
where η k→ = min n∈I k u n, /u n,k for k ∈ [K] and all , and we set η K+1→ = +∞ for all ∈ [K] so that no constraints are enforced on ratios involving the (K + 1)-th component.
We can remove empty categories as follows. Assuming that category K + 1 is not observed, and that we have draws u ∼ ν x , then for each u n we can drop the (K + 1)-th component u n,K+1 , and define u n as the normalized vector of length K, with components summing to one. Then the resulting u is distributed according to ν x . This section described how to modify samples approximating ν x to obtain samples approximating ν x , where x is obtained by adding or removing an empty category compared to x. However, inferences obtained under ν x are not identical to inferences obtained under ν x . We illustrate this with the following experiment. The counts are (4, 3, 2), with K = 3 and we consider the inclusion of an empty category i.e. the data set (4, 3, 2, 0) with K = 4. We run the proposed Gibbs sampler accordingly and compute lower and upper cumulative distribution functions. That is, we consider the assertions "θ k ∈ [0, x]" for k ∈ [K] and various values of x ∈ [0, 1], and we overlay lower and upper probabilities against x. This is shown for θ 1 and θ 2 in Figure 8 , with full lines corresponding to the data (4, 3, 2) and dashed lines the data (4, 3, 2, 0). We see that the lower probabilities are unaffected by the inclusion of an empty category, but that the upper probabilities are higher. In other words the amount of "don't know" is larger when an empty category is present.
D.2 Adding an observation
We consider the problem of updating draws based on new observations, keeping the number of categories K fixed. Thus in this section we denote by x N +1 the original data set x N augmented with one more observation x N +1 , say equal to k. We first note that any element in R x N +1 can be related to an element of R x N as follows.
Proposition D.1. Denote a new observation x N +1 by k. Any u 1:N +1 ∈ R x N +1 is such that u 1:N ∈ R x N and u N +1 ∈ ∆ k (θ ,k ), with θ ,k ∈ ∆ that can be constructed using the values of u 1:N . Conversely, if u 1:N ∈ R x N and u N +1 ∈ ∆ k (θ ,k ) with θ ,k constructed using u 1:N then u 1:N +1 ∈ R x N +1 .
Proof. We consider the first implication and let u 1:N +1 = (u 1 , . . . , u N +1 ) be in R x N +1 . Thus there exists θ ∈ ∆ such that, for all n ∈ [N + 1], u n, /u n,k ≥ θ /θ k . The same holds when considering only n ∈ [N ], thus u 1:N ∈ R x N . Furthermore, we can check that u N +1 is in ∆ k (θ ,k ) with θ ,k constructed as in the proof of Proposition 2.5. Indeed, since u 1:N +1 ∈ R x N +1 , then (u n ) n∈I k belongs to the support of ν x N +1 (du I k |u [N +1]\I k ), Figure 8 : Lower and upper cumulative distribution functions (CDF), for θ 1 (left) and θ 2 (right), for the data set (4, 3, 2) (full lines) and (4, 3, 2, 0) (dashed lines). The inclusion of an empty category widens the gap between the lower and upper probabilities.
which is ∆ k (θ ,k ) N k , and thus u N +1 belongs to ∆ k (θ ,k ). Here we have re-defined I k = {n ∈ [N + 1] :
x n = k} and N k = |I k |.
Conversely if u 1:N ∈ R x N , then constructing θ ,k as in the proof of Proposition 2.5, ∆ k (θ ,k ) is precisely the support of ν x N +1 (du N +1 |u [N +1]\I k ); thus for all u N +1 ∈ ∆ k (θ ,k ) the resulting u 1:N +1 is in R x N +1 .
The above proposition is useful to justify an importance sampling scheme from ν x N to ν x N +1 . Let u 1:N ∼ ν x N and draw u N +1 from the uniform distribution on ∆ k (θ ,k ), with θ ,k ∈ ∆ computed using (u n ) n / ∈I k . Recall that the considerations of Section 3.2 apply to construct this θ ,k efficiently. We denote this uniform distribution by q N +1 (du N +1 |u 1:N ). The probability density function u N +1 → q N +1 (u N +1 |u 1:N ) is equal to (θ ,k k ) −1 for all u N +1 ∈ ∆ k (θ ,k ), since the volume of ∆ k (θ ,k ) is θ ,k k . Thanks to the above proposition, the support of ν x N (du 1:N )q N +1 (du N +1 |u 1:N ) is the support of ν x N +1 (du 1:N +1 ), thus the former can be used as an importance sampling proposal to target the latter [Chapter 3 of Robert and Casella, 2004] . The importance weight function, proportional to the ratio between the two densities, can be defined as w N +1 (u 1:N +1 ) = ν x N +1 (u 1:N +1 ) ν x N (u 1:N )q N +1 (u N +1 |u 1:N )
where Z N is the volume of R x N , considered unknown.
Therefore, for N ≥ 1, suppose that we have a sample (u (p) 1:N ) p∈[P ] that approximates ν x N consistently as P → ∞. The indices p ∈ [P ] could correspond to iterations of the Gibbs sampler, possibly after discarding initial iterations as burn-in, and possibly after thinning the chain and combining samples from multiple independent chains. We can compute θ ,k corresponding to each u The above procedure concerns the assimilation of a new observation x N +1 . It can be extended to assimilate M new observations x N +1 , . . . , x N +M , either directly by importance sampling [as in Liu et al., 2001] , or as part of a general sequential Monte Carlo procedure [as in Del Moral et al., 2006] . Essentially this alternates between importance sampling steps and rejuvenation steps using the Gibbs sampler of Section 3. We provide a pseudo-code description of the sequential Monte Carlo algorithm Algorithm 3 Assimilation of new observations. Input: P draws (u (p) 1:N ) P p=1 approximating ν x N , sequence x N +1 , . . . , x N +m taking values in [K] . Threshold t ∈ (0, 1) to decide when to resample. Output: P draws (w 
