Introduction and results
Throughout this note, let {X, X n ; n 1} be a sequence of independent and identically distributed (in short i.i.d.) realvalued random variables and let g n : R ∞ → [0, ∞], n 1 be a sequence of measurable functions. As usual, let S n = n i=1 X i , n 1. Define Lt = log e max{e, t} and LLt = L(Lt) for t 0. If 
EX
2 < ∞ and EX = 0.
(1.1)
Using quite sophisticated methods, Strassen [14] proved conversely that if lim sup n→∞ |S n | √ 2nLLn < ∞ a.s., then (1.1) holds. This is the remarkable Strassen converse. Substantially simpler proofs of the Strassen converse were discovered by Feller [2] , Heyde [4] , and Steiger and Zaremba [12] . Martikainen [8] , Rosalsky [10] , and Pruitt [9] simultaneously and independently obtained a "one-sided" converse to the classical Hartman-Wintner LIL.
In this note we establish a generalization of the Strassen converse as follows. 
(1.8)
The proof of Theorem 1 will be given in Section 2.
Remark 1.
Note that, for every n 1 and all We now illustrate Theorem 1 by considering the following three important applications. Under these situations, analogues of (1.3) have been proved in the literature. To the best of our knowledge, whether their converses are true remains open problems.
As an application of his fundamental invariance principle for the LIL, Strassen [13] proved that lim sup
(1.10) whenever EX 2 = 1 and EX = 0.
(1.11)
( 1.12) whenever (1.1) holds. If we take 
If, in addition,
if and only if (1.11) holds. 
a.s.
if and only if (1.11) holds.
Application 2. Let α 1. As the other application of his fundamental invariance principle for the LIL, Strassen [13] proved that lim sup
(1.14)
whenever (1.11) holds. It follows that lim sup
whenever (1.1) holds. If we take
2) holds with C = 1/2 and lim t→∞ φ(t) = ∞. Applying Theorem 1, we now obtain the following converse to the statement (1.14).
Corollary 2.
The two statements (1.11) and (1.14) are actually equivalent. 
(1.17) whenever (1.11) holds. We refer to Brosamler [1] , Fisher [3] , and Schatte [11] for the origins. Lacey and Philipp [7] showed that (1.17) is true under (1.11). For further references, see Ibragimov and Lifshits [6] . From (1.17), it is easy to see that
whenever (1.1) holds, where
and
Note that, for all sequence {X, X n ; n 1} of i. 
( 1.19) whenever (1.1) holds. 
Corollary 3. Let h : (−∞, ∞) → [0, ∞) be a continuous function such that there exists a continuous function h
( 1.22) implies (1.1).
(1.23)
If we take
we then see that, from (1.19), 
Applying Theorem 1, (1.1) follows from (1.23). 2
Remark 4.
As an application of Corollary 3 and (1.16), we see that the following six statements are equivalent:
Proof of Theorem 1
We first show that (1.2) and (1.5) imply (1.6). To do this, let {X , X n ; n 1} be an independent copy of {X, X n ; n 1}, and consider the symmetrized random variables Y = (X − X )/2, Y n = (X n − X n )/2, n 1. Then, it follows from the second half of (1.2) and (1.5) that
Since each Y n is symmetric, it follows that {Y , Y n (λ); n 1} is a sequence of i.i.d. random variables. We then have that, for all x 0,
it follows from the first half of (1.2) that lim sup 
we have that, for all λ > 0,
It now follows from (2.5) and (2.6) that, for all λ > 0, where m( X) denotes a median of X . We thus see that E|X − m( X)| r < ∞ and so E|X| r < ∞. We now show that, under the condition (1.7), (1.5) also implies (1.8), i.e., EX = 0. Note that
, n 1.
Thus, by the first half of (1. Noting the condition (1.7), (2.9) leads to EX = 0.
