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A BISPECTRAL q−HYPERGEOMETRIC BASIS FOR
A CLASS OF QUANTUM INTEGRABLE MODELS
PASCAL BASEILHAC AND XAVIER MARTIN
Abstract. For the class of quantum integrable models generated from the q−Onsager algebra, a basis of bispectral
multivariable q−orthogonal polynomials is exhibited. In a first part, it is shown that the multivariable Askey-Wilson
polynomials with N variables and N + 3 parameters introduced by Gasper and Rahman [1] generate a family of
infinite dimensional modules for the q−Onsager algebra, whose fundamental generators are realized in terms of the
multivariable q−difference and difference operators proposed by Iliev [2]. Raising and lowering operators extending
those of Sahi [3] are also constructed. In a second part, finite dimensional modules are constructed and studied for a
certain class of parameters and if the N variables belong to a discrete support. In this case, the bispectral property
finds a natural interpretation within the framework of tridiagonal pairs. In a third part, eigenfunctions of the
q−Dolan-Grady hierarchy are considered in the polynomial basis. In particular, invariant subspaces are identified
for certain conditions generalizing Nepomechie’s relations. In a fourth part, the analysis is extended to the special
case q = 1. This framework provides a q−hypergeometric formulation of quantum integrable models such as the
open XXZ spin chain with generic integrable boundary conditions (q 6= 1).
MSC: 81R50; 81R10; 81U15; 39A70; 33D50; 39A13.
Keywords: q−Onsager algebra; Integrable systems; Bispectrality; Tridiagonal pairs; Multivariable polynomials; Basic
hypergeometric series; Askey-scheme
1. Introduction
In the context of mathematical physics, studying the relation between q−hypergeometric special functions in
one or several variables, related orthogonal polynomials, and the representation theory of quantum algebras is
an important field of research. From different point of views detailed in the text, this subject is challenging and
deserves to be further explored for several reasons.
Starting from the basic example of the quantum integrable harmonic oscillator whose eigenfunctions are the
Hermite polynomials, generalizations involving a coupled system of multiple harmonic oscillators have been exten-
sively studied in the literature (see e.g. [4]). In particular, orthogonal polynomials of the Askey scheme [5] are
eigenfunctions of Hamiltonians characterized by a certain tridiagonal interaction structure describing ‘triangular’
two-dimensional spin lattices associated with the XY spin chain with nearest neighbor non-homogeneous couplings
and non-zero magnetic field (see [6] and references therein). According to the interaction considered, the param-
eters entering in the definition of the q−hypergeometric eigenfunctions are restricted. For the simplest examples
of models, corresponding eigenfunctions are expressed in terms of one-variable polynomials such as the q−Racah,
q−Hahn, q−Meixner or q−Krawtchouk ones. Importantly, thanks to the explicit expressions of the Hamiltonian’s
eigenfunctions in terms of q−hypergeometric functions and using orthogonality properties, closed form expressions
for correlation functions have been derived in various cases (see e.g. [4]). In the last twenty years, such models
have found applications in different areas, ranging from low dimensional quantum physics and statistical mechanics
to game theory, also impacting the analysis of strongly correlated systems or Markov chains. Indeed, they provide
examples of transmission channels for short distance quantum communication in which the so-called ‘perfect state
transfer’ occurs [7]. In the context of Markov chains, orthogonal polynomials also appear in the spectral represen-
tation of the transition probability matrix [8]. Applications of Askey-Wilson polynomials in the context of solvable
quantum mechanics have also been considered. See for instance [9] and references therein.
Multivariable extensions of the basic hypergeometric orthogonal polynomials have also arisen in the literature
as eigenfunctions of mutually commuting differential or difference operators. In this vein, Macdonald-Koornwinder
polynomials with N variables and parameters q, t [10, 11, 12, 13, 14] are one possible generalization of the
Askey-Wilson polynomials. They provide a basis of eigenfunctions for relativisitic integrable generalizations of
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the Calogero-Sutherland-Moser system associated with different root systems [15, 16, 17, 18]. Also, certain de-
generations of the Macdonald-Koornwinder polynomials known as q−Whittaker functions (t = 0), respectively
Hall-Littlewood polynomials (q = 0), appear as eigenfunctions of the Hamiltonian of the open Toda chain with
different types of boundary conditions, respectively of the repulsive delta Bose gas [19, 20, 21]. The limit N →∞ of
Macdonald polynomials has also been considered recently [22], and for q → 1 Macdonald polynomials reduce to Jack
polynomials which describe eigenfunctions of the quantum Benjamin-Ono model [23]. In the context of conformal
field theory and integrable perturbations, explicit formulae for singular vectors of the Virasoro [24] and q−Virasoro
algebra [25] are given by Jack and Macdonald polynomials, respectively. Let us also mention that Macdonald-
Koornwinder polynomials provide a basis for a class of solutions of the boundary q−Knizhnik-Zamolodchikov
equations [26].
From the point of view of representation theory and harmonic analysis on quantum algebras, q−hypergeometric
orthogonal polynomials can be understood as natural extensions of the hypergeometric functions associated with
Lie groups. For SUq(2), it is known that matrix elements of irreducible representations can be expressed in terms of
little q−Jacobi polynomials. Askey-Wilson polynomials also found an interpretation as ‘zonal spherical functions’
on SUq(2) (for a review, see e.g. [27]) and as overlap coefficients between eigenbasis that diagonalize certain
elements of the so-called Zhedanov’s algebra [28] (the ‘Cartesian’ q−deformation of sl2, see also [29, 30]), also
known as the Askey-Wilson algebra and often denoted AW (3) in the literature [31]. Macdonald-Koornwinder
multivariable polynomials of various types also appear as zonal spherical functions in the context of the reflection
equation algebra [32, 33]. In the representation theory of affine Hecke algebras, it is also known that each family
of orthogonal polynomials can be associated with an irreducible affine root system [34, 35].
Besides the Macdonald-Koornwinder generalization of the Askey-Wilson polynomials, a different type of multi-
variable generalization of the Askey-Wilson polynomials has been proposed [36] by Gasper and Rahman [1]. These
polynomials can be seen as q−analogs of the multivariable polynomials previously introduced by Tratnik [37] (see
also [38]). In the present paper, Gasper-Rahman and Tratnik’s multivariable polynomials and their connection
with the q−Onsager algebra [39, 40] and the theory of quantum integrable systems will be at the center of our
attention.
Let us now describe the content of this paper. First, besides the two-variable case [41], to our knowledge the rela-
tion between Gasper-Rahman multivariable generalization of Askey-Wilson polynomials [1] and the representation
theory of quantum algebras has not been considered up to now. However, recall that Askey-Wilson polynomials
with four parameters and q appear in the representation theory of the q−Onsager algebra [39], generating a simple
example of infinite dimensional irreducible module. Also, observe that by restricting the four parameters and the
variable to a discrete support, the Askey-Wilson polynomials generate a finite dimensional irreducible module.
In this case, the well-known bispectral property of the Askey-Wilson polynomials finds a natural interpretation
within the theory of Leonard pairs [43, 44]. In the first part of this paper (Sections 2,3), we will fill a gap in the
literature: we first show that Gasper-Rahman multivariable polynomials generate a family of infinite dimensional
module of the q−Onsager algebra. We also construct raising and lowering operators which generalize those for the
Askey-Wilson polynomials, proposed by [3]. Secondly, restricting the parameters and choosing a discrete support
for the N variables, the bispectral property of Gasper-Rahman multivariable polynomials will be interpreted within
the theory of tridiagonal pairs [39]. Parallel to the case q 6= 1, a similar analysis is handled in Section 5 for the
special case q = 1. These are the first main results of this paper.
Now, in the context of quantum integrable systems establishing a bridge between the representation the-
ory of the q−Onsager algebra and Gasper-Rahman polynomials opens new perspectives. Indeed, a systematic
q−hypergeometric formulation of the eigenfunctions of all mutually commuting quantities of a given integrable
model in terms of known orthogonal polynomials of one or several variables is highly desirable. In addition to the
examples mentionned at the beginning of the introduction in which polynomials of the Askey scheme, Macdonald-
Koornwinder generalizations or limiting cases appear, there are two important families of quantum integrable
systems for which a q−hypergeometric formulation remains essentially, up to now, unrevealed:
(i) The first class follows from the Faddeev-Reshetikhin-Takhtadjan and Sklyanin’s (FRTS) framework, where
the Hamiltonians of quantum integrable models are derived from a generating function of mutually commuting
quantities called the transfer matrix. The transfer matrix is built from solutions of the Yang-Baxter and reflection
equations which constitute the basic and main ingredients in the construction (see [45] for details). In this frame-
work, solutions of the Yang-Baxter and reflection equations can be interpreted as intertwiners of finite dimensional
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irreducible representations of quantum algebras. Heisenberg spin chains with periodic, twisted or open integrable
boundary conditions fall among the well-known examples built in the FRTS framework, associated with Uq(ŝl2) or
higher rank generalizations.
(ii) The second class of quantum integrable systems is generated from the Onsager algebra [46, 47] or its
q−deformation [40]. For instance, the Hamiltonians of the Ising [46], superintegrable chiral Potts [48], XY models
[49] and generalizations [50] are in one-to-one correspondence with the simplest element of an Abelian subalgebra
of the Onsager algebra (the so-called Dolan-Grady hierarchy) acting on a finite dimensional irreducible module.
Similarly, the Hamiltonian of the open XXZ chain with generic boundary conditions [51] can be expressed as a
linear combination of mutually commuting quantities which generate the so-called q−Dolan-Grady hierarchy [40],
acting on a finite or infinite dimensional irreducible module (in the thermodynamic or continuum limit).
For a large class of quantum integrable systems which have been studied in the framework (i) and/or (ii), it
is in general not clear how to express the eigenfunctions of the transfer matrix in terms of q−hypergeometric
functions and related polynomials. However, in recent years it appeared that quantum integrable models with
boundaries associated with a Uq(ŝl2) R−matrix, and K−matrices solutions of the reflection equation, can be
alternatively generated from a q−deformed analog of the Onsager algebra [40] or, more generally, one of its higher
rank generalization [52]. In these cases, the models admit a presentation either within the FRTS framework (i)
or within the q−Onsager framework (ii). For the simplest Uq(ŝl2) case, the correspondence between the two
frameworks has been studied in details [53].
In Section 4, we will consider a subclass of quantum integrable systems which possess two alternative presen-
tations (i) and (ii) for generic values of q. The Hamiltonian H - or more generally the corresponding transfer
matrix - can be written as a linear combination of mutually commuting quantities {I2k+1|k = 0, 1, 2, ...} that form
a q−deformed analog of the Dolan-Grady hierarchy. Namely,
H =
N∑
k=0
h−kI2k+1 + h
′
0 with [I2k+1, I2l+1] = 0, k, l ∈ N,(1.1)
where h−k, k = 0, 1, 2, ... and h
′
0 are model-dependent scalar functions [54]. Let ω0, ω1, g+, g− be scalars. The
elements I2k+1 are given by [55]:
I2k+1 = ω0W−k + ω1Wk+1 + g+Gk+1 + g−G˜k+1,(1.2)
where W−k,Wk+1,Gk+1, G˜k+1 generate the current algebra of the q− Onsager algebra [56]. For all known examples
of the literature considered up to now, W−k,Wk+1 (resp. Gk+1, G˜k+1) are polynomials of total degree 2k+1 (resp.
2k + 2) in the fundamental generators W0,W1 of the q−Onsager algebra with defining relations shown later in
(2.1). Their explicit expressions can be computed recursively using the algorithm given in [57]. For instance, the
elements G1,W−1,G2 read:
G1 =
[
W1,W0
]
q
,(1.3)
W−1 =
1
ρ
(
(q2 + q−2)W0W1W0 −W20W1 −W1W20
)
+W1 ,
G2 =
1
ρ(q2 + q−2)
(
(q−3 + q−1)W20W1
2 − (q3 + q)W12W20 + (q−3 − q3)(W0W12W0 +W1W20W1)
−(q−5 + q−3 + 2q−1)W0W1W0W1 + (q5 + q3 + 2q)W1W0W1W0 + ρ(q − q−1)(W20 +W12)
)
.
The expressions for the elements G˜1,W2, G˜2 are obtained from G1,W−1,G2 by exchanging W0 ↔ W1. Note that
the vector space on which W0,W1 act is specified according to the favourite model considered. Quotients of
the q−Onsager algebra may be considered as well (see e.g. [58]). In this ‘q−Onsager framework’, the explicit
connection between Gasper-Rahman multivariable polynomials and the representation theory of the q−Onsager
algebra mentionned above gives a straightforward access to a q−hypergeometric formulation of the eigenfunctions
for this class of models, which is the second main result of this paper.
The paper is organized as follows. Below, we introduce notations that will be used thoughout this paper. In
Section 2, the orthogonal system of multivariable polynomials of Gasper and Rahman [1] is recalled. Then, we
introduce q−difference and difference operators that essentially follow from Iliev’s work [2], and are diagonalized
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by Gasper-Rahman polynomials. Studying the structure of the operators, new infinite dimensional modules of the
q−Onsager algebra are exhibited in terms of these polynomials. In particular, explicit realizations of the standard
generators of the q−Onsager algebra in terms of multivariable q−difference and difference operators are given.
Generalizing the construction of Sahi [3] to N -variables, explicit realizations of raising and lowering operators are
also given. In Section 3, restricting the (N + 3)−parameter space and the variables to a discrete support, finite
dimensional modules of the q−Onsager algebra are constructed and described. In this case, the corresponding
difference-difference bispectral problem is naturally interpreted within the theory of tridiagonal pairs. Based on
these results, the spectral problem for the q−Dolan-Grady hierarchy of mutually commuting quantities (1.2) is
reconsidered in Section 4, where the eigenfunctions are shown to admit an expansion in terms of Gasper-Rahman
polynomials. In particular, subspaces that are invariant under the action of the Abelian subalgebra generated
by the elements (1.2) are identified, extending the analysis of [59]. These subspaces are characterized by certain
relations that already appeared in the literature on boundary integrable models, named ‘Nepomechie’s relations’.
In Section 5, the construction of a hypergeometric basis for the special case q = 1 is handled: infinite and finite
dimensional modules of the Onsager algebra and a subclass of tridiagonal algebras, respectively, are generated by
Tratnik’s multivariable polynomials [37] of Krawtchouk and Racah type, respectively. In this special case q = 1,
standard generators are expressed in terms of Iliev-Geronimo’s difference operators proposed in [38]. Perspectives
for the analysis of quantum integrable models and potential generalizations of the present framework are briefly
described in the last Section.
1.1. Notations. In this paper, we denote q the deformation parameter, assumed not to be a root of unity. We
will use the standard q-shifted factorials [60]:
(a; q)n =
n−1∏
k=0
(1− aqk), (a; q)∞ =
∞∏
k=0
(1 − aqk) and (a1, a2, . . . , ak; q)n =
k∏
j=1
(aj ; q)n.
Define Pz = C[z±11 , z±12 , ..., z±1N ] as the ring of Laurent polynomials in the variables z1, z2, ..., zN with complex
coefficients. For each of the variables zj , j = 1, 2, ..., N , introduce an involution Ij of Pz such that Ij(zj) = z−1j and
Ij(zk) = zk for k = 1, 2, ..., N and k 6= j. Then, we will denote Px = C[x1, x2, ..., xN ] the subring of Pz consisting
of polynomials in the variables xi = (zi + z
−1
i )/2 with complex coefficients.
Let {e1, e2, . . . , eN} be the canonical basis for CN . We also define [61] the q-shift, forward and backward
difference operators in the j-th coordinate acting on functions f(z) ≡ f(z1, z2, . . . , zN ), respectively, such that:
Ezjf(z) = f(z1, z2, . . . , q
2zj , . . . , zN ),
∆zjf(z) = (Ezj − 1)f(z),
∇zjf(z) = (1− E
−1
zj
)f(z).
Similarly, Enk will denote the forward shift in the variable nk. For every function f(n) ≡ f(n1, n2, . . . , nN) we
have Enkf(n) = f(n+ ek).
The standard multi-index notation will be also used. For instance, if ν = (ν1, ν2, . . . , νN) ∈ ZN then
zν = zν11 z
ν2
2 · · · zνNN , E
ν
z = E
ν1
z1
E
ν2
z2
· · ·EνNzN , zqν = (z1qν1 , z2qν2 , . . . , zNqνN ).
Let ν = (ν1, ν2, ..., νN ) ∈ {0,±1}N\{0}N . Following [2], we define ν+j = max(νj , 0) and ν−j = −min(νj, 0). We
denote Iν
−
the composition of the involutions Ij corresponding to the non-zero coordinates of ν
−. Also, we denote
|ν| = ν1 + ν2 + ...+ νN .
2. The q−Onsager algebra and q−difference operators
Tridiagonal algebras have been introduced and studied in [62, 63, 39], where they first appeared in the context
of P− and Q−polynomial association schemes. A tridiagonal algebra is an associative algebra with unit which
consists of two generators A and A∗ called the standard generators (see Section 3, Definition 3.2). In general, the
defining relations depend on five scalars ρ, ρ∗, γ, γ∗ and β [39]. In this Section, we will focus on the so-called reduced
parameter sequence γ = 0, γ∗ = 0, β = q2+ q−2 and ρ = ρ∗ which exhibits all the interesting properties and can be
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extended to more general parameter sequences when q 6= 1. In the literature, the corresponding algebra is called
the q−Onsager algebra, in view of its close relationship to the Onsager algebra [46] and the Dolan-Grady relations
[64].
Definition 2.1 ([39, 40, 52]). The q−Onsager algebra Oq(ŝl2) is the associative algebra with unit and standard
generators W0,W1 subject to the following relations [65]
[W0, [W0, [W0,W1]q]q−1 ] = ρ[W0,W1] , [W1, [W1, [W1,W0]q]q−1 ] = ρ[W1,W0] .(2.1)
Remark 2.1. For ρ = 0 the relations (2.1) reduce to the q−Serre relations of Uq(ŝl2). For q = 1, ρ = 16 they
coincide with the Dolan-Grady relations [64].
In [39], an infinite dimensional irreducible module of the q−Onsager algebra based on the Askey-Wilson poly-
nomials was constructed. On the vector space of all polynomials in the single variable x, it was shown that the
elements W0,W1 act, respectively, as a multiplicative factor in the variable x and as the Askey-Wilson second
order q−difference operator. Alternatively, in the basis of Askey-Wilson polynomials, the elements W0,W1 act as a
tridiagonal matrix and diagonal matrix, respectively. Thus, the well-known q−difference equation and three-term
recurrence relations of the Askey-Wilson polynomials can be interpreted as a bispectral q−difference-difference
problem for the elements W0,W1. Note that similar objects appear in previous works [66, 67, 68] and that the
connection with the q−Onsager algebra is emphasized in [39].
In this Section, we construct a family of infinite dimensional modules of the q−Onsager algebra on the vector
space Px based on the Gasper-Rahman polynomials in the multivariables x1, x2, ..., xN with coefficients in C, thus
generalizing the example of [39]. As we will show, to the action of W0,W1, one can associate a bispectral system
of coupled recurrence relations and multivariable q−difference equations that is solved by the polynomials. In
particular, the case N = 2 is described in detail. Starting from the bispectral system of equations, we then extend
the analysis of Sahi [3] that holds for N = 1 to generic values of N : N distinct pairs of raising/lowering operators
for the Gasper-Rahman polynomials are obtained, expressed in terms of the standard generators of the q−Onsager
algebra.
2.1. Bispectral multivariable Askey-Wilson q−orthogonal polynomials. First, let us recall the definition of
the multivariable polynomials introduced by Gasper and Rahman in [1] using the notations of [2]. As multivariable
generalizations of the well-known Askey-Wilson polynomials, these polynomials are obtained by applying a Gram-
Schmidt process. Let q, a, b, c, d denote nonzero scalars in C. To avoid degenerate situations, we assume q is not a
root of unity, and that none of ab, ac, ad, bc, bd, cd, abcd is an integral power of q. For n = 0, 1, 2, ... the Askey-Wilson
polynomials are defined by [5]:
pn(x; a, b, c, d) =
(ab, ac, ad; q)n
an
4φ3
[
q−n, abcdqn−1, az, az−1
ab, ac, ad
; q, q
]
with x =
1
2
(z +
1
z
).(2.2)
By definition, they satisfy a second-order q−difference equation and a three-term recurrence relation of the form:
ϕ(z)pn(x)|z→qz + ϕ(z−1)pn(x)|z→q−1z + µ(z, z−1)pn(x) = (q−n + abcdqn−1)pn(x),(2.3)
bnpn+1(x) + anpn(x) + cnpn−1(x) = xpn(x),(2.4)
where ϕ(z), µ(z, z−1) are rational functions of z, z−1 and an, bn, cn are rational functions of q
n and of the parameters
a, b, c, d. Their explicit expressions can be found in [5].
If a, b, c, d are real, or occur in complex conjugate pairs if complex, and are such that max(|a|, |b|, |c|, |d|) < 1,
the polynomials satisfy the orthogonality relation [69]:
1
2π
∫ 1
−1
pn(x; a, b, c, d)pm(x; a, b, c, d)
w(z; a, b, c, d)√
1− x2 dx = δn,m
(abcdqn−1; q)n(abcdq
2n; q)∞
(qn+1, abqn, acqn, adqn, bcqn, bdqn, cdqn; q)∞
where
w(z; a, b, c, d) =
(z2, z−2; q)∞
(az, az−1, bz, bz−1, cz, cz−1, dz, dz−1; q)∞
.
In the limit q → 1 and various limiting processes on the parameters a, b, c, d, one can obtain from the Askey-
Wilson polynomials all the classical polynomials of continuous and discrete arguments: Wilson, Racah, Hahn,
Jacobi, Krawtchouk, etc [70].
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In [37], a multivariable generalization of the Racah-Wilson polynomials was constructed. From that point of
view, Gasper-Rahman polynomials [1] are q−analogs of the multivariable polynomials introduced by Tratnik. They
constitute a multivariable generalization of the Askey-Wilson polynomials (2.2), defined as follows:
Definition 2.2 (See [2, 1]). Define pn(x; a, b, c, d) = pn(x; a, b, c, d)|q→q2 from (2.2). Introduce the N + 3 nonzero
parameters α0, α1, ..., αN+2 and denote xj =
1
2 (zj + z
−1
j ). Identify z0 ≡ α0 and zN+1 ≡ αN+2. The N−variable
generalization of the Askey-Wilson polynomials is defined by:
Q(N)({n}, {x}, {α}) =
N∏
j=1
pnj (xj ;αjq
2Nj−1 ,
αj
α20
q2Nj−1 ,
αj+1
αj
zj+1,
αj+1
αj
z−1j+1)(2.5)
where Nj = n1 + n2 + ...+ nj and N0 = 0.
An analog of the orthogonality property of the Askey-Wilson polynomials can be exhibited as follows. Introduce
the measure on [−1, 1]N :
dµ(x) =
1
(2π)N
∏N
j=1(z
2
j , z
−2
j ; q
2)∞∏N
j=0
∏
ε1,ε2∈{−1,1}
(αj+1α
−1
j z
ε1
j+1z
ε2
j ; q
2)∞
N∏
j=1
dxj√
1− x2j
(2.6)
and the inner product:
〈f, g〉 =
∫
[−1,1]N
f(x)g(x)dµ(x).(2.7)
Following [2, Theorem 2.1], by induction on N it is straightforward to show the following theorem:
Theorem 2.1 (See [2], Theorem 2.1). Assume:
0 < |αN+1| < |αN | < · · · < |α1| < min(1, |α0|2),(2.8)
|αN+1|
|αN | < |αN+2| <
|αN |
|αN+1| .
The multivariable polynomials Q(N)({n}, {x}, {α}) are orthogonal with respect to the inner product (2.7). Namely:
〈Q(N)({n}, {x}, {α}), Q(N)({m}, {x}, {α})〉 = δ{n},{m}H{n}(2.9)
with
H{n} =
N∏
k=1
(
α2k+1
α2
0
q2(Nk−1+Nk−1); q2)nk(
α2k+1
α2
0
q2Nk ; q2)∞
(q2(nk+1),
α2
k
α2
0
q2(Nk−1+Nk),
α2
k+1
α2
0
q2(Nk−1+Nk); q2)∞
× 1∏
ε∈{±1}(αN+1α
ε
N+2q
2NN , αN+1
α2
0
αεN+2q
2NN ; q2)∞
.
For further convenience, normalized multivariable polynomials can be introduced following [2]. Assume the com-
plex variables {z} = (z1, z2, ..., zN) ∈ (C∗)N , the complex variables [71] {n} = (n1, n2, ..., nN ) ∈ (C mod 2piilog(q)Z)N
and the parameters {α} = (α0, α1, ..., αN+2) ∈ (C∗)N+3.
Definition 2.3 (See [2]). The normalized N−variable Gasper-Rahman mutlivariable polynomials is defined by:
Q̂(N)({n}, {x}, {α}) = (αN+1αN+2)
NN
(αN+1αN+2,
αN+1αN+2
α2
0
; q2)NN
1∏N
j=1 α
nj
j (
α2
j+1
α2
j
; q2)nj
Q(N)({n}, {x}, {α}).(2.10)
Compared with (2.5), the normalization factor is chosen as follows. Consider the following change of variables
and parameters:
α0 7→ α˜0 = α0, αj 7→ α˜j = α0αN+1αN+2q
αN+2−j
for j = 1, 2, ..., N + 1, αN+2 7→ α˜N+2 = α1
α0q
,
zj 7→ z˜j = αN+2−j
α0q
q2NN+1−j ,
q2nj 7→ q2n˜j = αN+1−jzN+1−j
αN+2−jzN+2−j
for j = 1, 2, ..., N.
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The map f : (n, z, α) 7→ (n˜, z˜, α˜) defines an involution on
(
C mod 2ipi
log(q)Z
)N
×(C∗)N×(C∗)N+3 (see [2, Lemma 5.1]).
Applying Sear’s formula (cf. [60], page 49, eq. (2.10.4)), according to the factorized structure of the Gasper-Rahman
polynomials (2.5) in terms of Askey-Wilson polynomials it is possible to show:
Theorem 2.2 (See [2], Theorem 5.3). The normalized Gasper-Rahman multivariable polynomials are invariant
under the action of the involution f:
Q̂(N)({n}, {x}, {α}) = Q̂(N)({n˜}, {x˜}, {α˜}).
By analogy with the Askey-Wilson polynomials that solve the bispectral problem (2.3)-(2.4), the normalized
Gasper-Rahman multivariable polynomials (2.10) also solve a bispectral problem associated with q−difference and
difference operators. This is the subject of the next subsection.
2.2. Iliev’s q−difference and difference operators. Following [2], we now introduce a commutative algebra
Az of q−difference operators and a commutative algebra An of difference operators. Let
Dz = C(z1, z2, ..., zN )[E±1z1 , E
±1
z2
, ..., E
±1
zN
]
denote the associative algebra of q−difference operators with rational functions of z1, z2, ..., zN as coefficients. The
commutative subalgebra Az of Dz is generated by N algebraically independent q−difference operators {D∗(k){z} |k =
1, 2, ..., N} that are defined as follows:
Definition 2.4 (See [2]). Let ν = (ν1, ν2, ..., νN ) ∈ {0,±1}N\{0}N . Let {νi1 , νi2 , ..., νis} be the nonzero components
of ν with 1 ≤ i1 < i2 < · · · < is ≤ N and s ≥ 1. For ν ∈ {0, 1}N\{0}N , denote
Φν({z}) = (1 − αi1zi1)(1−
αi1zi1
α20
)×
∏s
k=2(1−
αik zikzik−1
αik−1
)(1− q
2αik zikzik−1
αik−1
)∏s
k=1(1− z2ik)(1 − q2z2ik)
× (1 − αN+1αN+2zis
αis
)(1 − αN+1zis
αisαN+2
)
and Φν({z}) = Iν−(Φν++ν−({z})) otherwise. The q−difference operators {D∗(k){z} |k = 1, 2, ..., N} are given by:
D
∗(N)
{z} ≡ D
∗(N)
{z}
({z1, z2, ..., zN}; {α0, α1, ..., αN+1, αN+2})(2.11)
=
α0q
αN+1
( ∑
ν∈{−1,0,1}N\{0}N
(−1)|ν−|Φν({z})∆ν
+
z ∇
ν−
z + 1 +
α2N+1
q2α20
)
and D
∗(k)
{z} ≡ D
∗(k)
{z}
({z1, z2, ..., zk}; {α0, α1, ..., αk+1, zk+1}) for k = 1, 2, ..., N − 1.
Importantly, these operators essentially coincide with the ones given in [2], up to an overall factor and additionnal
constant term chosen for further convenience. According to [2, Proposition 4.5], the q−difference operators D∗(k){z} ,
k = 1, 2, ..., N are self-adjoint and mutually commuting:[
D
∗(k)
{z} ,D
∗(l)
{z}
]
= 0 for all k, l ∈ {1, 2, ..., N}.(2.12)
Below, we will sometimes use an alternative formula for the q−difference operators introduced above as polynomials
of {Ezj}. According to [2, Proposition 4.2], by induction on N one obtains the following result:
Proposition 2.1 (See [2], Proposition 4.2). Define z0 = α0 and zN+1 = αN+2. The N−variable q−difference
operator D
∗(N)
{z} can be written as:
D
∗(N)
{z} =
α0q
αN+1
 ∑
ν∈{−1,0,1}N
Cν({z})Eνz +
4αN+1
α0(q2 + 1)
x0xN+1
(2.13)
where
Cν(z) =
(
q2(q2 + 1)
)N−|ν+|−|ν−| ∏Nk=0 Bνk,νk+1k (z)∏N
k=1 b
νk
k (z)
,(2.14)
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with the convention ν0 = νN+1 = 0. For j = 0, 1, ..., N ,
B0,0j (z) = 1 +
α2j+1
q2α2j
− 4αj+1xjxj+1
(q2 + 1)αj
, B1,1j (z) =
(
1− αj+1zjzj+1
αj
)(
1− q
2αj+1zj+1zj
αj
)
,
B0,1j (z) =
(
1− αj+1zjzj+1
αj
)(
1− αj+1zj+1
αjzj
)
, B1,0j (z) =
(
1− αj+1zjzj+1
αj
)(
1− αj+1zj
αjzj+1
)
,
B−1,−1j (z) = Ij(Ij+1(B
1,1
j (z))), B
−1,l
j (z) = Ij(B
1,l
j (z)), B
k,−1
j (z) = Ij+1(B
k,1
j (z)) for k, l = 0, 1,
and
b0j(z) = (1 − q2z2j )(1− q2z−2j ), b1j(z) = (1− z2j )(1 − q2z2j ), b−1j (z) = Ij(b1j(z)).
Remark 2.2. According to (2.11), D
∗(N)
{z} (1) =
α0q
αN+1
+ αN+1
α0q
. From Proposition 2.1, it follows:
Cν({z})|ν={0}N +
4αN+1
α0(q2 + 1)
x0xN+1 = 1 +
α2N+1
α20q
2
−
∑
ν∈{−1,0,1}N\{0}N
Cν({z}).
In view of the invariance of the normalized Gasper-Rahman polynomials (2.10) under the action of the involution
f (see Theorem 2.2), a ‘dual’ family of mutually commuting difference operators can be introduced. Let
Dn = C(qn1 , qn2 , ..., qnN )[E±1n1 , E±1n2 , ..., E±1nN ]
denote the associative algebra of difference operators with rational functions of qn1 , qn2 , ..., qnN as coefficients.
Following [2], introduce the map b (which extends f) such that:
b(α0) = α0, b(αj) =
α0αN+1αN+2q
αN+2−j
for j = 1, 2, ..., N + 1, b(αN+2) =
α1
α0q
,
b(zj) =
αN+2−j
α0q
q2(n1+n2+...+nN+1−j),
b(Ezj) = EnN+1−jE
−1
nN+2−j
for j = 1, 2, ..., N with EnN+1 = Id.
The commutative subalgebra An of Dn is generated by N algebraically independent difference operators {D(k){n}|k =
1, 2, ..., N} which are defined as follows:
Definition 2.5. Let k = 1, 2, ..., N . The dual mutually commuting N -variable difference operators are defined by:
D
(k)
{n} = b(D
∗(k)
{z} ).(2.15)
By construction [2], the normalized multivariable polynomials of Gasper and Rahman (2.10) form a basis of the
vector space Px. Extending the well-known property of the Askey-Wilson polynomials, they also solve a family of
bispectral problems associated with Az and An.
Theorem 2.3 (See [2], Theorem 5.5). Let {α} ∈ (C∗)N+3 and k = 1, 2, ..., N . The normalized multivariable
polynomial Q̂(N)({n}, {x}, {α}) solves the following system of q−difference-difference bispectral problems:
D
∗(k)
{z} Q̂
(N)({n}, {x}, {α}) =
(
αk+1
α0q
q2Nk +
α0q
αk+1
q−2Nk
)
Q̂(N)({n}, {x}, {α}),(2.16)
D
(k)
{n}Q̂
(N)({n}, {x}, {α}) = (zN+1−k + z−1N+1−k) Q̂(N)({n}, {x}, {α})(2.17)
where Nk = n1 + n2 + · · ·+ nk.
For N = 1, the above equations produce the well-known second-order q−difference equation (2.3) and three-
term recurrence relations (2.4) of the Askey-Wilson polynomials, respectively. From the point of view of the
representation theory, in the basis of Askey-Wilson polynomials, the operatorD
(1)
{n} defines a semi-infinite tridiagonal
matrix. For N generic, in the basis of Gasper-Rahman polynomials, the corresponding matrix - which entries are
determined by D
(N)
{n} - enjoys a ‘block’ tridiagonal form, as we now show.
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Lemma 2.1. The N−variable difference operator D(N){n} can be written as:
D
(N)
{n} =
∑
{ν2,ν3,...,νN}∈{−1,0,1}N−1
(
2b
[νN νN−1−νN ···ν2−ν3 1−ν2]
n1n2···nN E
νN
n1
EνN−1−νNn2 E
ν2−ν3
nN−1
E1−ν2nN(2.18)
+ 2c
[νN νN−1−νN ···ν2−ν3 −1−ν2]
n1n2···nN E
νN
n1
EνN−1−νNn2 · · ·Eν2−ν3nN−1 E−1−ν2nN
+ 2a
[νN νN−1−νN ···ν2−ν3 −ν2]
n1n2···nN E
νN
n1
EνN−1−νNn2 · · ·Eν2−ν3nN−1 E−ν2nN
)
.
Proof. Recall that the q−difference multivariable operator as defined by (2.11) can be alternatively written as
(2.13). Now, observe
b(E
ν
z) = b(E
ν1
z1
E
ν2
z2
· · ·EνNzN ) = (Eν1nN E−ν1nN+1︸ ︷︷ ︸
≡Id
)(Eν2nN−1E
−ν2
nN
) · · · (EνN−1n2 E−νN−1n3 )(EνNn1 E−νNn2 )
= Eν1−ν2nN E
ν2−ν3
nN−1
· · ·EνN−1−νNn2 EνNn1 .
Decomposing D
(N)
{n} according to the values ν1 = +1, 0,−1, one obtains (2.18). 
For practical applications, the explicit expressions of the coefficients entering in the decomposition (2.18) are
needed. In the next subsection, they will be given explicitly for N = 1 - in which case the coefficients entering in
the three-term recurrence relation (2.4) are recovered -, as well as for N = 2.
Remark 2.3. For N generic, the coefficients entering in (2.18) are given by:
b
[νN νN−1−νN ···ν2−ν3 1−ν2]
n1n2···nN =
α1
2αN+1αN+2
b
(
Cν({z})|ν1=+1
)
,(2.19)
c
[νN νN−1−νN ···ν2−ν3 −1−ν2]
n1n2···nN =
α1
2αN+1αN+2
b
(
Cν({z})|ν1=−1
)
,(2.20)
a
[νN νN−1−νN ···ν2−ν3 −ν2]
n1n2···nN =
α1
2αN+1αN+2
b
(
Cν({z})|ν1=0
)
(2.21)
and
a
[00···00]
n1n2···nN =
α1
2αN+1αN+2
+
αN+1αN+2
2α1
−
∑
ν∈{−1,0,1}N\{0}N
(
b
[νN νN−1−νN ···ν2−ν3 1−ν2]
n1n2···nN + c
[νN νN−1−νN ···ν2−ν3 −1−ν2]
n1n2···nN
+ a
[νN νN−1−νN ···ν2−ν3 −1−ν2]
n1n2···nN
)
.
Note that the expression of the last coefficient follows from Remark 2.2.
Now, according to Lemma 2.1, it is clear that D
(N)
{n} doesn’t leave invariant the eigenspace of D
∗(N)
{z} generated by
Q̂(N)({n}, {x}, {α}). Precisely, the action of D(N){n} is as follows:
Proposition 2.2. Let p ∈ IN be fixed. Let Vp denote the eigenspace of D∗(N){z} generated by the normalized mul-
tivariable polynomials {Q̂(N)({n}, {x}, {α})| n1 + n2 + ... + nN = p}. On Vp, the N−variable difference operator
acts as:
D
(N)
{n}Vp ⊆ Vp+1 + Vp + Vp−1.(2.22)
Proof. For N generic, assume p = n1 + n2 + ...+ nN is fixed. Observe:
b(E
ν
z)Q̂
(N)({n}, {x}, {α}) = Q̂(N)(n1 + νN , n2 + νN−1 − νN , ..., nN + ν1 − ν2, {x}, {α}) ∈ Vp+ν1 .(2.23)
Using Lemma 2.1 and the definition of Vp, the claim follows. 
Above arguments obviously extend to any operator D
(k)
{n} with k = 1, 2, ..., N−1. All these operators are mutually
commuting semi-infinite block tridiagonal matrices.
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2.3. New infinite dimensional modules for the q−Onsager algebra. We now endow the vector space
C[x1, x2, ..., xN ] with a module structure of the q−Onsager algebra. A family of homomorphisms indexed by
the integer k = 1, 2, ..., N can be exhibited as follows.
Proposition 2.3. The map defined by
W0 7→ xN+1−k, W1 7→ 1
2
D
∗(k)
{z} , ρ 7→ −
(q2 − q−2)2
4
,(2.24)
is an homomorphism from Oq(ŝl2) to Dz.
Proof. First, consider the case k = N . Let W(N)0 ,W(N)1 denote the following linear transformation:
C[x1, x2, ..., xN ] 7→ C[x1, x2, ..., xN ]
W(N)0 : f 7→ x1f,(2.25)
W(N)1 : f 7→
1
2
D
∗(N)
{z} f.(2.26)
To prove the claim, we begin with the first relation in (2.1). Let ∆∗ denote
∆∗ = [W(N)0 , [W(N)0 , [W(N)0 ,W(N)1 ]q]q−1 ] +
(q2 − q−2)2
4
[W(N)0 ,W(N)1 ](2.27)
We now show ∆∗ = 0. According to the definition of the multivariable q−difference operator, recall that W(N)1 is
a linear combination of E
ν1
z1
with ν1 = 0,±1. Then, observe:
(2x1)
2 − (q2 + q−2)2x1E±1z1 (2x1) + (E
±1
z1
(2x1))
2 + (q2 − q−2)2 = 0,(2.28)
which implies ∆∗ = 0.
We now turn to the second relation in (2.1). Recall {Q̂(N)({n}, {x}, {α})}, NN = 0, 1, 2, ... form a basis of
the vector space C[x1, x2, ..., xN ]. With respect to this basis, according to Theorem 2.3 the operator W(N)1 is
diagonalized by Q̂(N)({n}, {x}, {α}) with eigenvalues:
θ
∗(N)
{n} =
1
2
(
αN+1
α0q
q2NN +
α0q
αN+1
q−2NN
)
.(2.29)
On the other hand, by construction, the action of W(N)0 on {Q̂(N)({n}, {x}, {α})} produces a linear combination
of polynomials {Q̂(N)({m}, {x}, {α})} with MN = m1 + ... +mN and MN = 0, 1, 2, .... Let M{n}{m} denote the
entries of the corresponding matrix. According to Proposition 2.2, it has vanishing entries for |NN −MN | > 1 i.e.
the operatorW(N)0 acts as a block tridiagonal matrix in the basis {Q̂(N)({n}, {x}, {α})}. Let ∆ denote the matrix
representing
∆ = [W(N)1 , [W(N)1 , [W(N)1 ,W(N)0 ]q]q−1 ] +
(q2 − q−2)2
4
[W(N)1 ,W(N)0 ](2.30)
with respect to the basis {Q̂(N)({n}, {x}, {α})}. We now show ∆ = 0. To do this, we show that each entry of ∆
is zero. According to the action of W(N)0 ,W(N)1 on the basis {Q̂(N)({n}, {x}, {α})}, the matrix ∆ has ({n}, {m})
entry: (
(θ
∗(N)
{n} )
2 − (q2 + q−2)θ∗(N){n} θ
∗(N)
{m} + (θ
∗(N)
{m} )
2 +
(q2 − q−2)2
4
)(
θ
∗(N)
{n} − θ
∗(N)
{m}
)
M{n}{m}.(2.31)
Recall M{n}{m} = 0 for |NN −MN | > 1. Observe that the first factor of the expression (2.31) is vanishing for
|NN −MN | = 1 in view of the eigenvalues (2.29). Obviously θ∗(N){n} − θ
∗(N)
{m} = 0 for |NN −MN | = 0. It follows
∆ = 0. Both relations being satisfied, the claim is proven for k = N . For 1 ≤ k < N , using Theorem 2.3 similar
arguments are applied from which the claim follows. 
Remark 2.4. The above arguments are identical to those in [39, p. 17-18] for N = 1.
Let us now describe explicit examples of homomorphisms for N = 1, 2.
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Example 2.1 (See also [39], Section 5). For N = 1, on the vector space C[x1] the elements W0,W1 of the
q−Onsager algebra act, respectively, as W(1)0 = x1 and as the q−difference operator:
W(1)1 =
α0q
2α2
(
Φ1(z1)∆z1 − Φ1(z−11 )∇z1 + 1 +
α22
q2α20
)
,(2.32)
with
Φ1(z1) =
(1− α1z1)(1 − α1α2
0
z1)(1 − α2α3α1 z1)(1 − α2α1α3 z1)
(1− z21)(1− q2z21)
.
Note that this operator coincides with the so-called Askey-Wilson second-order q−difference operator.
Example 2.2. On the vector space C[x1, x2] the elements W0,W1 of the q−Onsager algebra act, respectively, as
W(2)0 = x1 and as the 2−variable q−difference operator:
W(2)1 =
α0q
2α3
(
Φ11(z1, z2)∆z1∆z2 +Φ11(z
−1
1 , z
−1
2 )∇z1∇z2 − Φ11(z1, z−12 )∆z1∇z2 − Φ11(z−11 , z2)∇z1∆z2(2.33)
+ Φ10(z1, z2)∆z1 − Φ10(z−11 , z2)∇z1 +Φ01(z1, z2)∆z2 − Φ01(z1, z−12 )∇z2 + 1 +
α23
q2α20
)
with
Φ11(z1, z2) =
(1− α1z1)(1− α1α2
0
z1)(1− α2α1 z1z2)(1 − q2 α2α1 z1z2)(1 − α3α4α2 z2)(1− α3α4α2 z2)
(1− z21)(1− q2z21)(1 − z22)(1 − q2z22)
,
Φ10(z1, z2) =
(1− α1z1)(1− α1α2
0
z1)(1− α3α4α1 z1)(1 − α3α4α1 z1)
(1 − z21)(1 − q2z21)
,
Φ01(z1, z2) =
(1− α2z2)(1− α2α2
0
z2)(1− α3α4α2 z2)(1 − α3α4α2 z2)
(1 − z22)(1 − q2z22)
.
Note that using the definition (2.11), the explicit homomorphism (2.24) for N = 2 and k = 1 is given by
W(1)0 = x2 and W(1)1 acts as (2.32) with α3 → z2.
For generic values of N , according to Lemma 2.1 the spectral problem (2.17) gives a coupled system of three-term
recurrence relations with respect to the integerNN (see Proposition 2.2). In the basis of normalized Gasper-Rahman
multivariable polynomials (2.10), in view of the homomorphism (2.24) for k = N , it implies that W0 can be written
as a block tridiagonal matrix which entries are given by (2.19), (2.20), (2.21). Let us now describe some explicit
examples for N = 1, 2.
Example 2.3. For N = 1, in the basis {Q̂(1)(n1, x1, α0, α1, α2, α3)|n1 = 0, 1, ...} the operator W0 acts as a semi-
infinite tridiagonal matrix denoted W(1)0 . It coincides with the well-known operator that produces the three-term
recurrence relations for the Askey-Wilson polynomials. Following the conventions above, on Q̂(1)(n1, x1, {α}),
W(1)0 acts as b[1]n1En1 + c[−1]n1 E−1n1 + a[0]n1(2.34)
with
b[1]n1 =
α1
2α2α3
(1− α2α3q2n1)(1 − α2α3α2
0
q2n1)(1− α22
α2
0
q2n1−2)(1 − α22
α2
1
q2n1)
(1− α22
α2
0
q4n1−2)(1 − α22
α2
0
q4n1)
,
c[−1]n1 =
α2α3
2α1
(1− q2n1)(1 − α2
α3
q2n1−2)(1− α2
α3α
2
0
q2n1−2)(1 − α21
α2
0
q2n1−2)
(1 − α22
α2
0
q4n1−2)(1− α22
α2
0
q4n1−4)
,
a[0]n1 =
α2α3
2α1
+
α1
2α2α3
− b[1]n1 − c[−1]n1 .
12 PASCAL BASEILHAC AND XAVIER MARTIN
Example 2.4. For N = 2, in the basis {Q̂(2)(n1, n2, x1, x2, α0, α1, α2, α3, α4)|n1, n2 = 0, 1, ...} the operator W0
acts as a semi-infinite block tridiagonal matrix denoted W(2)0 . On Q̂(2)(n1, n2, x1, x2, {α}),
W(2)0 acts as b[10]n1n2En1 + b[01]n1n2En2 + b[−12]n1n2 E−1n1 E2n2(2.35)
+ c[−10]n1n2E
−1
n1
+ c[0−1]n1n2 E
−1
n2
+ c[1−2]n1n2En1E
−2
n2
+ a[1−1]n1n2En1E
−1
n2
+ a[−11]n1n2 E
−1
n1
En2 + a
[00]
n1n2
with
b[10]n1n2 =
α1
2α3α4
(1− α3α4q2N2)(1 − α3α4α2
0
q2N2)(1 − α23
α2
0
q4n1+2n2−2)(1 − α23
α2
0
q4n1+2n2)(1− α22
α2
0
q2n1−2)(1 − α22
α2
1
q2n1)
(1 − α23
α2
0
q4N2−2)(1 − α23
α2
0
q4N2)(1− α22
α2
0
q4n1−2)(1− α22
α2
0
q4n1)
,
b[−12]n1n2 =
α1
2α3α4
(1− α3α4q2N2)(1 − α3α4α2
0
q2N2)(1 − α23
α2
2
q2n2)(1− α23
α2
2
q2n2+2)(1− q−2n1)(1− α20
α2
1
q2−2n1)
(1− α23
α2
0
q4N2−2)(1 − α23
α2
0
q4N2)(1− α20
α2
2
q2−4n1)(1 − α20
α2
2
q4−4n1)
,
b[01]n1n2 =
α1
2α3α4
(1− α3α4q2N2)(1 − α3α4α2
0
q2N2)(1 − α23
α2
0
q2N2−2)(1 − α23
α2
1
q2N2)
(1 − α23
α2
0
q4N2−2)(1− α23
α2
0
q4N2)
− b[10]n1n2 − b[−12]n1n2 ,
c[−10]n1n2 =
α3α4
2α1
(1− α3
α2
0
α4
q2N2−2)(1− α3
α4
q2N2−2)(1− α22
α2
0
q4n1+2n2−2)(1 − α22
α2
0
q4n1+2n2−4)(1 − q2n1)(1− α21
α2
0
q2n1−2)
(1− α23
α2
0
q4N2−2)(1− α23
α2
0
q4N2−4)(1 − α22
α2
0
q4n1−2)(1− α22
α2
0
q4n1−4)
,
c[1−2]n1n2 =
α3α4
2α1
(1− α3
α2
0
α4
q2N2−2)(1− α3
α4
q2N2−2)(1− q2n2)(1 − q2n2−2)(1 − α20
α2
2
q2−2n1)(1 − α21
α2
2
q−2n1)
(1 − α23
α2
0
q4N2−2)(1− α23
α2
0
q4N2−4)(1− α20
α2
2
q2−4n1)(1− α20
α2
2
q−4n1)
,
c[0−1]n1n2 =
α3α4
2α1
(1− α3
α2
0
α4
q2N2−2)(1− α3
α4
q2N2−2)(1− q2N2)(1− α21
α2
0
q2N2−2)
(1− α23
α2
0
q4N2−2)(1− α23
α2
0
q4N2−4)
− c[−10]n1n2 − c[1−2]n1n2 ,
a[1−1]n1n2 =
α1
2α3α4
(1− α22
α2
0
q2n1−2)(1 − α22
α2
1
q2n1)(1− α3α4q2n1)(1− α3α4α2
0
q2n1)
(1− α22
α2
0
q4n1−2)(1 − α22
α2
0
q4n1)
− b[10]n1n2 − c[1−2]n1n2 ,
a[−11]n1n2 =
α3α4
2α1
(1− q2n1)(1 − α21
α2
0
q2n1−2)(1− α22
α2
0
α3α4
q2n1−2)(1− α22
α3α4
q2n1−2)
(1− α22
α2
0
q4n1−2)(1 − α22
α2
0
q4n1−4)
− c[−10]n1n2 − b[−12]n1n2 ,
a[00]n1n2 =
α3α4
2α1
+
α1
2α3α4
− a[1−1]n1n2 − a[−11]n1n2 − b[−12]n1n2 − b[10]n1n2 − b[01]n1n2 − c[1−2]n1n2 − c[−10]n1n2 − c[0−1]n1n2 .
More generally, realizations of the elements of the q−Onsager algebra in terms of q−difference operators are
obtained in a straightforward manner using Proposition 2.3. Also, realizations in terms of difference operators are
obtained from the following identification: on the polynomial Q̂(N)({n}, {x}, {α}),
W(N)0 acts as
1
2
D
(N)
{n} and W
(N)
1 acts as θ
∗(N)
{n}(2.36)
with (2.18), the expressions given in Remark 2.3, and (2.29).
Note that for certain sets of parameters α0, α1, ..., αN+2, the infinite dimensional module of the q−Onsager
algebra generated by the Gasper-Rahman polynomials may become reducible (see Section 3). Also, the conditions
of irreducibility of this module are not studied in this paper.
Combining previous results, we obtain one of the main results of this paper:
Theorem 2.4. Let V denote the infinite dimensional vector space Px. Let W0,W1 be the standard generators of
the q−Onsager algebra (2.1) with q 6= 1, where W0,W1 act on V as (2.25), (2.26). Then, W0,W1 induce on V a
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module structure for the q−Onsager algebra with ρ = −(q2−q−2)2/4. The Gasper-Raman multivariable polynomials
{Q̂(N)({n}, {x}, {α})|{n} ∈ (N)N} form a basis of this module.
In Section 3, we will consider subspaces of parameters α0, α1, ..., αN+2 for which the module generated by the
Gasper-Rahman polynomials becomes reducible. In this case, the semi-infinite dimensional matrices associated
with W(N)0 ,W(N)1 truncate to finite dimensional ones.
2.4. Raising and lowering operators. In the context of orthogonal polynomials with one or several variables,
the determination of the raising and lowering operators is an important issue. For the multivariable Macdonald
polynomials associated with a root system of type An−1, see for instance [72]. For the Askey-Wilson polynomials,
examples of raising and lowering operators have been constructed either starting from the q−difference-difference
bispectral equations or using the one-variable version of the double affine Hecke algebra [3]. In this subsection,
by analogy with [3], we extend the construction to the multivariable Gasper-Rahman polynomials (2.10) in a
straighforward manner. Let p ∈ IN be fixed. Let Vp denote the subspace of C[x1, x2, ..., xN ] generated by the
normalized multivariable polynomials {Q̂(N)({n}, {x}, {α})| n1 + n2 + ...+ nN = p}, as in Proposition 2.2. Below,
we introduce N distinct pairs of difference operators B±(k){n} which act as:
B±(k){n} Vp ⊆ Vp±1 for all k = 1, 2, ..., N.(2.37)
Note that raising and lowering operators for the Askey-Wilson polynomials are recovered by setting N = k = 1 in
the formulae below.
Proposition 2.4. Let W(k)0 ,W(k)1 be defined as (2.24). Define for a given set of integers {n} = (n1, n2, ..., nk):
B±(k){n} =
∏k−1l=1 (W(l)1 − θ∗(l){n+el})(W(l)1 − θ∗(l){n−el})∏k−1
l=1
(
θ
∗(l)
{n} − θ
∗(l)
{n+el}
)(
θ
∗(l)
{n} − θ
∗(l)
{n−el}
)
 (W(k)1 − θ∗(k){n∓ek})(W(k)1 − θ∗(k){n} )(
θ
∗(k)
{n±ek}
− θ∗(k){n∓ek}
)(
θ
∗(k)
{n±ek}
− θ∗(k){n}
)
W(k)0 .(2.38)
For any N ≥ k and any {n′} such that n′i = ni for 1 ≤ i ≤ k, one has
B+(k){n} Q̂(N)({n′}, {x}, {α}) = b
[
k terms︷ ︸︸ ︷
0 · · ·01]
n1···nk E
+1
nk
Q̂(N)({n′}, {x}, {α}),(2.39)
B−(k){n} Q̂(N)({n′}, {x}, {α}) = c
[
k terms︷ ︸︸ ︷
0 · · ·0− 1]
n1···nk E
−1
nk
Q̂(N)({n′}, {x}, {α}).(2.40)
Proof. Let us first prove Equation (2.39). In the definition (2.38) of B+(k){n} , define Γ as the result of the action of
the W(k)0 term on Q̂(N)({n′}, {x}, {α}), which is determined by (2.36) with (2.18) for N → k. By construction,
through the action of W(1)1 − θ∗(1){n+e1} (resp. W
(1)
1 − θ∗(1){n−e1}) on Γ, all the terms for which νk = 1 (resp. νk = −1)
vanish. If νk = 0, a factor of the form θ
∗(1)
{n} − θ
∗(1)
{n+e1}
(resp. θ
∗(1)
{n} − θ
∗(1)
{n−e1}
) appears in front of the corresponding
terms. Therefore, the l = 1 term in the numerator of (2.38) projects out all the terms in Γ for which νk = ±1 and
leaves the terms for which νk = 0 unchanged up to a factor(
θ
∗(1)
{n} − θ
∗(1)
{n+e1}
)(
θ
∗(1)
{n} − θ
∗(1)
{n−e1}
)
in front of each of the remaining terms. Then, looking at the action of the operators with l = 2 in the numerator
of (2.38), which have the same structure as those for l = 1, on the remaining νk = 0 terms of Γ, we similarly find
that it projects out the terms for which νk−1−νk = νk−1 = ±1 and leaves the terms for which νk−1 = 0 unchanged
up to a factor. An immediate induction on 1 ≤ l ≤ k− 1 then shows similarly that only the terms for which νi = 0
for 2 ≤ i ≤ k are not projected out, and those are left unchanged up to a factor. Therefore there now only remains
three terms from Γ: a[0···0], b[0···01]Enk and c
[0···0−1]E−1nk acting on Q̂
(N)({n′}, {x}, {α}). Finally, the second part of
(2.38) acts on the remaining expression as follows: (W(k)1 − θ∗(k){n} )/(θ
∗(k)
{n+ek}
− θ∗(k){n} ) projects out the term in a[0···0],
whereas (W(k)1 −θ∗(k){n−ek})/(θ
∗(k)
{n+ek}
−θ∗(k){n−ek}) projects out the term in c[0···0−1]E−1nk , and again both leave the term
14 PASCAL BASEILHAC AND XAVIER MARTIN
in b[0···01]Enk unchanged. Thus, dividing the final expression by
k−1∏
l=1
(
θ
∗(l)
{n} − θ
∗(l)
{n+el}
)(
θ∗(l)n − θ∗(l){n−el}
)
,
in the end, only one term has survived from Γ. It is given in the r.h.s of (2.39). The proof of the other equation
(2.40) is similar. 
Let us mention that in the context of quantum integrable systems, the solution of the ‘inverse problem’ - i.e. the
explicit relation between local operators and the elements of the non-Abelian algebra that ensures the integrability
of the model - plays a central role in the analysis of correlation functions, for instance. The explicit construction of
the raising and lowering operators (2.38) in terms of the fundamental elements of the q−Onsager algebra provides
such a solution. It should find applications in the analysis of models generated from the q−Onsager algebra, for
instance the open XXZ spin chain.
3. Bispectrality and the relation with tridiagonal pairs
As mentionned in the introduction, for the q−Askey scheme of orthogonal polynomials in one variable the
bispectral property has a natural interpretation within the framework of Leonard’s theorem [73] and Leonard
pairs [43, 44]. Namely, for a pair of elements A,A∗ that act on an irreducible finite dimensional module, are
diagonalizable, and satisfy the so-called Askey-Wilson relations, it is known that there exists two basis with respect
to which the two matrices representing A,A∗ are diagonal (resp. tridiagonal) and tridiagonal (resp. diagonal). In
such examples, the overlap coefficients between the two basis are given by the Askey-Wilson polynomials evaluated
on a discrete support. First examples appeared, for instance, in [28].
Tridiagonal pairs are generalizations of Leonard pairs [74], in which case one assumes that degeneracies may
occur in the spectrum of the two matrices under consideration. Provided the elements A,A∗ satisfy a pair of
relations called the tridiagonal relations (see (3.3), (3.4) below), it implies the following: in the basis in which the
first matrix is diagonal with degeneracies, the other matrix takes a block tridiagonal structure. Furthermore, there
exists another basis with respect to which the first matrix transforms into a block tridiagonal matrix, whereas the
second one transforms into a diagonal matrix with degerenacies. In the literature, it is now well-understood that the
representation theory of tridiagonal algebras - in particular the q−Onsager algebra (2.1) - is intimately connected
with the theory of tridiagonal pairs [39], as we will recall below. For instance, finite dimensional irreducible modules
of the q−Onsager algebra for which A and A∗ are diagonalizable have been classified in [75] for q not a root of
unity. As an application, tridiagonal pairs of q−Racah type (see ‘case I’ below) over C have been classified for q
not a root of unity. For an algebraically closed field and no restrictions on q, note that a classification of tridiagonal
pairs is given in [76] (see also [77]). However, to our knowledge, the connection with the theory of orthogonal
polynomials has remained, in general, an open problem. The purpose of this Section is to show that the bispectral
property of the Gasper-Rahman polynomials finds a natural interpretation in the theory of tridiagonal pairs. From
that point of view, given a TD pair, the overlap coefficients between the two basis are given by the normalized
Gasper-Rahman polynomials (2.10) evaluated on a discrete support [78]. In this context, a correspondence between
the finite dimensional tensor product evaluation modules of the q−Onsager algebra considered in [79, 75] and the
factorized structure of Gasper-Rahman polynomials (2.5) arises naturally.
3.1. Tridiagonal pairs and tridiagonal algebras. In the present subsection, we recall the results taken from
[62, 63, 39, 80]. Let K be an arbitrary field unless otherwise noted. Let U denote a vector space over K with finite
positive dimension. For a linear transformation A : U → U and a subspace W ⊆ U , we call W an eigenspace of A
whenever W 6= 0 and there exists θ ∈ K such that W = {u ∈ U | Au = θu}. θ is the eigenvalue of A associated
with W . A is diagonalizable whenever U is spanned by the eigenspaces of A.
Definition 3.1 (See [63], Definition 2.1). Let U denote a vector space over K with finite positive dimension. By a
tridiagonal pair (or TD pair) on U we mean an ordered pair of linear transformations A : U → U and A∗ : U → U
that satisfy the following four conditions.
(i) Each of A,A∗ is diagonalizable on U .
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(ii) There exists an ordering {Up}dp=0 of the eigenspaces of A such that
(3.1) A∗Up ⊆ Up−1 + Up + Up+1 0 ≤ p ≤ d,
where U−1 = 0 and Ud+1 = 0.
(iii) There exists an ordering {U∗p }δp=0 of the eigenspaces of A∗ such that
(3.2) AU∗p ⊆ U∗p−1 + U∗p + U∗p+1 0 ≤ p ≤ δ,
where U∗−1 = 0 and U
∗
δ+1 = 0.
(iv) There does not exist a subspace W of U such that AW ⊆W , A∗W ⊆W , W 6= 0, W 6= U .
We say the pair A,A∗ is over K. We call U the underlying vector space.
Note 1. According to a common notational convention, for a linear transformation A the conjugate-transpose of
A is denoted A∗. We are not using this convention here. In a TD pair A,A∗, the linear transformations A and A∗
are arbitrary subject to (i)-(iv) above.
Let A,A∗ denote a TD pair on U , as in Definition 3.1. By [63, Lemma 4.5] the integers d and δ from (ii), (iii)
are equal and called the diameter of the pair. An ordering of the eigenspaces of A (resp. A∗) is said to be standard
whenever it satisfies (3.1) (resp. (3.2)). Let {Up}dp=0 (resp. {U∗p }dp=0) denote a standard ordering of the eigenspaces
of A (resp. A∗). For 0 ≤ p ≤ d, let θp (resp. θ∗p) denote the eigenvalue of A (resp. A∗) associated with Up (resp.
U∗p ). According to [39, Theorem 4.4], for K = C the eigenvalues θp and θ
∗
p, p = 0, 1, ..., d, can take three different
forms:
• Case I: the q−Racah type (with b, c, b∗, c∗ 6= 0)
θp = a+ bq
2p−d + cqd−2p,
θ∗p = a
∗ + b∗q2p−d + c∗qd−2p;
• Case II: the Racah type (with c, c∗ 6= 0)
θp = a+ bp+ cp(p− 1)/2,
θ∗p = a
∗ + b∗p+ c∗p(p− 1)/2;
• Case III: the Bannai-Ito case
θp = a+ b(−1)p + cp(−1)p,
θ∗p = a
∗ + b∗(−1)p + c∗p(−1)p.
Here a, a∗, b, b∗, c, c∗ are scalars and q 6= 0, q2 6= 1, q2 6= −1. In this case, we say that A,A∗ is a tridiagonal
pair of q−Racah (case I) or Racah (case II) type [80, Theorem 5.3]. Note that the cases listed above are the ‘most
general’ cases in which the main free parameters are nonzero. Other examples for which some of the parameters
are set to zero can be found in [81].
The theory of tridiagonal pairs is closely related with the representation theory of tridiagonal algebras. Tridi-
agonal algebras are defined as follows:
Definition 3.2 (See [39], Definition 3.9). Let β, γ, γ∗, ρ, ρ∗ denote scalars in K. We define T = T (β, γ, γ∗, ρ, ρ∗)
as the associative K-algebra with unit generated by two elements A, A∗ subject to the relations
[A,A2A∗ − βAA∗A+ A∗A2 − γ(AA∗ + A∗A)− ρA∗] = 0,(3.3)
[A∗,A∗2A− βA∗AA∗ + AA∗2 − γ∗(A∗A+ AA∗)− ρ∗A] = 0.(3.4)
We refer to T as the tridiagonal algebra (or TD algebra) over K with parameters β, γ, γ∗, ρ, ρ∗. A and A∗ are called
the standard generators of T .
In the literature, note that the relations (3.3),(3.4) are called the tridiagonal (TD) relations. In case I, if
β = q2+q−2, γ = γ∗ = 0, ρ = ρ∗ 6= 0, the parameter sequence is said to be ‘reduced’. In this case, the TD relations
coincide with the defining relations of the q−Onsager algebra (2.1) with, for instance, W0 → A, W1 → A∗.
Remark 3.1. For β = 2, γ = γ∗ = 0, ρ = ρ∗ = 16 the TD relations coincide with the Dolan-Grady relations [64].
For β = q2 + q−2, γ = γ∗ = 0, ρ = ρ∗ = 0, the TD relations coincide with the q−Serre relations of Uq(ŝl2).
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It is known that every TD pair comes from an irreducible finite dimensional module of a tridiagonal algebra.
The following theorems establish an explicit connection between the representation theory of tridiagonal algebras
(finite dimensional irreducible modules for q not a root of unity) and the theory of tridiagonal pairs, as defined in
Definition 3.1.
Theorem 3.1 (See [39], Theorem 3.7). Let A,A∗ denote a TD pair over K. Then there exists a sequence of scalars
β, γ, γ∗, ρ, ρ∗ taken from K such that A,A∗ satisfy the tridiagonal relations (3.3), (3.4). The parameter sequence
β, γ, γ∗, ρ, ρ∗ is uniquely determined by the pair if the diameter is at least 3.
Example 3.1 (See [39], Lemma 4.5). Let A,A∗ be a TD pair of q−Racah type (case I). Suppose a = a∗ = 0 and
bc = b∗c∗. Then, A,A∗ satisfy the defining relations of the q−Onsager algebra (2.1) with W0 → A, W1 → A∗,
ρ = −bc(q2 − q−2)2.
Theorem 3.2 (See [39], Theorem 3.10). Let β, γ, γ∗, ρ, ρ∗ denote scalars in K, and assume q is not a root of unity,
where q2 + q−2 = β. Let T denote the TD algebra over K with parameters β, γ, γ∗, ρ, ρ∗ and standard generators
A,A∗. Let U denote an irreducible finite dimensional T -module and assume each of A,A∗ is diagonalizable on U .
Then A,A∗ act on U as a TD pair.
According to some observations in [39, p. 11], let A˜, A˜∗ denote a TD pair on U with parameter sequence
β, γ, γ∗, ρ˜, ρ˜∗. Let I denote the identity and assume β 6= 2. Then, the TD pair
A = ρ
1
2
(
ρ˜+
γ2
2− β
)− 1
2 (
A˜+ γ(β − 2)−1I
)
, A∗ = ρ
1
2
(
ρ˜∗ +
γ∗2
2− β
)− 1
2 (
A˜∗ + γ∗(β − 2)−1I
)
(3.5)
has a reduced parameter sequence: the TD pair (3.5) satisfy the defining relations of the q−Onsager algebra (the
so-called q−Dolan-Grady relations) (2.1) with W0 → A, W1 → A∗. It is easy to show that such transformation is
invertible. As a consequence, provided β 6= 2, finite dimensional irreducible modules of the tridiagonal algebra with
γ, ρ˜ (resp. γ, ρ˜) both not 0 and of the q−Onsager algebra are isomorphic. For this reason, in the next subsection
we simply focus on the construction of finite dimensional modules. The special case q = 1 for which β = 2 will be
treated separately in Section 5.
3.2. Finite dimensional modules. In view of the homomorphism (2.24) for k = N together with (2.36), a com-
parison between the structure of the spectrum of a tridiagonal pair of q−Racah type for q 6= 1 (called ‘Case I’ above)
and the bispectral problem (2.16), (2.17) strongly suggests that finite dimensional modules of the q−Onsager alge-
bra (2.1) can be derived by studying certain quotients of the infinite dimensional modules based on the normalized
Gasper-Rahman multivariable polynomials (2.10), considered in the previous Section.
Considering bispectral relations of the form (2.3), (2.4), it is well-known that finite dimensional modules of
dimension 2j + 1 based on the Askey-Wilson polynomials (2.2) can be easily constructed provided the parameters
a, b, c, d are chosen such that the coefficient b2j = 0 [82], and that z is restricted to a discrete support. In this case,
the q−difference equation (2.3) becomes a three-term recurrence relation in addition to (2.4), and both recurrence
relations terminate. Then, the corresponding bispectral problem is interpreted as the spectral problem associated
with a Leonard pair. Such a technique can easily be extended in order to construct finite dimensional modules
based on the normalized Gasper-Rahman polynomials (2.10), in view of the factorized structure (2.5). To this end,
restrictions on the parameters α1, ..., αN+1 and a discrete support of the variables z1, z2, ..., zN are considered.
Let W0,W1 be the standard generators of the q−Onsager algebra (2.1) with q 6= 1. Recall that W0,W1 as
defined in Proposition 2.3 induce a module structure on C[x1, x2, ..., xN ]. To construct finite dimensional modules
of the q−Onsager algebra, we proceed as follows. Let n˜1, n˜2, ..., n˜N be positive integers. Assume the N−variables
are now restricted to the following values:
zk =
αN+1αN+2
αk
q2N˜N+1−k with N˜k = n˜1 + n˜2 + · · ·+ n˜k for k = 1, 2, ..., N.(3.6)
Then, for the following discussion we introduce the notation:
Q̂(N)({n}, {n˜}, {α}) = Q̂(N)({n}, {x}, {α})|
zk=
αN+1αN+2
αk
q
2N˜N+1−k ,k=1,2,...,N
.(3.7)
According to the results of the previous Section, on the restricted support generated by (3.7), one induces
operators having the same action on Q̂(N)({n}, {n˜}, {α}) as x1 and the same action on Q̂(N)({n}, {x}, {α}) as
BISPECTRAL q−HYPERGEOMETRIC STRUCTURE AND q − OA’S INTEGRABLE MODELS 17
1
2D
∗(N)
{z} . For simplicity, we will not change their names and identify them again with W0,W1 (see Proposition 3.1
below). They are still diagonalizable. The (degenerate) eigenvalues of W0 (resp.W1) are, respectively, given by:
θ
(N)
{n˜} =
1
2
(
α1
αN+1αN+2
q−2N˜N +
αN+1αN+2
α1
q2N˜N
)
, θ
∗(N)
{n} =
1
2
(
α0q
αN+1
q−2NN +
αN+1
α0q
q2NN
)
,(3.8)
and the corresponding eigenfunctions are Q̂(N)({n}, {n˜}, {α}).
Then, the vector space is spanned by the eigenspaces of either W0 or W1. Let p ∈ N be fixed. With respect to
W0,W1, two different families of ordered eigenspaces can be constructed, respectively, from
V(N)p = Span{Q̂(N)({n}, {n˜}, {α})|n˜1 + ...+ n˜N = p}, {n} fixed,
or V∗(N)p = Span{Q̂(N)({n}, {n˜}, {α})|n1 + ...+ nN = p}, {n˜} fixed.
Up to now, note that the set of integer variables {n}, {n˜} has not been restricted. Now, provided the parameters
α1, ..., αN+1 satisfy certain conditions, finite dimensional modules can be constructed as follows.
Proposition 3.1. Let j1, j2, ..., jN be positive half-integers or integers and define dN = 2(j1+j2+...+jN ). Assume
there exists parameters α1, α2, ..., αN+1 such that:
αk+1
αk
= q−2jk k = 1, 2, ..., N.(3.9)
Then, the maps defined by
W0 7→ x1, W1 7→ 1
2
D
∗(N)
{z} , ρ 7→ −
(q2 − q−2)2
4
,(3.10)
yield a family of homomorphisms from Oq(ŝl2) to any of the vector spaces V∗{n˜} =
⊕dN
p=0 V∗(N)p with n˜ fixed, and
also to any V{n} =⊕dNp=0 V(N)p with n fixed. These are finite dimensional modules of the q−Onsager algebra (2.1).
Note that, as stated at the top of this page, although x1 and
1
2D
∗(N)
{z} are actually distinct operators for each of
the target vector spaces, we leave the same notation for all of them since they are induced from the same operator.
Proof. First, we have to show that V∗{n˜} is a finite dimensional module of the q−Onsager algebra (2.1). According
to the results of the previous Section, on the space generated by (3.7) the action of the standard generators W0,W1
is characterized by (2.36). Observe that the element W1 acts on
⊕dN
p=0 V∗(N)p as a diagonal matrix with entries
θ
∗(N)
{n} such that NN = p. Given the ordering of the eigenspaces {V
∗(N)
p }dNp=0 of W1, next we consider the action of
the element W0, using (2.36) with (2.18). Observe that W0 acts as (3.2). To prove that the module V∗{n˜} is finite
dimensional, it is sufficient to show that the coefficients (2.19),(2.20),(2.21) are such that:
b
[νN νN−1−νN ···ν2−ν3 1−ν2]
n1n2···nN = 0 if νN = 1 and n1 = 2j1,(3.11)
νN−k − νN+1−k = 1 and nk+1 = 2jk+1,
ν2 = 0 and nN = 2jN , ν2 = −1 and nN = 2jN , 2jN − 1,
νN−k − νN+1−k = 2 and nk+1 = 2jk+1, 2jk+1 − 1,
c
[νN νN−1−νN ···ν2−ν3 −1−ν2]
n1n2···nN = 0 if νN = 1 and n1 = 2j1,
νN−k − νN+1−k = 1 and nk+1 = 2jk+1,
νN−k − νN+1−k = 2 and nk+1 = 2jk+1, 2jk+1 − 1,
a
[νN νN−1−νN ···ν2−ν3 −ν2]
n1n2···nN = 0 if νN = 1 and n1 = 2j1,
νN−k − νN+1−k = 1 and nk+1 = 2jk+1,
ν2 = −1 and nN = 2jN ,
νN−k − νN+1−k = 2 and nk+1 = 2jk+1, 2jk+1 − 1,
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for all k = 1, 2, ..., N − 2. To show that, one uses the formulae given in the Appendix: given the conditions on the
ratios of the parameters (3.9), one finds:
b(B1,0k (z)) = 0 and b(B
0,−1
k (z)) = 0 for nN+1−k = 2jN+1−k, k = 1, ..., N − 1,
b(B1,0N (z)) = 0 for n1 = 2j1,
b(B1,−1k (z)) = 0 for nN+1−k = 2jN+1−k, 2jN+1−k − 1, k = 1, ..., N − 1.
As a consequence, using (2.14) the coefficients (2.19),(2.20),(2.21) automatically satisfy (3.11).
Secondly, we have to show that V{n} is also a finite dimensional module of the q−Onsager algebra (2.1). Recall
(3.6). On one hand, according to (2.24) for k = N , the element W0 acts on
⊕dN
p=0 V(N)p as a diagonal matrix with
entries θ
(N)
{n˜} . On the other hand, introduce the ‘dual’ difference operator:
D
∗(N)
{n˜} = D
∗(N)
{z} |{zk=αN+1αN+2αk q2N˜N+1−k , k=1,2,...,N}
= D
(N)
{n}|{α0→α0; αk→α0αN+1αN+2αN+2−k , k=1,...,N+1; αN+2→ α1α0q ; n→n˜}.(3.12)
Then, with respect to the indices {n˜} it follows that W1 act on V{n} according to (3.1). Now, using the explicit
expressions of the coefficients (2.14), one finds that the coefficients of ‘b−type’ characterizing (3.12) are vanishing
for n˜k = jN+1−k with k = 1, 2, ..., N . As a consequence, W0,W1 act on V{n} as a diagonal matrix and an block
tridiagonal matrix, respectively. The claim follows. 
Remark 3.2. Note that
dim
(
dN⊕
p=0
V(N)p
)
= dim
(
dN⊕
p=0
V∗(N)p
)
=
N∏
k=1
(2jk + 1).(3.13)
Example 3.2. For N = 1, let j be a positive half-integer or integer. Define
V∗(1)n1 = Span{Q̂(1)(n1, n˜1, α0, α1, α2, α3)}, n˜1 fixed,
V(1)n˜1 = Span{Q̂(1)(n1, n˜1, α0, α1, α2, α3)}, n1 fixed,
with
α0 = q
β∗−β−1, α1 = q
−β , α2 = q
−2j−β , α3 = q
−β ,(3.14)
where β, β∗ are arbitrary scalars. The finite dimensional module Vn1 (resp. V∗n˜1) of the q−Onsager algebra has
dimension 2j + 1. The eigenvalues of W0,W1, are distinct and given by:
θ
(1)
n˜1
=
1
2
(
qβ+2j−2n˜1 + q−β−2j+2n˜1
)
, θ∗(1)n1 =
1
2
(
qβ
∗+2j−2n1 + q−β
∗−2j+2n1
)
.
Note that using (3.14) in (2.34), one can check that b2j1 = 0 and c0 = 0.
Example 3.3. For N = 2, let j1, j2 be positive half-integers or integers. Define
V∗(2)p = Span{Q̂(2)(n1, n2, n˜1, n˜2, α0, α1, α2, α3, α4)|n1 + n2 = p}, n˜1, n˜2 fixed,
V(2)p = Span{Q̂(2)(n1, n2, n˜1, n˜2, α0, α1, α2, α3, α4)|n˜1 + n˜2 = p}, n1, n2 fixed,
with
α0 = q
β∗−β−1, α1 = q
−β , α2 = q
−2j1−β , α3 = q
−2(j1+j2)−β , α4 = q
−β ,(3.15)
where β, β∗ are arbitrary scalars. The finite dimensional module Vn1,n2 (resp. V∗n˜1,n˜2) of the q−Onsager algebra
has dimension (2j1 + 1)(2j2 + 1). The 2(j1 + j2) + 1 degenerate eigenvalues of W0,W1, are given by
θ
(2)
n˜1n˜2
=
1
2
(
qβ+2(j1+j2)−2N˜2 + q−β−2(j1+j2)+2N˜2
)
, θ∗(2)n1n2 =
1
2
(
qβ
∗+2(j1+j2)−2N2 + q−β
∗−2(j1+j2)+2N2
)
.
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Note that using (3.15) in (2.35), for any n1, n2 one can check that:
c
[−10]
0n2
= 0, c
[0−1]
n10
= 0, c
[1−2]
n10
= 0, c
[1−2]
n11
= 0, c
[1−2]
2j1n2
= 0,
b
[10]
2j1n2
= 0, b
[01]
n12j2
= 0, b
[−12]
n12j2
= 0, b
[−12]
n12j2−1
= 0, b
[−12]
0n2
= 0,
a
[1−1]
n10
= 0, a
[−11]
0n2
= 0, a
[1−1]
2j1n2
= 0, a
[−11]
n12j2
= 0.
Example 3.4. For N generic, let jk = 1/2 for all k ∈ {1, 2, ..., N}. Define
V∗(N)p = Span{Q̂(N)({n}, {n˜}, {α})|NN = p}, n˜k fixed,
V(N)p = Span{Q̂(N)({n}, {n˜}, {α})|N˜N = p}, nk fixed, k = 1, 2, ..., N,
with
α0 = q
β∗−β−1, α1 = q
−β , αk+1 = q
−k−β for k = 1, ..., N, αN+2 = q
−β ,(3.16)
where β, β∗ are arbitrary scalars. The finite dimensional module V{n} (resp. V∗{n˜}) of the q−Onsager algebra has
dimension 2N . The N + 1 degenerate eigenvalues of W0,W1, are given by
θ
(N)
{n˜} =
1
2
(
qβ+N−2N˜N + q−β−N+2N˜N
)
, θ
∗(N)
{n} =
1
2
(
qβ
∗+N−2NN + q−β
∗−N+2NN
)
.
As mentionned at the beginning of this Section, finite dimensional irreducible modules of the q−Onsager algebra
(2.1) were classified in [75, Theorem 1.15], using an embedding of the q−Onsager algebra into the Uq(L(sl2))-loop
algebra [83] [75, Proposition 1.13]. In the analysis, tensor product evaluation modules of the q−Onsager algebra
[75, Section 1.4] (see also [79, Lemma 2.5])
V (2jN , vN )⊗ · · · ⊗ V (2j1, v1)(3.17)
were considered, where vj ∈ C are usually called the evaluation parameters. From a general point of view, for q
not a root of unity a TD pair of q−Racah type is afforded via the embedding of the q−Onsager algebra into the
Uq(L(sl2))-loop algebra by (3.17). It has diameter d = 2j1 + ... + 2jN and the dimension of the vector space on
which W0,W1 act follows from [75, Proposition 1.24] with λ → 1, ℓi → 2ji, n → N , which result coincides [84]
with (3.13). Note the factorized structure of the Gasper-Rahman polynomials (2.5) by analogy with the factorized
structure of finite dimensional modules of the q−Onsager algebra considered in [75, 79].
To conclude, let us mention that finite dimensional modules of the form (3.17) have found applications in the
solution of the open XXZ spin chain with generic integrable boundary conditions [59]. For the family of tridiagonal
pairs discussed in [79], up to a normalization, the eigenvectors in each basis have been determined explicitly.
In particular, they possess a factorized structure (see Proposition 3.3 and 3.7 of [79]), parallel to the factorized
structure (2.5).
4. The q−Dolan-Grady hierarchy and spectral problem revisited
As mentioned in the Introduction, there is a rather large class of quantum integrable models on the continuum
or lattice whose local integrals of motion can be written in terms of the elements of the so-called q−Dolan-Grady
hierarchy (1.2), an Abelian subalgebra of the q−Onsager algebra (2.1). For the integrable models that fall in
this class, finding the spectrum and eigenstates of the Hamiltonian (1.1) relies on studying the spectral problem
of the elements {I2k+1|k = 1, 2, ...} using the representation theory of the q−Onsager algebra. For instance, in
the literature, the two-dimensional Ising and superintegrable Potts models have been studied in details for q = 1
using the explicit relation between the Onsager algebra and a fixed-point subalgebra of ŝl2 (under the action of a
certain automorphism of ŝl2 [47]). For q 6= 1, the explicit relation between the q−Onsager algebra and a certain
coideal subalgebra of Uq(ŝl2) has been used to analyze the finite open XXZ spin chain [59] or its thermodynamic
limit analog for various types of boundary conditions [58, 85]. According to the size of the system - finite or
semi-infinite -, finite or infinite dimensional representations (q−vertex operators) of the q−Onsager algebra have
been considered.
In the previous Sections, modules of the q−Onsager algebra - either infinite or finite dimensional - have been
constructed in terms of Gasper-Rahmanmultivariable polynomials. The purpose of this Section is to reformulate the
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spectral problem for the mutually commuting quantities {I2k+1} as a system of q−difference or difference equations
(the case q = 1 will be considered separately in Section 5). It implies that eigenfunctions of Hamiltonians of the
form (1.1) can be expressed as combinations of Gasper-Rahman multivariable polynomials. As an application, a
q−hypergeometric formulation of the eigenfunctions of the open XXZ chain with generic boundary conditions is
given for generic parameters, see (4.5). Also, a new derivation of Nepomechie’s relations is proposed and generalized,
see (4.6).
4.1. Infinite dimensional modules. If we assume that the spectrum of I1 is non-degenerate [86], common
eigenstates of I2k+1 are uniquely determined from solving the spectral problem of I1. For generic parameters
ω0, ω1, g±, we assume such hypothesis holds true. Then, the action of this operator with respect to the basis of
Gasper-Rahman polynomials is derived as follows. Denote:
Φ± =
∑
ν∈{−1,0,1}N\ν1=±1
Cν({z})|ν1=±1E
ν2
z2
· · ·EνNzN ,
Φ0 =
∑
ν∈{−1,0,1}N\ν1=0
Cν({z})|ν1=0E
ν2
z2
· · ·EνNzN +
4αN+1
α0(q2 + 1)
x0xN+1.
Using the results of previous Sections and the definition of G1, G˜1 in terms of W0,W1 given in (1.3), on the
multivariable polynomial basis, the elements W0,W1 of the q−Onsager algebra (2.1) and their first ‘descendants’
G1, G˜1 act, respectively, as:
W(N)0 =
1
2
(z1 + z
−1
1 ),(4.1)
W(N)1 =
α0q
2αN+1
(
Φ+Ez1 +Φ
−E
−1
z1
+Φ0
)
,
G(N)1 =
α0q
4αN+1
(
(q3 − q−1)(z1Φ+Ez1 + z−11 Φ−E
−1
z1
) + (q − q−1)(z1 + z−11 )Φ0
)
,
G˜(N)1 =
α0q
4αN+1
(
(q − q−3)(z−11 Φ+Ez1 + z1Φ−E
−1
z1
) + (q − q−1)(z1 + z−11 )Φ0
)
.
As a consequence, on the multivariable polynomial basis the first element I1 = ω0W0 + ω1W1 + g+G1 + g−G˜1 of
the q−Dolan-Grady hierarchy (1.2) acts as the multivariable q−difference operator:
I(N)1 =
α0q
2αN+1
((
ω1 +
(q2 − q−2)
2
(
g+qz1 + g−q
−1z−11
))
Φ+Ez1
+
(
ω1 +
(q2 − q−2)
2
(
g+qz
−1
1 + g−q
−1z1
))
Φ−E
−1
z1
)
+
ω0(z1 + z
−1
1 )
2
+
α0q
2αN+1
(
ω1 +
1
2
(
g+ + g−
)
(q − q−1)(z1 + z−11 )
)
Φ0.
Alternatively, in the multivariable polynomial basis, the above operators (4.1) can be written as semi-infinite
block tridiagonal matrices, whose entries are explicitly expressed in terms of (2.19), (2.20) and (2.21). By straight-
forward calculations combining all expressions, on the multivariable polynomial Q̂(N)({n}, {x}, {α}),
I(N)1 acts as
∑
{ν2,ν3,...,νN}∈{−1,0,1}N−1
(
B[νN νN−1−νN ···1−ν2]n1n2···nN EνNn1 EνN−1−νNn2 · · ·Eν2−ν3nN−1 E1−ν2nN
+ C[νN νN−1−νN ···−1−ν2]n1n2···nN EνNn1 EνN−1−νNn2 · · ·Eν2−ν3nN−1 E−1−ν2nN
+ A[νN νN−1−νN ···−ν2]n1n2···nN EνNn1 EνN−1−νNn2 · · ·Eν2−ν3nN−1 E−ν2nN
)
,
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where
B[νN νN−1−νN ···1−ν2]n1n2···nN =
(
ω0 +
(q2 − q−2)
2
(
g−
α0q
αN+1
q−2NN−1 + g+
αN+1
α0q
q2NN+1
))
b
[νN νN−1−νN ···1−ν2]
n1n2···nN ,(4.2)
C[νN νN−1−νN ···−1−ν2]n1n2···nN =
(
ω0 +
(q2 − q−2)
2
(
g−
αN+1
α0q
q2NN−1 + g+
α0q
αN+1
q−2NN+1
))
c
[νN νN−1−νN ···−1−ν2]
n1n2···nN ,
A[νN νN−1−νN ···−ν2]n1n2···nN = ω1θ∗{n}δ{ν},{0} +
(
ω0 +
(
g+ + g−
)
(q − q−1)θ∗{n}
)
a
[νN νN−1−νN ···−ν2]
n1n2···nN .
For generic parameters ω0, ω1, g±, the above coefficients are non-vanishing so that there is no multivariable
polynomial subspace left invariant under the action of the semi-infinite block tridiagonal matrix representing I1.
Corresponding eigenfunctions of the spectral problem:
I(N)1 Ψ(N)({x}, {α}) = Λ(N)1 Ψ(N)({x}, {α})(4.3)
are, in general, not polynomials. However, given the multivariable polynomial infinite dimensional basis of the
vector space, they can be written as:
Ψ(N)({x}, {α}) =
∑
{n}∈INN
f{n}Q̂
(N)({n}, {x}, {α}),(4.4)
where the coefficients f{n} satisfy a coupled system of three-term difference equations, with respect to the integer
NN . For generic parameters and q not a root of unity, the above eigenfunctions diagonalize the full q−Dolan-Grady
hierarchy. As a consequence of (1.1), the Hamiltonian is diagonalized by (4.4) too.
Example 4.1. For N = 1, recall {α} = {α0, α1, α2, α3}. The eigenfunctions of the Hamiltonian (1.1) are given
by Ψ(1)(x1, {α}) =
∑∞
n1=0
fn1Q̂
(1)(n1, x1, {α}) where the coefficients fn1 satisfy the three-term recurrence relation
(f−1 = 0, f0 = 1):
fn1−1B[1]n1−1 + fn1+1C
[−1]
n1+1
+ fn1(A[0]n1 − Λ1) = 0 for n1 = 0, 1, ...
Example 4.2. For N = 2, recall {α} = {α0, α1, α2, α3, α4}. The eigenfunctions of the Hamiltonian (1.1) are
given by Ψ(2)(x1, x2, {α}) =
∑∞
n1,n2=0
fn1,n2Q̂
(1)(n1, n2, x1, x2, {α}) where the coefficients fn1,n2 satisfy the coupled
recurrence relations (f−1,n2 = fn1,−1 = fn1+1,−2 = 0):
fn1−1,n2B[10]n1−1,n2 + fn1,n2−1B
[01]
n1,n2−1
+ fn1+1,n2−2B[−12]n1+1,n2−2
+fn1+1,n2C[−10]n1+1,n2 + fn1,n2+1C
[0−1]
n1,n2+1
+ fn1−1,n2+2C[1−2]n1−1,n2+2
+fn1−1,n2+1A[1−1]n1−1,n2+1 + fn1+1,n2−1A
[−11]
n1+1,n2−1
+ fn1,n2(A[00]n1,n2 − Λ1) = 0 for n1, n2 = 0, 1, ...
Note that according to Theorem 2.1, provided the parameters {α} satisfy the conditions (2.8), scalar product
between the eigenstates (4.4) can be computed in a straightforward manner and expressed in terms of q−shifted
factorials (see (2.9)).
4.2. Finite dimensional modules. Let V be defined as in Proposition 3.1. For generic parameters ω0, ω1, g±,
using the bispectral property, an eigenstate of I1 (and more generally of H given by (1.1)) can be written in terms
of Gasper-Rahman polynomials defined on a discrete support, either
Ψ(N)({n˜}, {α}) =
dN∑
NN=1
f{n}Q̂
(N)({n}, {n˜}, {α}) or Ψ(N)({n}, {α}) =
dN∑
N˜N=1
f{n˜}Q̂
(N)({n}, {n˜}, {α}),(4.5)
where the coefficients f{n} (resp. f{n˜}) satisfy a coupled system of three-term difference equations, with respect
to the integer NN (resp. N˜N ). The explicit form of these equations follows from the action of I1 on the bispectral
polynomial basis: the system of recurrence relations determining f{n} is associated with the coefficients (4.2),
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whereas the ‘dual’ system of recurrence relations determining f{n˜} is associated with:
B∗[νN νN−1−νN ···1−ν2]n˜1n˜2···n˜N =
(
ω1 +
(q2 − q−2)
2
(
g+
αN+1αN+2
α1
q2N˜N+1 + g−
α1
αN+1αN+2
q−2N˜N−1
))
b
∗[νN νN−1−νN ···1−ν2]
n˜1n˜2···n˜N
,
C∗[νN νN−1−νN ···−1−ν2]n˜1n˜2···n˜N =
(
ω1 +
(q2 − q−2)
2
(
g+
α1
αN+1αN+2
q−2N˜N+1 + g−
αN+1αN+2
α1
q2N˜N−1
))
c
∗[νN νN−1−νN ···−1−ν2]
n˜1n˜2···n˜N
,
A∗[νN νN−1−νN ···−ν2]n˜1n˜2···n˜N = ω0θ{n˜}δν,0 +
(
ω1 +
(
g+ + g−
)
(q − q−1)θ{n˜}
)
a
∗[νN νN−1−νN ···−ν2]
n˜1n˜2···n˜N
.
Here, the coefficients b
∗[νN ···1−ν2]
n˜1···n˜N
, c
∗[νN ···−1−ν2]
n˜1···n˜N
, a
∗[νN ···−ν2]
n˜1···n˜N
follow from the transformation (3.12) in (2.18).
Remark 4.1. Let V be the finite dimensional module of the q−Onsager algebra, of dimension 2N , defined as in
example 3.4. Any of the states (4.5) provide an eigenstate of the Hamiltonian of the open XXZ chain with generic
boundary conditions.
4.3. Invariant subspaces and Nepomechie’s relations. For special relations among the parameters ω0, ω1, g±,
multivariable polynomial subspaces that are left invariant under the action of the element I1 can be constructed.
Let V be defined as in Proposition 3.1. In particular, max(NN ) = max(N˜N ) = dN . Let P, P ∗ be integers. Define
W+ = Span{Q̂(N)({n}, {n˜}, {α})|0 ≤ NN ≤ P}, {n˜} fixed,
W− = Span{Q̂(N)({n}, {n˜}, {α})|0 ≤ N˜N ≤ P ∗}, {n} fixed,
W+ = Span{Q̂(N)({n}, {n˜}, {α})|P + 1 ≤ NN ≤ max(NN )}, {n˜} fixed,
W− = Span{Q̂(N)({n}, {n˜}, {α})|P ∗ + 1 ≤ N˜N ≤ max(N˜N )}, {n} fixed.
According to the structure of the coefficients of the block tridiagonal matrices I(N)1 associated with I1, it follows:
I(N)1 W+ ⊂ W+ if ω0 +
(q2 − q−2)
2
(
g−
α0q
αN+1
q−2P−1 + g+
αN+1
α0q
q2P+1
)
= 0,(4.6)
I(N)1 W− ⊂ W− if ω1 +
(q2 − q−2)
2
(
g+
αN+1αN+2
α1
q2P
∗+1 + g−
α1
αN+1αN+2
q−2P
∗
N−1
)
= 0,
I(N)1 W+ ⊂ W+ if ω0 +
(q2 − q−2)
2
(
g−
αN+1
α0q
q2P+1 + g+
α0q
αN+1
q−2P−1
)
= 0,
I(N)1 W− ⊂ W− if ω1 +
(q2 − q−2)
2
(
g+
α1
αN+1αN+2
q−2P
∗−1 + g−
αN+1αN+2
α1
q2P
∗+1
)
= 0.
On each of the invariant subspaces, eigenstates of the Hamiltonian (1.1) can be systematically constructed as
truncations of any of the two possible combinations (4.5). For explicit examples, see [59, Section 3.2].
In the literature on quantum integrable systems with boundaries, special cases of the above relations among
the parameters in (4.6) first appeared in the algebraic Bethe ansatz analysis of the open XXZ spin chain with
non-diagonal boundary conditions. Sometimes refered as ‘Nepomechie’s relations’ [98, eq. (1.4)], they usually
characterize the family of constraints between the left and right integrable boundary conditions of the system for
which the standard Bethe ansatz approach can be applied. Within the q−Onsager approach of the open XXZ
spin chain, they were independantly identified from a representation theory perspective in [59]. Importantly, it
provided a rigorous proof of completeness of the spectrum of the Hamiltonian. Note that the above relations also
occur in other approaches, see for instance [87], as well as they characterize a class of solutions to the boundary
q−Knizhnik-Zamolodchikov equations [26]. Here, we would like to stress that the relations (4.6) generalize the
results of [59]: they characterize the existence of a class of invariant subspaces of the Abelian subalgebra of the
q−Onsager algebra. As a consequence, they should also arise for integrable models associated with higher spin
representations, for instance.
5. The special case q = 1
In this Section, new infinite and finite dimensional modules of the Onsager algebra [46] with defining relations
(2.1) for q = 1 are constructed in terms of the multivariable Krawtchouk polynomials introduced by Tratnik [37]
(see also [38]). The analysis is extended in a straightforward manner to more general tridiagonal algebras with
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defining relations (3.3), (3.4) for β = 2. Restricting the parameters allows to derive explicit examples of tridiagonal
pairs of Racah types (Case II), as briefly discussed.
First, we recall the duality and bispectrality of the multivariable Krawtchouk polynomials [37, 38]. Although the
notations may slightly differ, the basic material is taken from [38] to which the reader is refered for more details.
In terms of the Gaussian hypergeometric function, the one-variable Krawtchouk polynomial is defined as:
kn(x, a, b) = (−b)n 2F1
[ −n,−x
−b ;
1
a
]
, n ∈ N and (x, a, b) ∈ R3,
with (y)n = Γ(y + n)/Γ(y) a function which can be well defined for all y real and n integer. Following [37, 38],
N−variable generalizations of the Krawtchouk polynomial can be introduced.
Definition 5.1 (See [38]). Let α1, ..., αN and M be nonzero real parameters. The normalized N−variable gener-
alization of the Krawtchouk polynomial is defined by:
K̂(N)({n}, {x}, {α};M) = 1
(−M)NN
N∏
j=1
knj (xj ;
αj
1− Aj−1 ;M −NN +Nj − Xj−1),(5.1)
where the notation
Xj = x1 + x2 + · · ·+ xj , X0 = 0, Aj = α1 + α2 + · · ·+ αj , A0 = 0
is used.
By analogy with the q−deformed case, an inner product on the space of polynomials P can be introduced. For
f, g ∈ P , it takes the form:
〈f, g〉 =
∑
{x}∈F
f(x)g(x)ρ(x).(5.2)
With respect to this inner product, for a positive integer α0 and AN < 1 the multivariable Krawtchouk polynomials
(5.1) are orthogonal on the domain F = {{x} ∈ NN |XN ≤M} for the weight ρ(x) given by:
ρ(x) =
1
(N − XN )!
N∏
k=1
1
xk!
(
αk
1− AN
)xk
.
Remark 5.1. The normalized multivariable Meixner polynomials are obtained from (5.1) through the substitution:
αk =
ck
c1 + · · ·+ cN − 1 and M = −s.
Following [38], multivariable Krawtchouk polynomials are known to diagonalize two different commutative al-
gebras of difference operators in the variables {x} and {n}, respectively. Let
D′x = R(x1, x2, ..., xN )[E±1x1 , E±1x2 , ..., E±1xN ]
denote the associative algebra of difference operators with rational functions of x1, x2, ..., xN as coefficients. A
mutually commuting family of difference operators which are diagonalized by the multivariable Krawtchouk poly-
nomials (5.1) has been constructed in [38]. Here, they are denoted {dI∗(l){x}|l = 1, ..., N}.
Definition 5.2 (See [38], Section 5.4). The N -variable Krawtchouk difference operators {dI∗(l){x}|l = 1, 2, ..., N} are
defined as:
dI
∗(l)
{x} ≡ Ll
(
xN+1−l, xN+2−l, ..., xN ,
αN+1−l
1− AN−l ,
αN+2−l
1− AN−l , ...,
αN
1− AN−l ;M − XN−l
)
(5.3)
where
LN (x1, x2, ..., xN , α1, α2, ...., αN ;M) = (XN −M)
N∑
i=1
αiExi + (AN − 1)
N∑
i=1
xiE
−1
xi
−
∑
1<i6=j<N
αixjExiE
−1
xj
−
N∑
i=1
αixi + XN + AN (M − XN ).
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The algebra generated by these difference operators can be understood as a limiting case of the commutative
algebra Az of the q−difference operators considered in Section 2. According to [38], the difference operators
dI
∗(l)
{x}|l = 1, 2, ..., N} are mutually commuting:[
dI
∗(l)
{x}, dI
∗(j)
{x}
]
= 0 for all l, j ∈ {1, 2, ..., N}.(5.4)
As explained in [38], the normalized multivariable Krawtchouk polynomials (5.1) are invariant under the following
change of variables
xj → n˜N+1−j , nj → x˜N+1−j , αj → αN+1−j(1−AN )
(1 −AN+1−j)(1−AN−j) , M →M.
In particular, it implies the duality relation [38, Theorem 5.6]:
K̂(N)({n}, {x}, {α};M) = K̂(N)({n˜}, {x˜}, {α˜};M)(5.5)
By analogy with the case q 6= 1, an isomorphism b1 between the associative algebras of difference operators in
the variable {x} and {n} that extends the above map can be introduced:
b1(M) =M, b1(αj) =
αN+1−j(1−AN )
(1 −AN+1−j)(1−AN−j) for j = 1, 2, ..., N,
b1(xj) = nN+1−j , b1(Exj ) = EnN+1−j for j = 1, 2, ..., N.
Then, a ‘dual’ commutative algebra generated by a family of difference operators {dI(l){n}|l = 1, ..., N}, follows from
(5.3) through the action of b1. According to the definitions of [38], one has:
Definition 5.3 (See [38]). Let l = 1, 2, ..., N . The dual mutually commuting N -variable Krawtchouk difference
operators are defined by:
dI
(l)
{n} = b1(dI
∗(l)
{x}).(5.6)
Example 5.1. For k = N , the dual N -variable Krawtchouk difference operator takes the form:
dI
(N)
{n} = (NN −M)
N∑
i=1
b(αN+1−i)Eni + b1(AN − 1)
N∑
i=1
niE
−1
ni
(5.7)
−
∑
1<i6=j<N
b1(αN+1−i)njEniE
−1
nj
+NN + b1(AN )(M −NN )−
N∑
i=1
b1(αN+1−i)ni.
As a consequence of the duality relation, it follows [38]:
Theorem 5.1 (See [38], Theorem 5.7). Let ({α},M) ∈ RN+1 and l = 1, 2, ..., N . The normalized multivariable
polynomial K̂(N)({n}, {x}, {α};M) solves the following system of difference-difference bispectral problems:
dI
∗(l)
{x}K̂
(N)({n}, {x}, {α};M) = (NN −NN−l)K̂(N)({n}, {x}, {α};M),(5.8)
dI
(l)
{n}K̂
(N)({n}, {x}, {α};M) = XN+1−lK̂(N)({n}, {x}, {α};M).(5.9)
For N = 1, the equations (5.8), (5.9) produce the well-known difference equation and three-term recurrence
relation of the one-variable Krawtchouk polynomials [70], respectively. In particular, in the basis generated by the
Krawtchouk polynomials, the operator dI
(1)
{n} defines a semi-infinite tridiagonal matrix. For N generic, in the basis
of multivariable Krawtchouk polynomials (5.1) the structure of the matrix associated with dI
(N)
{n} is determined as
follows. Let p ∈ N be fixed. Consider the subspace Vp generated by the polynomials {K̂(N)({n}, {x}, {α};M)|NN =
p}, and act on it with (5.7). The action of the operators Eni , E−1ni and EniE−1nj with i 6= j in (5.7) on Vp sends it
to Vp+1, Vp−1 and Vp, respectively. As a consequence,
dI
(N)
{n}Vp ⊆ Vp+1 + Vp + Vp−1.(5.10)
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For N generic, we conclude that the matrix associated with dI
(N)
{n} is semi-infinite block tridiagonal. For N = 1, 2,
note that the explicit expressions of dI
(l)
{n} for N = 1 (l = 1) and N = 2 (l = 1, 2) can be obtained from [38,
Appendix A]. Above arguments obviously extend to any operator dI
(l)
{n} with l < N .
5.1. Infinite and finite dimensional modules of the Onsager algebra. The defining relations of the Onsager
algebra are given by (2.1) with q = 1. Let us endow the vector space R[x1, x2, ..., xN ] with a module structure of
the Onsager algebra. By analogy with the analysis in Section 2, a family of homomorphisms indexed by the integer
l = 1, 2, ..., N can be exhibited as follows.
Proposition 5.1. The map defined by
W0 7→ XN+1−l, W1 7→ dI∗(l){x}, ρ 7→ 1,(5.11)
is an homomorphism from O1(ŝl2) to D′x.
Proof. To show the claim for l = N , one essentially follows the same steps as in Proposition 2.3. The proof uses
the fact that
x21 − 2x1E±1x1 (x1) + (E±1x1 (x1))2 − 1 = 0,(5.12)
(NN ± 1)2 − 2(NN ± 1)NN +N2N − 1 = 0,
together with the observation that the matrix representatingW0 is semi-infinite block tridiagonal (it acts as (5.10))
in the basis which diagonalizes W1. Similar arguments are used to show the claim for 1 ≤ l < N . 
It follows:
Theorem 5.2. Let V denote the infinite dimensional vector space R[x1, x2, ..., xN ]. Let W0,W1 be the stan-
dard generators of the Onsager algebra (2.1) with q = 1, where W0,W1 act on V as (5.11). Then, W0,W1
induce on V a module structure for the Onsager algebra with ρ = 1. The multivariable Krawtchouk polynomials
K̂(N)({n}, {x}, {α};M)|{n} ∈ (N)N ;M ∈ R} form a basis of this module.
Let us finally construct finite dimensional modules of the Onsager algebra in terms of multivariable Krawtchouk
polynomials. On one hand, according to the expression (5.3), if xj = 0 observe that the contributions from the
downward shift operator E−1xj disappears. On the other hand, let J ∈ N. Suppose xi = J for a given i. Then, it is
possible to cancel all contributions associated with the upward shift operators in the first and third terms of (5.3)
as follows: we require both that XN ≤ J and M = J . Indeed, with these two conditions, note in particular that
when xi = J , XN = J and all the other xj with j 6= i are necessarily 0 which implies that the first and third term
of (5.3) disappear. Because of the simple duality relation between xi, Exi and ni, Eni , these conditions clearly also
restrict the ni and NN in the same way. It follows:
Proposition 5.2. Let J be a positive integer, and assume M = J . Define
V(N)J = Span{K̂(N)({n}, {x}, {α}; J)|XN ≤ J} for NN ≤ J fixed,
V∗(N)J = Span{K̂(N)({n}, {x}, {α}; J)|NN ≤ J} for XN ≤ J fixed.(5.13)
Then V(N)J ,V∗(N)J are finite dimensional modules of the Onsager algebra.
Note that the corresponding tridiagonal pair has a reduced parameter sequence: the matrices associated with
W0,W1 satisfy the defining relations of the Onsager algebra (i.e. (2.1) with q = 1, ρ = 1). The TD pair is of Racah
type (Case II), and the spectra have a simple structure with a = a∗ = c = c∗ = 0 and b = b∗ = 1.
5.2. Generalization to tridiagonal algebras with β = 2. By analogy with the analysis of the previous Sections,
it is straightforward to show that the multivariable Racah polynomials of Tratnik [37] generate infinite dimensional
modules of the tridiagonal algebras with defining relations (3.3), (3.4) for the special case β = 2. Recall that the
one-variable Racah polynomials are defined as [88]:
rn(x; a, b, c, d) = (a+ 1)n(b+ d+ 1)n(c+ 1)n 4F3
[ −n, n+ a+ b+ 1,−x, x+ c+ d+ 1
a+ 1, b+ d+ 1, c+ 1
; 1
]
.
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Let ζ0, ζ1, ..., ζN+1 be real parameters. Let N,M be positive integers. The normalized multivariable Racah poly-
nomials are given by [37] (see also [38]):
R̂N ({n}, {x}, {ζ},M) = RN ({n}, {x}, {ζ},M)
(−M)NN (−M − ζ0)NN
∏N
k=1(ζk+1 − ζk)nk
(5.14)
where
RN ({n}, {x}, {ζ},M) =
N∏
k=1
rnk(−Nk−1 + xk; 2Nk−1 + ζk − ζ0 − 1, ζk+1 − ζk − 1,
Nk−1 − xk+1 − 1,Nk−1 + ζk + xk+1)
with NN ≤M . With respect to the inner product (5.2), the polynomials R̂N ({n}, {x}, {ζ},M) are orthogonal on
F = {{x} ∈ NN |0 ≤ x1 ≤ x2 ≤ · · · ≤ xN ≤M}.(5.15)
The explicit expression of the weight ρ(x) follows from [38, eq. (3.8)]. In the parametrization above, it reads
(x0 = 0, xN+1 =M):
ρ(x) =
N∏
k=0
Γ(ζk+1 − ζk + xk+1 − xk)Γ(ζk+1 + xk+1 + xk)
(xk+1 − xk)!Γ(ζk + 1 + xk+1 + xk)
N∏
k=1
(ζk + 2xk).
In [38], using the duality property of the multivariable polynomials (5.14), two commutative families of difference
operators have been introduced. They are diagonalized by Tratnik’s multivariable Racah polynomials. Using the
notations in [38], let us denote:
d˜I
∗(l)
{x} ≡ Lxl and d˜I
(l)
{n} ≡ Lnl −M(M + ζN+1−l) for l = 1, 2, ..., N,(5.16)
where Lxl and L
n
l are defined, respectively, in [38, eqs. (3.24),(2.6) or (3.4)] and [38, eq. (4.11)]. By analogy with
Theorem 2.3, it was shown:
Theorem 5.3 (See [38], Theorem 4.6). Let ({ζ},M) ∈ RN+3 and l = 1, 2, ..., N . The normalized multivariable
polynomial R̂N ({n}, {x}, {ζ},M) solve the following system of difference-difference bispectral problems:
d˜I
∗(l)
{x}R̂N ({n}, {x}, {ζ},M) = λ∗(l){n}R̂N ({n}, {x}, {ζ},M),(5.17)
d˜I
(l)
{n}R̂N ({n}, {x}, {ζ},M) = λ(l){x}R̂N ({n}, {x}, {ζ},M).(5.18)
where
λ
∗(l)
{n} = −(ζl+1 − ζ0)Nl −Nl(Nl − 1),(5.19)
λ
(l)
{x} = −(1 + ζN+1−l)xN+1−l − xN+1−l(xN+1−l − 1).(5.20)
Infinite dimensional modules of tridiagonal algebras can be constructed as follows. We endow the vector space
R[x1, x2, ..., xN ] with a module structure of a tridiagonal algebra T (2, γ, γ
∗, ρ, ρ∗), as in Definition 3.2. A family of
homomorphisms indexed by the integer l = 1, 2, ..., N can be exhibited as follows.
Proposition 5.3. The map defined by
A 7→ λ(l){x}, A∗ 7→ d˜I
∗(l)
{x}, γ 7→ −2, γ∗ 7→ −2,(5.21)
ρ 7→ ζ2N+1−l − 1, ρ∗ 7→ (ζ0 − ζl+1 + 1)2 − 1.
is an homomorphism from T (2, γ, γ∗, ρ, ρ∗) to D′x.
Proof. To show the claim for l = N , one essentially follows the same steps as in Proposition 2.3. The main
difference here is the structure of the two-variable polynomials associated with the l.h.s of (3.3), (3.4), respectively.
Similarly to (2.28), (2.31), these polynomials are vanishing due to the structure of the spectra (5.19), (5.20),
provided the parameters γ, γ∗, ρ, ρ∗ are fixed to the appropriate values. Similar arguments are used to show the
claim for 1 ≤ l < N . 
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It follows:
Theorem 5.4. Let V denote the infinite dimensional vector space R[x1, x2, ..., xN ]. Let A,A
∗ be the standard
generators of the tridiagonal algebra T (2,−2,−2, ρ, ρ∗), where A,A∗ act on V as (5.21). Then, A,A∗ induce on V
a module structure for T (2,−2,−2, ζ2N+1−l − 1, (ζ0 − ζl+1 + 1)2 − 1). The multivariable Racah polynomials
R̂(N)({n}, {x}, {ζ},M)|{n} ∈ (N)N ;M ∈ R} form a basis of this module.
To conclude this Section, let us observe that finite dimensional modules of the tridiagonal algebra T (2, γ, γ∗, ρ, ρ∗)
based on the multivariable Racah polynomials (5.14) can be easily derived by considering certain quotients of the
space of parameters {ζ},M . To this end, it is sufficient to identify the set of constraints on the parameters - by
analogy with Proposition 3.1 - using the explicit expressions for Lxl and L
n
l taken from [38, eq. (3.24)] and [38, eq.
(4.11)], respectively. The analysis being straighforward, we skip the details. Note that in the basis generated by
the corresponding multivariable Racah polynomials (5.14) defined on a discrete support, the elements A, A∗ act
as a tridiagonal pair of Racah type with spectra of the form (5.19), (5.20). This is in perfect agreement with the
expected structure of the spectra that follows from the theory of tridiagonal pairs of Racah type (Case II).
6. Perspectives
Besides its elegance, for the class of quantum integrable models generated from the q−Onsager algebra, to have
a q−hypergeometric formulation should be of practical importance. It should give a fresh look on existing solutions
following from different frameworks such as the algebraic Bethe ansatz or separation of variables approaches but
not only. We think it could pave the way to circumvent or reconsider some of the difficulties inherent to the
structure of already existing analytical solutions. Below, we list a conjecture and some open problems.
Irreducibility criteria: We conjecture that the modules built on Gasper-Rahman polynomials are irreducible for
generic parameters α0, α1, ..., αN+2 and q, meaning that they do not take specific values such as those of Proposition
3.1.
Open XXZ spin chain: For q 6= 1, one of the main motivation for constructing a q−hypergeometric basis
associated with the q−Onsager algebra originates in the problem of solving quantum integrable systems with
generic integrable boundary conditions, the XXZ open spin chain to cite the simplest example. On one hand, recall
that for certain regimes of boundary parameters or generic parameters, through the Bethe ansatz [98, 89, 90, 91], its
modified versions [92, 93, 94, 95], functional alternatives [96, 97, 99] or the separation of variables approach [87, 100],
eigenstates and eigenvalues are expressed in terms of (Bethe) roots of highly transcendental Bethe equations. It
appears that an explicit characterization of the Hamiltonian’s eigenfunctions as polynomials offers the possibility of
studying the correspondence between Bethe roots and solutions of algebraic equations [101]. On the other hand, in
the thermodynamic limit, either from the algebraic Bethe ansatz setting [103] or the q−vertex operator approach
[104, 85], correlation functions and form factors are always given in terms of multiple integral representations.
Although formally satisfying, these are difficult objects to handle for practical applications. From the point of
view developed here, the q−hypergeometric formulation (4.5) of the eigenfunctions opens the way to reconsidering
scalar products of eigenstates in terms of Gasper-Rahman multivariable polynomials [1]. Whether corresponding
integral representations could be related with the expressions derived within the q−vertex operator approach or
algebraic Bethe ansatz is an interesting question.
Higher rank q−Onsager algebras and orthogonal polynomials. Higher rank generalizations of the q−Onsager
algebra (2.1) have been introduced in the literature [52, Definition 2.1]. They can be realized in terms of certain
coideal subalgebras of Uq(ĝ) for any Kac-Moody algebra ĝ [52, Proposition 2.1] (see also [105]). For the simplest
example q = 1 and ĝ = A
(1)
n−1, such a generalization is called the sln−Onsager algebra, first introduced in [106].
In view of the results presented here, an interesting problem would be to identify the family of multivariable
orthogonal polynomials that would be higher rank generalizations of those of Tratnik (q = 1) or Gasper-Rahman
(q 6= 1). Indeed, corresponding infinite and finite dimensional modules of the generalized q−Onsager algebras will
provide an explicit q−hypergeometric basis for a class of quantum integrable models, among which one finds open
spin chains with higher rank symmetries.
Non-polynomial solutions and q−Virasoro: As an extension of Bochner’s original theorem, the bispectral problem
for tridiagonal doubly infinite matrices has been considered in the literature. In this case, solutions are intimately
related to the Virasoro algebra but are no longer necessarily polynomials [107]. In the context of q−special functions
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and the q−Virasoro algebra, a similar extension has been considered too [67, 108]. In view of these, it is clear that
an extension of the bispectral problem (2.16),(2.17) for N > 1 can be considered similarly, see for instance [109].
These works may establish a relation between the q−Onsager algebra and an algebraic structure extending the
q−Virasoro algebra.
Some of these problems will be considered elsewhere.
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APPENDIX: Useful formulae for the coefficients
• For k = 1, ..., N − 1:
b(B0,1k (z)) =
(
1− α
2
N+2−k
α20
q4NN−k+2nN+1−k−2
)
(1 − q−2nN+1−k),
b(B1,0k (z)) =
(
1− α
2
N+2−k
α20
q4NN−k+2nN+1−k−2
)(
1− α
2
N+2−k
α2N+1−k
q2nN+1−k
)
,
b(B0,−1k (z)) =
(
1− α
2
N+2−k
α2N+1−k
q2nN+1−k−2
)(
1− α
2
0
α2N+1−k
q−4NN−k−2nN+1−k+2
)
,
b(B−1,0k (z)) =
(
1− q−2nN+1−k)(1− α20
α2N+1−k
q−4NN−k−2nN+1−k+2
)
,
b(B1,−1k (z)) =
(
1− α
2
N+2−k
α2N+1−k
q2nN+1−k
)(
1− α
2
N+2−k
α2N+1−k
q2nN+1−k+2
)
,
b(B−1,1k (z)) =
(
1− q−2nN+1−k)(1− q−2nN+1−k+2).
• For k = 0, N :
b(B0,10 (z)) =
(
1− αN+1αN+2q2NN
)(
1− αN+1αN+2
α20
q2NN
)
,
b(B0,−10 (z)) =
(
1− αN+2α
2
0
αN+1
q−2NN+2
)(
1− αN+2
αN+1
q−2NN+2
)
,
b(B1,0N (z)) =
(
1− α
2
2
α20
q2n1−2
)(
1− α
2
2
α21
q2n1
)
,
b(B−1,0N (z)) =
(
1− q−2n1)(1− α20
α21
q−2n1+2
)
.
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