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Abstract. A very simple and accurate numerical method which is ap-
plicable to systems of differentio-integral equations with quite general 
boundary conditions has been devised. Although the basic idea of this 
method stems from the Keller Box method, it solves the problem of sys-
tems of differential equations involving integral operators not previously 
considered by the Keller Box method. Two main preparatory stages are 
required: (i) a merging procedure for differential equations and conditions 
without integral operators and; (ii) a reduction procedure for differential 
equations and conditions with integral operators. The differencing pro-
cesses are effectively simplified by means of the unit-step function. The 
nonlinear difference equations are solved by Newton’s method using an 
efficient block arrow-like matrix factorization technique. As an example 
of the application of this method, the systems of equations for combined 
gravity body force and forced convection in laminar film condensation 
can be solved for prescribed values of physical constants. 
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1 Introduction 
 
There are a large variety of numerical methods which are used to solve math-
ematical physical problems. Two particular methods, the Box scheme and the 
Crank-Nicolson scheme, seem to dominate in most practical applications. Keller 
[1] himself preferred and stressed the Box scheme. This scheme was devised in 
Keller [2] for solving diffusion problems, but it has subsequently been applied 
to a broad class of problems. It has been tested extensively on laminar flows, 
turbulent flows, separating flows and many other such problems [3]. These have 
almost invariably been ’one-boundary-layer flow’ problem which are described 
only by differential equations and differential boundary conditions. The numer-
ical method has not previously been adapted to multilayer problem which are 
more naturally described as differentio-integral equations and conditions. 
In engineering, there are many multilayer problems involving the presence of 
distinct phases or immiscible fluids. The ’guess’ method has usually been used 
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to solve the problem [4]. The general procedure by which solutions are obtained 
may be outlined as follows: The values of some parameters are guessed so that 
the solutions can be carried out from one layer to another using a standard 
numerical method for one-layer flows. A check is then made as to whether the 
guessed values are correct. If not, a new guess is made and the entire calculation 
is repeated until the acceptable, correct values are obtained. The chief drawback 
of this method is its basis in guesswork. A particular problem may be sensitive to 
the correct guess and, moreover, it is difficult to adopt this method to non-similar 
flows. 
For non-similar multilayer flows, systems of differentio-integral equations of-
ten need to be solved. Here a very simple and accurate numerical scheme which 
is applicable to quite general single or multiple boundary layer flow problems 
has been devised. The method shall be illustrated by showing its application in 
some detail to nonsimilar plane laminar incompressible double boundary layers 
and in particular to the equations for combined gravity body force and forced 
convection in laminar film condensation [5]. There is no difficulty in adopting the 
methods to laminar flows involving more than two layer flows and to turbulent 
flows (using the eddy viscosity and eddy conductivity formulations), but such 
calculations are not included here. 
For incompressible laminar double boundary layer flow over a plane surface, 
the double-boundary-layer equations can be reduced to the dimensionless forms 
[5]: 
 
where ξ≥0 is a transformed streamwise variable. η, 0 < η < ηδ(ξ), measures dis-
tance in the inner boundary layer whose thickness is ηδ(ξ), an unknown function 
 
are proportional to the inner and the outer stream functions respectively. θ(ξ, η) 
is dimensionless temperature in the inner boundary layer. α(ξ), β(ξ), γ(ξ) and 
p(ξ) are the physical parameters, which depend on ξ. H0 is a physical constant 
and Pr denotes the Prandtl number. 
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The most general boundary conditions are of the forms 
 
where C0, C1 and C2 are the physical constants and Ue(ξ) is the external veloc-
ity field. The last boundary conditions, which provide the prerequisites for the 
solvability of the equations, are 
 
Using these, it is easily shown from the equations that 
 
Therefore Ue(ξ) is a solution of the above first order equation with at most an 
arbitrary constant of integration. This constant may be determined by the value 
of Ue(0). When ξ > 0, Ue(ξ) is a function determined by both the coefficients of 
the equations and the value of Ue(0) rather than an arbitrary function. For this 
reason, the last boundary condition may be rewritten as 
 
Notice that the first, second and third of the governing equations are dif-
ferential equations, whilst the fourth equation is a differentio-integral equation. 
The differencing scheme shall be separately examined for the purely differential 
systems before examining a scheme for the differentio-integral system. 
 
 
2 Differential Merging Scheme 
 
 
In order to make all unknown functions appear as explicit forms in both equa-
tions and conditions, the new variables are defined 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
_
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The differential equations and all boundary conditions transform to the following 
systems of equations 
 
with boundary conditions 
 
We merge                               into a unitary function and introduce a contin-
uation of the definition domain of            to the infinite region as follows 
 
It is obvious that                            are not defined at         , but there are 
two limits, left limit and right limit, at         for them. In terms of the new 
variables, the transformed equations in the domain               are 
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with boundary conditions 
 
where the superscripts −  and + mean the left limit and the right limit respec-
tively. Two new conditions for          are added to maintain consistency between 
the unknown functions and conditions. H(x) is the unit-step function, also known 
as the Heaviside function or Heaviside’s step function, which is usually defined 
by 
 
 
The above is the main preparatory stage for introducing a merging procedure 
for the differential equations and conditions. Its principal requirements are based 
on the five following points: 
(i) All unknown functions appear explicitly in both the equations and the 
conditions. 
(ii) Unknown functions, which possess the same physical property and are 
independent of each other in their differential equations, are merged. These may 
only include one which is defined over an infinite domain. 
(iii) All unknown functions with finite domain - those newly merged and the 
unmerged remainder - are continued into new unknown functions with infinite 
domain. In a broad sense, that a function with finite domain is continued into 
another new function with infinite domain is the same as having the function 
with finite domain merge with a known solution of an auxiliary equation over 
an infinite domain. 
(iv) The necessary and appropriate conditions to maintain consistency are 
added. 
(v) Boundary conditions at +∞ may be replaced by asymptotic represen-
tations or alternatively a sufficiently large finite domain may be chosen, at the 
 
 
 
 
 
 
 
 
 
 
= 0
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outer edge of which, the boundary conditions are understood to be satisfied. For 
simplicity, the latter approach has been adopted in the present work. 
Now the equations are written as a first order system by introducing the new 
dependent variables                                    as follows: 
 
Boundary conditions now become 
 
We place an arbitrary rectangular net of points                             
and use the notation: 
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The boundary conditions become simply: 
 
 
 
3 Differentio-Integral Reduction Scheme 
 
 
The same transformation is made as in the merging procedure for differential 
equations and conditions. The differentio-integral equation is transformed to the 
following equation 
 
The main preparatory stage for developing a difference for the differentio-
integral equation is a reduction procedure. Its principal requirements are based 
on the two following points: 
(i) The transformations used for the differentio-integral equations are the 
same as those for the differential equations and conditions. 
(ii) The formulation should always ensure that all limits of integration are 
constants. 
The difference approximations are defined by 
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Note that the equation is centered at the line ξ = ξn−1/2. 
 
 
4 Solution of the Difference Equations 
 
The nonlinear difference equations are solved recursively starting with n = 0 (on 
ξ = ξ0 = 0). In the case of n = 0, we retain (3), (4) and (6) with n = 0 and simply 
alter (5), (7) and (9) by setting ξn−1/2 = 0 and using superscripts n = 0 rather 
than n−1/2 in the remaining terms. The resultant difference equations, are then 
easily solved by the scheme described below and accurate approximations to the 
solution of the systems of the ordinary differential equations are obtained. 
The resultant linear systems of equations can be written in the block arrow-
like matrix form as: 
 
where 
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where N = J2 + 1. The matrix A(i) is called a block arrow-like matrix here 
due to its shape. A suitable algorithm for solving the matrix equation in (10) is 
the direct factorization method of block arrow-like matrix [6-12]. Algorithmically 
this is simply a modification of the usual solution of a block tridiagonal system to 
include the block arrow-like matrix and can be made efficient by taking account 
of the zeros appearing in matrices, comparing with the classical methods [13-16]. 
 
 
5 An Example of Application 
 
We choose 
 
 
 
 
 
 
 
 
 
 
 
 
The choice yields the equations for combined gravity body force and forced 
convection in laminar film condensation [5]. Consequently, the present problem 
in fact involves four physical constants H0, Pr , λ and ω. Before the numerical 
solutions of the foregoing equations are discussed, it is worthwhile to consider 
the extreme case when the liquid film is very thin. In this case, perturbation 
techniques may be used and the following approximate formulas are obtained in 
the form 
 
 
The most sensitive and the most important quantity in such calculations is 
ηδ(ξ) from which the liquid film thickness of condensate layer is determined. 
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Table 1. 
 
 
Thus only this quantity shall be examined in the discussion of results. All other 
computed quantities behaved similarly. Table 1 depicts the flavor of these results. 
From the convergence of the extrapolation process described in the last section, 
the absolute error is 2.8 × 10−8. From this data, the results seem accurate to 7 
decimal places which is more than sufficient for most purposes. 
The approximate formulas (11) predict that ηδ(0) ≈  0.704 and ηδ(+∞) ≈  
0.301 for H0 = 0.008191, Pr = 10, λ = 1 and ω = 10, whereas the data from 
Table 1 display that ηδ(0) = 0.661 and ηδ(+∞) = 0.301. Despite the fact which 
higher-order terms have been omitted when ηδ in (11) is calculated, a good 
agreement is obtained between the purely numerical computations and the an-
alytical approximate formulas for thin film theory, even though ηδ(0) = 0.661 is 
a moderate, rather than a thin value. 
 
 
6 Conclusion 
 
 
We have demonstrated how to obtain the results of high accuracy for systems 
of differentio-integral equations having multilayer flows by modifying the Keller 
Box method and incorporating extrapolation. The technique can be used as the 
basis for more complex problems. 
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