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Adiabatic invariants – quantities that are preserved under the slow driving of
a system’s external parameters – are important in classical mechanics, quantum
mechanics and thermodynamics. Adiabatic processes allow a system to be guided
to evolve to a desired final state. However, the slow driving of a quantum system
makes it vulnerable to environmental decoherence, and for both quantum and clas-
sical systems, it is often desirable and time-efficient to speed up a process. Shortcuts
to adiabaticity are strategies for preserving adiabatic invariants under rapid driving,
typically by means of an auxiliary field that suppresses excitations, otherwise gen-
erated during rapid driving. Several theoretical approaches have been developed to
construct such shortcuts. In this dissertation we focus on two different approaches,
namely counterdiabatic driving and fast-forward driving, which were originally devel-
oped for quantum systems. The counterdiabatic approach introduced independently
by Dermirplak and Rice [J. Phys. Chem. A, 107:9937, 2003], and Berry [J. Phys.
A: Math. Theor., 42:365303, 2009] formally provides an exact expression for the
auxiliary Hamiltonian, which however is abstract and difficult to translate into an
experimentally implementable form. By contrast, the fast-forward approach devel-
oped by Masuda and Nakamura [Proc. R. Soc. A, 466(2116):1135, 2010] provides an
auxiliary potential that may be experimentally implementable but generally applies
only to ground states.
The central theme of this dissertation is that classical shortcuts to adiabatic-
ity can provide useful physical insights and lead to experimentally implementable
shortcuts for analogous quantum systems. We start by studying a model system of a
tilted piston to provide a proof of principle that quantum shortcuts can successfully
be constructed from their classical counterparts. In the remainder of the disser-
tation, we develop a general approach based on flow-fields which produces simple
expressions for auxiliary terms required for both counterdiabatic and fast-forward
driving. We demonstrate the applicability of this approach for classical, quantum as
well as stochastic systems. We establish strong connections between counterdiabatic
and fast-forward approaches, and also between shortcut protocols required for clas-
sical, quantum and stochastic systems. In particular, we show how the fast-forward
approach can be extended to highly excited states of quantum systems.
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under Ĥ0(t). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.3 Same as Fig.2.2 except that the length of the box is fixed at L = 15.0,
while the slope is decreased from s = 13.0 to 3.0 at a rate ṡ = −0.5. . 37
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tical lines divide Ē(t) into K 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under Ĥ0 +ĤCD should be guided by the auxiliary term in a way that
ψ(q̄n, t) = φ(q̄n, t) is satisfied for every node at every instant, i.e., the
nodes of φ(q, t) and ψ(q, t) should align at every instant. . . . . . . . 97
5.2 A plot of pn(t) = |〈φn(t)|ψ(t)〉|2 vs. n is presented at the initial time
t = 0. The system is initialized in the 35th energy eigenstate, which
is depicted by the single peak at n = 35 with p35(t = 0) = 1.0. . . . . 101
5.3 The plots above depict the overlap between the wavefunction |ψ(t)〉
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In the last few decades, experimental advancements in quantum optics have led
to a surge of research in quantum information and computation. As a result, the need
to create and manipulate quantum states with high speed and accuracy has become
increasingly important. However, the quantum adiabatic theorem due to Max Born
and Vladimir Fock, which states that “a physical system remains in its instantaneous
eigenstate if a given perturbation is acting on it slowly enough and if there is a gap
between the eigenvalue and the rest of the Hamiltonian’s spectrum” [1,2], comes as
a hindrance. Adiabatic processes make a system robust against systematic errors
and various kinds of noise by enabling it to adapt its configuration and retain its
initial character. However, the requirement for slow driving is not only inefficient,
but also makes the system vulnerable to environmental decoherence thereby leading
to loss of important quantum mechanical features. Shortcuts to adiabaticity – a
term coined in 2010 by Chen et. al [3] – are strategies for achieving adiabatic results
with fast driving protocols. Shortcuts to adiabaticity have been applied to many
1
fields including adiabatic quantum computing [4–6], cold atom transport [3, 7, 8],
many-body state engineering [9–12], quantum sensing and metrology [13] quantum
simulation [14,15] and quantum thermodynamics [16–18].
Shortcut protocols achieve the desired evolution by means of an auxiliary Hamil-
tonian which supresses the excitations arising due to fast driving [19]. A variety
of shortcut protocols have been developed including invariant-based inverse engi-
neering [20, 21], transitionless counterdiabatic driving [22–25], fast-forward meth-
ods [11, 26–30] and methods based on unitary [31–35] or gauge [36] transforma-
tions. Shortcuts to adiabaticity have been extended to non-Hermitian Hamiltoni-
ans [37,38], open quantum systems [39,40] and Dirac-dynamics [41–43]. They have
been demonstrated experimentally [14,44–48], and their relationship with quantum
speed limits has been clarified [49,50].
Adiabatic processes are significant also for classical systems. They preserve
quantities known as adiabatic invariants. While the quantum number of an initial
energy eigenstate is the quantum adiabatic invariant, the classical action of a system,
equivalently the volume of phase space enclosed by a surface of constant energy, is
the classical adiabatic invariant in one degree of freedom [51]. Studies on shortcuts
to adiabaticity for classical dynamics, which aim at preserving the classical action of
a rapidly driven system, has also gained attention recently [25,34,52–56]. Analogous
problems for stochastic dynamics have also been studied [57–60].
2
1.1.2 Methods
In this dissertation, we focus on developing general methods to construct short-
cuts to adiabaticity whilst its direct applications on physical systems are not dis-
cussed in detail. Here, we review the transitionless quantum driving protocol, de-
veloped independently by Dermirplak and Rice [22, 23], and Berry [24]; and the
fast-forward method developed by Masuda and Nakamura [26], which are of partic-
ular relevance to this work. We use the terms ‘counterdiabatic driving’ and ‘transi-
tionless driving’ synonymously to indicate that during these processes, the system
tracks the adiabatic path at every instant, as shown in Fig. 1.1(a). In contrast,
fast-forward driving refers to those processes where the system starts from a given
state and ends up at the desired state at the final time, but need not follow the
adiabatic trajectory at intermediate times, see Fig. 1.1(b).
Consider a system initialized in the n’th energy eigenstate and evolving under
a time-dependent Hamiltonian Ĥ0(t). In the counterdiabatic approach, an auxiliary
Hamiltonian ĤCD(t) is constructed, such that when the system evolves under
Ĥ(t) = Ĥ0(t) + ĤCD(t), (1.1)
it follows the adiabatic trajectory of Ĥ0(t) at every instant even for rapid driving,
see Fig. 1.1(a). The auxiliary term ĤCD(t) ensures that the excitations to other
eigenstates are supressed at every instant [22,24]. The exact expression for ĤCD(t)
was derived by Berry [24] using reverse engineering. Berry’s derivation is straight-
3
forward and simple, and is presented below. An energy eigenstate |n(t)〉 of Ĥ0(t)
satisfies the eigenvalue equation
Ĥ0(t)|n(t)〉 = En(t)|n(t)〉, (1.2)














The first term in the phase is dynamically generated while the second term arises
due to a geometric contribution where the integrand 〈n(t′)|∂t′n(t′)〉 acts as an ef-
fective vector potential. In the reverse engineering approach, a Hamiltonian Ĥ(t)
needs to be determined for which |ψn(t)〉 is an exact solution of the time-dependent
Schrödinger equation
i~∂t|ψn(t)〉 = Ĥ(t)|ψn(t)〉. (1.4)
It can be verified that any time-dependent unitary operator Û(t) satisfies
i~∂tÛ(t) = Ĥ(t)Û(t), (1.5)
where























and upon using Eq. 1.6, Berry [24] showed that the Hamiltonian driving the eigen-










= Ĥ0(t) + ĤCD(t).
(1.8)








where |n〉 = |n(t)〉 denotes the instantaneous n’th eigenstate of Ĥ0(t), and |∂tn〉 ≡
∂t|n(t)〉. If a wavefunction evolves under Ĥ0 +ĤCD from an initial state |n(0)〉, then
the quantum number n is preserved at every instant during the evolution. Note
that ĤCD(t) in Eq. 1.9 does not depend on the choice of n. Transitionless quantum
driving is derived from basic principles of unitary evolution and is consequently
quite general: it applies both to spatially continuous systems such as a particle in a
time-dependent potential, and to discrete-state, e.g. spin, systems.
It was shown for a harmonic oscillator and a particle in a box by Chen, et al. [20]








Figure 1.1: This figure shows a schematic representation of the adiabatic path (blue
dashed curve) and the path traversed by the system during Hamiltonian evolution
(red dotted curve). For counterdiabatic or transitionless driving, the red and the
blue curves coincide as the system follows the adiabatic path at every instant. On
the other hand, for fast-forward driving, the system starts from a given state and
ends on the desired state at the final time τ , however at intermediate times it is
in general in a linear superposition of the instantaneous eigenstates and does not
follow the adiabatic path.
and momentum operators to yield
ĤCD ∝ p̂q̂ + q̂p̂. (1.10)
Rewriting ĤCD in terms of operators corresponding to physical observables provide
physical insight into the underlying process and pave the way for experimental
implementation. Also, the knowledge of the entire eigenspectrum at every instant
will not be required if a systematic procedure is developed to obtain ĤCD in terms
of operators like p̂ and q̂.
In Ref. [25], Jarzynski has shown that the original Hamiltonian written as a
function of time-dependent parameters λ leads to an auxiliary Hamiltonian ĤCD(t)
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which can be cast in the form:
Ĥ(t) = Ĥ0(λ(t)) + ĤCD(t)
= Ĥ0(λ(t)) + λ̇ · ξ̂(λ(t)). (1.11)








where the sum is taken over eigenstates |m(λ)〉 of Ĥ0(λ), and |∂λm〉 ≡ ∂λ|m(λ)〉.
The vector ξ̂(λ) can be viewed as a generator of adiabatic transformations which
associates infinitesimal displacements in parameter space, λ → λ + δλ, with dis-






For an eigenstate |n(λ)〉, up to first order in δλ, Eq. 1.13 leads to the following








|n(λ)〉 = exp [−δλ · 〈n|∇n〉] |n(λ + δλ)〉 (1.14)
When Eq. 1.13 is applied stepwise along a curve λs in parameter space, the wave-
function gets transported along eiϕs|n(λs)〉, where the phase is the line integral of
i〈n|∇n〉. Thus the system is escorted along the eigenstates of Ĥ0(λ) as a result of
7
the unitary flow in Hilbert space generated by the operator ξ̂.
Alternatively, it can be stated that a small displacement in time, t → t + δt
leads to the following displacement in the Hilbert space:
e−iδt ĤCD(t)/~|n(t)〉 = |n(t+ δt)〉 , (1.15)
aside from an overall phase. Eq. 1.15 clarifies why adding ĤCD(t) to Ĥ0 produces
transitionless driving [25]: for each time step δt, the evolution operator under Ĥ0 +
ĤCD(t) is e
−iδt Ĥ0/~ e−iδt ĤCD/~, which first evolves the state |n(t)〉 to |n(t+ δt)〉, and
then contributes an increment in the dynamical phase, e−iδt En/~. Here, δt is taken
to be infinitesimal, and O(δt2) corrections have been ignored.









〈n|ξ|n〉 = 0, (1.16b)
where diag(∇Ĥ0) =
∑
m |m〉〈m|∇Ĥ0|m〉〈m|. Eq. 1.16a determines the off-diagonal
elements of ξ, while Eq. 1.16b sets the diagonal elements. The identity 〈m|∇n〉 =
〈m|∇Ĥ0|n〉/(En − Em) [24] establishes the equivalence of the two definitions of ξ̂
(Eqs. 1.12 and 1.16).
Eqs. 1.16 have a classical counterpart described in Eqs. 1.18. This observation
leads to the following question: Can a classical generator ξ(λ(t)) solve a problem
on dissipationless classical driving – the classical analogue of transitionless quantum
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driving? In one degree of freedom, the classical adiabatic invariant is the action
I0(q, p;λ) =
∮
p′ dq′, equivalently the volume of phase space enclosed by a surface of
constant energy [51]. The problem of dissipationless classical driving is formulated
as follows: For a classical time-dependent Hamiltonian H0(q, p;λ(t)), find the coun-
terdiabatic term HCD(q, p, t) = λ̇ · ξ(q, p;λ(t)) such that the action I0(q, p;λ(t))
(defined with respect to H0) remains constant along any trajectory evolving under
the Hamiltonian
H(t) = H0(λ(t)) + λ̇ · ξ(λ(t)). (1.17)
It was shown in by Jarzynski in Ref. [25] that the classical generator ξ(λ(t)) can be
determined by the following equations [62]:
{ξ, H0} = ∇H0 − 〈∇H0〉H0,λ ≡∇H̃0 (1.18a)
〈ξ〉E,λ = 0, (1.18b)
where {·, ·} denotes the Poisson bracket. Note that Eqs. 1.18 are the classical ana-
logues of Eqs. 1.16.
A natural question then arises: if we solve for the classical generator ξ(q, p;λ)
and then quantize it to obtain an operator ξ̂(λ) ≡ ξ(q̂, p̂;λ), will the term λ̇· ξ̂(λ(t))
suppress non-adiabatic transitions under quantum evolution? In other words, can
we construct ĤCD – either exactly or approximately – by first obtaining its classical
counterpart and then quantizing it? In Ref. [25], it was shown that for even-power-
law potentials in one degree of freedom, the classical HCD obtained in terms of
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position and momentum, upon quantization produces the correct quantum auxiliary
term ĤCD. Deffner et al. extended the idea of solving for transitionless quantum
driving using an analogous problem on dissipationless classical driving for the general
class of scale-invariant dynamical processes which describe expansion and transport
[34]. In this dissertation, we investigate the example of a time-dependent tilted
piston, which does not follow scale invariance, and explore whether the aproach
from Ref. [25] is applicable to a more general system.
The fast-forward approach, due to Masuda et al. [26], solves for an auxiliary
potential UFF (q̂, t) for a system evolving under a kinetic plus potential Hamiltonian
of the form Ĥ0(t) = p̂
2/2m + U0(q̂, t). This is in contrast with the counterdiabatic
approach which solves for a general auxiliary Hamiltonian ĤCD(t). As shown in
Fig. 1.1(b), the system need not follow the adiabatic path but the goal is to make
the system end in the desired state at the final time. The system may choose
any path from the initial to the final state and one such path is accessible by a
potential ÛFF (t). The experimental implementation of a fast-forward shortcut is
more feasible as compared to that of a CD shortcut. The derivation of UFF (q̂, t)
derived in Refs. [26,28] is straightforward and briefly shown below.
It is assumed that an ansatz of the form






















describes the state of the system during its evolution, where ψn(q, t) is the position
10
space representation of the adiabatic path described in Eq. 1.3, φn(q, t) = 〈q|n〉
and En(t) are the corresponding instantaneous energy eigenfunction and eigen-
value respectively. The ansatz ψ̄n(q, t) therefore must satisfy the time-dependent
Schrödinger equation
i~ψ̄n(q, t) = (Ĥ0 + UFF (q̂, t))ψ̄n(q, t). (1.20)
We have introduced two unknowns S(q, t) and UFF (q, t) which can be solved by
substituting Eq. 1.19 in Eq. 1.20. For a one-dimensional system, separating the
imaginary and real parts of the resulting equation gives rise to the following two













2 + UFFφn = −φn∂tS. (1.21b)
Solving Eq. 1.21a determines the function S(q, t), which can then be substituted
in Eq. 1.21b to obtain UFF (q, t). These results can be easily generalized for three
dimensional systems as well.
The main differences between counterdiabatic and fast-forward driving is listed
below. The auxiliary fast-forward potential UFF (q̂, t) in general depends on the ini-
tial state, i.e., on the initial quantum number n unlike the auxiliary counterdiabatic
Hamiltonian ĤCD(t) which is independent of n. Therefore, UFF (q̂, t) is different for
every energy level while a single ĤCD(t) is valid for the entire eigenspectrum. Also
11





n) = 0, (1.22)
where v(q, t) = ∂qS/m. It can be seen that in general, the velocity diverges at nodes
of φn. Therefore, S(q, t) and consequently UFF (q, t) can in general be solved only for
the ground state where nodes are absent. Since the fast-forward potential typically
(though not always) becomes singular at nodes of the instantaneous eigenstate, the
applicability of the fast-forward method becomes restricted to the ground state only.
Such singularities do not occur in ĤCD(t). As pointed out earlier, UFF (q̂, t) is easier
to implement experimentally compared to ĤCD(t).
A scale-invariant process is an exception for which UFF (q̂, t) in independent
of n and does not suffer from singularities. This will be shown in Sec. 3.6. The
auxiliary potential UFF (q̂, t) for a scale invariant process was obtained by Deffner
et al. in Ref. [34]. A canonical transformation was performed on the classical CD
term, HCD(t), required for dissipationless classical driving to obtain an auxiliary
classical potential UFF (q, t). The classical UFF (q, t) was then quantized to obtain
UFF (q̂, t). In this dissertation, we reformulate Eqs. 1.21 by introducing ‘flow-fields’.
We extend the fast-forward method to classical systems evolving more generally, i.e.,
not following scale invariance, and use the classical solutions to solve for approximate
UFF (q̂, t) beyond the ground state.
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1.2 Scope of this work
The motivation behind this thesis comes from the need to obtain experimentally
implementable quantum shortcut protocols for generic systems which are subjected
to an arbitrary driving protocol. We study beyond the simple scale invariant or
self-similar driving which preserves the topology of a system and only accounts for
expansion and translation. In an attempt to solve for quantum shortcuts, we often
solve for the analogous classical problem first and gain useful physical insights. We
focus on obtaining auxiliary counterdiabatic and fast-forward terms which can be
applied to a generic system and are robust against the limitations specified in the
previous section. In the rest of the thesis, we study one-dimensional systems unless
mentioned otherwise. The thesis is structured as follows:
 In the second chapter, we investigate the example of a tilted piston subjected
to non-scale-invariant driving. We solve exactly for the classical CD Hamil-
tonian HCD(q, p, t) following the method introduced in Ref. [25]. HCD(q, p, t)
is then quantized to obtain a Hermitian operator ĤCD(t). Using numerical
simulations, we find that ĤCD effectively suppresses non-adiabatic excitations
under rapid driving. This chapter offers a proof of principle – beyond the spe-
cial case of scale-invariant driving – that quantum shortcuts to adiabaticity
can successfully be constructed from their classical counterparts. However,
even for such a simple example, the expression for HCD(q, p, t) is very compli-
cated when the system is driven in a non scale invariant fashion as compared
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to the HCD(q, p, t) required for scale invariant driving. We therefore follow a
different approach to shortcuts in the subsequent chapters.
 In chapter three, we introduce a general framework for constructing shortcuts
to adiabaticity from flow-fields that describe the desired adiabatic evolution.
This approach provides surprisingly compact expressions for both counter-
diabatic Hamiltonians and fast-forward potentials. We illustrate our method
with numerical simulations of a model system, and we compare our shortcuts
with previously obtained results. Our method, like the fast-forward approach
developed previously [26], is susceptible to singularities when applied to ex-
cited states of quantum systems; we propose a simple, intuitive criterion for
determining whether these singularities will arise, for a given excited state.
 We extend the flow-fields based framework to classical systems in chapter four,
and construct approximate counterdiabatic Hamiltonian and fast-forward po-
tential which preserves the classical action under non-adiabatic conditions.
We show that the fast-forward potential guides all trajectories with an ini-
tial action I0 to end with the same value of action. We also construct a
local dynamical invariant J(q, p, t) whose value remains constant along these
trajectories. We illustrate our results with numerical simulations of a model
double-well system. We sketch how these classical results may be used to
design approximate quantum shortcuts to adiabaticity.
 In chapter five, we demonstrate how to construct counterdiabatic Hamilto-
nian and fast-forward potential for quantum excited states subjected to an
14
arbitrary driving protocol. In order to construct the shortcut, we will use
semiclassical analysis of a quantum wavefunction along with classical tools for
obtaining shortcuts. We illustrate our results using the quantum analogous
model double-well system from chapter four. We also carry out a semiclassical
analysis of the final distribution of trajectories on a classical energy shell to
quantitatively predict the accuracy of the quantal shortcut.
 In chapter six, we demonstrate the universality of the flow-fields based method
by extending it to solve analogous shortcut protocols for stochastic systems.
We solve the counterdiabatic potential for a system of overdamped Browninan
particles subjected to a rapidly changing trapping potential. This counterdia-
batic potential enables the system to track its instantaneous equilibrium state
at every instant. We compare our method with previous theoretical and ex-
perimental work on swift equilibration [59] of Brownian particles.
This dissertation has elaborated the results presented by the author and col-
laborators in the following papers. Chap. 2 presents the contents from Ref. [54],
Chaps. 3 and 6 present contents from Ref. [63], and Chap. 4 presents content from
Ref. [56]. The contents of Chap. 5 are under preparation for submission to a journal.
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Chapter 2: Shortcuts for a tilted piston
2.1 Overview
In this chapter, we study if Jarzynski’s method from Ref. [25] can be extended
to more general systems subjected to an arbitrary driving protocol. We study a
test case: a particle in a box with infinite walls and a slanted base, i.e. a tilted
piston. Recasting the counterdiabatic Hamiltonian ĤCD(t) (Eq. 1.9) in terms of
position and momentum operators may provide physical insights and pave way for
experimental implementation. As discussed in Chap. 1, for a harmonic oscillator




(p̂q̂ + q̂p̂). (2.1)
Similar expressions hold for a particle in a box [61], for attractive power law po-
tentials [25], and more generally for arbitrary potentials undergoing scale invariant
driving (see Eq. 2.10), characterized by simple expansion, contraction or translation
of the potential [32, 34]. However, for general Ĥ0(t) it is not clear how to rewrite
Eq. 1.9 in terms of operators such as q̂ and p̂.
In Ref. [25] it was proposed that a problem on transitionless quantum driving
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can usefully be approached by studying dissipationless classical driving – the classi-
cal counterpart of transitionless quantum driving. Consider a Hamiltonian Ĥ0(λ),
where λ denotes a vector of externally controlled parameters that are varied with
time according to a protocol λ(t). In the transitionless quantum driving approach,
the counterdiabatic Hamiltonian ĤCD(t) of Eq. 1.9 ensures that when the system
evolves under the full Hamiltonian Ĥ(t) given by Eq. 1.1, it follows the adiabatic
trajectory of Ĥ0(λ(t)) even for rapid driving, i.e. the term ĤCD(t) suppresses non-
adiabatic excitations. The counterdiabatic Hamiltonian can be expressed as [25]
ĤCD(t) = λ̇ · ξ̂(λ(t)). (2.2)
From Eq. 2.2, it is clear that the more rapidly the parameters λ are varied, the
greater the magnitude of the term ĤCD = λ̇·ξ̂ needed to suppress excitations [10,64].
It was shown in Ref. [25] that the proposed strategy for constructing ĤCD yields
correct result for attractive power law potentials, including the harmonic oscillator
and the particle in a box as limiting cases. This encouraging result was generalized
to arbitrary potentials undergoing scale-invariant driving (Eq. 2.10) [32, 34]. In all
these cases the classical counterdiabatic term takes the form HCD = g(t)p+ h(t)qp,




(p̂q̂ + q̂p̂) (2.3)
can be shown to be equivalent to Eq. 1.9.
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In this chapter, we investigate whether this strategy succeeds for non-scale-
invariant driving protocols. In Sec. 2.2, we briefly review dissipationless classical
driving, and we specify the tilted piston Hamiltonian and the driving protocols that
will be studied. We solve exactly for HCD(q, p, t) in Sec. 2.3, and we quantize it semi-
classically in Sec. 2.4. Finally we study numerically whether the resulting quantum
operator ĤCD(t) produces the desired transitionless quantum driving. Details of
the numerical approach are described in Sec. 2.5, and the results are presented in
Sec. 2.6. We summarize the results from this chapter in Sec. 2.7.
2.2 Classical Dissipationless driving and the system under study
Let z = (p, q) denote a point in the system’s two-dimensional phase space.
The counterdiabatic Hamiltonian HCD(z; t) = λ̇ · ξ(z;λ(t)), when added to the
unperturbed Hamiltonian H0(z;λ(t)), ensures that the classical system follows an
adiabatic trajectory – along which the action I0 is constant – even when the driving
is rapid. Below we briefly summarize how ξ(z;λ) is constructed [25].
Let the microcanonical average of a quantity be denoted by




dzδ(E −H0) . . . , (2.4)
and the volume of phase space enclosed by an energy shell E be denoted by
Ω(E,λ) ≡
∫
dzθ [E −H0(z;λ)] . (2.5)
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where za and zb are two points on the energy shell E, z(t) is a trajectory that
evolves from za to zb under H0(z;λ) (with λ fixed), and the integrand is defined
as ∇H̃0 ≡ ∇H0 − 〈∇H0〉E,λ, with ∇ ≡ ∂/∂λ. By convention the microcanonical
average of ξ is set to zero,
〈ξ〉E,λ = 0. (2.7)
Eqs. 2.6 and 2.7 uniquely specify the generator ξ(z;λ).
For a system with one degree of freedom, the time average and the microcanon-
ical average of a quantity are equivalent, therefore we can compute 〈∇H0〉E,λ by
evaluating the time average of ∇H0 along a periodic trajectory of energy E. Al-
ternatively, this microcanonical average can be determined by defining the inverse




For a harmonic oscillator with a time-dependent stiffness k(t), the procedure
described above leads to the classical counterdiabatic Hamiltonian





Upon quantization, this result agrees with the quantum counterdiabatic Hamilto-
nian for the harmonic oscillator, Eq. 2.1, which was originally obtained by direct
evaluation of the Demirplak-Rice-Berry formula, Eq. 1.9 in Ref. [20]. More generally,
a time-dependent potential of the form









where f = f(t) and γ = γ(t), is said to undergo scale-invariant driving. For scale-
invariant driving, Eqs. 2.6 and 2.7 lead to a simple expression for HCD(z; t) that,
upon quantization, give the exact quantum counterdiabatic Hamiltonian ĤCD(t) [34],
in the form given by Eq. 2.3.
To investigate how well these results extend to systems that are driven in non-
scale-invariant fashion, we will study a tilted piston: a particle of mass m confined
in a one-dimensional box with infinite walls and a slanted base. In terms of the
length of the box L and slope of its base s, the classical Hamiltonian is given by
H0 (q, p; s, L) =
p2
2m
+ sq + Θ(q; 0, L), (2.11)
where the function
Θ(q; qL, qR) =

0, qL < q < qR
∞ otherwise
(2.12)
describes hard walls at q = qL and q = qR.
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We subject the system to two different driving protocols. In case (a), the slope
s is changed while the length L is held fixed, whereas in case (b), s is held fixed and
the box length is changed by moving the wall at q = L. Without loss of generality,
we will assume that the slope is positive, s > 0, and that the wall at q = 0 remains
fixed. Although the protocols (a) and (b) are both non-scale-invariant, when s and
L are varied simultaneously while holding sL3 fixed, the system undergoes scale-
invariant driving, as verified directly from Eqs. 2.10 and 2.11.
2.3 Classical counterdiabatic terms
Fig.2.1 illustrates the classical energy shells of the Hamiltonian H0(q, p; s, L)
defined by Eq. 2.11. There is a critial value of energy, Ec = sL, below which a
classical particle interacts only with the wall at q = 0, and above which the particle
interacts with both walls. When E ≤ Ec, the energy shell is a single curve that is
symmetric about the q-axis and has a discontinuity at q = 0, whereas when E > Ec,
the energy shell is a pair of curves symmetric about the q-axis with discontinuities
at q = 0 and q = L. The expression for the classical counterdiabatic generator
ξ(z,λ(t)) depends on Ec.
Let Ω< denote the volume enclosed by an energy shell of energy E < Ec and Ω>














Figure 2.1: Three energy shells of H0 (Eq. 2.11) are shown for mass m = 1/2, length
L = 5 and slope s = 1.5. The green solid, red dashed and the blue dotted curves
correspond to E = 5.5(< sL), E = 7.5(= sL) and E = 8.5(> sL) respectively. The
brown dashed lines at q = 0 and q = 5 denote the hard walls.
we obtain



























We now solve explicitly for the classical generator ξ(z;λ) specified by Eqs. 2.6
and 2.7. We analyze separately the two protocols (a) and (b) mentioned above.
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2.3.1 Case (a): time-dependent slope at fixed length
The time-dependent parameter λ is the slope s in this case. Let us first solve








and from Eq. 2.11
∇H0 = ∂sH0 = q. (2.15)
Hence, from Eq. 2.6, upon using dt = mdq/
√
2m(E − sq), we arrive at
ξ(zb; s)− ξ(za; s) =
∫ b
a






Together with the condition 〈ξ〉E,s = 0, this result gives us, for E < sL,




where the subscript C stands for classical. This simple form for Eq. 2.17 reflects
the fact that when E < sL, varying the slope of the base at fixed box length is
tantamount to scale invariant driving.
We now construct the generator ξ>C (q, p; s), for E ≥ Ec. For the upper and
the lower branches of the energy shell, let ξ(0, p(0); s) = ξ0, and ξ(L, p(L); s) = ξ1
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Using Eqs. 2.6, 2.15 and 2.18, we obtain the following two equations for the upper
and the lower branches respectively:








































The constants ξ0 and ξ1 are now determined by demanding continuity of ξ at q = 0
and q = L, along with the condition that 〈ξ〉E,s = 0. A series of simple calculations
yield ξ0 = 0 = ξ1. Eqs. 2.19 can be rearranged to obtain the general expression for
the classical generator when E > sL






















where sign(p) = +1 for the upper branch and −1 for the lower branch. As a
consistency check, we note that at the critical energy E = Ec = sL, Eq. 2.20
reduces to Eq. 2.17.
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2.3.2 Case (b): time-dependent length at fixed slope
In this case, the length L plays the role of the parameter λ. A particle with
energy E ≤ Ec is not influenced by the motion of the wall at q = L. Hence we
expect
ξ<C (q, p;L) = 0. (2.21)
This is mathematically verified by noting that ∂LH0 = 0 for q < L, and 〈∂LH0〉E,L =
0 (from Eqs. 2.8 and 2.13a), therefore Eq. 2.6 gives us ξ<C = 0. When E > Ec,






/L. Hence at all







Analogous to case (a), to-be-determined constants ξ(0, p(0);L) = ξ′0 and
ξ(L, p(L);L) = ξ′1 are introduced for the upper and lower branches respectively.





































Eqs. 2.23 and 2.24 can be combined to give the classical generator for E > Ec:




















which is consistent with Eq. 2.21 at E = Ec.
Eqs. 2.17 and 2.21 provide explicit expression for ξ at energies E < Ec, and
Eqs. 2.20 and 2.25 give ξ for E ≥ Ec. As mentioned earlier, below the critical
energy the system is effectively driven in a scale-invariant manner. We will focus
our attention on energies above the critical energy, where the driving is non-scale-
invariant.
Comparing Eqs. 2.17 and 2.20 with Eqs. 2.21 and 2.25 respectively, we note
that the classical generators for cases (a) and (b) are related to each other by the
following relation:
ξC(q, p; s) +
pq
3s





2.4 Semiclassical counterdiabatic terms
Having obtained exact classical expressions for the generator ξ(z;λ), we now
wish to utilize these results to construct its quantum counterpart ξ̂(λ), in terms
of position and momentum operators q̂ and p̂. In later sections we will study,
numerically, the extent to which the operator constructed in this manner produces
transitionless quantum driving for the quantum tilted piston.
We seek a semiclassical approximation for the quantum generator, denoted by
ξ̂SC . In cases (a) and (b) described above, ĤCD(t) is given by ṡ · ξ̂SC(q, p; s) and
L̇ · ξ̂SC(q, p;L) respectively, where ξ̂SC is Hermitian. As the operators q̂ and p̂ do not
commute, merely putting ‘hats’ on the observables in Eqs. 2.17, 2.20 and 2.25 will
not ensure Hermiticity. Rather, the terms in ξC must be symmetrized. Complete
symmetrization as prescribed in Ref. [65] becomes unfeasible as ξC contains terms
with non-integer powers of q and p. We therefore implement the following procedure
to symmetrize the expressions.
Any term in ξC of the form f(p) · g(E), where f and g are arbitrary functions,
is symmetrized as
f(p̂) · g(Ĥ0) + g(Ĥ0) · f(p̂)
2
, (2.27)
where Ĥ0 is the quantized version of Eq. 2.11. The semiclassical operators for
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E ≤ sL are given by




ξ̂<SC(q̂, p̂;L) = 0, (2.28b)
where Eqs. 2.17 and 2.21 have been used. Let η̂ be the semiclassical operator for
sign(p) (to be determined later). For E > sL, from Eq. 2.20 and 2.25, we obtain



























η̂ · g(Ĥ0) + g(Ĥ0) · η̂
2
(2.29e)
f(Ĥ0) = Ĥ0 − sL+
√












The generators ξ̂SC(q̂, p̂; s) and ξ̂SC(q̂, p̂;L) defined by Eqs. 2.28-2.29 satisfy










which is the semiclassical counterpart of Eq. 2.26.
2.5 Solving the time-dependent Schrödinger Equation
In the previous section, we obtained semiclassical expressions for the generators
ξ̂SC(q̂, p̂;λ), where λ = s for case (a) and λ = L for case (b). We now aim to
simulate the evolution of the system under the time dependent Schrödinger equation,
to establish how well these generators produce transitionless quantum driving.
Let the wavefunction
un(q,λ) = 〈q|n(λ)〉 (2.31)
denote the nth eigenstate of the unperturbed Hamiltonian Ĥ0(λ), in the position
representation. For a given protocol λ(t), we will evolve a wavefunction ψ(q, t) under
the time dependent Schrödinger equation, Hψ = i~ ∂ψ/∂t, using the Hamiltonian
Ĥ(t) = Ĥ0(λ(t)) + λ̇ · ξ̂SC(q̂, p̂;λ(t)), (2.32)
with initial condition ψ(q, 0) = un(q,λ(0)). We will compare the evolving wavefunc-
tion ψ(q, t) with the instantaneous nth energy eigenstate by evaluating the fidelity :
F(t) = |〈n(λ(t))|ψ(t)〉| =
∣∣∣∣∫ dq u∗n(q,λ(t))ψ(q, t)∣∣∣∣ . (2.33)
The fidelity provides a direct measure, between 0 and 1, of the degree to which the
term λ̇ · ξ̂SC appearing in Eq. (2.32) suppresses transitions out of the nth energy
eigenstate.
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In this section we describe our approach to solving the time dependent Schrödinger
equation numerically, and we develop the tools required to implement this proce-














where En(t) is the n
th eigenvalue of Ĥ0(λ(t)), and the expansion coefficients satisfy∑
n |an(t)|2 = 1. Upon substituting Eq. 2.34 in the time dependent Schrödinger
























The term M0mn ≡ −〈m|∇n〉 arises from the term Ĥ0 in Eq. 2.32, while MCDmn ≡
(i~)−1〈m|ξ̂SC |n〉 is the contribution from the semiclassical counterdiabatic generator,
λ̇ · ξ̂SC . Solving the Schrödinger equation is equivalent to solving the first order
matrix differential equation Eq. 2.35 for the expansion coefficients an(t).
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In order to obtain explicit expressions for the matrices M0 and MCD appearing
in Eq. 2.37, it is convenient to make use of two different time-dependent basis sets
in Hilbert space. The first is the energy basis, {|n(λ)〉}, consisting of the eigenstates
of Ĥ0(λ). The second is the sine basis, {|α(L)〉}, by which we mean the orthogonal









, α ≥ 1 (2.38)
where L = L(t). We will use Latin and Greek letters, respectively, to denote energy
and sine basis states. Given a Hermitian operator Ô, its representation in the energy
and sine bases will be denoted by the matrices
Ōmn = 〈m|Ô|n〉 (2.39a)
Õαβ = 〈α|Ô|β〉 (2.39b)
The operators f(Ĥ0) and g(Ĥ0), defined by Eqs. 2.29f and 2.29g, are conve-
niently represented in the energy basis, in which they become diagonal matrices
with entries
f̄mm = Em − sL+
√












The operators p̂, ξ̂2 and η̂ are more conveniently represented in the sine basis.
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Using Eq. 2.38, we obtain
p̃αβ =

0 α− β = even
4i~αβ





0 α = β
− 2i~αβ
β2−α2 α− β = even , α 6= β
2i~αβ
β2−α2 α− β = odd
(2.43)
A representation of η̂ in the sine basis is obtained by semiclassical means in Ap-
pendix A, yielding the result:
η̃αβ =

0 α− β = even
2i
(β−α)π α− β = odd
. (2.44)
In order to use Eqs. 2.40-2.44 to construct the matrix elements MCDmn , we re-





where Zβn = 〈β|n〉. Z is the matrix that diagonalizes H̃0 – the sine basis represen-
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tation of Ĥ0 – which can be evaluated explicitly:
(H̃0)αβ =

0 α− β = even , α 6= β
− 8αβsL







We obtained Z from H̃0 numerically, and we used the result to transform p̃, ξ̃2 and η̃
(Eqs. 2.42 - 2.44) into p̄, ξ̄2 and η̄ via Eq. 2.45. We then combined these expressions
with f̄ and ḡ (Eqs. 2.40, 2.41) to construct ξ̄1, ξ̄2 and ξ̄3 (see Sec. 2.4). Finally, from
these we obtained ξ̄SC and therefore M
CD
mn (Eq. 2.37).
In addition to MCDmn , Eq. 2.37 contains the term




For case (a), ∇Ĥ0 = ∂sĤ0 = q̂. The elements of q̂ in the sine basis are
Q̃αβ =

0 α− β = even , α 6= β
− 8αβL









En−Em m 6= n
0 m = n
. (2.49)
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For case (b) we have ∇Ĥ0 = ∂LĤ0, whose classical counterpart ∂LH0 is singular
at q = L(t). We will determine 〈m|∂Ln〉 by relating it to 〈m|∂sn〉 using scale
invariance.
The potential V (q; s, L) = sq + Θ(q; 0, L) that appears in our Hamiltonian,
Eq. 2.11, depends parametrically on both the slope s and the length L. If these two
parameters are constrained to satisfy
s(L)L3 = constant (2.50)
(treating the slope s as a function of the length L) then the potential function
satisfies









which is the condition for scale invariance. In this situation the nth energy eigen-
function satisfies [34]

























Since the entire parameter space can be filled by a set of non-intersecting curves
defined by Eq. 2.50, Eq. 2.53 is valid for any slope s and any positive length L.
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which can alternatively be obtained from Eq. 2.30. We can therefore compute the
matrix representation of 〈n|∂Lm〉 as we have already determined both the terms on
the right side of Eq. 2.56: Eq. 2.49 gives the first term while the second is obtained
after performing a similarity transformation on the matrix given in Eq. 2.43.
2.6 Numerical Results
Having determined the matrices M0 and MCD (Eq. 2.37), we solved the time de-
pendent Schrödinger equation by numerically integrating Eq. 2.35 using the (fourth-











































































Figure 2.2: Evolution of the probability density |ψ(q, t)|2 for a particle of mass
m = 1.0 in a box whose slope is fixed at s = 3.0 and whose length is decreased from
L = 25.0 to 15.0 at a rate L̇ = −0.5. Snapshots of the wavefunction are taken at
times t=0, 5.0, 10.0, 15.0 and 20.0. The plots on the left depict evolution under












































































Figure 2.3: Same as Fig.2.2 except that the length of the box is fixed at L = 15.0,
































Figure 2.4: Evolution of the fidelity F(t). The plot on the left is for the case shown
in Fig.2.2, whereas the plot on the right is for the same system but subjected to the
reverse process: the box length increases from L = 15.0 to 25.0 at L̇ = 0.5. The
dashed magenta curve depicts the fidelity for evolution under Ĥ = Ĥ0 + λ̇ · ξ̂SC ,
while the blue curve is the fidelity upon evolution under Ĥ0. The inset is a magnified





































Figure 2.5: Similar to Fig.2.4. The left plot is for the case shown in Fig.2.3, whereas
in the right plot the same system is subjected to the reverse process: the slope s
increases from s = 3.0 to 13.0 at ṡ = 0.5.
38
in the nth energy eigenstate, ak(0) = δkn, then it was evolved in time as either the
slope s was varied at fixed length L (case (a)), or else the length was varied at
constant slope (case (b)). The rate of change, ṡ or L̇, was set to a constant value
sufficiently large to produce non-adiabatic evolution in the absence of the counter-
diabatic term.
Simulations were performed both under the original Hamiltonian Ĥ0(t), describ-
ing the time-dependent tilted piston (Eq. 2.11), and under the composite Hamilto-
nian
Ĥ(t) = Ĥ0(t) + λ̇ · ξ̂SC(λ(t)) (2.57)
that includes the counterdiabatic term. In both cases the fidelity
F(t) = |〈n(λ(t))|ψ(t)〉| was computed. In these simulations the particle mass was
set to m = 1 and Planck’s reduced constant to ~ = 2, and the system was initialized
in the quantum number n = 35. The results, Figs. 2.2 - 2.5, are discussed in the
following paragraphs.
Fig. 2.2 shows the evolving probability distribution |ψ(q, t)|2 as the length of
the tilted piston is reduced from L = 25.0 to 15.0, at a rate L̇ = −0.5 and fixed
slope s = 3.0. The left column shows snapshots of |ψ|2 at five instants in time,
for evolution under the Hamiltonian Ĥ(t). The right column shows evolution under
Ĥ0(t). In these simulations the initial energy is En = 79.52. The plots on the
left are visually indistinguishable from the probability distribution of the adiabatic
energy eigenstate, |un(q,λ(t))|2, with n = 35. By contrast, in the plots on the
right the probability distribution develops noticeable shock waves, due to the rapid
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compression of the piston length. Thus, with the addition of the counterdiabatic
term the system faithfully follows a fixed eigenstate of Ĥ0(t) (left plots), while in the
absence of this term it is unable to keep pace with the rapidly changing Hamiltonian
(right plots).
Fig.2.3 presents evolution in a tilted piston of fixed length L = 15.0, with a slope
that decreases from s = 13.0 to 3.0 at a rate ṡ = −0.5. As in Fig. 2.2, the plots
in the left and right columns depict evolution with and without the counterdiabatic
term λ̇ · ξ̂SC . Once again, the plots on the left are indistinguishable from the
instantaneous energy eigenstate |un(q,λ(t))|2, while those on the right reveal (mild)
shock waves that are evidence of non-adiabatic evolution. The counterdiabatic term
again successfully guides the wavefunction along the desired adiabatic trajectory.
These claims are supported by analyses of the fidelity F(t). Fig.2.4 shows
fidelity plots for a tilted piston undergoing compression (left plot) and expansion
(right plot). The former corresponds to the evolution shown in Fig.2.2, while the
latter depicts the reverse process, in which the length increases from L = 15.0 to
25.0 at L̇ = 0.5. Similarly, Fig.2.5 shows a fidelity plot for the evolution depicted
in Fig.2.3 (left plot), and for the reverse process in which the slope is varied from
s = 3.0 to 13.0 at ṡ = 0.5 (right plot). In these figures, the solid blue curves depict
the fidelity for evolution under Ĥ0(t), while the dashed magenta curves correspond
to evolution under Ĥ(t). In all four plots the blue curves deviate significantly,
while the dashed magenta curves remain very close to unity, confirming that our
semiclassically obtained counterdiabatic term has the desired effect of enforcing
adiabatic evolution, with high accuracy.
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As a side comment we observe that, in Fig.2.4, the oscillations in F(t) become
more rapid in time when the tilted piston is compressed (left plot), and less rapid
as it expands (right plot). These oscillations reflect the shock waves propagating
between the two walls of the box, hence it makes sense that the period of oscillation
diminishes or grows as the length L decreases or increases.
Because the counterdiabatic term λ̇· ξ̂SC was obtained semiclassically, we expect
its efficacy to degrade as we approach the deep quantum regime. To test this
hypothesis, we performed simulations at fixed slope s = 3.0, with piston length
decreasing from L = 25.0 to 15.0 at L̇ = −0.5, and with particle mass m = 1, as in
Fig.2.2. We carried out seven such simulations, with the value of ~ ranging from 1.0
to 7.0, choosing the initial state n so that the particle starts with energy En ≈ 80 in
each simulation. Thus Planck’s constant was varied while the classical parameters
remained essentially fixed. As before, the system was subjected to evolution under
both Ĥ0(t) and Ĥ(t), and the fidelity F(t) was computed. Table 2.1 lists Fwcdmin,
which is the minimum fidelity (over the duration of the process) when the system
evolves under Ĥ(t), and Fwocdmin , the minimum fidelity when the system evolves under
Ĥ0(t). We see that as ~ increases and n decreases – that is, as we go deeper into the
quantum regime – Fwcdmin deviates further from unity. As expected, the semiclassical
counterdiabatic term λ̇ · ξ̂SC works best in the semiclassical limit of small ~ / large
n.
Interestingly, Table 2.1 reveals that Fwocdmin increases with ~: in the absence of
the counterdiabatic term, the fidelity improves as we go deeper into the quantum
regime. We attribute this behavior to the fact that the spacing between adjacent
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~ n Fwcdmin Fwocdmin
1.0 70 0.999 0.092
2.0 35 0.999 0.641
3.0 23 0.999 0.842
4.0 17 0.997 0.917
5.0 14 0.992 0.939
6.0 12 0.979 0.953
7.0 10 0.943 0.970
Table 2.1: The dependence of fidelity on the value of the reduced Planck’s constant
~, keeping classical parameters fixed. The initial quantum number n is chosen such
that the initial energy is En ≈ 80. Each simulation is performed at fixed s = 3.0,
while the box length is varied from L = 25.0 to L = 15.0 at L̇ = −0.5. Fwcdmin is the
minimum fidelity when the system evolves under Ĥ(t), and Fwocdmin is the minimum
fidelity when the system evolves under Ĥ0(t).













Figure 2.6: Evolution of the fidelity under Ĥ0(t), for the simulations described in
Table 2.1. The lowermost (dashed magenta) curve corresponds to ~ = 1.0, the next
one up (solid blue) corresponds to ~ = 2.0, and so forth up to ~ = 7.0, which is the
magenta curve that remains closest to unity.
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energy levels increases with ~. Let us picture a classical process in which initial
conditions are sampled from a single energy shell, and trajectories evolve from these
initial conditions under the HamiltonianH0(q, p, t). The final distribution of energies
then provides a crude estimate of the final energy distribution in the corresponding
quantum process, in which the system begins in an energy eigenstate. For a fixed
final distribution of energies, the distribution of final quantum numbers decreases
with increasing ~, simply because of the decreasing density of energy levels. As a
result, excitations out of the initial energy level are inhibited.
Fig.2.6 shows F(t) for the seven simulations of evolution under Ĥ0(t) that are
represented in the rightmost column of Table 2.1. These plots confirm that the
fidelity improves with increasing ~ (in the absence of the counterdiabatic term),
and they display similar oscillatory behavior, with peaks and valleys occurring at
nearly the same times for the seven curves. These observations are consistent with
the interpretation that the frequency of the oscillations reflect the corresponding
classical evolution, while the magnitude is governed by the quantum energy spacing.
2.7 Summary
We have studied a model system undergoing non-scale-invariant driving: the
one-dimensional tilted piston described by the Hamiltonian H0(q, p;λ(t)) (Eq. 2.11).
We derived exact, closed-form expressions for the classical counterdiabatic Hamil-
tonian HCD(q, p, t), which we quantized to obtain a Hermitian operator ĤCD(t). In
numerical simulations of the time dependent Schrödinger equation, we compared
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evolution under Ĥ0 to that under Ĥ = Ĥ0 + ĤCD, with the system initialized in
an energy eigenstate. The simulations reveal that ĤCD very effectively suppresses
non-adiabatic transitions: when evolving under Ĥ, the system remains in an eigen-
state of Ĥ0 with nearly perfect fidelity. These results establish a proof of principle –
beyond the regime of scale-invariant driving [32,34] – that quantum counterdiabatic
Hamiltonians can successfully be constructed from their classical counterparts.
For most Hamiltonians H0(z;λ(t)) of interest, a closed-form expression for
HCD(z, t) will not be available. Even for the quite simple system we have studied,
the expression for HCD is somewhat involved, and the final result for the operator
ĤCD = λ̇ · ξ̂SC – while given in terms of q̂ and p̂ (Eq. 2.29) rather than as a spectral
sum (Eq. 1.12) – would certainly be difficult to implement in a laboratory setting.
The difficulty in realizing ĤCD experimentally arises not just because it is given
by a complicated expression, but because it is non-local, i.e. because it depends on
the momentum operator, p̂. This is also true for the much simpler counterdiabatic
Hamiltonians that have been derived for scale-invariant driving (Eq. 2.3), including
the harmonic oscillator (Eq. 2.1) as a particular example. In the scale-invariant
case, an appropriate canonical (or unitary) transformation of HCD(q, p, t) gives a
local counterdiabatic potential UFF (q, t); in effect, the non-locality can be “gauged
away” to construct a local shortcut to adiabaticity equivalent to the fast-forward
method, as described in Ref. [34]. Whether a transformation of this sort could be
applied to our counterdiabatic Hamiltonian ĤCD (Eq. 2.29) is an open question.
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Chapter 3: Quantum shortcuts using flow-fields
3.1 Overview
In the previous chapter, we have seen that even for the simple example of a tilted
piston, the method prescribed in Ref. [25] yields a complicated expression for the
counterdiabatic Hamiltonian HCD, which is difficult to implement experimentally
not only due to its complicated nature but also due to its non-locality, i.e., the
momentum dependence of HCD. Note that the HCD from Chap. 2 is same regardless
of the choice of the initial state. In this chapter, we find that by trying to develop
HCD that depends on the choice of initial state, we get much simpler expressions.
We introduce a new framework for constructing the desired auxiliary Hamilto-
nian, which consists of three steps. First, we identify the adiabatic evolution as the
evolution that the system of interest would undergo if the process were performed
adiabatically. We then define velocity and acceleration flow fields v(q, t) and a(q, t)
that characterize the adiabatic evolution, as illustrated in Fig. 3.1 for a quantum
system. Finally, from these fields we immediately construct auxiliary terms that
provide both counterdiabatic (Eqs. 3.11) and fast-forward (Eqs. 3.14) shortcuts.
This chapter is structured as follows. In Sec. 3.2 we recapituate the salient
featues of counterdiabatic driving developed in Ref. [24] and the fast-forward method
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developed in Ref. [26]. After deriving the main results of this chapter, Eqs. 3.11 and
3.14, in Sec. 3.3, we compare them with previously obtained shortcuts in Sec. 3.4. In
Sec. 3.5, we show how our approach provides insight into the singularities that may
arise in the fast-forward approach. We analyze the special case of scale invariant
dynamics in Sec. 3.6 and illustrate our approach with numerical simulations in
Sec. 3.7. We briefly discuss generalizations to three degrees of freedom in Sec. 3.8
and summarize the results of this chapter in Sec. 3.9.
3.2 Review of quantum shortcuts
Transitionless quantum driving, due to Demirplak and Rice [22] and Berry [24],
involves the counterdiabatic Hamiltonian in Eq. 1.9. If a wavefunction evolves under
Ĥ0 + ĤCD from an initial state |n(0)〉, then it remains in the n’th instantaneous
eigenstate of Ĥ0(t) at all times, as the term ĤCD(t) suppresses excitations to other
eigenstates [22, 24]. Note that the counterdiabatic term (Eq. 1.9) does not depend
on the choice of n.
The fast-forward approach, due to Masuda and Nakamura [26], pertains to a




+ U0(q̂, t) . (3.1)
For a given time interval 0 ≤ t ≤ τ , and a particular quantum number n, a fast-
forward potential UFF (q̂, t) is constructed with the following property: if a wave-
function evolves under Ĥ0+ÛFF from the initial state |n(0)〉, then it will arrive in the
eigenstate |n(τ)〉 (up to an overall phase) at t = τ . For intermediate times 0 < t < τ ,
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the wavefunction is in a superposition of eigenstates of Ĥ0(t), as illustrated in Fig. 1.1
and Fig. 3.3 below. The fast-forward potential depends on the chosen quantum num-
ber n. Moreover, UFF (q, t) typically (though not always) becomes singular at nodes
of the instantaneous eigenstate, that is, where φn(q, t) ≡ 〈q|n(t)〉 = 0. Hence the
applicability of the fast-forward method is generally restricted to the ground state,
n = 0, although there are exceptions to this statement. We will return to this point
later in our discussion.
Both ĤCD and ÛFF are auxiliary Hamiltonians that are tailored to achieve the
desired acceleration of adiabatic dynamics. We will use the term counterdiabatic
to refer to methods in which the auxiliary term causes the system to follow the
adiabatic evolution – at an accelerated pace – for the duration of the process. This
is the case with transitionless quantum driving: the wavefunction remains in a
given eigenstate of Ĥ0(t) at all times, when evolving under Ĥ0 + ĤCD. The term
fast-forward (or FF ) will refer to methods in which the system strays from the
adiabatic evolution at intermediate times, but returns to the adiabatic state at the
final time t = τ , as in the Masuda-Nakamura method. As illustrated by the previous
paragraphs, auxiliary terms in the fast-forward approach are local, in the sense that
they are explicit functions of q̂ and t. By contrast, counterdiabatic driving generally
requires non-local auxiliary terms, given either by spectral sums (as with Eq. 1.9)
or by expressions involving both coordinates and momenta (see Refs. [25,34,54], or
Eq. 3.11 below). Thus, fast-forward auxiliary terms may generically be easier to
implement experimentally, than counterdiabatic terms.






+ U0(q̂, t) (3.2)
in one degree of freedom. We assume that Ĥ0 varies with time only during the
interval 0 ≤ t ≤ τ , and that this time-dependence is turned on and off smoothly
– specifically, Ĥ0, ∂Ĥ0/∂t and ∂
2Ĥ0/∂t
2 are continuous functions of time for all t,
and ∂Ĥ0/∂t = 0 for t /∈ (0, τ). For a given choice of quantum number n, we will
define velocity and acceleration flow fields v(q, t) and a(q, t), that characterize how
the eigenstate probability distribution |〈q|n(t)〉|2 deforms with t. From these flow
fields we will construct simple expressions for both a counterdiabatic Hamiltonian
ĤCD(q̂, p̂, t) (Eq. 3.11), and a local fast-forward potential ÛFF (q̂, t) (Eq. 3.14).
3.3 Setup and derivation of main results
Let the real-valued wavefunction φ(q, t) = 〈q|n(t)〉 denote the n’th eigenstate of










φ(q, t) = E(t)φ(q, t). (3.3)
For convenience we omit the subscript n on φ and E. The adiabatic evolution is
identified as follows: 1
ψad(q, t) = φ(q, t) e





1The dynamical phase α is generically accompanied by a geometric phase [67], but the latter
vanishes for a kinetic-plus-potential Hamiltonian in one degree of freedom.
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When the time-dependence of Ĥ0(t) is quasi-static, ψad is a solution of the Schrödinger




= (Ĥ0 + ĤCD)ψad (3.5)
for the counterdiabatic term given by Eq. 1.9 [22,24]. Thus the addition of the term
ĤCD causes the system to follow the adiabatic evolution, ψad, when Ĥ0 is varied
rapidly.
In what follows we construct a counterdiabatic term given as an explicit func-
tion of q̂ and p̂ (Eq. 3.11), which accomplishes the same result for a given choice of
n. Before proceeding further, let us first focus on the results from scale invariant
driving. Under scale invariant driving, if ψ0(q) is an eigenfunction of the Hamilto-
nian Ĥ0(γ = 1), then ψ(q, γ) = ψ
0(q/γ)/
√
γ is the eigenfunction of Ĥ0(γ), where γ
represents the expansion co-efficient [34]. Then, from Eqs. 1.10 and 1.15, it follows
that ĤCD ∝ p̂q̂+ q̂p̂ drives the system along the desired adiabatic path by stretching
the wavefunction appropriately [20,25,34,61]. The Hamiltonian (p̂q̂+ q̂p̂) can there-
fore be viewed as a linear stretching operator, as it is linear in p and q. This result
suggests that the simplest form of ĤCD for an arbitrarily driven system should be
linear in p and non-linear in q so that ĤCD ∝ p̂v̂+ v̂p̂, where v̂ = v(q̂, t). We choose
to retain the linear dependence on momentum instead of position because p̂ is a
non-local operator while q̂ is a local operator. Therefore, higher order terms in q̂
are more practical and relatively easier to implement experimentally compared to
higher order terms in p̂. We describe a method of obtaining v(q̂, t) for a general
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Figure 3.1: The red curve φ2(q, t) depicts the probability distribution associated
with an energy eigenstate of Ĥ0(t). The blue vertical lines divide the area under
φ2(q, t) into K  1 strips of equal area. q(I, t) is the right boundary of the shaded
region, which has area I. The positions of the vertical lines vary parametrically
with t, and this “motion” is described in terms of velocity and acceleration fields
v(q, t) and a(q, t), as given by Eq. 3.8.
system below.









q(I, t) = −∂tI
∂qI
, (3.7)
This flow field can be pictured by dividing the area under φ2(q, t) into K  1 strips
of equal area, delimited by vertical lines at locations q1(t), q2(t), . . . , qK−1(t), so that
2The quantity −v(q, t) was identified as a “hydrodynamic velocity” in Ref. [30], Eq. (6).
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= v(qk, t) (3.8a)
Note that Eq. 3.8a does not reflect the unitary dynamics generated by Ĥ0(t), but
rather the variation of the eigenstate probability density φ2(q, t) with t. We similarly
introduce an acceleration flow field,
d2qk
dt2
= a(qk, t) (3.8b)
By Eq. 3.8a this field satisfies
a(q, t) = v′v + v̇ (3.9)
where the prime and dot denote ∂q and ∂t, respectively. Both flow fields vanish
outside the interval 0 < t < τ :
v(q, t) = 0 = a(q, t) for t /∈ (0, τ) (3.10)
as follows from the assumptions spelled out after Eq. 3.2. We will now use these flow
fields to construct counterdiabatic and fast-forward shortcuts, given by Eqs. 3.11 and
3.14 below.
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, v̂(t) = v(q̂, t) (3.11)
We claim that the adiabatic wavefunction ψad (Eq. 3.4) satisfies Eq. 3.5 for arbitrary
time-dependence of Ĥ0(t), with ĤCD now given by Eq.3.11. To show this, we first
rearrange Eq. 3.7 as ∂tI + v∂qI = 0. Differentiating both sides with respect to q
leads to the continuity equation ∂tφ
2 + ∂q(vφ




v′φ = 0. (3.12)
We now use Eqs. 3.3, 3.4 and 3.12 to evaluate the right side of Eq. 3.5:





























which establishes that ψad(q, t) is a solution of Eq. 3.5. Thus if a wavefunction
evolves under Ĥ0 + ĤCD from an initial state ψ(q, 0) = 〈q|n(0)〉, then it remains in
the n’th instantaneous eigenstate of Ĥ0(t) during the entire process, just as in the
case of transitionless quantum driving [22,24].
Turning our attention to the fast-forward approach, we construct a potential
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UFF (q, t) and a companion function S(q, t) as follows:
−∂qUFF = ma(q, t) (3.14)
∂qS = mv(q, t) (3.15)










Eqs. 3.14 and 3.15 specify UFF and S only up to arbitrary functions of time. We
use this freedom, along with Eqs. 3.10 and 3.16, to impose the conditions






2 + UFF = 0 (3.18)
Eq. 3.10 further implies that
S(q, 0) = S− , S(q, τ) = S+ (3.19)
where S± are constants (i.e. independent of q).
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We now show that the ansatz






= φ eiαeiS/~ (3.20)




= (Ĥ0 + ÛFF )ψ̄ (3.21)







+ U0 + UFF
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which is the desired result. By Eq. 3.19, the wave function ψ̄(q, t) begins in the n’th
energy eigenstate at t ≤ 0 and ends in the n’th energy eigenstate at t ≥ τ , which
establishes that ÛFF produces fast-forward evolution.
Note that we introduced the function S(q, t) (Eq. 3.15) only to facilitate the
derivation of our fast-forward approach. This function need not be evaluated if one
simply wishes to construct the potential UFF (q, t). That potential can be determined
directly from the acceleration field a(q, t), by Eq. 3.14.
Also, we imposed Eq. 3.17 so as to obtain an auxiliary potential that is turned
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on at t = 0 and off at t = τ , but this condition is not necessary. Any UFF satisfying
Eq. 3.14 will provide a shortcut that transports the n’th eigenstate of Ĥ0(0) to the
n’th eigenstate of Ĥ0(τ). The addition of an arbitrary function f(t) to UFF (q, t)
affects only the overall phase of the evolving wavefunction.
3.4 Comparison with previous results
Eqs. 3.11 and 3.14 are recipes for constructing shortcuts directly from the flow
fields v(q, t) and a(q, t). Let us compare these results with previously published
counterdiabatic and fast-forward shortcuts.
Our result for ĤCD (Eq. 3.11) is given explicitly in terms of the operators q̂ and
p̂. This appealing feature comes with a cost: in general, a different counterdiabatic
term is required for each eigenstate n, since v(q, t) depends on the choice of n.
By contrast the Demirplak-Rice-Berry [22, 24] counterdiabatic term (Eq. 1.9) is
independent of n, as noted earlier. We conclude that Eqs. 1.9 and 3.11 are not
equivalent, although the two counterdiabatic terms produce the same effect when





CD |n〉 = Ĥ
Eq.3.11
CD |n〉 (3.23)
Using the identity 〈m|∂tm〉 = 0, which holds for Ĥ0 given by Eq. 3.2, we rewrite the








In other words, the operator D̂ ≡ (p̂v̂ + v̂p̂)/2 acts as the generator of adiabatic
transport (see Eq. 1.15) for the state |n〉 that was used to construct v(q, t):
e−iδtD̂/~|n(t)〉 = |n(t+ δt)〉 (3.25)
for infinitesimal δt.







φS ′′ = 0. (3.26)
Eqs. 3.18 and 3.26 are essentially equivalent to Eqs. 5 and 6 of Torrontegui et al [28],
to Eqs. 17 and 15 of Takahashi [35], and to Eqs. 4 and 3 of Mart́ınez-Garaot et al [30].
In Refs. [28, 30, 35] these equations were used to provide streamlined derivations of
the fast-forward approach pioneered by Masuda and Nakamura [26]. (Our Eq. 3.26
is also equivalent to Eq. 2.18 of Ref. [26], and our Eq. 3.15 appears as Eq. 5 in
Ref. [30].) Thus our fast-forward potential ÛFF is equivalent to that derived by
previous authors [26, 28,30,35].
The observation that the quantum counterdiabatic and fast-forward approaches
are closely related is not surprising, as previous authors have argued that ÛFF can be
constructed from ĤCD by appropriate unitary [31–35] or gauge [36] transformations.
The novelty of our approach is that we obtain both ĤCD and ÛFF directly from
the velocity and acceleration fields that describe the time-dependence of φ2(q, t)
(Fig. 3.1). Our results are given by compact, intuitive expressions (Eqs. 3.11, 3.14).
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This approach highlights the connection between counterdiabatic and fast-forward
shortcuts, and – as we shall see – it provides insight into the divergences that often
plague the fast-forward method when it is applied to excited states. Moreover, the
construction of ĤCD and ÛFF from v and a is mirrored in classical shortcuts to
adiabaticity, as will be discussed in Chap. 4.
Finally, we note that Eq. 3.18 is a Hamilton-Jacobi equation for the Hamiltonian
p2/2m+UFF . Okuyama and Takahashi [55] have recently used the Hamilton-Jacobi
formalism to explore the correspondence between quantum and classical shortcuts
to adiabaticity. It would be interesting to explore the relationship between their
approach and ours.
3.5 Divergences and a “no-flux” criterion
By Eq. 3.7, v(q, t) generically diverges at nodes of the wavefunction, where
∂qI = φ2 vanishes; this in turn leads to divergences in a(q, t), and in ĤCD and ÛFF .
These observations suggest that our method is in general restricted to ground state
wavefunctions (n = 0), which have no nodes.
While nodes in φ(q, t) typically spoil the applicability of our method, this need
not always be the case: the numerator and denominator in Eq. 3.7 might vanish
simultaneously in a way that prevents the ratio v = −∂tI/∂qI from blowing up at
a node. Here we propose a simple criterion for determining whether our approach
(and by extension the fast-forward approach [26, 28, 30, 35]) is applicable when an
eigenstate φ(q, t) has one or more nodes.
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Let qν(t) denote the location, and uν(t) ≡ dqν/dt the velocity, of the ν’th node
of φ(q, t). We assume |uν | < ∞, as will generally be the case when the potential
U0(q, t) is well-behaved. As t varies parametrically, the flux of probability across




I(qν , t) = [v(qν , t)− uν(t)]φ2(qν , t) (3.27)
using Eqs. 3.6 and 3.7. This result has the familiar interpretation of “flux equals
velocity times density”, in the node’s co-moving frame of reference. Eq. 3.27 implies
that if v(q, t) does not blow up at a given node, then the probability flux Φν(t) across
that node must be zero. This suggests a simple criterion: if the time-dependence
of φ2(q, t) is such that there is no flux of probability across any node, i.e. if Φν = 0
for all ν, then the velocity field v(q, t) will not diverge at the nodes and our method
will remain valid and applicable 3. Generalizing the term “nodes” to include the
boundaries at q = ±∞, the no-flux criterion can alternatively be stated as follows:




φ2dq = 0 for all ν], then v(q, t) will be free of divergences and UFF (q, t)
will be well-behaved.
This “no-flux” criterion is not generically satisfied for Ĥ0(t) given by Eq. 3.2.
However, in Sec. 3.6 we consider a particular class of time-dependent Hamiltoni-
ans for which this criterion is satisfied for every eigenstate, due to scale-invariance
(Eq. 3.28). In agreement with the arguments presented above, our method provides
3In fact, if Φν(t) = 0 then v(qν , t) = uν(t), although we will not make use of this result here.
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non-singular counterdiabatic and fast-forward shortcuts for all energy eigenstates,
for this class of Hamiltonians. In Sec. 3.7 we present the results of numerical simula-
tions for a non-scale-invariant Hamiltonian, for which the no-flux criterion is satisfied
for the first excited state; again, our method successfully provides a non-singular
shortcut for this situation.
Divergences associated with eigenstate nodes are problematic not only for our
approach, but also for those of Refs. [26, 28, 30, 35], since all these approaches lead
to equivalent expressions for UFF . This problem has not received much attention in
the literature, although Mart́ınez-Garaot et al [30] consider it in a slightly different
context. In Sec. III.D of their paper, they develop a fast-forward strategy to drive a
wavefunction from a ground state φ0 to a first excited state φ1. In their approach the
fast-forward potential becomes singular due to the node in φ1, but they demonstrate
that ad hoc truncation of the singularity produces a well-behaved potential that
achieves near-perfect fidelity. It would be interesting to test whether such truncation
is also useful in the context of our method, when the no-flux criterion is not satisfied.
3.6 Scale-invariant dynamics
In the special case of scale-invariant driving, U0(q, t) undergoes expansions,
contractions and translations. As shown in Ref. [34] (and anticipated in Refs. [25,
32,52,61,68–70]), simple expressions for counterdiabatic and fast-forward shortcuts
can be obtained when a system is driven in a scale-invariant manner. In this section
we show that these shortcuts are obtained naturally within our framework.
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The Hamiltonian for scale-invariant driving takes the form [34]












where γ(t) and f(t) are parameters that describe expansions/contractions, and
translations, respectively. If we let φ̃(q) denote the n’th eigenstate of Ĥ0(γ = 1, f =











This scaling result immediately reveals how the “picket fence” of lines {qk} depicted
in Fig. 3.1 behaves when γ and f are varied with time. Variations in f result in
translations of the entire picket fence, and variations in γ cause the picket fence to




(q − f) + ḟ , (3.30)




(q − f) + f̈ . (3.31)















































(q − f)− ḟ
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φ2 (3.32)










(q̂ − f)2 −mf̈q̂ (3.33b)
in agreement with Eqs. 9 and 30 of Ref. [34]. Thus the shortcuts obtained previously
for scale-invariant driving emerge naturally within our framework, from the flow
fields v and a (Eqs. 3.30, 3.31).
We end this section by highlighting two exceptional features of scale-invariant
Hamiltonians, both of which are due to the fact that all of the eigenstates of Ĥ0
satisfy the same scaling property, Eq. 3.29. First, although φ(q) = 〈q|n〉 denotes
a specific energy eigenstate in the above calculations, the resulting flow fields and
shortcuts (Eq. 3.33) are independent of the choice of n. This suggests that ĤEq.1.9CD =
ĤEq.3.11CD for scale-invariant driving, in contrast with the general situation discussed
in Sec. 3.4. Indeed, it has been shown elsewhere that Eq. 3.33a – which we derived
from Eq. 3.11 – follows directly from Eq. 1.9 [34]. Secondly, the shortcuts given by
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Eq. 3.33 do not suffer from divergences at the nodes of excited energy eigenstates.
This is easy to understand in terms of the no-flux criterion of Sec. 3.5: because
variations in γ merely cause the eigenstate φ to expand or contract linearly, and
variations in f induce simple translations of φ, the probability between adjacent
nodes of the wavefunction is independent of t.








belongs to a class of potentials studied by Razavy [71], for which convenient analyt-
ical expressions for low-lying eigenstates can be obtained. Here and below, we have
set the quantities β, m and ~ (appearing in Ref. [71]) to unity, so as to work with
an effectively dimensionless Hamiltonian. As illustrated in Fig. 3.2, U0(q; ξ) changes





+ U0(q̂; ξ(t)) (3.35)
where ξ(t) varies monotonically from 0.5 to 8.5 over the interval 0 ≤ t ≤ τ , according
to














Figure 3.2: U0(q, ξ) is plotted for five values of ξ.
and ξ(t) remains constant outside this interval. Note that ξ̇(0) = ξ̇(τ) = 0 and
ξ̈(0) = ξ̈(τ) = 0, hence Ĥ0(t) satisfies the continuity conditions described after
Eq. 3.2.
The wavefunction for the first excited state of Ĥ0(t) is given by [71]







where κ(t) is set by normalization. The corresponding eigenenergy is E(t) = −2.
Although this eigenstate has a node at the origin, the no-flux criterion of Sec. 3.5
is satisfied by the anti-symmetry of the wavefunction: φ(−q, t) = −φ(q, t), hence
I(0, t) = 1/2 for all t. Thus we expect our approach to apply despite the presence
of the node.
Using the above expressions and setting τ = 0.2, we numerically computed the
function I(q, t) (Eq. 3.6), from which we constructed the flow fields v and a and
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the fast-forward potential UFF (Eq. 3.14). As ξ(t) increases from 0.5 to 8.5, U0(q, t)
becomes increasingly narrow (Fig. 3.2), as does the eigenstate φ(t); this is reflected in
the fields v and a, which describe the flow of probability toward the origin. UFF (q, t)
initially develops into a potential well that resembles a parabola (though it is not
precisely quadratic) – this brings about the acceleration of probability flow toward
the origin.






using Ĥ = Ĥ0 in the first simulation and Ĥ = Ĥ0 + ÛFF in the second; we will use
the notation ψ0 and ψFF to distinguish between the two simulations. In both cases
the wavefunction was initialized in the state ψ(q, 0) = φ(q, 0). The time evolution
was performed using the split-time propagation scheme [72, 73], which involves the
repeated application of the fast Fourier transform to toggle between the position
and momentum representations.
Fig. 3.3 shows snapshots of ψ(q, t)e−iα(t) (solid curves) and φ(q, t) (dashed
curves) for both simulations. Note that ψe−iα = φ in the adiabatic limit (Eq. 3.4)
– this is our motivation for plotting ψe−iα rather than ψ, though in the following
paragraphs we largely will stop writing the factor e−iα, for convenience.
The left panel of Fig. 3.3 shows the evolution of ψ0(q, t). Due to the nonadiabatic
time-dependence of Ĥ0, the wavefunction ψ
0 “lags” behind the instantaneous eigen-












(a) t = 0.05
-3 3
(d) t = 0.05
-3 3
(b) t = 0.1
-3 3
(e) t = 0.1
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(c) t = 0.2
-3 3
(f) t = 0.2
q
Figure 3.3: Evolution under Ĥ0 (left panel) and Ĥ0 + ÛFF (right panel). The solid
magenta curves show Re(ψe−iα), and the dashed blue curves show the eigenstate φ.
Snapshots are shown at t = 0.05, at t = 0.1, and at the end of the process, t = 0.2.
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with φ has shifted substantially toward the origin, while ψ0 remains somewhat be-
hind. This lag leads to shock waves, which are nascent in Fig. 3.3(b). These shocks
propagate inward, and ψ0 ends in a superposition of excited states [Fig. 3.3(c)].
The right panel shows the evolution of ψFF (q, t). Here the wavefunction devel-
ops excitations at short times [Fig. 3.3(d)], in response to large forces generated by
ÛFF (t). These forces eliminate the lag that is observed in the left panel, by “squeez-
ing” the wavefunction and causing probability to accelerate toward the origin. At
later times this flow is decelerated – again, due to ÛFF (t) – and the excitations sub-
side [Fig. 3.3(e)]. The wavefunction gently arrives at the desired energy eigenstate
at the final time [Fig. 3.3(f)].
In the present context Eq. 3.20 can be written as
ψFF e−iα = φ eiS/~ (3.39)
which implies that the probability densities |ψFF |2 = |φ|2 at all times, despite the
excitations that develop in ψFF (q, t). We have verified this result in our simulations
(data not shown). Eq. 3.39 further implies that Re(ψFF e−iα) = φ(q, t) cos[S(q, t)/~],
which is illustrated in Fig. 3.3(d), where the dashed line is manifestly the envelope
of the solid line.
The variation of the potential U0(q, t) and UFF (q, t) is plotted in Fig. 3.4. While
U0(q, t) follows Eq. 3.34 and ξ is varied according to Eq. 3.36, UFF (q, t) is nu-
merically evaluated using Eq. 3.14. For τ = 0.2, snapshots are presented at t =


































Figure 3.4: The variation of U0(q, t) and UFF (q, t) is plotted. The solid ma-
genta curves show U0(q, t) and the dashed blue curves show UFF (q, t) at t =
0, 0.04, 0.055, 0.08, 0.12 and 0.2. U0(q, t) is initially a double well potential, but
as it evolves, the wells comes closer to the origin and eventually U0(q, t) transforms
to a single attractive well potential. UFF (q, t) smoothly increases from zero and
quickly becomes an attractive well, which then becomes a repulsive well that finally
transforms smoothly to zero at t = τ .
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Figure 3.5: The blue dashed curve shows the fidelity |〈φ|ψ0〉|2, quantifying the
limited extent to which ψ0(q, t), evolving under Ĥ0, keeps pace with the energy
eigenstate φ(q, t). The solid red curve shows |〈φ|ψFF 〉|2, which is the fidelity that is
achieved when ÛFF is added to the Hamiltonian.
the blue dashed curves represent UFF (q, t). As shown, UFF (q, t) slowly increases
from zero and becomes an attractive well potential. This property of UFF (q, t)
squeezes the wavefunction appropriately such that its envelope aligns with the adi-
abatic path. As a result, excitations are developed in the evolving wavefunction.
After a while, the attractive nature of UFF (q, t) becomes repulsive and the well gets
inverted as shown. This ensures that the excitations start to die down. The inverted
well smoothly becomes zero at the final time τ and a perfect fast-forward driving is
achived by UFF (q, t) as supported by Fig. 3.3.
Finally, for both simulations we computed the fidelity F (t) = |〈φ|ψ〉|2, that is
the degree of overlap between the evolving wavefunction and the energy eigenstate.
Fig. 3.5 shows the results. In the absence of the auxiliary term, the fidelity |〈φ|ψ0〉|2
decays monotonically to F ≈ 0.3. When ÛFF is included in the Hamiltonian, the
fidelity |〈φ|ψFF 〉|2 at first drops rapidly to nearly zero – due to the excitations that
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develop in ψFF – but then it claws its way back to unity, illustrating the effectiveness
of the fast-forward potential obtained from the acceleration flow field a(q, t).
3.8 Extension to three degrees of freedom
Although the focus in this paper is on systems with one degree of freedom, here
we briefly discuss how the results of Sec. 3.3 might be extended to three dimensions.
We will use boldface to denote vector quantities.
For a given choice of quantum number n, let φ(q, t) and E(t) denote the n’th
eigenstate and eigenenergy, respectively, of the Hamiltonian Ĥ0(t) given by Eq. 3.1.
Let us define a vector field v(q, t) by the equation
∂tφ
2 +∇ · (vφ2) = 0 (3.40)
which describes how the eigenstate probability density φ2(q, t) varies parametrically
with t. We assume that Ĥ0(t) and its first two time derivatives vanish outside the
interval 0 < t < τ (as in the one-dimensional case), therefore v can be constructed
to vanish outside this interval as well: v = 0 for t /∈ (0, τ). 4
Since Eq. 3.40 is a continuity equation, it can be interpreted as describing an
ensemble of independent trajectories, each evolving according to q̇ = v(q, t). The
acceleration of these trajectories is described by a field a(q, t) whose i’th component
4Eq. 3.40 defines v(q, t) only up to gauge-like transformations of the form v → v + (∇ ×
B)/φ2, where B(q, t) is an arbitrary, well-behaved vector field. Hence we have some freedom in
constructing v. This freedom was not present in Sec. 3.3, where the v(q, t) was defined using the
construction shown in Fig. 3.1, rather than from the continuity equation.
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satisfies











We now define a counterdiabatic Hamiltonian
ĤCD(t) =
p̂ · v̂ + v̂ · p̂
2
, v̂(t) = v(q̂, t) (3.42)
Using φ̇ + (1/2)(∇ · v)φ + v · ∇φ = 0 (which follows from Eq. 3.40), it is readily
verified that the wavefunction
ψad(q, t) = φ(q, t) e





is a solution of the Schrödinger equation i~ ∂tψad = (Ĥ0 + ĤCD)ψad.
Now let us suppose that the field v(q, t) can be chosen to be curl-free:
∇× v = 0 (3.44)
We can then introduce a function S(q, t) that satisfies
∇S = mv (3.45)















We have used both Eqs. 3.44 and 3.45 in going from Eq. 3.41 to Eq. 3.46. If we now




+ UFF = 0 (3.47)
then Eq. 3.46 implies −∇UFF = ma (compare with Eq. 3.14). It is now a matter
of algebra to verify that ψ̄ ≡ φeiαeiS/~ obeys the Schrödinger equation i~ ∂tψ̄ =
(Ĥ0 + ÛFF )ψ̄. Since S(q, t) is a constant outside the interval 0 < t < τ , we see
that the addition of the fast-forward potential UFF causes the chosen eigenstate
of the initial Hamiltonian to evolve to the corresponding eigenstate of the final
Hamiltonian.
As in the one-dimensional case, divergences in v(q, t) may arise whenever φ(q, t) =
0, potentially causing the method to break down for excited eigenstates. This issue
deserves further exploration.
3.9 Summary
We have developed a framework for constructing counterdiabatic and fast-
forward shortcuts for quantum systems. This framework is organized around velocity
and acceleration flow fields v(q, t) and a(q, t), which describe the time-dependence
of the desired adiabatic evolution. Once the flow fields have been determined, the
shortcuts are given by simple expressions involving these fields (Eqs. 3.11, 3.14).
The flow-fields can be pictured in terms of the evolution of a “picket fence” of lines
(Figs. 3.1) that glide around as time is varied parametrically. The fields v and a are
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constructed from integrated function I that define the picket fence.
As noted in Sec. 3.5, the nodes of excited energy eigenstates φ(q, t) generically
pose a problem for our method, as they do for the fast-forward approach in general.
The divergences in v(q, t) that result from these nodes can be understood intuitively
by considering Eq. 3.27, which gives the probability flux across the ν’th node: Φν =
(v − uν)φ2. The two factors on the right represent the flow velocity relative to the
motion of the node, v−uν , and the local density, φ2. If we momentarily imagine that
φ2 is very small but non-zero at qν , then we see that v−uν must be very large in order
to “push through” a fixed probability flux – an apt analogy is water flowing through
a pipe that becomes narrow at a certain point. Thus v− uν diverges as φ2 → 0: an
infinite velocity is required to achieve a finite flux, at vanishing probability density.
When the time-dependence of φ2(q, t) is such that there is no flux of probability
across nodes, i.e. when the probability between neighboring nodes remains constant
even as the eigenstate deforms, then the flow fields v and a are non-singular and we
expect our method (and more generally the fast-forward approach [26]) to work well.
This no-flux criterion is satisfied for scale-invariant driving, as well as for the model
system studied numerically in Sec. 3.7. In the latter case the criterion is satisfied
because the potential U0(q, t) (Eq. 3.34) is symmetric about the origin. It would be
useful to identify a more generic (i.e. non-symmetric) potential and eigenstate for
which the no-flux criterion is satisfied, and to test whether our method continues
to work in that situation. This would provide a more stringent test of the no-flux
criterion than the one studied in Sec. 3.7.
Our framework connects the counterdiabatic and fast-forward approaches for
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quantum systems. The fields v(q, t) and a(q, t) provide two mathematical descrip-
tions the for same flow of probability. The former defines the counterdiabatic Hamil-
tonian ĤCD, while the latter (together with the mass, m) determines the fast-forward
potential ÛFF . It is remarkable that no other input is required to construct these
shortcuts. For the moment we lack a deeper or intuitive understanding of why this
should be the case.
This chapter presents an open problem in the development of fast-forward short-
cuts for excited states of quantum systems, when the no-flux criterion is not sat-
isfied. Our next goal is to probe into this problem. We first study an analogous
classical problem on shortcuts in the next chapter, and we extend the flow-fields
based method to classical systems. In a subsequent chapter, we will investigate if
the intuitions from classical shortcuts may help in constructing exact or approxi-
mate quantum shortcuts for excited states when the no-flux criterion is not satisfied,
at least in the semiclassical limit.
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Chapter 4: Classical shortcuts using flow-fields
4.1 Overview
For a classical system in one degree of freedom, the action variable I =
∮
p ·dq is
an adiabatic invariant [51]. As an example, when the length of a pendulum is slowly
varied, both its energy E and frequency of oscillation ω change with time, but their
ratio E/ω, which is proportional to the action, remains constant. The adiabatic
invariant can be visualized in phase space by imagining a collection of trajectories
evolving under a slowly time-dependent Hamiltonian, H0. If all initial conditions
are sampled from a single energy shell (that is, a level curve) of H0(q, p, 0), then a
snapshot of these trajectories at a later time t will find them located on a single
energy shell of H0(q, p, t), with the same action as the initial shell, as shown in
Fig. 4.1.
In this chapter, we pose and answer the following question: How can the adia-
batic invariant be preserved under nonadiabatic driving conditions? We consider a
Hamiltonian H0(q, p, t) = p
2/2m + U0(q, t) that varies at an arbitrary rate. Under
the evolution generated by this Hamiltonian, the action I(q, p, t) does not remain
constant: If at time t = 0 we launch a collection of trajectories, each with the
same initial action I0, then at later times their actions will generally differ from one
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t=0.0 t=6.0
Figure 4.1: Illustration of the classical adiabatic invariant. Fifty trajectories evolv-
ing under a slowly varying Hamiltonian are shown at an initial time (on left) and
a later time (on right). The closed curves are instantaneous energy shells – level
curves of H0 – with identical values of the action I =
∮
p · dq. Trajectories were
generated using H(q, p, t) given by Eq. 4.21, setting τ = 10.0 to achieve slow driving.
another and from the initial action. Thus under nonadiabatic driving, trajectories
wander away from the energy shell associated with the action I0. But suppose we
want these trajectories to “return home” at a specified later time τ , i.e., we demand
that the action of each trajectory be equal to I0 at t = τ , given that its action
had this value at t = 0. In this chapter we solve for the additional forces that are
required to steer the trajectories back to the action I0 at t = τ . More precisely,
we show how to construct an auxiliary fast-forward potential UFF (q, t) with the fol-
lowing property. Under the dynamics generated by the Hamiltonian H0 + UFF , all
trajectories that begin with action I0 at t = 0 will end with the same action, I0, at
t = τ . Throughout this chapter, the action I(q, p, t) is defined with respect to the
original Hamiltonian H0(q, p, t).
The motivation behind this work comes from the fact that quantum shortcuts
derived in Chap. 3 can not be applied to excited states in general. We investigate
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a classical analogous problem in shortcuts hoping that it might provide useful in-
sights for designing quantum shortcuts for excited states in the semiclassical limit.
However, in this chapter, we focus on solving a self-contained problem of general
theoretical interest in elementary classical dynamics, for which we obtain a simple
and appealing solution (Eq. 4.11). In Sec. 4.2, we set up the classical problem and
define the flow-field velocity and acceleration. We state the expressions for coun-
terdiabatic Hamiltonian and fast-forward potential in Sec. 4.3, and show that these
auxiliary fields achieve counterdiabatic and fast-forward driving respectively. We
illustrate our results in Sec. 4.4 by solving a model double well Hamiltonian numer-
ically, and conclude in Sec. 4.5. We defer the discussion on the applicability of the
results from this chapter to quantum systems in the next chapter.
4.2 Setup and definition of flow-field parameters





+ U0(q, t) , z = (q, p) (4.1)
H0 varies with time during the interval 0 ≤ t ≤ τ , but is constant outside this
interval. We assume that H0 is twice continuously differentiable with respect to
time [74], and hence both ∂H0/∂t and ∂
2H0/∂t
2 vanish at t = 0 and t = τ . In
Appendix B, we discuss how this assumption can be relaxed.
The term energy shell will denote a level curve of H0(z, t); that is, the set of all
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points where H0 takes on a particular value, E, at time t. We will assume that each
energy shell forms a simple, closed loop in phase space. The function
Ω(E, t) =
∫
dz θ [E −H0(z, t)] =
∮
E
p · dq (4.2)
is the volume of phase space enclosed by the energy shell E of H0(z, t), and the
action,
I(z, t) = Ω(H0(z, t), t), (4.3)











which will prove useful.
Let us choose an arbitrary action value I0 > 0, and define the adiabatic energy




p′ dq′ = I0. (4.5)
The adiabatic energy shell E(t) = {z|H0(z, t) = Ē(t)} is the level curve of H0(z, t)
with the value Ē(t), enclosing a phase space volume I0. Hence I(z, t) = I0 for all
z ∈ E(t). The action value I0 and the adiabatic energy Ē(t) are classical analogues
of the quantum number n and eigenenergy En(t).
At t = 0, the adiabatic energy shell E(0) defines a set of initial conditions that
form a closed loop in phase space. As trajectories evolve under H0(z, t) from these
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initial conditions, this loop evolves in time,
L(t) = {z = zt(z0)|z0 ∈ E(0)}, (4.6)
where zt(z0) indicates the trajectory that evolves under H0(z, t) from initial condi-
tions z0. If H0 varies slowly with time, then these trajectories remain close to the
adiabatic energy shell, but under more general conditions the loop L(t) strays away
from E(t) for t > 0.
We now assume that H0 varies at an arbitrary – i.e. non-adiabatic – rate, but
we continue to use the term adiabatic energy to refer to Ē(t) defined by Eq. 4.5,
for chosen value of action, I0. For a trajectory with initial action I0, we wish to
construct a counterdiabatic Hamiltonian HCD(q, p, t) and a fast-forward potential
UFF (q, t) such that: (1) if the trajectory evolves under H0 + HCD, it remains on
the adiabatic energy shell at all times, that is, I(t) = I0; and (2) if the trajectory
evolves under H0 + UFF , it returns to the adiabatic energy shell at the final time:
I(τ) = I(0) = I0. Here and below, I(t) = I(q(t), p(t), t) denotes the value of the
action function along the trajectory.
To construct these shortcuts for a given choice of I0, let




Figure 4.2: The closed red curve, with upper and lower branches ±p̄(q, t) (Eq. 4.7),
depicts the adiabatic energy shell Ē(t) in phase space. The blue vertical lines divide
Ē(t) into K  1 strips of equal phase space volume. q(S, t) is the right boundary of
the shaded region, of phase space volume S. The parametric motion of the vertical
lines defines the velocity and acceleration fields v(q, t) and a(q, t).
specify the upper branch of the adiabatic energy shell, and let




denote the volume of phase space enclosed by the adiabatic energy shell Ē(t) between
the left turning point q0(t) and a point q. The function S(q, t) can be inverted to










q(S, t) = v′v + v̇ (4.9b)
These flow fields are pictured by dividing the adiabatic energy shell into K  1
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strips enclosing equal phase space volume, delimited by lines drawn at locations
{qk(t)}; see Fig. 4.2. The fields v and a describe the motion of these lines as the
parameter t is varied: q̇k = v(qk, t) and q̈k = a(qk, t). Since ∂H0/∂t = ∂
2H0/∂t
2 = 0
at t = 0 and t = τ (see comments following Eq. 4.1) we have
v(q, 0) = v(q, τ) = 0 , a(q, 0) = a(q, τ) = 0. (4.10)
4.3 Counterdiabatic and fast-forward driving
Using the flow fields parameters defined in Eq. 4.9, we now define a counterdia-
batic Hamiltonian
HCD(q, p, t) = pv(q, t), (4.11a)
and a fast-forward potential UFF that satisfies
− ∂qUFF (q, t) = ma(q, t), (4.11b)
both of which vanish for t /∈ (0, τ). We will now demonstrate that Eqs. 4.11a and
4.11b achieves classical counterdiabatic and fast-forward driving.
Consider a point in phase space, (qn(t), pn(t)), attached to the top of the nth
line segment: pn = p̄(qn, t) (see Fig. 4.2). As the shape of the energy shell and
the locations of the line segments vary parametrically with time, this point (qn, pn)
moves in phase space, surfing the upper branch of the energy shell. This motion is
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described by the equations
q̇n = v(qn, t) , ṗn = −pnv′(qn, t) (4.12)
where the equation for ṗn is obtained by demanding that the phase space volume of
the strip between neighboring vertical lines, δSn ≡ 2pn(qn+1− qn), remain constant.
In Eq. 4.12 and throughout this chapter, dots and primes denote derivatives with
respect to t and q respectively. Eq. 4.12 also describes the motion of a point attached
to the bottom of one of the vertical lines. We easily verify that Eq. 4.12 is generated
by the Hamiltonian HCD of Eq. 4.11a. If we start with initial conditions distributed
over the energy shell E(0), and we evolve trajectories from these initial conditions
under the Hamiltonian HCD(q, p, t), then these trajectories cling to the evolving
adiabatic energy shell, with each trajectory attached to the upper or lower end of
one of the vertical line segments. Hence the flow generated by HCD preserves the
adiabatic energy shell, in the following sense: for each time step δt, this flow maps
points on E(t) to points on E(t + δt). Equivalently, the action I(z, t) is conserved













+ {I,HCD} ∀ z ∈ E(t) (4.13)





+ v(q, t) , ṗ = −U ′0(q, t)− pv′(q, t) (4.14)
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+ {I,H0}+ {I,HCD} (4.15)
Eqs. 4.4, 4.13 and 4.15 imply that İ = 0 for all z ∈ E(t). Thus the flow generated by
H0+HCD preserves the adiabatic energy shell and generates counterdiabatic driving.
This is easily understood: with each time step δt, the term HCD(z, t) generates a
flow that maps E(t) onto E(t + δt) while the term H0(z, t) generates flow parallel
to the adiabatic energy shell. As a consistency check, we can verify directly from
Hamilton’s equations that the flow generated by HCD preserves the adiabatic energy
shell (see Appendix C).
To this point, we have constructed a Hamiltonian H0 + HCD that generates
trajectories which cling to the adiabatic energy shell E(t). Along these trajectories,
I(z, t) remains constant. We now introduce a change of variables that effectively
transforms HCD(q, p, t) into the fast-forward potential UFF (q, t).
Consider the evolution of the observables
Q(q, p, t) = q , P (q, p, t) = p+mv(q, t) (4.16)









= −U ′0(Q, t) +ma(Q, t) (4.17)
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using Eq. 4.9. Eq. 4.17 is generated by the Hamiltonian
HFF(Z, t) = H0(Z, t) + UFF (Q, t) (4.18)
where Z = (Q,P ) and UFF satisfies Eq. 4.11b. Thus Eq. 4.16 defines a time-
dependent transformation Mt : z → Z, which maps any trajectory z(t) evolving
under H0 + HCD to a counterpart trajectory Z(t) evolving under HFF(Z, t). Now
consider specifically a trajectory z(t) that evolves, under H0 + HCD, from initial
conditions on the adiabatic energy shell E(0). As we have already seen, this tra-
jectory remains on the adiabatic energy shell E(t) for all times t ∈ [0, τ ]. Under
the mapping Mt, its image Z(t) (which evolves under HFF) is displaced along the
momentum axis by an amount mv(q, t) (Eq. 4.16). By Eq. 4.10, Z(t) begins and
ends on the adiabatic energy shell: Z(0) ∈ E(0), Z(τ) ∈ E(τ). This is precisely the
fast-forward driving, which concludes our proof.
Consider the loop
LFF(t) = {z = zFFt (z0)|z0 ∈ E(0)} (4.19)
which evolves in phase space under HFF. The results of the previous paragraph can
be written compactly as follows:
Mt : E(t)→ LFF(t). (4.20)
At any time t, LFF(t) is the image of E(t) under the transformation defined by
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Figure 4.3: A snapshot, at t = τ/2, of 100 trajectories evolving under HFF(z, t) using
a rapid protocol, with τ = 0.2 (see text). The closed black loop is the adiabatic
energy shell E(t), and the red loop above it is constructed by displacing each point
on the lower loop by an amount mv(q, t) along the p-axis. As predicted by Eq. 4.20,
the trajectories coincide with the red loop.
Eq. 4.16 (see Fig. 4.3). This result implies that the function J(q, p, t) ≡ I(q, p −
mv(q, t), t) is a local dynamical invariant. That is, if a trajectory z(t) is launched
from the energy shell E(0) and then evolves under HFF, then the value of J is
conserved along this trajectory: J(z(t), t) = I0. For consistency, we can verify
directly from Hamilton’s equations that dJ/dt = 0 for any point z ∈ LFF (see
Appendix D).
4.4 Numerical example




+ q4 − 16q2 + λ(t)q (4.21a)
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with
λ(t) = 4 cos(πt/τ)[5− cos(2πt/τ)] (4.21b)
This Hamiltonian describes a particle in a double-well potential, with a linear contri-
bution whose slope λ(t) evolves from +16 at t = 0, to −16 at t = τ , with λ̇ = λ̈ = 0
at initial and final times. As illustrated in Fig. 4.1, when τ = 10.0 the driving
is sufficiently slow for the adiabatic invariant to be conserved with high accuracy.
For the simulations described in the following paragraph, we set τ = 1.0 to obtain
non-adiabatic driving.
We considered an initial adiabatic energy shell E(0) with energy Ē(0) = 50.0,
which corresponds to I0 = 214.035. We numerically determined the fields v(q, t) and
a(q, t) and constructed UFF(q, t) according to Eq. 4.11b. We then generated fifty
initial conditions on the energy shell E(0), shown in Fig. 4.4(a), and we performed
two sets of simulations. In the first set, trajectories were evolved from these initial
conditions under H(z, t). In the second set, trajectories were evolved from the same
initial conditions under the Hamiltonian HFF = H+UFF. In the absence of the fast-
forward potential UFF, the trajectories belonging to the first set have final actions
I(z, τ) that span a range of values, as seen in Fig. 4.4(b). By contrast, the addition
of UFF guides the second set of trajectories back to the adiabatic energy shell E(τ),
where each trajectory ends with I(z, τ) = I0; see Fig. 4.4(c). Note, however, that
while the initial conditions in Fig. 4.4(a) are spaced uniformly with respect to the
microcanonical measure, this is not the case for the final conditions in Fig. 4.4(c).
As discussed in the Appendix E, this non-uniformity is due to the fact that UFF(q, t)
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Figure 4.4: Initial (a) and final (b,c) conditions for trajectories launched from a sin-
gle energy shell E(0). The trajectories in panel (b) evolved under H(z, t) (Eq. 4.21),
while those in panel (c) evolved under HFF = H + UFF, with τ = 1.0. The solid
black curves show the adiabatic energy shell E(t) at initial and final times.
depends on the choice of I0. The variation of U(q, t) and UFF (q, t) with q is shown
in Fig. 4.5 with solid magenta curves and dashed blue curves respectively for times
t = 0.2, 0.5 and 0.8.
We also performed simulations with a shorter duration, τ = 0.2. After con-
structing UFF(q, t) for this faster protocol, we simulated fifty trajectories evolving
under HFF = H + UFF, using the initial conditions in Fig. 4.4(a). Fig. 4.3 depicts a
snapshot of these trajectories at t = τ/2. The two closed curves show the adiabatic




















(c) t = 0.8
q
Figure 4.5: A plot of U0(q, t) and UFF (q, t) is shown in sold magenta and dashed
blue curves respectively. UFF (q, t) is non-zero only in the interval 0 ≤ t ≤ τ .
Shortly after t = 0, UFF (q, t) has a positive value to the left of origin and a negative
value to the right of origin, which ensures that the particles from the left well are
appropriately pushed towards the right well. Thereafter, the value of UFF (q, t) to
the right of the origin begins to increase such that at t = τ/2 = 0.5, an attractive
well is formed. Beyond t = 0.5, UFF (q, t) starts to decrease to the left of the origin,
and finally it monotonically goes to zero at t = τ .
This figure confirms Eq. 4.20: the trajectories evolving under HFF = H + UFF are
located on a loop LFF(t) that is obtained by “shearing” the instantaneous energy
shell E(t) along the momentum axis, by an amount mv(q, t).
For scale invariant driving [34], we consider the classical analogus Hamiltonian
from Eq. 3.28. The flow-field velocity is given by Eq. 3.30, and subsequently the
fast-forward potential is the classical analogue of Eq. 3.33b which does not depend
on I0 [34]. In this rather special case, every trajectory evolving under HFF returns
to its adiabatic energy shell at t = τ , J(z, t) is a global dynamical invariant – it is
the Lewis-Riesenfeld invariant [75,76] – and microcanonical initial distributions are
mapped to microcanonical final distributions.
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4.5 Summary
Adiabatic invariants enjoy a distinguished history in quantum and classical me-
chanics [77], but the problem of how to achieve adiabatic invariance under non-
adiabatic conditions has gained attention only recently. Here we have shown how
to construct a potential UFF(q, t) that guides trajectories launched from a given
energy shell of an initial Hamiltonian to the corresponding energy shell of the final
Hamiltonian, so that the initial and final values of action are identical for every
trajectory.
The results presented in this chapter effectively extend the flow-fields based
method introduced in Chap. 3 to classical systems. The numerical illustrations show
that trajectories distributed uniformly over an initial energy shell, under fast-forward
driving, end up on the final energy shell which preserves the action. However the
initial uniform distribution is not preserved. These results may offer an alternative
approach to solve for quantum shortcuts to adiabaticity, which could overcome the
problem that arises due to nodes discussed in Sec. 3.5. The classical fast-forward
potential evaluated in this chapter, when quantized, may lead to the quantum fast-
forward potential. The classical potential is free from singularities, and for large
n the Correspondence Principle suggests that evolution under Ĥ + Û
(n)
FF will cause
the initial eigenstate φn(q, 0) to evolve to the final eigenstate φn(q, τ). This will be
investigated in the next chapter.
The counterdiabatic Hamiltonian Eq. 4.11a generated by the flow-fields ap-
proach can be compared to the approaches in Refs. [25, 52, 54]. In both cases, the
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classical action I(z, t) is preserved along the entire trajectory. However, a crucial
difference lies in the fact that the counterdiabatic Hamiltonians from the previous
approaches are independent of the initial energy of the system, but the counterdia-
batic Hamiltonian obtained from the flow-fields method depends on the choice of the
initial energy shell (except for scale invariant driving). The quantum counterpart of
the classical Hamiltonian obtained in this chapter can be compared to the previous
results from Refs. [22, 24], where the quantum eigenstate |n(t)〉 is preserved along
the entire trajectory. We will discuss this in the next chapter.
It is natural to ask whether our results can be applied to systems with d > 1
degrees of freedom. In certain situations of experimental relevance, such as ultra-
cold gases in optical lattices, a separation of variables reduces a three-dimensional
problem to an effectively one-dimensional one [11,78], providing a potential platform
to test our predictions. More generally, the distinction between integrable, chaotic,
and mixed phase space systems becomes crucial for d-dimensional systems [79]. For
integrable systems, the transformation to action-angle variables [51] may provide a
useful first step to extending our results, but for chaotic or mixed systems the task
is likely to be more challenging.
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Chapter 5: Quantum shortcuts for excited states
5.1 Overview
We now focus on obtaining shortcuts – that is deriving a counterdiabatic Hamil-
tonian and a fast-forward potential – for a quantum system initialized in an excited
energy state. We particularly study the case of an arbitrary driving protocol where
the no-flux criterion is not satisfied, and therefore Eqs. 3.11 and 3.14 cannot yield ex-
act shortcuts due to the divergences associated with eigenstate, see Sec. 3.5. In this
chapter, we analyze the semiclassical limit of a quantum excited state, and investi-
gate whether classical shortcuts from Chap. 4 provide useful insights for obtaining
quantum shortcuts for excited states.
We start this chapter by making a comparison of the flow-fields method for
quantum and classical systems – as discussed in Chapters 3 and 4 – in Sec. 5.2. We
find that the classical and quantum flow-fields do not match in the semi-classical
limit. Therefore, the quantum counterpart of a classical shortcut is not the exact
quantum shortcut. In Sec. 5.3, we carry out a semiclassical analysis of an energy
eigenfunction. Following our analysis, we hypothesize that the classical auxiliary
fields – both the counterdiabatic Hamiltonian and the fast-forward potential – from
Chap. 4 should be able to produce a quantum shortcut to a very good approxi-
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mation. We test this hypothesis numerically for a model system in Sec. 5.4. We
numerically solve the time-dependent Schrödinger equation for a quantum system
which is evolving under ÛFF – the quantum counterpart of Eq. 4.1, and test the
accuracy with which the quantum counterpart of the classical fast-forward potential
of Eq. 4.11b achieves quantum fast-forward driving. In Sec. 5.5, we analyze the final
distribution on the classical energy shell and combine it with the numerical results of
Sec. 5.4 to quantitatively establish the relationship between the classical and quan-
tum shortcut. In Sec. 5.6, we analytically argue that the accuracy of the quantum
fast-forward driving illustrated in Sec. 5.4 will be reflected in the counterdiabatic
driving as well, i.e., the quantum counterpart of the classical counterdiabatic Hamil-
tonian (Eq. 4.11a) will make an excited state track its adiabatic path to a very good
approximation. We present concluding remarks in Sec. 5.7.
5.2 Comparison of quantum and classical flow-fields
As proposed in Ref. [25] and illustrated in Chap. 2, a classical counterdiabatic
Hamiltonian emerges when the right side of Eq. 1.9 is evaluated in the semiclassical
limit. Similarly, it is natural to speculate that the classical shortcuts of Chap. 4
are the semiclassical limit of the quantum shortcuts of Chap. 3. In that case the
close similarity between Eqs. 4.11a, 4.11b and Eqs. 3.11, 3.14 would simply reflect
the Correspondence Principle. In the following paragraph we address this issue by
asking whether the flow fields v(q, t) and a(q, t) defined in Chap. 4 emerge from
those of Chap. 3 in the semiclassical limit (~ → 0). We will temporarily use the
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superscript Q (for “quantum”) to denote certain quantities defined in Chap. 3, SC
to denote their semiclassical limits, and C to denote quantities defined in Chap. 4.
When we consider the semiclassical limit of the field vQ(q, t) (Eq.3.7), we imme-
diately run into a difficulty: the divergences discussed in Sec. 3.5 proliferate in this
limit, as the number of nodes of φ becomes large. This proliferation of divergences
(nodes) arises from the rapid spatial oscillations of high-lying eigenstates φ(q, t). To
obtain a non-singular velocity field, we replace the oscillatory probability density
φ2 (used to construct vQ) by a locally averaged counterpart, φ2, that smooths over
these oscillations. The semiclassical limit of φ2 is the microcanonical probability
distribution, projected from phase space onto the coordinate axis [2]:
lim
~→0
φ2(q, t) = µ(q, t) ∝
∫








µ(q′, t) dq′. (5.2)
We use this function to define vSC = −∂tISC/∂qISC , which is free of divergences and
can be viewed as the semiclassical limit of vQ = −∂tIQ/∂qIQ (Eq. 3.7). Comparing
vSC(q, t) with the field vC(q, t) defined by Eq. 4.9a, we see that while one is con-
structed from the integrated microcanonical distribution ISC =
∫ q
µ dq′, the other
is constructed in terms of the phase space enclosed by the energy shell, S =
∫ q
p̄ dq′.
Therefore, in general, the two fields differ: vSC 6= vC . We conclude that Eq. 4.11a
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should not be viewed as the semiclassical limit of Eq. 3.11. Similar comments apply
to the acceleration field a(q, t).
We summarize the situation as follows: while the flow fields v and a are defined
similarly in the quantum and classical cases (compare Figs. 3.1 and 4.2), and while
the construction of counterdiabatic and fast-forward terms from the flow fields is
essentially identical in the two cases, the Correspondence Principle does not provide
an adequate explanation for this striking similarity. We also note that scale-invariant
driving (Eq. 3.28) provides an exception to this general conclusion: in that case the
quantum and classical flow fields are in fact identical [34,56].
As a final item of semiclassical comparison, let us consider trajectories evolving
under the classical Hamiltonian H0 +UFF , with initial conditions sampled from the
adiabatic energy shell (Fig. 4.4). It was shown in Ref. [56] that the function
J(q, p, t) = I(q, p−mv(q, t), t) (5.3)
remains constant along these trajectories: J(t) = I0 for all t. This is illustrated in
Fig. 4.3, where the thick red curve is obtained by “boosting” the thin black curve –
the adiabatic energy shell – by an amount mv(q, t) along the momentum direction.
Now consider the fast-forward wavefunction ψ̄ = φ eiα eiS/~ (Eq. 3.20) evolving under
Ĥ0 + ÛFF . Let us approximate the eigenstate φ(q, t) by the semiclassical form [2]
φ = A+e
+(i/~)
∫ q p̄ dq′ + A−e−(i/~) ∫ q p̄ dq′ (5.4)
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where |A±(q, t)| ∝
√
1/p̄. The terms on the right side of Eq. 5.4 represent a right-
moving wave train and a left-moving wave train, with local momenta corresponding
to the upper and lower branches ±p̄ of the adiabatic energy shell (Fig. 4.2). Then
for the fast-forward wavefunction we get
ψ̄ = φ eiα eiS/~ = A+e
iα e(i/~)
∫ q(p̄+mv) dq′ + A−eiα e(i/~) ∫ q(−p̄+mv) dq′ (5.5)
since S =
∫ q
mv dq′ (Eq. 3.15). The terms in Eq. 5.5 are wave trains with local
momenta ±p̄ + mv. Thus the fast-forward wavefunction ψ̄ is represented, in the
semiclassical sense, by a “boosted” adiabatic energy shell similar to the one shown
as a thick red curve in Fig. 4.3. Although this interpretation provides a neat corre-
spondence between the quantum and classical fast-forward methods, it should not be
taken too literally, since the fast-forward method of Chap. 3 generally applies only
to the ground state (as discussed earlier), where the semiclassical approximation
(Eq. 5.4) is not generally accurate.
5.3 Auxiliary fields for excited states
Motivated by the need to obtain experimentally implementable shortcuts for
general, i.e., non scale-invariant systems, we proceed to find ĤCD(t) and UFF (q̂, t)
for excited states. Note that ÛFF (t) due to its local nature is more practical for
experimental purposes compared to ĤCD(t) which has a non-local behaviour. In
Chaps. 3 and 4, we have shown that it is straightforward to obtain ÛFF (t) once a
counterdiabatic Hamiltonian of the form ĤCD(t) ∝ p̂v̂ + v̂p̂ is obtained. The coun-
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terdiabatic Hamiltonian ĤCD(t) produces an appropriate non-linear stretching in an
energy eigenfunction in order to drive it through the adiabatic path, as described in
Sec. 3.3. However a quantum flow-field velocity v(q̂, t) cannot be obtained for ex-
cited states due to the presence of nodes, see Sec. 3.5. Therefore we cannot obtain
a perfect counterdiabatic Hamiltonian of the form ĤCD(t) ∝ p̂v̂ + v̂p̂ for excited
states. Based on the quantum-classical correspondence principle, we anticipate that
in the semiclassical limit, the classical velocity v(q, t) may lead to an approximate
expression for a quantum velocity v(q̂, t) which does not suffer from divergences. As
a result we might obtain approximate expressions for ĤCD(t) and UFF (q̂, t) in the
semiclassical limit.
In the semiclassical limit, an energy eigenfunction of a Hamiltonian H0(t) be
expressed in terms of an amplitude and a phase as shown in Eq. 5.4. The semiclas-
sical eigenfunction has a a natural interpretation in terms of the classical energy
shell in phase space whose energy corresponds to the quantum energy eigenvalue as
discussed in Sec. 5.2. The phase
∫
p̄dq is half of S(q, t) defined in Eq. 4.8 (not to be
confused with S =
∫ q
mv dq′, (Eq. 3.15)), and the amplitude denotes a microcanon-
ical probability distribution on this energy shell as shown in Eq. 5.1.
Consider the eigenvalue equation, H0|φ〉 = E|φ〉, (Eq. 3.3), for a high lying state








(Eq. 3.4). For an ideal ĤCD(t) ∝ p̂v̂+ v̂p̂ which would carry out perfect counterdia-
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(p̂v̂ + v̂p̂)|φ〉 = i~∂|φ〉
∂t
. (5.6)
Substituting Eq. 5.4 in Eq. 5.6 and separating the real and the imaginary parts of
the equation, we get
∂tS + v∂qS = 0, and (5.7a)




or equivalently ∂tρ+ ∂q(vρ) = 0 (5.7b)
respectively. Note that since we are considering a kinetic plus potential type of
Hamiltonian, the energy shell in phase space is symmetric about the q-axis. Defining
ρ as ρ = |A±(q, t)|2 ∝ 1/p̄, leads to Eq. 5.7b. A perfect velocity v(q, t) must satisfy
both the conditions of Eq. 5.7. While Eq. 5.7a describes the deformation of the
energy shell, Eq. 5.7b describes the deformation of the microcanonical distribution
in space. Except for the special case of scale-invariant driving where the topology
of the system is preserved throughout the evolution, there is no reason why a single
function v(q, t) should satisfy both the conditions in Eqs. 5.7 simultaneously. This
means that for a generic system, we cannot find a perfect v(q, t). This deduction
derived from a semiclassical analysis of |ψad〉 aligns with the deduction made in
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Figure 5.1: A schematic plot of φ(q) vs. q is presented at times t and t + δt,
represented by dashed and solid curves respectively. The n’th node q̄n is shown at
times t and t + δt. The wavefunction ψ(q, t) evolving under Ĥ0 + ĤCD should be
guided by the auxiliary term in a way that ψ(q̄n, t) = φ(q̄n, t) is satisfied for every
node at every instant, i.e., the nodes of φ(q, t) and ψ(q, t) should align at every
instant.
Sec. 3.5, although the analysis carried out to reach the deduction are different. We
now focus on deriving a function v(q, t) which satisfies at least one of the conditions
of Eq. 5.7. Since the quantum number is the quantum adiabatic invariant, Eq. 5.7a,
which is an equation dependent on the energy shell (instead of the distribution on
the shell), gains priority and we focus on obtaining a v(q, t) that satisfies Eq. 5.7a.
We expect that v(q, t), should be able to move the nodes of the wavefunction ψ(q, t)
evolving under Ĥ0 + ĤCD appropriately such that they align with the nodes of the
instantaneous eigenfunction φ(q, t). If q̄n(t) denotes the position of the n’th node
of φ(q, t), then the relation ψ(q̄n, t) = φ(q̄n, t) is desired at every instant for all the
nodes. Since the v(q, t) we look for need not satisfy Eq. 5.7b, we anticipate that
the amplitude of ψ(q, t) need not overlap with the amplitude of ψad(q, t). A close
97
inspection of Eq. 5.7a indicates that it is identical to Eq. 4.9a which defines the
classical flow-field velocity v(q, t). We therefore hypothesize that the classical flow-
field velocity and the resulting classical auxiliary fields, upon quantization, will lead
to counterdiabatic and fast-forward driving to a very good approximation.
We can also arrive at the hypothesis stated above by carrying out a slightly
different analysis of the semiclassical eigenfunction. As the quantum number of
the semiclassical wavefunction is related more closely with the equivalent classical
energy shell than with the distribution on it, we look for ĤCD, or equivalently
a v(q, t) which drives the phase appropriately. Driving the phase of the evolving
wavefunction |ψ(t)〉 in conjunction with the phase of |φ(t)〉 is equivalent to driving
|ψ〉 in such a way that at every instant its nodes move appropriately and coincide
with the nodes of |φ〉. The auxiliary fields should therefore preserve the following
relation for every set of consecutive nodes, see Fig. 5.1:
p̄(qn̄)(qn+1 − qn) = p̄(qn̄)δq ' π~. (5.8)
This condition is similar to the Bohr-Sommerfeld quantization condition. The quan-
tity π~ on the right side was obtained from Eq. 5.4 upon using |A±| ∝
√
1/p̄, and
combining the two terms to obtain a cosine term. Eq. 5.8 equivalent to demand-
ing that the action of the classical energy shell, whose energy corresponds to the
energy of the quantum eigenstate should be preserved. The problem of preserv-
ing the classical action has been addressed in Chap. 4 and Eqs. 4.11 provide the
solution. We therefore arrive at the same hypothesis that the classical flow-field
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velocity and the resulting classical auxiliary fields, upon quantization, should lead
to counterdiabatic and fast-forward driving to a very good approximation. We test
this hypothesis numerically in the next section.
5.4 Numerical illustration
We now test the hypothesis proposed in the previous section by using the ex-
ample of a model double-well Hamiltonian. We use the quantized counterpart Ĥ0(t)
of the classical model Hamiltonian H0(t), defined in Eq. 4.21. Unless specified oth-
erwise, the mass of the particle m and Planck’s reduced constant ~ are set to unity.
In this section, we initialize the system in an energy eigenstate of Ĥ0(t) and com-
pare the final states obtained numerically after subjectng it to the following two
evolutions governed by time-dependent Schrödinger equation – one under the bare
Hamiltonian Ĥ0(t), and the other under the full Hamiltonian Ĥ0(t) + UFF (q̂, t).
The quantum fast-forward potential UFF (q̂, t) was obtained by quantizing the clas-
sical fast-forward potential UFF (q, t), which was in turn numerically obtained upon
implementing Eq. 4.11b.
We start by describing how to obtain the n’th energy eigenstate |φn〉 numerically.
We first rewrite Ĥ0(t) as a sum of a harmonic-oscillator Hamiltonian ĤHO(t) and a
99

























= ĤHO(t) + U(q̂, t). (5.9)
We drop the time argument in the remainder of the paragraph as we are only
interested in the eigenfunction φn(q, t) at the initial time t = 0. We choose ω = 2
for our analysis. Let the eigenstates of ĤHO be represented by Greek letters, such as
|α〉, |β〉, etc. The matrix representation of Ĥ0 in the basis of ĤHO can be obtained

























6β2 + 6β + 3 α = β√
β(β − 1)(β − 2)(β − 3) α = β − 2
(4β − 2)
√





Figure 5.2: A plot of pn(t) = |〈φn(t)|ψ(t)〉|2 vs. n is presented at the initial time
t = 0. The system is initialized in the 35th energy eigenstate, which is depicted by







2β + 1 α = β√
β(β − 1) α = β − 2
0 otherwise
, (5.13)
where η = 16 +ω2/2. In the equations above, we have assumed α ≤ β and obtained
the upper triangular elements. Since Ĥ0 is Hermitian, the relation H0,αβ = H0,βα
enables us to obtain the remaining elements. The Hamiltonian matrix can then be






where the coefficients cn,α are the elements of the n’th eigenvector.
The results below are presented for the 35’th energy eigenstate, corresponding
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t=τ/2
(a) Plot of pn(t) = |〈φn(t)|ψ(t)〉|2 vs. n at time t = τ/2 for evolution
under Ĥ0(t).
t=τ
(b) Plot of pn(t) = |〈φn(t)|ψ(t)〉|2 vs. n at the final time t = τ for
evolution under Ĥ0(t).
Figure 5.3: The plots above depict the overlap between the wavefunction |ψ(t)〉
as it evolves under Ĥ0(t) (defined in Eq. 5.9), and the instantaneous energy eigen-
functions |φn(t)〉 for 0 ≤ n ≤ 70. The system is initialized in the 35’th eigenstate,
|ψ(0)〉 ≡ |φn(t)〉. The system is in a superposition of instantaneous eigenstates at an
intermediate time as well as at the final time. The system has developed excitations
during the evolution and is unable to reach the final adiabatic state at t = τ . This
final state is analogous to the classical final state where the trajectories do not end
on the desired energy shell, see Fig. 4.4(b).
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t=τ/2
(a) Plot of pn(t) = |〈φn(t)|ψ(t)〉|2 vs. n at time t = τ/2 for evolution
under Ĥ0(t) + UFF (q̂, t).
t=τ
(b) Plot of pn(t) = |〈φn(t)|ψ(t)〉|2 vs. n at the final time t = τ for
evolution under Ĥ0(t) + UFF (q̂, t).
Figure 5.4: Same as Fig. 5.3, except that the system evolves under Ĥ0(t)+UFF (q̂, t),
where UFF (q̂, t) is the quantized counterpart of the classical fast-forward potential
UFF (q, t) which is obtained numerically from Eq. 4.11b. The system is in a superpo-
sition of instantaneous eigenstates at an intermediate time, but it reaches the desired
final state at t = τ with high accuracy. At the final time, |ψ(τ)〉 has a 90% overlap
with |φ35(τ)〉, i.e., p35 = 0.90. The combined probability p34 + p35 + p36 = 0.98.
Fig. 5.4(b) is analogous to the classical final state where the trajectories end on





(a) Plot of the final distribution of classical trajectories on the energy shell
for E = 51.76, when fifty uniformly distributed initial trajectories evolve
under the analogous classical Hamiltonian H0(t) + UFF (q, t).
t=τ
(b) Plot of pn(t) = |〈φn(t)|ψ(t)〉|2 vs. n at time t = τ . The system is
initialized in |ψ(0)〉 ≡ |φ35(0)〉 and evolves under Ĥ0(t) + UFF (q̂, t).
Figure 5.5: The final distribution of classical trajectories is non-uniform as depicted
in the phase-space plot. This non-uniformity is reflected in the quantum evolution
as depicted in the plot of pn(τ) = |〈φn(τ)|ψ(τ)〉|2 vs. n (same as Fig. 5.4(b)). The




(a) Plot of the final distribution of classical trajectories on the energy shell
for E = 25.08, when fifty uniformly distributed initial trajectories evolve
under the analogous classical Hamiltonian H0(t) + UFF (q, t).
t=τ
(b) Plot of pn(t) = |〈φn(t)|ψ(t)〉|2 vs. n at time t = τ . The system is
initialized in |ψ(0)〉 ≡ |φ28(0)〉 and evolves under Ĥ0(t) + UFF (q̂, t).
Figure 5.6: Same as Fig. 5.6, except E = 25.08 and n = 28. The final classical
distribution has a higher degree of non-uniformity compared to Fig. 5.5(a), which is
reflected in the quantum evolution. In Fig. 5.6(b), the peak value is p28(τ) = 0.62,
and sideband excitations are more prominent compared to Fig. 5.5(b).
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to an initial eigenvalue E = 51.76. The time-dependent parameter λ(t) varied from
−16 to +16 over a time τ = 1.0 according to Eq. 4.21b, which resulted in a non-
adiabatic driving of the Hamiltonian. The initial energy eigenfunction was subjected
to two different evolutions – one under time-dependent Schrödinger equation with
the bare Hamiltonian Ĥ0(t), and the other with Ĥ0(t) + UFF (q̂, t). The numerical
methods used to evolve the quantum and classical systems are specified in Secs. 4.4
and 3.7 respectively. Figs. 5.2 - 5.4 plot the probability pn(t) = |〈φn(t)|ψ(t)〉|2, which
quantifies the overlap between the evolving wavefunction |ψ(t)〉 and the instanta-
neous eigenfunction |φn(t)〉. At t = 0, ψ(0) ≡ φ35(0) which means pn(0) = 1 for
n = 35 and vanishes for all other values of n, as illustrated in Fig. 5.2. Figs. 5.3(a)
and 5.4(a) plots pn(t) at an intermediate time t = τ/2 = 0.5. It can be seen that
the evolving wavefunction |ψ(t)〉 is in a superposition of the instantaneous eigen-
functions |φn(t)〉 for both the evolution protocols. The plots pn(t) at the final time
t = τ = 1.0 are illustrated in Figs. 5.3(b) and 5.4(b). Fig. 5.3(b) indicates that the
final state |ψ(τ)〉 which evolves under Ĥ0(t) is in a superposition of eigenfunctions
having undergone excitations during the evolution. On the other hand, as seen in
Fig. 5.4(b), the final state |ψ(τ)〉 which has evolved under Ĥ0(t) + UFF (q̂, t) is very
close to the 35’th eigenfunction φ35(τ). At the final time, UFF (q̂, t) produces a peak
at n = 35 with p35(τ) = 0.90 indicating that it achieves fast-forward driving with a
high accuracy by supressing excitations. The combined probability of the peak and
the immediate sidebands yield p34(τ) + p35(τ) + p36(τ) = 0.98.
Several other initial conditions were tested and it was verified that the composite
Hamiltonian Ĥ0(t) + UFF (q̂, t) always outperformed the bare Hamiltonian Ĥ0(t)
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in supressing excitations. The numerical results support our hypothesis that the
quantized counterpart of a classical fast-forward potential can achieve quantum
fast-forward driving with a high accuracy. It was also observed that the degree of
accuracy achieved by the quantum fast-forward potential UFF (q̂, t) is directly related
to the degree of uniformity in the final distribution of trajectories achieved by the
analogous classical fast-forward potential UFF (q, t). This is illustrated in Figs. 5.5
and 5.6, where the system is initialized in n = 35 and n = 28 with a corresponding
value of E = 51.76 and E = 25.08 respectively. The evolution protocol is same
as specified in the previous paragraph. The degree of non-uniformity of the final
distribution of classical trajectories is lower in Fig. 5.5(a) than in Fig. 5.6(a). This is
reflected in the quantum evolution as seen in Figs. 5.5(b) and 5.6(b). The sidebands
for n = 28 are significantly more prominent than for n = 35. For the quantum state
initialized in n = 28, p28(τ) = 0.62 and p27(τ) + p28(τ) + p29(τ) = 0.77.
5.5 Semiclassical analysis of quantum peaks and final classical dis-
tribution
In this section, we will show that the numerical peaks obtained in the previ-
ous section can be determined quantitatively by analyzing the final distribution on
the classical energy shell (from Sec. 4.4), and relating it to the semiclassical repre-
sentation ψSC,E(q, τ) of the final state |ψ(τ)〉 which has evolved under fast-forward
driving. We assume throughout this section that ψSC,E(q, t) is initialized in the n’th
energy eigenstate of Ĥ0, and evolves under Ĥ0 + ÛFF during the interval 0 ≤ t ≤ τ .
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Here, Ĥ0 and ÛFF are obtained by quantizing Eqs. 4.1 and 4.11b respectively. Let
ψSC,k(q, t) denote the semiclassical wavefunction of the k’th energy eigenstate of
Ĥ0. Let ρMC,k(q, τ) denote the microcanonical distribution on the final energy shell
whose energy corresponds to the k’th quantum level. For a classical system starting
initialized in a microcanonical distribution on an energy shell and evolving under
H0 +UFF , let ρE(q, τ) denote the final distribution on the classical energy shell. For





where the intergral is carried out on an energy shell whose energy is equal to the
k’th energy eigenvalue of Ĥ0. The wavefunctions ψSC,k and ψSC,E can be expressed
respectively as



























where the subscripts ‘+’ and ‘−’ corresponds to the upper and lower branch of the
energy shell, the functional dependences have been dropped. The amplitudes are
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The overlap between ψSC,k(q, τ) and ψSC,E(q, τ) can be calculated as shown below.
We show the analysis only for the upper branch of a classical energy shell and drop
the functional dependences. The analysis for the lower branch follows the exact











where qL and qR denote the left and right turning points respectively. The Taylor
expansion of S̄(q, In) is carried out to obtain
S̄(q, In) = S̄(q, Ik) +
∂S̄
∂I
(In − Ik) + . . .
= S̄(q, Ik) + (n− k)~θ +O(~2), (5.20)
where θ = ∂S̄/∂I is the angle variable and the Bohr-Sommerfeld quantization re-
lation, In = (n + 1/2)~, has been used for simplication. By applying a change of









where ÃE,+ is the representation of AE,+ in the angle coordinates and the following
transformations have been made:
dq → dθ, (5.22a)
qL → 0, (5.22b)





and A2E,+dq → Ã2E,+dθ. (5.22e)
Note that Eqs. 5.22d and 5.22e are obtained by equating the fractional probability
of final trajectories in an infinitesimal region of the energy shell. Note that Eq. 5.21
indicates that the numerical peaks of Sec. 5.4 are related to the Fourier transform
of the final classical distribution expressed in the angle coordinates. The quantum
superposition pn(τ) = |〈φn(τ)|ψ(τ)〉|2, of the final state |ψ(τ)〉 which has evolved
under fast-forward driving, and the energy eigenfunctions |φn(τ)〉 is plotted as a bar-
graph, while |〈ψSC,n|ψSC,E〉|2 (Eq. 5.21) is depicted by blue dots in Fig. 5.7. The
blue dots, which are derived from the classical final distribution overlap perfectly
with the bars, which result from the quantum fast-forward evolution under time-
dependent Schrödinger equation. The semiclassical analysis clearly establishes a




Figure 5.7: A plot of pn(t) = |〈φn(t)|ψ(t)〉|2 vs. n is presented at the initial time
t = 0. The system is initialized in the 35th energy eigenstate, which is depicted by
the single peak at n = 35 with p35(t = 0) = 1.0.
5.6 Relating counterdiabatic and fast-forward driving
We have numerically shown in Sec. 5.4 that the quantum counterpart of the
classical fast-forward potential (Eq. 4.11b) leads to quantum fast-forward driving
with a high accuracy. Given this result, we can analytically show that the quan-
tum counterpart of the classical counterdiabatic Hamiltonian (Eq. 4.11a) leads to
quantum counterdiabatic driving with the same level of accuracy. In this section we
prove the following statement: If a wavefunction ψFF satisfies the time-dependent
Schrödinger equation
[
Ĥ0(t) + UFF (q̂, t)
]





then, the wavefunction ψCD related to ψFF as














In the statement above UFF (q̂, t) is obtained by quantizing Eq. 4.11b and ĤCD(t) is




(p̂v̂ + v̂p̂) , (5.26)
where v̂ is the quantum counterpart of Eq. 4.9a. The function S(q, t) (not to be
confused with S of Eq. 4.8) is determined by solving the equation
∂qS(q, t) = mv(q, t). (5.27)
We also provide numerical evidence to show that the wavefunction evolving under[
Ĥ0(t) + ĤCD(t)
]
will follow the adiabatic path with a high accuracy.
To show that Eq. 5.23 implies Eq. 5.25, we start by substituting Eq. 5.24 in
Eq. 5.25 and then simplify the left and right sides of the equation. Henceforth, we













































































































After equating the left and right sides of Eq. 5.29, we separate the real and















































respectively. The term in the parenthesis of Eq. 5.30 is only a function of time as
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shown below. We start from the definition of the flow-field acceleration, Eq. 4.9b
and use Eqs. 5.27 and 4.11b for simplication.
a = v∂qv + ∂tv
























Since Eq. 5.27 defines S upto an arbitrary function of time, we can exploit this
freedom to choose an S such that the the right side of Eq. 5.30 vanishes. Eq. 5.27
also implies that the terms in the parenthesis on the right side of Eq. 5.31 vanish.
This concludes our proof.
We have shown that if a wavefunction ψFF satisfies Eq. 5.23, then a wavefunc-
tion ψCD related to ψFF by Eq. 5.24 satisfies Eq. 5.25. In other words, once we
numerically establish that the fast-forward potential UFF of Eq. 4.11b carries out
quantum fast-forward driving with a high accuracy, we can deduce that the coun-
terdiabatic Hamiltonian HCD of Eq. 5.26 will carry out quantum counterdiabatic
driving with the same level of accuracy. This claim is supported by the numerical
result shown in Fig. 5.8 which plots the probability density |φ18(q, t)|2 of the instan-
taneous eigenfunction, and |ψ(q, t)|2, the probability density of the wavefunction
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Figure 5.8: The magenta curves depict the instantaneous probability density
|ψ(q, t)|2 of the wavefunction ψ(q, t) evolving under Ĥ0 + ÛFF . |ψ(q, t)|2 is plot-
ted with respect to q for times t = 0, τ/5, 2τ/5, 3τ/5, 4τ/5 and τ , for τ = 1.0. The
blue curves correspond to |φ18(q, t)|2, the probability density of the instantaneous
energy eigen state. The other parameters for numerical evolution were chosen as
m = 1, ~ = 2 and E = 53.76, which corresponds to n = 18. As seen in the snap-
shots, the minima of |ψ(q, t)|2 align with the nodes of |φ18(q, t)|2 at every instant,
but the amplitudes do not match.
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the nodes of |φ18(q, t)|2 at every instant, although the amplitudes do not align. For
the evolution depicted in Fig. 5.8, ~ = 2 and E = 53.76 so that n = 18. The
final time τ was set to unity. Combining this numerical result with the fact that a
wavefunction ψCD related to ψFF by Eq. 5.24 satisfies Eq. 5.25, we can deduce that
ĤCD obtained from the classical v(q, t) achieves counterdiabatic driving with a high
accuracy.
5.7 Summary
In this chapter, we have explored the problem of achieving shortcuts to adia-
baticity for excited states which are driven under an arbitrary protocol. We have
shown that the flow-fields method for quantum and classical systems, as discussed
in Chaps. 3 and 4 respectively, have many similarities but are not equivalent in
the semiclassical limit. This led to the study of the semiclassical limit of an en-
ergy eigenfunction. We determined that a perfect flow-field velocity must satisfy
Eqs. 5.7 in order to produce exact counterdiabatic and fast-forward fields. However,
as pointed out in Sec. 3.5, the nodes of the wavefunction make it impossible to
obtain a well defined flow-field velocity and therefore the set of Eqs. 5.7 can not be
satisfied simultaneously. We then attempt to find a velocity which satisfies at least
one of Eqs. 5.7. We prioritized Eq. 5.7a as it preserves the phase of the wavefunction
which is directly related to the quantum nummber. Eq. 5.7a is in fact equivalent to
the condition that the classical action of a system undergoing analogous classical dy-
namics be preserved. Following this, we hypothesized that the quantum counterpart
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of a classical fast-forward potential should be able to achieve quantum fast-forward
driving to a good approximation.
We tested our hypothesis using a model double-well Hamiltonian subjected to
a non scale invariant driving. We first obtained the classical fast-forward poten-
tial UFF (q, t) for a chosen dynamics. We then quantized this potential to obtain
UFF (q̂, t), and subjected a quantum system to the analogous quantum driving un-
der time-dependent Schrödinger equation. We compared the evolutions under the
bare Hamiltonian Ĥ0(t) and the composite Hamiltonian Ĥ0(t) + UFF (q̂, t). We de-
duced from Figs. 5.2 - 5.4 that UFF (q̂, t) carries out fast-forward driving with a very
high accuracy.
The accuracy of UFF (q̂, t) was tested for different initial conditions by studying
pn(t) = |〈φn(t)|ψ(t)〉|2 which represents the overlap between the evolved state and
the energy eigenstate at time t. It was observed that the non-uniformity in the
distribution of the final trajectories on classical energy shell is directly related to
the accuracy with which UFF (q̂, t) achieves fast-forward driving. Our analysis shows
that the higher the quantum number of the initial state, the more accurate is the
fast-forward driving. The quantum peaks obtained at the final time after fast-
forward driving was infact obtained quantitatively by comparing the semiclassical
analysis of the semiclassical wavefunction and the final classical distribution. It
was shown that the Fourier transform of the final classical distribution represented
in the angle coordinates matches perfectly with the quantum peaks obtained from
numerical evolution under time-dependent Schrödinger equation. It was also shown
analytically and supported numerically in Fig. 5.8 that the numerical accuracy of the
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quantum fast-forward driving will be reflected in quantum counterdiabatic driving as
well, where the auxiliary counterdiabatic Hamiltonian is obtained from the quantum
counterpart of the classical flow-field velocity, see Eq. 5.26.
This chapter provides a novel approach to solve quantum shortcuts for a system
initialized in an excited state and subjected to an arbitrary driving protocol. The
importance of the classical auxiliary fields in obtaining quantum auxiliary fields for
analogous driving protocols is established. The problem arising due to nodes of an
excited wavefunction, as discussed in Sec.3.5, has been overcome to a great extent
and highly accurate auxiliary fields have been derived. A crucial point to note about
the analysis in this chapter is that the auxiliary fields depend on the choice of the
initial state. It remains an open problem to solve for a flow-field velocity which
satisfies Eq. 5.7b instead of Eq. 5.7a, and compare the auxiliary fields obtained as a
result. Once a solution is obtained, one may try to find an optimal way to combine
these auxiliary fields in order to obtain a resulting field which is closest to the ideal
auxiliary field which can achieve perfect shortcuts to adiabaticity.
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Chapter 6: Stochastic shortcuts using flow-fields
6.1 Overview
In this chapter, we establish the broad applicability of the flow-fields method
by extending it to stochastic systems. This work has been motivated by a recent
experiment by Mart́ınez et al, where swift-equilibration was achieved in a system of
overdamped Browninan particles [59]. The experimental setup in Ref. [59] consisted
of a microsphere immersed in water, which was trapped by an optical harmonic
potential of the form U(q, t) = κ(t)q2/2. The power of the trapping laser controlled
the stiffness κ(t) of the trapping potential. The dynamics of the system was over-
damped and described by a Langevin equation. In the experiment, the stiffness κ(t)
was doubled over a time tf much shorter than the natural relaxation time τrelax of
the system. It was shown that when κ(t) was doubled according to the protocol
termed engineered swift equilibration, the system of Brownian particles reached final
equilibrium much faster than the natural relaxation time. In fact the system reached
equilibrium at the final time tf , i.e., as soon κ(t) reached its final value.
The experiment in Ref. [59] prompted us to frame a problem on stochastic
shortcuts as follows: Given a system of overdamped Browninan particles trapped
in a potential U0(q, t), is it possible to guide the system along the instantaneous
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equilibrium state at all times? This problem is equivalent to counterdiabatic driving
discussed in previous chapters. We would like to construct an auxiliary trapping
potential UCD(q, t), such that when the system evolves under the composite trapping
potential U0(q, t) + UCD(q, t), it tracks the instantaneous equilibrium distribution
corresponding to U0(q, t) at all times. This is the problem for counterdiabatic driving
in a stochastic system. Unlike the quantum and classical Hamiltonian systems, it
will be shown that for an overdamped stochastic system, counterdiabatic driving
can be achieved using a potential (or a local field). This may be attributed to the
separation of time-scales between the particles in the system and its surroundings
for an overdamped system.
We derive the flow-fields method for stochastic systems in Sec. 6.2, compare our
results with previous results from Mart́ınez et al (Ref. [59]) in Sec. 6.3 and present
a brief summary in Sec. 6.4.
6.2 Derivation of results
Let us consider an overdamped Brownian particle in a time-dependent potential
U0(q, t), which varies smoothly for 0 ≤ t ≤ τ but is fixed outside this interval. The
particle is in contact with a thermal reservoir at temperature T . The interactions
with the degrees of freedom of the reservoir give rise to the random and dissipative
forces that characterize Brownian dynamics.
We will work in the ensemble picture, in which the dynamics are described by








qρ ≡ L̂0(t)ρ, (6.1)
The friction and diffusion coefficients, γ and D, obey the Einstein-Smoluchowski
relation, γD = kBT ≡ 1/β, where kB is the Boltzmann constant. The equilibrium




exp [−βU0(q, t)] (6.2)
where Z(t) is the partition function. It is straightforward to verify the identity
L̂0(t)ρeq(q, t) = 0 (6.3)
which confirms that the equilibrium distribution is a stationary solution of the dy-
namics, when the potential does not vary with time. When U0(q, t) changes quasi-
statically, then the slowly varying ρeq(q, t) is a solution of Eq. 6.1 (both sides tend
toward zero in that limit), as expected for a reversible process. Therefore, the
adiabatic evolution is identified by the ensemble evolving through the continuous
sequence of equilibrium states ρeq(q, t). 1
We now consider the case in which the potential U0(q, t) is varied at an arbitrary
rate. To this potential we will add a counterdiabatic term UCD(q, t), so that the
1Here we use the term adiabatic consistently with its usage in the rest of the paper, namely to
denote a slow process. This differs from its usage in thermodynamics, where an adiabatic process












We wish to design UCD(q, t) so as to achieve adiabatic evolution, i.e. so that ρ
eq(q, t)





similar to I(q, t) (Eq. 3.6). Inverting this function to obtain q(F , t) (see Fig. 6.1),




q(F , t) = −∂tF
∂qF
. (6.6)
Rearranging this result as ∂tF + v∂qF = 0 and differentiating with respect to q
produces the continuity equation
∂tρ
eq + ∂q(vρ
eq) = 0. (6.7)
Since we wish ρeq(q, t) to be a solution of Eq. 6.4, we use Eqs. 6.3 and 6.7 to







Figure 6.1: The blue lines divide the equilibrium distribution into strips of equal
area. q(F , t) is the right boundary of the shaded region, which has area F . The
velocity field v(q, t) describes the motion of the vertical lines with t (Eq. 6.6).
Integrating both sides gives




Here, J(t) is an arbitrary function of time that we set to zero, for convenience,
arriving at the result
− ∂qUCD(q, t) = γv(q, t) (6.10)
Eq. 6.10 defines UCD(q, t) up to an additive function of time that has no influ-
ence on the dynamics, and which can be adjusted so that UCD = 0 for t /∈ (0, τ).
The potential UCD(q, t) has the desired counterdiabatic property: when the system
evolves in the time-dependent potential U0+UCD, it remains in equilibrium (with re-
spect to U0) over the entire duration of the process. Our potential UCD is equivalent
to the auxiliary potential obtained by Li et al [60], as can be seen by differentiating
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both sides of Eq. 12 of Ref. [60] with respect to x.
Eq. 6.10 has elements in common with both the counterdiabatic and fast-forward
shortcuts of previous chapters. It is counterdiabatic in that the system follows the
adiabatic evolution (it remains in the state ρeq) at all times. Moreover, UCD is given
in terms of the velocity field v (compare Eqs. 3.11, 4.11a, and 6.10), rather than
the acceleration field a. However, just as with the fast-forward shortcuts described
earlier, UCD is local, i.e. it is a time-dependent potential (compare Eqs. 3.14, 4.11b,
and 6.10). Also, as in Chaps. 3 and 4, Eq. 6.10 defines the auxiliary potential only
up to an arbitrary function of time that does not affect the dynamics.
When the Brownian particles evolve under U0(q, t) alone, the state of the en-
semble, ρ(q, t), lags behind the instantaneous equilibrium state, ρeq(q, t), as illus-
trated in Fig. 1 of Ref. [80]. The addition of the counterdiabatic potential UCD(q, t)
eliminates this lag. Lagging distributions are relevant for numerical free-energy es-
timation methods, where the lag gives rise to poor convergence of the free-energy
estimate. Vaikuntanathan and Jarzynski [57] have developed a method in which
this lag is reduced or eliminated by the addition of an artificial flow field to the dy-
namics, although in Ref. [57] this flow field was not related to an auxiliary potential
UCD. Comparing Eq. 6.7 above with Eq. 15 of Ref. [57], we see that our field v is
equivalent to the perfect flow field (u∗) that “escorts” the system faithfully along
the equilibrium path.
While our analysis has been restricted to overdamped Brownian motion, Le
Cununder and colleagues [81] have recently used a micromechanical cantilever to
implement engineered swift equilibration for an underdamped harmonic oscillator.
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For underdamped motion in a general one-dimensional, time-dependent potential,
Li, Quan and Tu [60] have proposed a momentum-dependent counterdiabatic term
that achieves the desired adiabatic evolution. It remains to be seen whether this
progress will lead to expressions for a momentum-independent counterdiabatic po-
tential that extends the fast-forward method to underdamped Brownian dynamics
beyond the harmonic regime.
6.3 Comparision with engineered swift equilibration
As a simple example, which makes a connection to the engineered swift equili-











exp(−σq2) , σ(t) ≡ βκ0(t)/2. (6.12)
Eq. 6.5 then gives








where erf(·) is the Gaussian error function. In turn, Eq. 6.6 yields v(q, t) = −σ̇/2σ,










Therefore, under a harmonic trap of stiffness







the ensemble remains in the equilibrium state ρeq (Eq. 6.12) at all times.









This result is identical to Eq. 6 of Mart́ınez et al [59], where the goal was to bring the
system rapidly to the final equilibrium state, without concern for the intermediate
states visited along the way. Our approach achieves the same result by guiding
the system along the equilibrium path during the entire process. Eq. 6.16 was also
obtained by Schmiedl and Seifert, in the contexts of optimal finite-time control [82]
and stochastic heat engines [83].
6.4 Summary
In this chapter, we have extended the flow-fields method – developed in the
previous chapters for classical and quantum Hamiltonian systems – to a system
of overdamped Brownian particles. We have constructed an auxiliary potential
UCD(q, t) in Eq. 6.10 which guides an ensemble of Brownian particles along the
instantaneous equilibrium distribution of the trap potential of interest U0(q, t). We
have related UCD(q, t) with the shortcut protocols discussed in the previous chapters.
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The results from Chaps. 3, 4 and 6 demonstrate that the flow-fields approach is
a unifying framework to obtain shortcuts for quantum, classical as well as stochastic
systems. The flow-fields approach also relates the the two distinct shortcut protocols
– the counterdiabatic driving and the fast-forward driving.
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Appendix A: Derivation of Eq. 2.44
Because the classical function η(q, p) = sign(p) is non-analytic, the matrix rep-
resentation of its quantal counterpart η̂ cannot be obtained by a procedure like the
one used in Sec. 2.5. Here we instead construct the matrix representation of η by
equating its classical and quantum auto-correlation functions.
Consider a quantum particle in a box with a flat base (s = 0) and hard walls at
q = 0 and q = L, described by the Hamiltonian Ĥ ′ = p̂2/2m+ Θ(q̂; 0, L). Following
Ref. [84], we write the quantum auto-correlation function of η̂, for the eigenstate
|α〉, as





















where η̃αβ = 〈α|η̂|β〉, and Eα is the energy corresponding to the eigenstate |α〉. The
















Figure A.1: The function η0(t) plotted over one time period of oscillation is a square
wave (top figure). The function ητ (t) is obtained by shifting this square wave left-
ward by an amount τ (middle figure). The autocorrelation function C(τ) is the
product of these square wave pulses, integrated over one period, yielding a triangu-






For a classical particle evolving under the equivalent Hamiltonian, η = sign(p) is
a square wave pulse with unit amplitude over a time period around the energy shell.
The functions ηE0 (t) and η
E
τ (t) describe the dependence of η on time for a particle of
energy E that starts from L = 0 at times t = 0 and t = −τ respectively, as depicted

















≤ τ ≤ T
, (A.4)
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The correspondence principle suggests that the functions Cα(ω) and CE(ω)
ought to be equal, in the semiclassical limit, when Eα = E. To compare these
functions, we first note that for one dimensional systems, the classical action J(E) =∮
E




For neighboring energy levels |α〉 and |α + 1〉, the energy spacing is
dE = Eα+1 − Eα = ~ωα,α+1, (A.8)
and the action spacing is given by the Bohr-Sommerfeld quantization condition:
dJ = 2π~. (A.9)






provided α and β are not too far apart.
Comparing Eqs.(A.6) and (A.10) we confirm that the delta-functions in Eqs.(A.2)





|α−β|π α− β = odd
0 α− β = even
. (A.11)
To ensure that the operator η̂ is Hermitian (as it represents a physical observable),
we impose the condition η̃αβ = η̃
∗




(α−β)π α− β = odd
0 α− β = even
(A.12)
Finally to determine the sign in Eq.(A.12), the ground state eigenfunction of Ĥ ′(t)









). By demanding that 〈ψ|η̂|ψ〉 → 1 for k  1




(β−α)π α− β = odd
0 α− β = even
(A.13)
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Appendix B: Continuity conditions on H0(z, t)
In Sec. 4.2, we specified that H0(z, t) is constant in time for t < 0, then varies
between t = 0 and t = τ , then remains constant in time for t > τ . As a result,
H0 cannot be an entirely smooth function of time: for some n ≥ 0, the derivative
∂nH0/∂t
n must be discontinuous. We explicitly assumed that this discontinuity












(z, τ) = 0 (B.1b)
leading to Eq. 4.10.
The assumption that H0 is twice continuously differentiable was made both for
clarity of presentation, and because it arises in proofs of the adiabatic invariance of
the action [74]. In our context, however, the assumption is not necessary, therefore
in the following we will discuss how Eq. B.1 can be relaxed. We will continue to
require that H0 itself is a continuous function of time. Without loss of generality,
we will assume that discontinuities in ∂H0/∂t and ∂
2H0/∂t
2 occur only at t = 0 and
t = τ , and not within the time interval 0 < t < τ .
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We first consider the simpler case, in which the above-mentioned discontinuity
occurs at n = 2, i.e. Eq. B.1a holds but B.1b is violated. Then v(q, 0) = v(q, τ) = 0,
but a(q, t) changes abruptly at t = 0 and/or t = τ . In this situation the fast-forward
potential will also be discontinuous at these times (see Eq. 4.11b) but otherwise the
analysis in the main text remains valid. Thus the violation of Eq. B.1b simply
implies that VFF(q, t) is turned on and/or off suddenly rather than continuously.
Now consider the case in which the discontinuity occurs at n = 1, hence Eq. B.1a
is violated. Specifically, suppose the time-dependence of the Hamiltonian is turned
on abruptly: ∂H0/∂t 6= 0 at t = 0+, hence
v0(q) ≡ v(q, 0+) 6= 0 (B.2)
The velocity field changes suddenly from v(q, 0−) = 0 to v(q, 0+) = v0(q). The term
∂v/∂t in Eq. 4.10 then leads to a singular term v0(q)δ(t) in the acceleration field
a(q, t). By Eq. 4.11b, this term leads to a contribution to UFF that is proportional
to δ(t), which produces an impulsive force field at t = 0:
− ∂UFF
∂q
(q, t) = mv0(q)δ(t) + [other terms] (B.3)
The effect of this impulse is simple to state: a trajectory located at (q, p) at time
t = 0− is instantaneously “boosted” to (q, p + mv0(q)) at time t = 0
+ as it evolves
under HFF.
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Similar comments apply if ∂H0/∂t 6= 0 at t = τ−. Then
vτ (q) ≡ v(q, τ−) 6= 0 (B.4)
and we get a singular term in UFF that produces an impulsive force
−mvτ (q)δ(t− τ). (B.5)
Now consider a collection of trajectories that, for t < 0, are found on the
adiabatic energy shell E(0). As in the main text, let the loop LFF(t) describe the
evolution of these trajectories, under HFF(z, t). At t = 0, the impulsive force in
Eq. B.3 boosts these trajectories from LFF(0−) = E(0) to a loop LFF(0+) that is
displaced along the momentum axis by an amount mv0(q). Subsequently, this loop
evolves exactly as described in the main text: for 0 < t < τ , LFF(t) is displaced from
the adiabatic energy shell E(t) by an amount mv(q, t) (Eq. 4.20). In particular, at
t = τ− this loop is displaced from E(τ) by mvτ (q). The final impulse at t =
τ (Eq. B.5) instantaneously brings the collection of trajectories from LFF(τ−) to
LFF(τ+) = E(τ).
Thus, non-vanishing derivatives ∂H0/∂t at initial and final times can be accom-
modated by impulse-like terms in UFF(q, t). See Section III.A. of Ref. [34] for an
example that illustrates this point in the context of scale-invariant driving.
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Appendix C: Flow under H0 + HCD preserves the adiabatic energy
shell









Let Ḣ0(q, p, t) denote the instantaneous rate of change of H0, along a trajectory that
passes through the point (q, p) at time t as it evolves under these dynamics:





















To establish that the flow given by Eq. C.1 preserves the adiabatic energy shell, we
must show that
Ḣ0(q, p, t) =
d
dt
Ē(t) when (q, p) ∈ E(t) (C.3)
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which is the desired result. In obtaining Eq. C.4 we have made repeated use of the
identities ∂qS = 2p̄ and v = −∂tS/∂qS (Eqs. 4.8 and 4.9a).
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Appendix D: Local dynamical invariance of J(q, p, t)









J(q, p, t) = I(q, p−mv(q, t), t) (D.2)
and let J̇(z, t) denote the instantaneous rate of change of J along a trajectory that



























where the derivatives of I are evaluated at (q, p−mv(q, t), t).
In general J̇(z, t) 6= 0. However, let us now restrict our attention to a point z
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that satisfies J(z, t) = I0 at a particular time t. At such a point, we have





. Taking p = p̄+mv for specificity (the case p = −p̄+mv




















where all quantities on the right side are evaluated at (q, p̄) ∈ E(t). From Eqs. 4.4
and 4.13 we conclude that the right side of the above equation is zero, hence
J(z, t) = I0 ⇒ J̇(z, t) = 0 (D.6)
where the symbol ⇒ is short for “implies that”.
Eq. D.6 establishes that J(z, t) is a local dynamical invariant, in the following
sense. Along trajectories zt evolving under HFF(z, t) from initial conditions z0 ∈
E(0), the value of J remains constant:
J(zt, t) = I0 (D.7)
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Appendix E: Evolution of the microcanonical measure under HFF
As mentioned in the main text, initial conditions that are sampled from a mi-
crocanonical distribution on E(0) generally evolve (under HFF) to final conditions
that are not distributed microcanonically on E(τ), as illustrated in Fig. 4.4(c). To
understand this point, let
ΦFF : z0 → zτ (E.1)
denote evolution under HFF(z, t) from t = 0 to t = τ . ΦFF maps initial points
z0 ∈ E(0) to final points zτ ∈ E(τ). Now consider an initial phase space distribution
ρ(z, 0) that is uniform in the thin annular region R between the energy shells E(0)
and
EdE(0) ≡ {z|H(z, 0) = Ē(0) + dE} (E.2)
and zero elsewhere. In the limit dE → 0, this distribution converges to a micro-
canonical distribution on E(0).
For finite dE, ρ(z, 0) evolves to a distribution ρ(z, τ) that is uniform (by Liou-
ville’s theorem) in the region R′ = ΦFF(R) between the images of E(0) and EdE(0)
under ΦFF. Although ΦFF maps E(0) to E(τ), in general it does not map EdE(0) to
an energy shell of H(z, t). As a result, in the limit dE → 0, ρ(z, τ) converges to
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a distribution on E(τ) that is not microcanonical. Thus the clustering of points in
Fig. 4.4(c) traces back to the fact that VFF(q, t) depends on the choice of I0.
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D. Guéry-Odelin, A. Ruschhaupt, X. Chen, and J. G. Muga. Chapter 2 –
shortcuts to adiabaticity. Adv. At. Mol. Opt. Phys., 62:117, 2013.
[20] X. Chen, E. Torrontegui, and J. G. Muga. Lewis-riesenfeld invariants and
transitionless quantum driving. Phys. Rev. A, 83:062116, 2011.
[21] E. Torrontegui, S. Mart́ınez-Garaot, and J. G. Muga. Hamiltonian engineering
via invariants and dynamical algebra. Phys. Rev. A, 89:043408, 2014.
[22] M. Demirplak and S. A. Rice. Adiabatic population transfer with control fields.
J. Phys. Chem. A, 107:9937, 2003.
[23] M. Demirplak and S. A. Rice. Assisted adiabatic passage revisited. J. Phys.
Chem. B, 109:6838, 2005.
[24] M. V. Berry. Transitionless quantum driving. J. Phys. A: Math. Theor.,
42:365303, 2009.
[25] C. Jarzynski. Generating shortcuts to adiabaticity in quantum and classical
dynamics. Phys. Rev. A, 88:040101(R), 2013.
[26] S. Masuda and K. Nakamura. Fast-forward of adiabatic dynamics in quantum
mechanics. Proc. R. Soc. A, 466(2116):1135, 2010.
142
[27] S. Masuda and K. Nakamura. Acceleration of adiabatic quantum dynamics in
electromagnetic fields. Phys. Rev. A, 84:043434, 2011.
[28] E. Torrontegui, S. Mart́ınez-Garaot, A. Ruschhaupt, and J. G. Muga. Shortcuts
to adiabaticity: Fast-forward approach. Phys. Rev. A, 86:013601, 2012.
[29] A. Kiely, J. P. L. McGuinness, J. G. Muga, and A. Rauschhaupt. Fast and
stable manipulation of a charged particle in a penning trap. J. Phys. B: At.
Mol. Opt. Phys., 48:075503, 2015.
[30] S. Mart́ınez-Garaot, M. Palmero, J. G. Muga, and D. Guéry-Odelin. Fast
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