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Data streams of gravitational-wave detectors are polluted by transient noise features, or “glitches”, of instru-
mental and environmental origin. In this work we investigate the use of total-variation methods and learned
dictionaries to mitigate the effect of those transients in the data. We focus on a specific type of transient, “blip”
glitches, as this is the most common type of glitch present in the LIGO detectors and their waveforms are easy
to identify. We randomly select 100 blip glitches scattered in the data from advanced LIGO’s O1 run, as pro-
vided by the citizen-science project Gravity Spy. Our results show that dictionary-learning methods are a valid
approach to model and subtract most of the glitch contribution in all cases analyzed, particularly at frequencies
below ∼ 1 kHz. The high-frequency component of the glitch is best removed when a combination of dictionar-
ies with different atom length is employed. As a further example we apply our approach to the glitch visible in
the LIGO-Livingston data around the time of merger of binary neutron star signal GW170817, finding satisfac-
tory results. This paper is the first step in our ongoing program to automatically classify and subtract all families
of gravitational-wave glitches employing variational methods.
PACS numbers: 04.30.Tv, 04.80.Nn, 05.45.Tp, 07.05.Kf, 02.30.Xx.
I. INTRODUCTION
The third observational campaign of the advanced
gravitational-wave (GW) detectors LIGO [1] and Virgo [2],
O3, is currently ongoing. During the previous two campaigns,
O1 and O2, the GW detector network reported the obser-
vation of eleven compact binary mergers [3] comprising ten
binary black holes and one binary neutron star. The latter,
GW170817 [4], was accompanied by extensive and very suc-
cessful follow-up observations of electromagnetic emission
originated from the same astronomical source [5]. Moreover,
neutrino searches were also carried out, yet no detection has
been reported [6]. The entire GW strain data from O1/O2
has been made publicly available and, in particular, the data
around the time of each of the eleven O1/O2 events are acces-
sible through the Gravitational-Wave Open Science Center 1.
Since the start of O3 on April 1st 2019, GW candidate events
are being released as public alerts to facilitate the rapid iden-
tification of electromagnetic or neutrino counterparts. The
growing list of candidates can be inspected at the GW Can-
didate Event Database [7]. Toward the end of O3, the GW de-
tector network may be increased by yet another facility with
the addition of the KAGRA detector [8].
The detection of GWs is severely hampered by many
sources of noise that contribute to a non-stationary back-
ground in the time series of data in which actual GW signals
reside. The sensitivity of the instruments is limited at low
frequencies (below ∼ 20 Hz) by gravity-gradient (seismic)
noise and at high frequencies (above∼ 2 kHz) by photon-shot
1 https://gw-openscience.org
noise originated by quantum fluctuations of the laser. The de-
tectors are most sensitive at intermediate frequencies (∼ 200
Hz) where the Brownian motion of the suspensions and mir-
rors is the limiting source of so-called thermal noise. More-
over, the data stream is polluted with the presence of transient
(short duration) noise signals, commonly known as “glitches”,
whose origin is not astrophysical but rather instrumental and
environmental. We refer to [9] for a comprehensive overview
of the LIGO/Virgo detector noise and the extraction of GW
signals.
Glitches difficult GW data analysis for a number of reasons.
By their short-duration nature they contribute significantly to
the background of transient GW searches. Glitches may occur
sufficiently frequently to potentially affect true signals, partic-
ularly when occurring in (or almost in) coincidence. Further-
more, some types of glitches show time-frequency morpholo-
gies remarkably similar to actual transient astrophysical sig-
nals, which increases the false-alarm rate of potential triggers.
Moreover, having to remove portions of data in which glitches
are present downgrades the duty cycle of the detectors. It is
however not trivial to remove defective segments of data. The
simplest approach, i.e. setting them to zero, might result in a
leakage of excess power, which may turn the mitigating ap-
proach more damaging than the very effect of the glitch.
For all these reasons, understanding the origin of glitches
and mitigating their effects is a major effort in the charac-
terization of GW detectors [10, 11]. Indeed, in recent years
many strategies have been developed to automatically classify
glitches. The approaches are as diverse as Bayesian inference,
machine learning, deep learning, and citizen science [12–20].
Recent examples of glitch mitigation are reported in [21–24].
Ref. [21] describes various deglitching methods to extract the
strong glitch present in the LIGO-Livingston detector about 1s
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2before the merger of the binary neutron star that produced the
signal GW170817 [4]. In [22, 23] the impact of loud glitches
is reduced by using an inpainting filter that fills the hole cre-
ated after windowing the glitch. Glitch reduction, together
with other techniques, was shown to improve the statistical
significance of a GW trigger. In addition, deep learning ap-
proaches have also proven very effective to recover the true
GW signal even in the presence of glitches [24].
There are many different families of glitches identified dur-
ing the advanced LIGO-Virgo observing runs [14, 25, 26].
Glitches from each family have a similar morphology, al-
though the characteristics of each specific glitch in terms of
duration, bandwidth and signal-to-noise (SNR) ratio can vary
significantly even for glitches inside the same family. In this
work we focus on blip glitches, a noise transient characterised
by a duration of about 10 ms and a frequency bandwidth of
about 100 Hz. This type of glitches, which has mainly been
found in the two LIGO detectors, significantly reduce the
sensitivity of searches for high-mass compact binary coales-
cences. Blip glitches in LIGO data are identified using both
the PyCBC pipeline search (see [25] and references therein)
and the citizen-science effort Gravity Spy [14]. The recent
study of [25] based on PyCBC has found that Advanced LIGO
data during O1/O2 contains approximately two blip glitches
per hour of data (amounting to thousands of blip glitches in
total). The physical origin of most of them remains unclear.
This paper explores the performance of dictionary-learning
methods [27] to mitigate the presence of blip glitches in ad-
vanced LIGO data. To this aim we select a large number
of blip glitches randomly distributed along the data stream
from advanced LIGO’s first observing run. For each glitch,
the data correspond to a one-second window centered at the
GPS time of the glitch as provided by Gravity Spy [14]. As
in [21, 22, 24] the goal of our work is to mitigate the im-
pact of glitches in GW data in order to increase the statistical
significance of astrophysical triggers. Our results show that
dictionary-learning techniques are able to model blip glitches
and to subtract them from the data without significantly dis-
turbing the background.
The paper is organized as follows: In Section II we sum-
marize the mathematical framework of the variational meth-
ods which are at the core of the dictionary-learning approach
we use. Section III discusses technical aspects, namely the
whitening procedure we employ to remove noise lines and
other artefacts, the training of the dictionaries, and how we
perform the reconstruction of the glitches. The results of our
study are presented in Section IV. Finally, a summary is pro-
vided in Section V. Appendix A shows the spectrograms of
the 16 blip glitches from O1 we employ in our test set and
reports their main characteristics.
II. REVIEW OF L1-NORM VARIATIONAL METHODS
A. Total variation methods
In this paper we employ two different variational tech-
niques based on the L1 norm, the Rudin-Osher-Fatemi (ROF)
method [28] and a Dictionary Learning method [27]. We have
recently begun to use these procedures in the context of GW
data analysis in [18, 29–31]. Both approaches solve the de-
noising problem, y = u+ n, where u is the true signal and n
is the noise, as a variational problem. The solution u is thus
obtained as
uλ = argmin
u
{
R(u) + λ
2
F(u)
}
, (2.1)
where R is the regularization term, i.e. the constrain to im-
pose in the data and F is the fidelity term, which measures the
similarity of the solution to the data. The parameter λ is the
regularization parameter and controls the relative weight of
both terms in the equation. Even though both methods solve
the same general problem, each one of them approaches the
problem in a different way and, therefore, the regularization
term and the fidelity term have different expressions.
In 1992, Rudin, Osher and Fatemi [28] proposed the use of
the so.called total-variation (TV) norm as the regularization
termR(u) = ∫
Ω
|∇u| constrained to ||y − u||2. Note that | · |
and || · || represent the L1 and L2 norms, respectively. This
specific formulation of the variational problem (2.1) is called
ROF model and reads
uλ = argmin
u
{∫
Ω
|∇u|+ λ
2
||y − u||2
}
. (2.2)
This model preserves steep gradients, reduces noise by spar-
sifying (i.e. promoting zeros) the gradient of the signal and
avoids spurious oscillations (Gibbs effect). However, the as-
sociated Euler-Lagrange equation, given by
∇ · ∇u|∇u| + λ(y − u) = 0 , (2.3)
becomes singular when |∇u| = 0. This issue can be easily
solved by changing the standard TV norm by a slightly per-
turbed version (see [29] for a detailed explanation),
TVβ(u) :=
∫ √
|∇u|+ β , (2.4)
where β is a small positive parameter. We refer to this modi-
fied version of the regularization term in the method as regu-
larized ROF (rROF).
B. Sparse reconstruction over a fixed dictionary
In dictionary-based methods, the denoising is performed by
assuming that the true signal u can be represented as a linear
combination of the columns (atoms) of a matrixD called the
dictionary. If the signal can be represented with a few columns
of D, the dictionary is adapted to u. In other words, there
exists a “sparse vector” α such that u ∼ Dα. As a result, the
fidelity term in Eq. (2.1) reads,
F(α) = ||y −Dα||2 . (2.5)
3In other words, the problem reduces to finding a sparse vec-
tor α that represents the signal u over the columns of the dic-
tionary. The next step is to find a regularisation term that in-
duces sparsity over the coefficients of α. Classical dictionary-
learning techniques [32, 33] use as regularisation term the
L0-norm, which is chosen to ensure that the solution has the
fewest possible number of nonzero coefficients. However, this
problem is not convex and is NP-hard, i.e. it can be solved in
non-deterministic polynomial-time. If the L1-norm is used in-
stead of the L0-norm, the problem becomes convex. This type
of regularisation promotes zeros in the components of the vec-
tor coefficient α, and the solution is the sparsest one in most
cases. The variational problem thus reads,
αλ = argmin
α
{
|α|+ λ
2
||Dα− y||2
}
, (2.6)
which is known as basis pursuit [34] or LASSO [35]. In
this paper we solve Eq. (2.6) using the Alternating Direction
Method of Multipliers (ADMM) algorithm [36].
C. Dictionary Learning
In the previous section we have assumed that the dictio-
naryD is fixed and we only solve the problem of representa-
tion. Traditionally, predefined dictionaries based on wavelets,
curvelets, etc, have been used. However, signal reconstruc-
tion can be dramatically improved by learning the dictionary
instead of using a predefined one [37]. In this approach a set
of training signals is divided into patches in such a way that
the length of the patches is less than the total length of the
training signals. In most common problems, the number of
training patches m is large compared with the length of each
patch n, n m. The procedure to train the dictionary is sim-
ilar to Eq. (2.6) except that the dictionary D should now be
added as variable,
αλ,Dλ = argmin
α,D
{
1
n
m∑
i=1
||Dαi − xi||22 + λ|αi|
}
, (2.7)
where xi denotes the i-th training patch. Unfortunately, this
problem is not jointly convex unless the variables are consid-
ered separately. In [27] a method based on stochastic approx-
imations was proposed. These approximations process one
sample at a time and the method takes advantage of the prob-
lem structure to efficiently solve it. For each element in the
training set, the algorithm alternates a classical sparse coding
step, to solve for α using a dictionaryD obtained in the pre-
vious iteration, with a dictionary update step, where the new
dictionary is calculated with the recently calculated values of
α, namely
αk+1 = argmin
α
{
1
n
m∑
i=1
||Dkαi − ui||2 + λ|αi|
}
(2.8)
Dk+1 = argmin
D
{
1
n
m∑
i=1
||Dαk+1i − ui||2 + λ|αi|
}
(2.9)
FIG. 1: Example of a dictionary composed by a total of 192 atoms
with 128 samples each. Only 16 atoms randomly selected are shown.
As in [27] we use a block-coordinate descent method [38] for
solvingD and αi iteratively.
III. DATA SELECTION AND DICTIONARY GENERATION
In our previous work we applied learned dictionaries to
denoise numerically generated gravitational waveforms from
simulations of supernovae core-collapse and binary black hole
mergers [30] and to classify simulated glitches [18]. The data
employed was in either case embedded in non-white Gaussian
noise to simulate the background noise of advanced LIGO in
its broadband configuration. This work takes a step further in
our efforts by tackling the denoising problem with dictionar-
ies employing real data, in the form of actual glitches from
advanced LIGO’s O1 data.
We focus on blip glitches, the most common type of glitch
found in the two LIGO detectors and whose origin remains
mostly unknown [25]. Blip glitches, characterised by a du-
ration of ∼ 10 ms and a frequency bandwidth of ∼ 100 Hz,
have a distinctive tear-drop shape morphology when seen is a
time-frequency (spectrogram) plot. By their intrinsic proper-
ties and recurring presence they can significantly reduce the
sensitivity of searches for high-mass compact binary coales-
cences. In order to focus only in these noise transients, we
apply a whitening procedure to the O1 data to remove all sys-
tematic sources of noise from the data, like the calibration and
control signals that appear as lines in the spectrum, and also
to flatten the data in frequency. The whitening algorithm uses
the autoregressive (AR) model of [39, 40]. The AR model
employs 3000 coefficients estimated using 300 s of data at
the beginning of the corresponding science segment of every
glitch. This type of whitening has proved to be very robust
and, as it is applied in the time domain, it is not affected by
the typical border problems that appear in frequency-domain
4methods.
To measure the accuracy of the glitch reconstruction and
mitigation we employ two quantitative estimators. The first
one is based on the time-frequency distribution of the power of
the signal. We integrate the power spectrum for all frequencies
for each temporal bin, and then we calculate the ratio between
the maximum power and the mean power for all times. We
will refer to this estimator as SNR:
SNR =
max(S(t))
S(t)
, S(t) =
∫ fs
2
20
S(t, f) df, (3.1)
where S(t, f) is the time-frequency representation of the data,
and fs is the sampling frequency. This SNR estimator is dif-
ferent from the one provided by the optimal filter, which is
based in theoretical templates. Our second estimator is called
the “whiteness” [40]
W =
exp(1/fs
∫ fs/2
−fs/2 ln(P (f)) df)
1/fs
∫ fs/2
−fs/2 P (f) df
, (3.2)
where P (f) is the power spectral density (PSD) of the data.
The whiteness measures the spectral flatness. As the presence
of glitches implies an increment of power with respect to a
glitch-free background, if P (f) is very peaky then W ∼ 0,
and if P (f) is flat then W = 1.
A. Training
We randomly select 100 blip glitches scattered in the data
from advanced LIGO’s first observing run. While this is not
a big sample, it seems sufficient to assess the performance
of learned dictionaries in removing glitches. The data cor-
responds to a window of 1 s centred at the GPS time of the
glitch as provided by Gravity Spy [14]. The data is divided
in two different sets; 85% is used to train the dictionary while
the remaining 15% (which includes 16 blip glitches) is used
to test the algorithm. The morphologies of all 16 glitches are
presented in Appendix A. The data is downsampled from their
original 16384 Hz to 8192 Hz to speed up the algorithm and
reduce the computational cost.
The training process is performed as follows. After whiten-
ing all the data, we select the main glitch morphology using a
window of 1024 samples around the GPS time of the glitch.
Then, data from all glitches is aligned and organised in a ma-
trix to build the initial dictionary. Next, we select 30000 ran-
dom patches of a given length and start the block-coordinate
descend method to obtain the trained dictionary. The length
of the patches is the same as the atoms of the dictionary and,
jointly with the number of atoms, is a hyperparameter of the
model.
We explore dictionaries formed by atoms of length in the
range [23, 29]. We also vary the number of atoms of each
length to understand its possible effect on the results. Our
study shows that a dictionary of 128 samples for atoms is a
good choice. The number of atoms seems not to be very rele-
vant as long as the dictionary is over-completed, i.e. the num-
ber of atoms is larger than the length of the atoms.
One intrinsic difficulty of applying dictionary-
reconstruction techniques to noise transients instead of
to actual signals is that we lack of a “clean” signal to use as a
model to the dictionary. Glitches have a random component
due to the background. Even though the learning step has
denoising capabilities, the block-coordinate descend method
can have problems of convergence when the patches contain
a large stochastic component. To improve the convergence
of the learning step and the extraction results, we introduce
an additional step between the whitening and the patch
extraction. Namely, we use the rROF method to reduce the
variance of the data used for training. This process results
in smoother atoms and in a cleaner reconstruction of the
glitch, which translates in a better separation between the
background and the glitch morphology. An example of a
dictionary is shown in Fig. 1.
B. Reconstruction
Once the training step is complete, we use the resulting dic-
tionary to extract the blip glitch from the background. As the
length of the atoms is always shorter than the length of the test
signals, we perform the reconstruction with a sliding window
with an overlap of n − 4 samples, where n is the length of
the atoms. The overlapped samples are averaged to obtain the
final reconstruction.
In addition, we apply the ADMM algorithm in an iterative
way. Starting with the original data y, we perform a recon-
struction over the dictionary u. Then, this reconstructed signal
is subtracted from the original data and the resulting residual
is used as the new input. This procedure converges in the
sense that in each iteration we subtract less signal from the
background. Therefore, this iterative produce is applied until
the differences between the residuals of consecutive iterations
is less than a given tolerance. For most cases, a typical toler-
ance of 10−3 − 10−4 is enough to produce good results.
C. Regularization parameter search
Reconstruction results heavily depend on the value of the
regularization parameter λ. If its value is large, the relative
weight of the regularisation term in Eq. (2.6) is larger and
more atoms are used. On the contrary, with a low value of λ
less atoms are used and more details of the signal (and noise)
are recovered. In previous papers [29–31], we found the op-
timal value, i.e. the one that produces the best results, com-
paring the denoised signal with the original one from GW cat-
alogs from numerical relativity. In the present case, as there
is not a true signal to compare with, we cannot determine the
optimal λ in the same way.
However, as our goal is to extract the glitch trying to keep
the background unaltered, we design a different approach to
obtain an optimal value of λ. One of the good properties of
dictionary-learning methods we found in our previous stud-
ies is that the reconstruction returns zero when the data are
very different from the dictionary. This statement is true for
5FIG. 2: Time-series plots of three illustrative examples of blip glitches, corresponding to numbers 7, 9 and 15 from the test set. The upper
panel shows the original signal (blue) with the reconstructed glitch (orange) superimposed using a dictionary of 192 atoms of 128 samples.
The residual is shown in the bottom panel (Note that the interval of the vertical axes is smaller.).
FIG. 3: Time-frequency diagram of the same three examples in Fig. 2. The original data and the residuals are represented in upper and bottom
panel respectively.
sufficiently large values of λ. As mentioned before, if the
value is too low, the regularization term in Eq. (2.6) becomes
negligible and we would be solving essentially a least mean-
squares fit, which in practice translates in a very oscillating
reconstruction. If the value is very large, it is the fidelity term
the one that becomes negligible, and the problem transforms
in the minimization of the L1-norm of the vector α, whose
solution is the vector zero. Therefore, our goal is to find the
first value of λ that returns zeros in the part of the data dom-
inated by the background but also produces a reconstruction
for the glitch. The resulting reconstruction will be zero on
the window border and will avoid discontinuities. We select a
small window at the beginning of the data window where we
are sure that the data is mostly dominated by the background.
After that, a bisection algorithm tries to find the largest value
that returns a non-zero reconstruction. We will refer to this
value as λmin.
6IV. RESULTS
A. Blip glitch subtraction with a single dictionary
We start applying dictionaries of different length and num-
ber of atoms to the 16 blip glitches we use as tests. The bisec-
tion procedure introduced in Section III C is used to find the
lower value of λ that returns zeros at the beginning of the data
stream. The reconstructed glitch is then subtracted from the
data to obtain a cleaner background.
As mentioned previously, we explore the results of us-
ing dictionaries formed by atoms of length inside the range
[23, 29]. All options are able to reconstruct the glitches and re-
duce their impact significantly. However, we observe slightly
different results depending of the length of the atoms. In par-
ticular, dictionaries with shorter atom length are able to ex-
tract more high frequency features than those with larger atom
length, but at the expense of leaving more energy at lower and
middle frequencies. We have also explored the effect of the
number of atoms. We find that once the number of atoms is
sufficient large, above ∼ 2.5 times the length of the atoms,
there is no appreciable improvement in the results.
Fig. 2 displays the time-series of three illustrative examples
of our sample of blip glitches reconstructed with a dictionary
of 192 atoms, each with a length of 128 samples. Correspond-
ingly, Fig. 3 shows the time-frequency diagram (spectrogram)
of the same data. In all these examples (and in the whole set
of glitches of our sample) the amplitude of the reconstruction
is almost zero in the parts of the data stream that contain only
background, and only the parts of the signals with larger am-
plitude are reconstructed. The examples in Fig. 2reveal that
the algorithm is able to reconstruct all blips present in the data.
The subtraction residuals (bottom panels of Fig. 2) show that
the impact of the glitches is significantly reduced in all cases.
However, some non-negligible part of the glitch still remains
in the data (see middle and right panels).
Let us now focus on the spectrograms shown in Fig. 3. The
upper panels display the original data (after the whitening pro-
cedure) and the lower panels show the reconstructed spectro-
grams obtained when using a single dictionary of 192 atoms,
each with a length of 128 samples. The three blips chosen to
illustrate our procedure show several features that make them
interesting cases of study. The left panel shows a blip with the
typical tear-drop shape morphology. The middle panel dis-
plays a blip glitch with a strong contribution at high frequen-
cies. Finally, a strong spectral line around ∼1400 Hz is well
visible in the right panel and it is simultaneous to the occur-
rence of the blip glitch. The spectrograms of the reconstructed
data confirm the analysis of the time-series plots. The power
of the glitches is reduced for the low and middle frequencies
(up to ∼ 500 Hz) while in other parts of the spectrogram both
the signal and the background remain unaltered. This effect
is clearly visible in the right plot of the lower panel of Fig. 3
which shows that the prominent spectral line is still present
after the reconstruction. This is both a good and a bad feature
of the method. On the one hand, it is a good result because, as
the morphology of the line is totally different to that of the blip
glitch, the dictionary does not reconstruct it; that would be a
Test # SNRo SNRsingle SNRmulti Wo Wsingle Wmulti
1 5.3 1.3 1.3 0.99 0.99 0.99
2 5.2 2.4 1.3 0.94 0.94 0.93
3 9.2 1.3 1.3 0.99 0.99 0.99
4 37.1 10.2 1.5 0.84 0.92 0.97
5 18.1 2.3 1.7 0.99 0.98 0.98
6 13.5 3.8 1.7 0.98 0.98 0.98
7 4.1 1.3 1.3 0.98 0.98 0.98
8 6.3 1.3 1.3 0.96 0.97 0.97
9 13.4 9.8 2.9 0.98 0.98 0.98
10 8.7 3.0 1.7 1.00 0.99 0.99
11 7.3 1.3 1.3 0.99 0.99 0.99
12 5.8 1.3 1.2 0.99 1.00 1.00
13 4.5 1.8 1.3 0.99 0.99 0.99
14 14.2 1.2 1.2 0.99 0.99 0.99
15 15.2 2.2 1.3 0.88 0.88 0.89
16 6.2 1.3 1.3 0.99 0.99 0.99
TABLE I: Quantitative assessment of our deglitching procedures.
The columns report the values of our estimators, SNR and W, for
the data containing the original noise transients (subindex ‘o’) and
for the residuals after deglitching, and both for a single dictionary
(subindex ‘single’) and for multiple dictionaries (subindex ‘multi’).
nice feature of the method in the case of a coincidence (both
temporal and in frequency) of a blip glitch with an actual GW
signal. On the other hand, it is a bad result because, as spec-
tral lines are another source of noise, they require additional
techniques to mitigate their impact.
The most obvious conclusion from the spectrograms is that
the dictionary has difficulties in reducing the high-frequency
content of the glitches. In the next subsection we discuss how
to improve the performance at high frequencies and present
quantitative estimates, using the SNR and W metrics, of our
two deglitching procedures.
B. Combining dictionaries
We turn next to describe the results obtained when using
a combination of different dictionaries to improve the results
at high frequencies (above ∼500 Hz). This combination is
a natural extension of our original algorithm based on a sin-
gle dictionary. Now the algorithm reads as follows: first we
perform the reconstruction in the same way than before using
the largest dictionary (i.e., 192 atoms of 128 samples length
each). Then, a second dictionary is applied to the residual ob-
tained from the first one. However, we do not use λmin for
this second dictionary. As our goal is to improve the results at
high frequencies, we use a slightly lower value of λ, around
85% less. To keep the background from being affected due to
this lower value of λ we restrict the reconstruction to a win-
dow which contains the most significant part of the blip. This
window is determined by the reconstruction using the first dic-
tionary, selecting the part of the signal which is not zero.
7FIG. 4: Time-series plot of the same three examples of Fig. 2 when the reconstruction is done combining dictionaries. The original data and
the residuals are shown in the top and bottom panels, respectively.
FIG. 5: Time-frequency diagram of the same three examples of Fig. 2 when using combined dictionaries.
As an example we discuss results using a combination of
two dictionaries, one formed by 192 atoms of 128 samples
and another one comprising 40 atoms of only 16 samples. The
results are presented in Figs. 4 and 5. The comparison of the
time-series plots of Fig. 4 and Fig. 2 does not show an obvi-
ous improvement when two dictionaries are used instead of
one. The inspection of Fig. 4 reveals that two of the peaks
at the maximum of the glitch disappear in the left and right
panels while part of the peak of the glitch in the center panel
is also reduced. Comparing the spectrograms (i.e. Figs. 3 and
5) yields more meaningful information. One can observe that
the high-frequency contribution that remains from the blip re-
construction with a single dictionary (up to ∼ 1000 Hz) is
further reduced by using a second, smaller dictionary. In ad-
dition, the background is not significantly perturbed. This also
holds when the first dictionary is able to extract the blip glitch
completely, as shown in the left panel of Fig. 5.
We have also analyzed the results for lower values of λ
than the 0.85λmin value used in this example. We find that
the high-frequency component of the glitch can be reduced
even more. However, at low and middle frequencies the back-
ground is affected and the spectrogram shows a significant re-
8duction of power in the glitch there. Our tests indicate that a
value of λ around 0.85λmin yields a good tradeoff.
Table I reports the two metrics, SNR and W, for all test
cases shown in Figs. 2-5. The values of SNR and W for the
original signals are shown in columns 2 and 5, respectively.
The comparison using a single dictionary (columns 3 and 6)
indicates that the dictionary is able to reduce the SNR sig-
nificantly. The values of the whiteness increase sightly as
expected. Note that as the data is whitened before the re-
construction, most of the original values of W are already
close to one. For our procedure combining two dictionaries
(columns 4 and 7 in Table I) the estimators show that in those
cases where the first denoising does not reduce the glitch com-
pletely, the second dictionary is able to improve the results.
In addition, in cases where the first dictionary already shows
good performance and the SNR is reduced significantly, the
addition of a second dictionary barely modifies the results. As
a summary we conclude that, in general, glitch denoising with
multiple dictionaries is a convenient strategy. For our test set
of 16 blip glitches it reduces the SNR by a factor of ∼ 11 on
average, while with a single dictionary the average reduction
is ∼ 7.5, with a negligible increment in computational cost.
C. Deglitching of GW170817
In [4] the LIGO-Virgo Collaboration reported the first
detection of GWs from a binary neutron star inspiral,
GW170817. About 1.1s before the coalescence time of
GW170817, a short instrumental noise transient appeared in
the LIGO-Livingston detector (see Fig. 6, upper panel). The
glitch was modeled with a time-frequency wavelet reconstruc-
tion and subtracted from the data, as shown in Fig. 2 of [4].
In this section we evaluate the use of learned dictionaries
to deglitch the noise transient appearing in GW170817. The
results are plotted in Fig. 6. We note that the spectrograms in
this figure look different to those shown in the previous sec-
tions. This is because we use the routines of the Q-transform
included in the GWpy libraries [41] in order to obtain similar
plots to those reported in [4] to facilitate the comparison. It
is worth stressing that the shape of the GW170817 glitch is
not the same as that of the blip glitches we use to train our
dictionaries. Therefore, these are not specifically tailored to
deglitch the particular noise transient affecting GW170817.
Nevertheless, this example still provides an excellent test to
assess the capabilities of our trained dictionaries to reconstruct
other types of glitches. In addition, the presence of the binary
neutron star signal allows us to analyse if it is affected by the
deglitching procedure.
The bottom panel of Fig. 6 shows the results after applying
one single dictionary of 256 samples, which is the dictionary
that produces the best results in terms of reducing the con-
tribution of both high and low frequencies. This is expected
because the GW170817 glitch lasted significantly longer than
the test cases discussed before. This figure shows that for the
most part the glitch is removed from the data and, at the same
time, the actual chirp signal from the inspiraling neutron stars
behind the glitch is recovered almost completely. Neverthe-
FIG. 6: Time-frequency diagram of 8 seconds of data corresponding
to the GW170817 signal. The top panel shows the original data from
LIGO-Livingston. The bottom panel displays the data after subtract-
ing the glitch using a single blip-trained dictionary with 256 samples.
less, part of the glitch at frequencies of ∼ 400 Hz and below
∼ 50 Hz remains visible after the first reconstruction. Sub-
sequently applying a second dictionary composed by atoms
of 16 samples does not significantly improve the results of the
first dictionary in this example. This may be related to the fact
that our trained dictionaries are not specifically customized to
the morphological type of the GW170817 glitch. We note that
these results could potentially improve if we trained our dic-
tionaries with a larger set of glitch morphologies, instead of
only using blips. We plan to investigate this possibility in the
future.
V. SUMMARY
We have investigated the application of learned dictionar-
ies to mitigate the effect of noise transients in the data of GW
detectors. Although the data show the presence of many fam-
ilies of glitches, each with a different morphology and time-
frequency shape, we have focused on “blip” glitches because
they are the most common type of glitches found in the twin
LIGO detectors and their waveforms are easy to identify. This
paper is the first step in our ongoing program to automatically
classify and subtract all families of glitches employing varia-
tional methods.
Our approach combines two different variational tech-
niques based on theL1 norm, namely the Rudin-Osher-Fatemi
method [28] and a Dictionary Learning method [27]. We have
randomly selected 100 blip glitches scattered in the data from
advanced LIGO’s O1 run. The data corresponds to a window
of 1 s centred at the GPS time of each glitch as provided by
Gravity Spy [14]. 85% of the glitches have been used to train
the dictionary while the other 15% have been employed as ex-
9amples to test the performance of the algorithm. The test set
has included 16 blip glitches. In our approach we have in-
corporated a regularized ROF denoising step before the train-
ing step to obtain a smooth dictionary, which has proved to
be more effective to model and subtract the glitches from the
data.
The determination of a good value of the regularization pa-
rameter λ is not a trivial task. In this paper we have deviated
from our previous works where the optimal value of λ could
be determined by comparison with an analytical or numerical
template [18, 29–31]. To preserve the background as unal-
tered as posible, we find the first value of λ that only produces
a reconstruction of the glitch and returns zeros for the sur-
rounding background. This procedure has the advantage that
λ is calculated only from the data and does not require any
systematic search using templates. Our results have shown
that this approach is valid to model and subtract most of the
contribution of the blip glitches in all cases analyzed. They
also have revealed, however, that the high-frequency com-
ponent of the blips (above ∼ 500 Hz) is not completely re-
moved. This issue has been ameliorated by using a combi-
nation of dictionaries with different atom length, one much
shorter than the other. This seems to be the best strategy to
mitigate the blips at all frequencies. We have also shown that
our approach yields satisfactory results when applied to the
GW170817 glitch [4] despite this transient noise feature is not
of the blip glitch class. Learned dictionaries trained with a dif-
ferent set of glitches can remove the GW170817 glitch from
the data without affecting the actual signal from the binary
neutron star inspiral. Potentially, this result could be further
improved by training the dictionaries with larger datasets ac-
counting for other types of glitches.
In order to eventually employ this approach in a low-latency
pipeline in actual GW detectors, it would be necessary to im-
prove the computational performance of the method. The cur-
rent version of the code is implemented in MATLAB and not
optimized. On average, the amount of time to process 1 s of
data sampled at 8192 Hz is∼ 1.5 s using a MacBook Pro with
a 2,3 GHz Intel Core i5 processor and 16 Gb of RAM memory
using 4 cores. We note, however, that the reconstruction can
be trivially parallelised since each segment can be processed
independently of the others. Therefore, there is still a consid-
erable margin for improvement in execution time, developing
an optimized and compiled version of the code. In the near fu-
ture, we plan to extend the work initiated in [18] to account for
other families of glitches and use classification algorithms as
a previous step to the glitch subtraction procedure presented
in this work.
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Appendix A: Properties of the test set
This appendix summarizes the main properties and time-
frequency characteristics of the 16 blips used to test our algo-
rithms. The physical parameters are reported in Table II while
Fig. 7 displays the time-frequency diagrams of all the 16 blips.
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