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La mise en oeuvre de systèmes de compréhension automatique de parole pouvant
fonctionner dans des conditions réelles implique de reproduire certaines aptitudes de
l'être humain. Outre les aptitudes à comprendre la parole même lorsqu'elle est cor-
rompue par du bruit, nous sommes capables de tenir une conversation impliquant
plusieurs interlocuteurs. Ce dernier point est lié au fait que nous identifions implici-
tement les interlocuteurs. Cette caractérisation du locuteur nous permet par exemple
de réaliser des conversations téléphoniques en mode conférence. En plus de la recon-
naissance du vocabulaire ou de l'identification du locuteur, on est également capable
de distinguer les séquences de la musique (en alternance, en arrière plan, etc.) qui
peuvent apparaître lorsqu'un des correspondants se place en mode attente.
En partant de ce contexte, on s'est intéressé à développer un système capable d'une
part de discriminer entre les séquences de Parole/Musique et d'autre part d'identifier
le locuteur dans des conditions téléphoniques fonctionnant en mode conférence avec
une variabilité des combinés. Autrement dit, cette thèse s'intéresse à deux sujets
du domaine du traitement de la parole. Le premier sujet porte sur la recherche de
nouveaux paramètres pour améliorer les performances des algorithmes qui identifient
les locuteurs en mode téléphonique. Le deuxième sujet est consacré à la proposition
de nouvelles approches en discrimination de la parole, de la musique et de la musique
chantée.
En discrimination du locuteur, on présentera une première étude visant à ca-
ractériser le locuteur par des paramètres AM-FM synchrones à la glotte, extraits à
la sortie d'un banc de filtres cochléaires. L'objectif visé est de trouver de nouveaux
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paramètres plus robustes aux bruits et à la variabilité des combinés téléphoniques.
Comme résultats, on a obtenu des scores presque similaires entre le système proposé
et le système de référence. Les meilleures performances ont été enregistrées lorsque
le système utilise une architecture parallèle composée de deux reconnaisseurs qui se
basent respectivement sur les paramètres MFCC et AM-FM. Dans le même cadre,
on s'est intéressé à proposer une nouvelle technique de modélisation qui tient compte
de la dépendance temporelle entre la source d'excitation et le conduit vocal. Avec
les tests de courtes durées, on a obtenu de meilleures performances en comparaison
à l'approche classique. Cependant, quand on augmente la durée de test, on obtient
presque les mêmes performances pour tous les systèmes proposés.
En discrimination Parole/Musique, on a proposé deux systèmes, le premier utilise
trois modèles paramétriques entraînés respectivement pour la parole, la musique et
la musique chantée sans effectuer aucune normalisation sur les vecteurs paramètres.
Sur une durée test de 100 ms, on a obtenu un taux de reconnaissance en moyenne de
93,77%. Le deuxième système ne requiert aucun entraînement et se base simplement
sur un seuil pour effectuer la classification.
Introduction
L'être humain se caractérise par l'aptitude à reconnaître le contexte phonétique
prononcé et également à identifier le locuteur (par exemple au cours d'une conver-
sation téléphonique). Cette aptitude a donné naissance à différentes disciplines en
recherche dont la reconnaissance automatique de parole, la synthèse de parole, la
reconnaissance de la langue et la reconnaissance automatique du locuteur (RAL).
Le domaine de recherche en reconnaissance du locuteur, par une machine, s'intéresse
particulièrement à extraire l'information acoustique caractéristique du locuteur, et qui
se retrouve grandement noyée dans le signal vocal. Cette information, appelée em-
preinte vocale, servira comme indice biométrique d'identification d'un locuteur au
même titre que l'empreinte digitale ou l'iris (images statiques) [59] [101].
L'intérêt essentiel de cette discipline, consiste à utiliser des systèmes de codage/décodage
basés sur l'empreinte vocale via les supports de communication à accès public (téléphone,
téléphone/IP), pour garantir la confidentialité, la virtualité (transparence) et l'au-
thentification lors des transactions numérisées. Comme applications, on trouve les
transactions bancaires, l'interrogation des bases confidentielles, l'accès à des ser-
vices privilégiés, l'espionnage et la criminologie. On trouve également, la synthèse qui
s'intéresse à incorporer et à doter les machines des caractéristiques humaines telles
que le stress, la fatigue, le sexe, etc. Récemment, l'arrivée et l'émergence des applica-
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tions multimedia exploitent autrement l'empreinte vocale par exemple pour effectuer
le tri et l'archivage de façon automatique de la messagerie vocale [103] ou pour iden-
tifier les locuteurs impliqués au cours d'une conversation en mode conférence [58]. Le
nouvel enjeu de ces applications est la nécessité de discriminer au préalable entre les
portions de la parole, de la musique, du bruit, des silences.etc.
Les recherches en RAL réalisées progressivement depuis une vingtaine d'année,
ont fait des progrès considérables et ont obtenu un taux d'identification quasiment
parfait (100%) sur une population considérable (650 locuteurs). Cependant, cette
performance a été atteinte avec de la parole enregistrée dans des conditions propres,
tandis que pour la parole bruitée et/ou la parole téléphonique, les performances obte-
nues ne sont pas pour autant satisfaisantes. Parmi les facteurs responsables de cette
dégradation, on trouve toujours le fameux bruit, l'effet du canal, la non linéarité des
combinés téléphoniques et surtout leur variabilité.
Dans ce cadre, cette thèse s'intéresse en grande partie à la caractérisation du locu-
teur en milieu difficile et hostile en utilisant deux approches d'analyse qui exploitent
principalement l'information du paramètre prosodique dit fréquence Fo (fondamen-
tal).
La première approche, concernant la paramétrisation, est basée sur des connais-
sances auditives, inspirées du mécanisme de fonctionnement de l'oreille moyenne. En
fait, on applique au signal acoustique vocal, un banc de filtres cochléaires pour esti-
mer la fréquence instantanée (FI) et la modulation d'amplitude (MA) à la sortie de
chaque filtre. Avec un détecteur de la hauteur tonale, on localise les segments voisés
qu'on suppose mieux caractériser le locuteur. En possession, d'une représentation en
trois dimensions de la FI et MA, nous appliquons, de façon synchrone à la glotte,
différentes stratégies afin de trouver des paramètres susceptibles de caractériser le
locuteur. On donnera les détails de cette perspective au chapitre 2.
La deuxième approche est une nouvelle technique qui tient compte de la corrélation
source et conduit vocal pendant les phases d'entraînement et de classification d'un
système d'identification du locuteur indépendant du texte. On suppose que le lien de
dépendance obéit à une loi de probabilité conjointe dont on donnera les motivations et
le formalisme mathématique avec l'ensemble des expériences réalisées dans le chapitre
3.
Au chapitre 4, on s'intéressera à un autre type de problématique qui vise essen-
tiellement à discriminer de façon automatique entre les segments de musique et ceux
de la parole. On proposera deux systèmes de discrimination Parole/Musique fonc-
tionnant en temps réel. Ils se basent conjointement sur des paramètres standards, les
Coefficients Mels Cepstraux (MFCC), utilisés dans la grande majorité des systèmes
en traitement automatique de la parole. Le premier système ne requiert aucune ses-
sion d'apprentissage et donne des décisions sur de courtes unités temporelles. Le
deuxième système utilise les modèles paramétriques avec un mélange de Gaussiennes.
Trois modèles sont entraînés, respectivement pour la parole, la musique et la musique
chantée.
Quant au premier chapitre, il sera consacré à décrire les principaux concepts,
méthodes et techniques publiés et utilisés dans ce domaine avec les références appro-
priées.
Chapitre 1
Etat de l'art des systèmes actuels
en caractérisation du locuteur
Dans le présent chapitre, on décrit le mécanisme mis en jeu lors du processus de
phonation. Ensuite, on donne quelques terminologies très utilisées dans le domaine.
On exposera enfin un bilan bibliographique sur l'ensemble des travaux réalisés en
identification du locuteur. La bibliographie concernant la problématique en discrimi-
nation Parole/Musique, ne fera pas l'objet de discussion dans ce chapitre. Par ailleurs,
elle sera examinée dans le chapitre 4 qui sera consacré entièrement à ce sujet.
1.1 Introduction
Le signal acoustique de la parole est riche en information et en redondance. La
redondance constitue sa robustesse contre le bruit environnant, les distorsions et les
dégradations subies par le signal vocal. La richesse exprime les informations simul-
tanées qui sont véhiculées par le contexte linguistique du message, les caractéristiques
anatomiques, l'état personnel et les contraintes socio-culturelles du locuteur.
Le phénomène de la phonation implique la coordination et la mise en jeu de
plusieurs acteurs du système phonatoire. Principalement, on y trouve les poumons qui
se comportent comme un générateur d'air qui servira ensuite à alimenter le larynx. Le
volume d'air est directement lié à l'énergie estimée sur de courts intervalles à partir
du signal acoustique. Au niveau du larynx, on retrouve les cordes vocales qui en
mode vibratoire génèrent des ondes glottiques de formes triangulaires, asymétriques
et périodiques. En mode non vibratoire, le signal à la sortie de la glotte correspond à
des explosions de bruit. La cavité supra-glottique (conduit vocal et cavités nasales) est
le dernier acteur qui sous l'excitation du signal glottique produit le signal acoustique
vocal. Le volume d'air dans les poumons dépend essentiellement des dimensions du
thorax, il varie donc avec le sexe et l'âge de l'individu. La fonction du larynx dépend
directement des propriétés myoélastiques, du couplage entre le larynx et les cavités
sub et supra-glottiques de la tension et de l'interaction mécanique des cordes vocales.
Pour plus de détails concernant l'anatomie et la morphologie du système, on peut
consulter les ouvrages [22] [102].
Même si cette description du système phonatoire, ne tient pas compte de l'aspect
perceptif, ni du fonctionnement intégral des organes anatomiques, il nous permet,
tout de même, de retenir que le mécanisme mis en jeu au niveau du conduit vocal et
cavités nasales semble moins complexe que la partie infra-glottique.
1.2 Terminologie
1.2.1 Identification et vérification du locuteur
On distingue deux approches pour reconnaître un locuteur. La première est la
vérification du locuteur, qui consiste à valider l'identité réclamée par une personne à
partir d'un message vocal. La deuxième approche est l'identification du locuteur, qui
consiste à déterminer l'identité d'un individu parmi un groupe de personnes.
1.2.2 Dépendance et indépendance du texte
En mode dépendant du texte, le texte prononcé par le locuteur, afin d'être identifié
par le système, est le même que celui utilisé lors de la session d'apprentissage. En
mode indépendant du texte, le locuteur est libre de dicter un texte de son choix.
Les systèmes dépendant du texte se distinguent considérablement sur la nature et
l'exploitation du texte en question [15]. En général les systèmes dépendants du texte
donnent les meilleurs scores en reconnaissance.
1.2.3 Variabilité interlocuteur et intralocuteur
On définit par variabilité interlocuteur les caractéristiques qiù sont propres à
chaque locuteur et qu'on ne retrouve pas chez d'autres locuteurs (variabilité induite
par le changement du locuteur). La grande variabilité entre les locuteurs est due,
d'une part aux variations anatomiques des organes responsables de la production vo-
cale et d'autre part à l'héritage linguistique et au milieu socioculturel de l'individu
[18] [22] [29] [50].
La variabilité intralocuteur se présente lorsqu'un même locuteur prononce la même
phrase ou le même mot à plusieurs reprises (parfois à différentes sessions) [18] [29] [50].
Plusieurs sources peuvent être attribuées à cette variabilité telle que la fatigue, le
stress, le sommeil, l'horaire de la journée (matin, soir), le débit d'élocution, l'état
émotionnel, etc.
1.2.4 Caractéristiques non anatomiques
Dans cette catégorie, on peut citer tous les éléments non liés à l'anatomie de
l'individu et qui jouent un rôle influant sur la voix. On trouve le contexte, la syn-
taxe, l'intonation, l'accent régional, la durée syllabique, la façon d'articuler, le lieu
géographique, etc.
1.2.5 Caractéristiques anatomiques
II s'agit des organes ayant un rôle dominant pendant le mécanisme de production
et qui sont considérés comme très caractéristiques du locuteur (les poumons, le larynx,
le conduit vocal, les lèvres et les cavités nasales [22]).
1.3 Architecture du système en RAL
Un système d'identification du locuteur tel qu'illustré par la figure 1.1 se compose
principalement de trois modules : paramétrisation, classification et décision.
Tout d'abord, le module de paramétrisation est un module d'analyse acoustique
qui consiste essentiellement à réduire l'information du signal vocal en quantité et en
redondance tout en augmentant la discriminibilité. À la sortie, le signal est représenté
par un ensemble de vecteurs coefficients.
Ensuite, le module de classification consiste d'une part, lors de la phase d'appren-
tissage, à estimer les paramètres d'un modèle mathématique approprié pour les vec-
teurs de coefficients. On parle dans ce cas d'une modélisation paramétrique. D'autre
part, lors de la phase de test, la tâche de ce module consiste simplement à évaluer une
certaine métrique entre les vecteurs testés et les données stockées comme références
pour chaque locuteur.
Finalement, le module de décision, qui selon les critères établis, permet de désigner
le locuteur reconnu.
Cependant, les systèmes en RAL se distinguent entre eux par l'approche adoptée
dans l'implémentation et le design au niveau de chaque module. Leurs performances
sont directement liées à la base de données (parole propre, bruitée ou téléphonique)
utilisée, au nombre de locuteurs considérés, à la quantité de données d'apprentissage et
à la durée de test choisie. On peut classer les systèmes de RAL en plusieurs catégories
selon l'architecture adoptée, la tâche à effectuer et l'environnement envisagé. Il sera
donc difficile de dresser un bilan comparatif de l'ensemble des travaux réalisés dans









FIG. 1.1 - Schéma d'un système de reconnaissance du locuteur
1.4 Revue sur les méthodes de paramétrisation
Avant de faire une revue sur les travaux à propos de la paramétrisation, on propose
de rappeler la définition des paramètres prosodiques, à temps-invariant (indépendants
du temps) et à temps-variant.
1.4.1 Paramètres prosodiques
Dans plusieurs domaines d'analyse et de traitement du signal vocal, on définit par
paramètres prosodiques :
- la fréquence fondamentale (vibration des cordes vocales) ;
l'intensité de la voix (ou énergie) ;
- la durée successive des segments syllabiques.
Ces paramètres prosodiques prennent une importance particulière pour donner aux
systèmes de synthèse une meilleure intelligibilité tout en permettant aux systèmes de
reconnaissance d'effectuer une analyse ou segmentation par ordre d'unité phonétique.
La variation dans le temps de ces paramètres (intonation) véhicule divers indices
caractéristiques de l'individu que ce soit au niveau de son état physique (age, sexe,
physiologie), de son état émotionnel ou de son accent régional.
En dépit de l'importance de la prosodie, on trouve que les systèmes en traite-
ment automatique de la parole (reconnaissance de parole ou identification/vérification
du locuteur) se basent particulièrement sur des paramètres en codage destinés à
caractériser la contribution et la dynamique du conduit vocal. Cependant, les pa-
ramètres prosodiques ne sont utilisés en général que pour faire rehausser légèrement
les performances de ces systèmes.
1.4.2 Paramètres à temps-invariant et à temps-variant
On appelle paramètres à temps-invariant ceux qui sont estimés sur une fenêtre
d'analyse de longue durée alors que les paramètres à temps-variant sont estimés sur
une fenêtre d'analyse de courte durée.
Les paramètres à temps-invariant correspondent à des caractéristiques fixes et
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stables dans la parole. Ils sont considérés indépendants du contexte et sont en général
utilisés dans les systèmes de reconnaissance indépendants du texte [41] [7]. Pourtant,
ils ne tiennent pas compte de la variabilité intralocuteur ce qu'il les rend facile à imiter
par les imposteurs. Les paramètres à temps-variant sont dépendants du texte et sont
souvent utilisés avec un grand succès dans les systèmes de vérification du locuteur et
dans les systèmes dépendants du texte.
1.4.3 Paramètres spectro-temporels et prosodiques
D'après Wolf [118], les paramètres idéaux et efficaces pour identifier un locuteur
devront être facilement mesurables, difficiles à imiter par les imposteurs, robustes aux
bruits et canaux de transmission et être très fréquents dans le signal vocal.
Plusieurs travaux ont été publiés pour comparer différentes techniques en pa-
ramétrisation. L'enjeu de ces travaux était surtout axé à cibler les meilleurs pa-
ramètres encodant de façon efficace les propriétés caractéristiques de chaque locuteur.
Atal [5] [6] [7] a expérimenté une série de paramètres censés à représenter la contri-
bution de différents organes mis en jeu lors du mécanisme de production (vibration
des cordes vocales, volume d'air dans les poumons, résonances du conduit vocal, etc.).
L'ensemble de ces paramètres proposés sont les coefficients par prédiction linéaire, les
coefficients cepstraux calculés par la méthode de LPC ( "Linear Predictive Coding" ) et
leurs dérivés (log-area, énergie spectrale, coefficients de réflexion) ainsi que l'évolution
de l'énergie et du fondamental dans le temps. Les meilleurs résultats ont été obtenus
par les coefficients cepstraux (extraits par la méthode LPC) suivis par ceux de la
prédiction linéaire.
Cependant, le succès de l'utilisation des coefficients cepstraux a été freiné par des
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facteurs liés à la variabilité entre les données d'entraînement et de tests, le bruit ainsi
que les distorsions introduites par le canal de transmission.
Dans cette perspective, d'autres études et approches ont été proposées dans l'ob-
jectif de trouver des paramètres plus robustes et indépendants des conditions d'utilisa-
tion. Les articles suivants discutent d'une éventuelle paramétrisation dans le domaine
spectral [29] [56] [76] [88]. On trouve les méthodes de PLP, RASTA, RASTA-PLP et
MFCC [53] [54], qui se distinguent par l'incorporation de certaines propriétés percep-
tives. En effet, ces approches ont déjà été utilisées dans les systèmes en reconnaissance
du vocabulaire et sont reconnues par leur robustesse à la variabilité intralocuteur et
au contexte d'environnement. Openshaw et al [77] ont comparé la robustesse de ces
méthodes dans la situation où les données sont affectées (entraînements et/ou tests)
par un bruit additif de type blanc gaussien. Les paramètres PLP-RASTA donnent
les meilleurs résultats que les paramètres MFCC, PLP, MFCC+RASTA, delta-PLP-
RASTA, etc. Ils confirment que l'utilisation du vecteur différence semble intéressant
dans la seule situation où le rapport signal bruit est faible.
La méthode du bispectre (statistiques d'ordre supérieur) a été introduite par
Wenndt et al [116]. Dans la situation où les données d'apprentissage sont propres
et les données testées sont bruitées, les paramètres de bispectre donnent de meilleurs
résultats que ceux du cepstre. Par contre, cette méthode n'a pas obtenu de succès
avec la parole téléphonique à cause des distorsions de la phase et de l'absence du
fondamental.
Bojan et al [17] ont présenté une méthode basée sur la décomposition harmo-
nique de Hildebrand-Prony qui consiste à modéliser les données par une combinaison
linéaire d'exponentielles sans poser de contraintes sur les fréquences. Ils confirment
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que cette méthode est plus précise et offre une haute résolution comparativement à
la procédure utilisant la FFT. Ils indiquent que les indices harmoniques estimés par
Hildebrand-Prony donnent de meilleurs résultats comparativement aux coefficients
cepstraux dérivés par LPC. Par contre, le problème majeur de cette approche est sa
sensibilité au bruit et voir la non-stationnarité du signal vocal.
L'enveloppe spectrale du résiduel est considérée caractéristique du locuteur [29].
En effet le résiduel (à spectre large) a été fortement négligé et peu d'auteurs lui
ont accordé une importance. Peut-être l'estimation de ce dernier est accompagnée
d'erreur et les outils disponibles en traitement de parole ne permettent pas d'extraire
adéquatement le résiduel. À ma connaissance seul l'article de Thévenaz et Hugli [113]
a étudié la contribution du résiduel. Les résultats obtenus démontrent l'utilité propre
du résiduel même si les performances du résiduel apparaissent moindre que celles du
filtre de synthèse. Particulièrement, le résiduel se montre utile quand sa composante
est combinée à celles du filtre de synthèse.
Dans toutes les méthodes présentées, les paramètres caractérisant le locuteur ren-
ferment conjointement l'information liée au contexte phonétique et celle propre du
locuteur. Malayath et al [66] ont essayé d'extraire les paramètres propres du locuteur
sans tenir compte du contexte phonétique. Ils ont procédé par une analyse par com-
posante principale normée pour trouver les valeurs propres et les vecteurs propres de
deux matrices de données. La première matrice correspond à la différence des seg-
ments de parole ayant le même contexte phonétique du même locuteur. La deuxième
matrice tient compte de la variabilité interlocuteur. Sous l'hypothèse que le contexte
phonétique domine les caractéristiques du locuteur, les vecteurs propres à faibles va-
leurs propres sont désignés comme un nouvel espace de représentation du locuteur.
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Le problème de cette méthode revient à la segmentation et sera évidemment difficile
à utiliser dans les situations réelles.
Jankowski et al [57] ont proposé une approche capable d'extraire les variations
fines du signal vocal à chaque impulsion glottale par modulation AM-FM et par
analyse des lobes secondaires de l'enveloppe. Au début de l'analyse, ils calculent les
coefficients de prédiction pour localiser les 3 premiers formants. Un filtre passe-bande
est appliqué autour de la fréquence centrale des 3 formants, suivie par Teager [111]
(opérateur non-linéaire) pour démoduler le signal. Les lobes secondaires et le fon-
damental sont estimés à partir de l'enveloppe du signal. Les résultats obtenus avec
les paramètres "MFCC+AM-FM" améliorent les performances en reconnaissance du
locuteur de 1.2% (+8.2% pour les femmes et -2.2% hommes). D'un autre côté, les pa-
ramètres "MFCC+fondamental+lobes secondaires" améliorent les performances chez
les hommes de 4% sans pour autant affecter celle des femmes.
On peut trouver d'autres approches sur la modélisation de la source glottale et
l'incorporation d'informations prosodiques destinées à la caractérisation du locuteur
[2] [51] [70] [60] [81] [62] [119] [120] [121] [87].
Cependant, malgré la recherche intense pour trouver de nouveaux paramètres en
caractérisation du locuteur, il reste que les coefficients MFCC demeurent le meilleur
choix. En effet, ils sont supposés être très bien représentatifs de la forme du conduit
vocal. Leurs distributions statistiques sont particulièrement bien modélisées par le
modèle à mélanges de Gaussiennes et les composantes du vecteur des coefficients sont
convenablement décorrélées.
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1.5 Techniques en modélisation/classification
La classification par spectre moyenne de Pruzansky [85] est considérée parmi les
premiers travaux proposés en RAL indépendante du texte prononcé. D'autres travaux
ont succédé, en moyennant d'autres types de vecteurs paramètres tels les coefficients
cepstraux [38] [41], les coefficients LPC [97] [96], les coefficients de "Log Area
Ratios", le contour du pitch [5] [6] ainsi que d'autres paramètres d'ordre statistiques
[16] [46] [47] [65] [68] [69]. Ce genre d'approche est facile à implémenter mais il est
considéré sensible au bruit [29] et ne tient pas compte des propriétés individuelles à
court terme et de la dépendance des séquences temporelles.
D'autres travaux ont proposé la classification par réseaux de neurones, connue
sous le nom de "méthodes connexionnistes" [10] [11] [13] [52] [95]. Cependant, cette
approche nécessite beaucoup de temps pour l'apprentissage du réseau et elle est
considérée moins flexible dans la mesure où il faut ré-entraîner le réseaux à chaque
fois qu'un nouveau locuteur est ajouté [4](apprentissage discriminant).
Plus tard, les méthodes non-paramétriques ont pris place et sont devenues plus
populaires. L'avantage de ces méthodes est qu'elles ne supposent aucune forme à
priori sur la distribution des données ni une segmentation explicite (à priori). En
effet, les données sont groupées par classe et chaque classe est représentée par son
centroïde. Particulièrement, la quantification vectorielle introduite par Soong [106]
inspirée des applications en codage de parole a été utilisée ensuite par plusieurs au-
teurs [19] [21] [52] [93].
Récemment, Campbell [23] confirme que l'utilisation de la matrice de covariance
comme méthode de classification, en procédant par une analyse "Line Spectrum Pair"
(L.S.P.) permet de réaliser des systèmes en RAL indépendants du texte avec un taux
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de reconnaissance élevé pour des conditions non fortement bruitées. Elle est également
facile à implémenter en temps réel.
Les méthodes qui supposent une forme à priori sur la distribution des données sont
dites méthodes paramétriques. Poritz [83] a utilisé un modèle HMM à 5 états pour
caractériser les vecteurs paramètres et prendre en compte la séquence temporelle. La
modélisation de chaque état d'un modèle HMM par un mélange de Gaussiennes a été
proposée par Tishby [115].
Grâce aux travaux de Matsui et Furui [72], une première comparaison entre la VQ
et les HMM discrets et continus a été mise en évidence pour la RAL indépendante du
texte. Il ressort que les meilleures performances sont partagées par la VQ et les HMM
continus. Cependant, les auteurs mentionnent que les performances pour les HMM
sont directement liées au nombre de mixtures par état sans pour autant être affectées
par le nombre d'états utilisés. Reynolds [89] propose dans sa thèse, un système à un
seul état avec un certain nombre de mélanges de Gaussiennes qui au fil des années
devint le modèle le plus utilisé et le plus performant [47] [8] [88] [91] jusqu'à nos jours
en RAL comparativement à ce qui existe sur le marché actuel.
1.6 Méthodes d'adaptation et de normalisation
L'adaptation des modèles au locuteur recouvre la problématique liée au vieillisse-
ment ou à la mise à jour des modèles et plusieurs travaux ont été publiés [19] [49] [42] [73].
Les techniques de normalisation sont utilisées comme approche pour compenser les
effets liés aux conditions d'environnement et d'utilisation (bruit, bande téléphonique,
variabilité de combiné, etc.). On distingue deux types de normalisation, la première
s'effectue dans le domaine de paramétrisation et la deuxième dans le domaine de
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classification [40]. En procédant avec une fenêtre d'analyse assez large, la normali-
sation dans le domaine paramétrique consiste souvent à soustraire la moyenne de
l'ensemble des vecteurs coefficients, à partir de chaque vecteur de coefficients estimés
sur chaque trame. Cette technique s'est avérée efficace pour réduire l'effet du canal et
les variations à long terme du spectre [6] [39]. Elle est spécialement adaptée pour les
applications dépendantes du texte dont la durée des mots prononcés est assez longue.
Soong et Rosenberg montrent que la dérivé de premier ordre des coefficients cepstraux
semble plus robuste à la variabilité linéaire du canal. Higgins et al [55] proposaient
une autre approche censée à réduire l'effet du canal et du bruit. Ils utilisent un
banc de filtres dont la fréquence centrale est distribuée selon une échelle non linéaire.
L'originalité du traitement consiste à compresser et normaliser les composantes spec-
trales à la sortie du banc de filtres. Ensuite pour chaque trame, une différence est
effectuée entre les canaux adjacents. Gish [46] avait démontré qu'un simple filtrage
(avec un filtre fixe) des différents enregistrements téléphoniques permet d'améliorer
considérablement les performances du système en RAL.
La normalisation dans le domaine de classification est surtout dédiée aux appli-
cations de vérification de locuteurs [40]. Gish et al (1995) ont utilisé une fonction de
densité Gaussienne pour modéliser l'effet du canal en disposant d'un volume assez
important des données d'apprentissage.
D'après Reynolds [91] la variabilité quand à l'utilisation des combinés téléphoniques
représente le facteur principal à la dégradation des performances. Les articles suivants
ont proposé une série de techniques pour réduire l'effet du combiné [9] [44] [45] [75] [91].
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1.7 Modèles hybrides
Les modèles hybrides correspondent à une autre alternative pour la conception de
système robuste aux différences entre sessions d'entraînement et de test. Le principe
de ces modèles repose sur le fait de faire coopérer différents classificateurs (systèmes)
montés en cascade et /ou en parallèle pour la prise d'une seule décision finale en faisant
combiner les scores à la sortie de chaque classificateur. En effet, chaque classificateur
utilise son propre espace de représentation pour coder des informations partielles
à partir du signal acoustique. Par exemple, on peut faire coopérer deux systèmes, le
premier se base sur les coefficients MFCC et le deuxième se base sur le mouvement des
lèvres ou la prosodie, etc. L'enjeu majeur de ces approches est la technique employée
pour homogénéiser et pondérer les scores à la sortie de chaque classificateur. On peut
consulter la thèse de Besacier [14] qui donne une bonne revue sur ces modèles avec
un nombre assez important de références bibliographiques.
1.8 Tendances actuelles
Malgré le nombre important de travaux effectués dans ce domaine, les solutions
apportées restent relatives car elles ne peuvent pas être appliquées dans n'importe
quelle condition d'utilisation.
Toutefois, on retient que l'utilisation des coefficients MFCC en paramétrisation
et les modèles GMM en classification demeure la combinaison offrant le plus de per-
formance dans les systèmes actuels en RAL. Pourtant, on avait mentionné que les
paramètres MFCC sont particulièrement sensibles aux bruits et à la variabilité due
aux conditions d'enregistrement et de transmission. En plus, les modèles GMM sont
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des modèles statistiques qui ne tiennent pas compte de l'information de la séquence
temporelle. Ceci, reste encore la motivation de plusieurs auteurs à la recherche de
nouveaux paramètres ou de retrouver des modèles plus robustes. On peut citer la
caractérisation par des paramètres prosodiques (le pitch et les formants) dans [51] ou
par des paramètres d'ordre statistique dans [87] [60]. Par ailleurs, Andrews et al [2]
ont introduit un nouveau système qui se base sur la séquence phonétique-dialectique.
Kajarekar et Hermansky [61] ont proposé un système qui se base sur 4 catégories
phonétique en RAL. D'après les auteurs, les voyelles, les ''diphtongues" et les fricatifs
sont les catégories les plus caractéristiques en vérification du locuteur.
L'effet de codage de la parole utilisé dans les réseaux téléphoniques (GSM, G.729,
G.723, MELP "Mixed Excitation Linear Prediction"), sur les performances des lo-
cuteurs a été aussi l'objet d'étude pour plusieurs auteurs. Dans des conditions im-
pliquant la variabilité des combinés téléphoniques, Dunn et al [30] observent une
dégradation en performance suivant la qualité du codage.
1.9 Conclusion
Dans ce chapitre, on a présenté un état de l'art et les principaux aspects et concepts
utilisés en RAL. On a présenté la structure générale d'un système en RAL et ses
composantes modulaires. Pour chaque module, on a donné les différentes techniques
utilisées, souvent en citant leurs avantages et leurs faiblesses. Particulièrement, les
paramètres MFCC et les modèles GMM sont utilisés dans la majorité des systèmes
en reconnaissance du locuteur. Cependant, ces derniers sont reconnus pour leurs sen-
sibilités aux bruits et aux distorsions introduites par les canaux de transmissions. De
plus, les modèles ne tiennent pas compte de l'influence de la séquence temporelle des
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unités phonétiques alors que les paramètres négligent en grande partie la contribution
liée à la cavité supra-glottique pendant le processus de phonation.
Comme récents défis, on trouve le problème de détection de l'activité vocale de
chaque locuteur au cours d'une conversation sans avoir à priori une information sur
les locuteurs ni sur leur nombre. Je cite le travail de Meignier et al [74] qui ont
introduit une approche d'apprentissage itérative et adaptative basée sur un modèle
HMM pleinement connecté. Le principe consiste à ajouter un état au modèle HMM
à chaque fois qu'un nouveau locuteur est détecté. Chaque état est représenté par
un mélange de Gaussiennes. Cependant, cette approche nécessite la possession de la
conversation intégrale avant le début de traitement.
Chapitre 2
Caractérisation du locuteur par
Modulation d'Amplitude et par
Fréquence Instantanée synchrone à
la glotte
Ce chapitre est entièrement consacré à l'étude de la forme et de la distribution
spectro-temporelle de l'enveloppe et de la fréquence instantanée (ou la phase) dans
l'optique de trouver de nouveaux paramètres en caractérisation du locuteur.
On présente d'abord une étude préliminaire en reconnaissance automatique du
locuteur qui nous servira à établir un lien entre l'information convoyée par la distri-
bution spectro-temporelle et les propriétés caractéristiques du locuteur. Divers aspects
liés à la distribution de l'enveloppe et de la fréquence instantanée ont été examinés
pour cibler une technique d'extraction de paramètres robuste et efficace.
À l'issu, différents paramètres potentiels sont proposés et expérimentés sur l'en-
semble de locuteurs de la base de données SPIDRE. À des fins de comparaison, les
coefficients standards MFCC sont considérés, dans ce chapitre, les paramètres de




Dans plusieurs travaux, en vue d'application à la parole, le signal acoustique vocal
a été considéré comme un signal analytique, modulé en amplitude et en fréquence.
En effet, la représentation de la parole par son enveloppe et sa fréquence instan-
tanée est riche en information intégrant conjointement la structure spectrale et l'ex-
citation temporelle. Particulièrement, elle tient compte d'un phénomène non linéaire
lié à l'interaction entre la source et le conduit vocal pendant le processus de pro-
duction [110] [112] [109]. D'après Rosen [92], l'enveloppe du signal analytique a été
considérée comme une caractéristique temporelle véhiculant simultanément des in-
formations acoustiques, auditives et linguistiques. Plusieurs auteurs ont exploité l'in-
formation MA-MF ou ses dérivées en vue d'application à la parole. En détection de
mélodie, Foldvari [37] a utilisé la fréquence instantanée (FI) et l'enveloppe pour l'esti-
mation du fondamental, alors que Demars et al [27] ont utilisé ces mêmes paramètres
pour la reconnaissances des chiffres. L'utilisation de la FI seule a été utilisée par Qiu et
al [86] pour détecter le voisement et également pour déterminer les instants de ferme-
ture et d'ouverture de la glotte. Potamianos et al [84] ont proposé une modélisation
MA-MF multi-bande, en démodulant les composantes par l'opérateur non-linéaire
Teager, pour le suivi de la fréquence centrale et la largeur de bande des formants. Un
autre type d'opérateur dit "Dyn" a été proposé par Rouat et al [94] comme technique
de démodulation des composantes MA-MF. Simultanément, l'opérateur Teager a été
utilisé pour la même raison par Bovik et al [20] et Maragos et al [67].
Récemment, Potamianos et Maragos [78] ont proposé des paramètres dérivés de
la distribution MA-MF en reconnaissance automatique de la parole. En comparaison
aux paramètres standards MFCC, des performances presque similaires entre les deux
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approches, ont été observées.
Pour plus de détails, on invite le lecteur à consulter l'ouvrage de Demars [28], dis-
ponible gratuitement sur Internet, qui est consacré aux représentations bi-dimensionnelles
(temps-fréquence) dont une bonne partie est réservée aux travaux publiés impliquant
la modulation MA-MF et ses dérivés avec un nombre important de références.
2.2 Filtres cochléaires
En pratique, les filtres cochléaires sont censés reproduire de façon partielle le
fonctionnement du système périphérique auditif, particulièrement au niveau de la
membrane basilaire de la cochlée sur un intervalle de fréquence allant de 300 Hz à
5000 Hz. La conception de ces filtres a été inspirée des travaux de Patterson [79]
et ceux de Glasberg et Moore [48]. La version numérique utilisée dans cette thèse,
a été développée au sein de notre laboratoire par Y.C. Liu pour l'obtention de son
mémoire [122]. Il s'agit de filtres à pentes exponentielles arrondis à leurs sommets
dans le domaine spectral et caractérisés par la largeur de bande d'un filtre rectan-
gulaire (ERB "Equivalent Rectangular Bandwidth"). Les filtres sont étroits en basse
fréquence donc plus sélectifs en harmoniques et ils s'élargissent au fur et à mesure
que la fréquence augmente. Donc, en moyennes et en hautes fréquences les filtres sont
moins sélectifs et donnent lieu au phénomène dit "phénomène de battement".
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2.3 Calcul de l'enveloppe et de la Fréquence Ins-
tantanée
On applique au signal vocal un banc de 24 filtres cochléaires dont la fréquence
centrale /^ est répartie de 330 Hz à 4700 Hz. La sortie s,(£) à chaque canal i est un
signal passe-bande à spectre étroit centré autour de f^. Le signal Si(t) est considéré
modulé en amplitude et phase avec une fréquence porteuse fCi, soit :
Si(t) = Ai(t)cos[2irfCtt + frit)]. (2.3.1)
Ai(t) est l'amplitude instantanée (enveloppe) et <j>{(t) la phase instantanée. La fréquence
instantanée Ft(t) est définie comme la dérivée par rapport au temps de la phase :
Si S((t) est la transformée de Hilbert du signal Si(t) et s,-(f)' est la dérivée temporelle
du Si(t), on peut déduire l'enveloppe Ai(t) et la FI Fi(t) du signal Si(t) à la sortie de
chaque canal i :
Ai(t) = \fSi(ty- + st(t)2 (2.3.2)
Ft(t) = «(0^)'-^ffi. ( 2 . 3 . 3 )
s,-(02 + *i(0"
2.4 Structure de l'enveloppe et de la Fréquence
Instantanée
La structure ou représentation spectro-temporelle de l'enveloppe à la sortie du
banc de filtres cochléaires est illustrée par la figure 2.1 (a). Dans la figure 2.1(b), on
illustre celle de la fréquence instantanée.
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2.4.1 Interprétation
Comme hypothèse, on peut dire que pour chaque canal, l'enveloppe observée lors
de la réponse du système phonatoire (cordes vocales et conduit vocal) peut être
considérée dans un premier temps dominée par l'information glottique ("régime en-
tretenu") puis ensuite par l'information du conduit vocal ("régime non entretenu").
En régime entretenu, le spectre instantané de la parole est suffisamment large vis-
à-vis de la fonction de transfert du filtre cochléaire et du combiné téléphonique pour
que les réponses impulsionnelles du filtre et du combiné puissent affecter fortement
l'enveloppe lorsque celle-ci est mesurée lors de l'explosion glottale.
Par conséquent, on peut supposer pour l'instant que pour un banc de filtres donné,
la forme de l'excitation glottale et l'information liée à la position des pics secondaires
de l'enveloppe peut-être utile (caractéristiques du locuteur). Ces pics secondaires (le
principal étant lié à l'impulsion glottale) sont dus aux battements des harmoniques,
à l'influence des formants et peuvent donc caractériser à la fois le locuteur et ce qui
a été prononcé.
Sur la base de cette interprétation de la structure MA-MF, la suite de ce chapitre
sera consacrée à une série d'expériences exploratoires qui consistent principalement à
trouver une approche adéquate pour dériver des paramètres caractérisant le locuteur
à partir de l'enveloppe et/ou la fréquence instantanée.
2.4.2 Définition : l'unité élémentaire
On définit l'unité élémentaire comme étant un segment de durée To (période
instantanée du signal) et qui inclut une impulsion glottale. L'unité élémentaire sera
souvent utilisée dans la suite de ce chapitre pour désigner une analyse synchrone à la
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FIG . 2.1 a : Enveloppes à la sortie du banc de filtres ; b : FI à la sortie du banc de
filtres.
glotte.
2.5 Étude préliminaire des enveloppes et de la FI
à la sortie du banc de filtres cochléaires
Cette section portera sur quelques expériences exploratoires réalisées dont l'ob-
jectif consistera à mettre aux points des stratégies et des techniques adéquates pour
coder de façon pertinente les caractéristiques du locuteur véhiculées par l'enveloppe
ou la fréquence instantanée.
2.5.1 Analyse psycho-acoustique
Avant de commencer à proposer et à tester n'importe quel type de paramètres
dérivés de l'enveloppe AM ou de la FI, on a trouvé raisonnable de vérifier auparavant
si ces composantes en soit maintiennent toujours des propriétés caractéristiques du
locuteur.
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Comme données, on a utilisé pour cette expérience seulement les voyelles / a / et
/ i / pour 4 locuteurs provenant de la base de données française BDSONS. On s'est
organisé de manière à faire en sorte que les mêmes mots des 4 locuteurs aient des
durées temporelles presque identiques. Ainsi, on n'est pas obligé de passer par un
alignement temporel qui, en quelque sorte, peut introduire des irrégularités au niveau
d'amplitude et de phase si on veut resynthétiser le signal.
Le principe de la démarche employée consiste à sélectionner une paire de locu-
teurs quelconques pour extraire séparément de leurs signaux acoustiques l'amplitude
instantanée Ai(t) (i indique le numéro du canai) et la phase instantanée &i(t) à la
sortie du banc de filtres cochléaires. Ensuite, on resynthétise des signaux mixtes, en
modulant l'amplitude instantanée du premier locuteur sur une onde porteuse dont
la fréquence est la fréquence centrale du canal et dont la phase instantanée est celle
du deuxième locuteur. Un traitement identique est effectué pour le deuxième locu-
teur. Autrement dit, on a effectué une permutation des composantes Ai(t) des deux
locuteurs. Finalement, une sommation des signaux modulés de tous les canaux nous
permet de récupérer deux signaux acoustiques mixés.
En procédant par des écoutes psycho-acoustiques, on peut ainsi évaluer l'impor-
tance de A{(t) et $,(£) en caractérisation du locuteur. D'autres tests ont suivi qui
consistaient cette fois-ci à évaluer individuellement le rôle des Ai(t) (avec $i(t) = 0)
et $i(i) (avec Ai(t) = constante) sur chaque canal. Les écoutes psycho-acoustiques
ont été effectuées par deux auditeurs travaillant dans le domaine.
Même si les résultats sont préliminaires et les remarques qu'on donne dans cette
partie ne sont pas pour autant confirmées complètement. On garde de cette expérience
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que l'information contenue par Ai(t) a tendance à être dominée par l'information lin-
guistique. Par contre on trouve que la phase $,(£) combine l'information caractéristique
du contexte et celle du locuteur. Particulièrement, on est convaincu que Ai(t) et $,(£)
maintiennent certaines propriétés caractéristiques du locuteur, ce qui nous motive à
poursuivre la direction de notre recherche.
Il sera donc intéressant de considérer la possibilité d'utiliser conjointement l'en-
veloppe Ai(t) et la phase $,(£) (ou la fréquence instantanée) comme paramètres dis-
criminants. On donnera dans la dernière section, les résultats et les discussions en
exploitant cette approche.
2.5.2 Données dépendantes du contexte
On tient à noter que les données décrites ici, nous ont servi seulement à effectuer
différentes études et analyses dans l'optique de cibler des paramètres à fort potentiels
en caractérisation du locuteur. Une fois le choix sur le genre de paramètres fixé, on
donnera en fin du chapitre les scores obtenus avec la base de données SPIDRE.
Pour l'instant, on a fixé le contexte phonétique et on a traité uniquement les seg-
ments voisés provenant de quelques mots fréquemment utilisés dans les conversations
de la langue anglaise tels : "and", "is", "the", "this" et "for". Ceci nous donnera une
bonne compréhension sur la variabilité intra- et inter-locuteurs et les effets indésirables
introduits par les combinés et la ligne téléphonique. Les mots sont extraits de quatre
conversations provenant de 3 combinés différents et pour cinq locuteurs (homme et
femmes) : spl415, spl497, spl499, spl436 et spl575 de la base SPIDRE. On s'est servi
de la transcription phonétique fournie avec la base de données du Corpus SPIDRE
pour l'extraction de mots.
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2.5.3 Étude des différences de 'phase' entre les canaux co-
chléaires
On propose ici une première étude préliminaire basée sur des analyses graphiques
de la structure spatiale de l'enveloppe. Précisément, elle s'intéresse à vérifier si la
non-synchronisation (délai) de la réponse glottale entre les différents canaux du banc
cochléaire peut être dépendante du locuteur.
Analyse
Au cours de l'analyse graphique des enveloppes, on a remarqué chez certains lo-
cuteurs que le déphasage (positif ou négatif) de l'impulsion glottale sur les 24 filtres
du banc cochléaire semble être différente. Donc, on place ici l'accent sur la position
relative des pics de l'enveloppe à travers les canaux et dans le temps. La figure 2.2
illustre le principe. En abscisse, on a reporté 25 ms de temps (croissant de gauche à
droite). En ordonnée, on a placé les enveloppes des signaux cochléaires pour les ca-
naux 8 (basses fréquences) à 19 (hautes fréquences). Les 24 canaux n'ont pas été
représentés afin d'alléger les figures, mais ils entrent en ligne de compte dans la
méthode développée. Le locuteur 1575 est tel que les réponses à l'excitation glot-
tale sont à peu près alignées dans le temps. Le locuteur 1497 est tel qu'il y a décalage
dans le temps entre les réponses en basses et hautes fréquences.
De façon générale, nous avons constaté que suivant les locuteurs, les maxima
correspondant aux impulsions glottales ne se produisaient pas aux mêmes instants
pour des canaux cochléaires différents.
L'interprétation possible serait que le spectre de l'excitation glottale est tel que


















































































FIG. 2.2 - Enveloppes à la sortie du banc de filtres, filtres 8 à 19;
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fréquence pour certains locuteurs. Entre autres, le déphasage entre harmoniques peut
être différent et dépendant du locuteur et du contexte. Une autre interprétation se-
rait qu'il existe un couplage entre la glotte et le conduit vocal. Cette dernière in-
terprétation pourrait être dérivée des travaux de Teager. Celui-ci a en effet analysé
les flux de pression dans le conduit vocal et aurait conclu au couplage non linéaire
et à l'existence de mini tourbillons qui pourraient expliquer l'existence de 'bouffées
d'énergies' dans le signal de parole [110] [112] [109]. Voyant ses travaux contestés,
Teager a d'ailleurs essayé de mettre en valeur ces bouffées d'énergie à la sortie d'un
banc de filtres Gaussiens. Malheureusement, son décès n'a pas permis de confirmer
ou d'infirmer cette théorie qui demeure toujours très contestée.
Résultats et discussion
Nous avons extrait pour chaque canal cochléaire et pour chaque 'unité élémentaire',
l'instant correspondant au maximum de l'enveloppe pendant l'explosion glottale. Ces
instants ont été rapportés au temps origine 0 qui est défini comme étant le moment
où l'enveloppe du canal 6 (non illustré sur les figures) est à son maximum (toujours
pendant une unité élémentaire). Une compilation des résultats a été faite sous forme
d'estimation de la moyenne de ces instants pour chaque canal et pour l'ensemble des
mots 'and' des 4 locuteurs étudiés. La figure 2.3 présente les résultats sous forme
graphique pour différents locuteurs. En abscisse, on a reporté les indices des canaux
cochléaires (selon les fréquences centrales croissantes) et en ordonnée les moyennes
pour chaque canal.
Il est possible de séparer visuellement certains locuteurs. Les locuteurs spl415 et
sp!436, par exemple sont clairement séparables alors qu'ils le sont difficilement sur la
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base de leur fréquence de glotte. Il est important de souligner que les paramètres sont
indépendants du combiné (il y a certaines fluctuations entre combinés, mais celles-ci
correspondent souvent à des combinés pour lesquels il y a peu de données). En général,
les courbes sont similaires pour un même locuteur et pour des combinés différents.
Conclusion
Des améliorations importantes à cette technique devront être apportées. Il y aura
lieu d'étudier les distributions de probabilité de ces paramètres et non pas uniquement
les moyennes. Une estimation des histogrammes pourrait s'avérer intéressante. Ces
paramètres semblent à première vue intéressants et il y aura lieu de les étudier de façon
plus approfondie ultérieurement. En effet, on préfère reprendre l'analyse et rechercher
d'autres techniques qui pourront être intéressantes, simples et plus prometteuses.
2.5.4 Caractérisation par les lobes secondaires de l'enveloppe
Dans cette sous-section, on passe à une deuxième étude préliminaire déduite
également par les analyses graphiques de la structure spatiale de l'enveloppe. Dans
ce cas, on cherche à étudier les retombés d'une éventuelle paramétrisation utilisant
les lobes secondaires à partir de l'enveloppe pour caractériser le locuteur à la sortie
de chaque filtre cochléaire.
Analyse
L'enveloppe des signaux cochléaires est habituellement modulée en amplitude.
Les modulations sont en principe plus fortes dans les canaux cochléaires soumis aux
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FiG. 2.3 - Différence de phase entre canaux à la sortie de l'enveloppe (pour 4 locu-
teurs)
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Ces battements sont présents dans les canaux pour lesquels il n'y a pas de résolution
des harmoniques (canaux cochléaires à partir de 1000 Hz ou 1200Hz). En dessous de
1000 Hz, on estime en général que les filtres cochléaires sont en mesure de résoudre les
harmoniques. En conséquence, on pourrait supposer que le codage de l'information
se fait principalement en modulation d'amplitude en moyenne et haute fréquence (en
MF pour les canaux à harmoniques résolus). Il est important de noter que la fréquence
glottique va affecter de façon importante la modulation due aux battements. En effet,
pour un filtre cochléaire donné, un homme aura plus d'harmoniques présents dans la
bande passante que pour une femme. Cette différence va affecter la position des pics
secondaires (pour une même fonction de transfert du conduit vocal).
Par ailleurs, l'apparition de pics secondaires dans les enveloppes n'est probable-
ment pas due uniquement aux battements, mais aussi aux retards respectifs des
réponses à l'explosion glottale pour les formants.
Conclusion
Pour l'instant d'après les analyses graphiques, on s'est rendu compte que la forme
et la position des pics secondaires ne peuvent pas être utilisées seules pour l'identi-
fication du locuteur. Cependant, elles peuvent servir dans un premier temps, pour
effectuer une préclassification par groupe de locuteurs. Ensuite, on peut se baser sur
d'autres types de paramètres pour discriminer séparément les locuteurs à l'intérieur
de chaque groupe (en espérance d'une meilleure performance). Dans ce cas, il y a donc
lieu de tenir compte de l'homogénéité des paramètres et de la pondération des scores.
Par homogénéité (non homogène) on veut dire définir l'approche pour regrouper les
différents paramètres qui appartiennent à des espaces différents. Et par pondération,
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on veut dire, trouver la stratégie de pondérer les scores fournis par les différents
classificateurs.
2.5.5 Étude des signaux différence des "unités élémentaires"
Dans cette sous-section, on propose une troisième étude préliminaire déduite aussi
par les analyses graphiques de la structure spatiale de l'enveloppe. Dans ce cas, on
cherche à étudier si une paramétrisation synchrone peut être dépendante du locuteur.
On rappelle que l'unité élémentaire est le segment de durée TQ (période instantanée
du signal) et qui comprend une réponse à l'impulsion glottale.
Analyse
A priori, d'une excitation glottale à l'autre, la contribution du combiné est relati-
vement constante (le combiné est inchangé) tandis que des changements plus impor-
tants peuvent se produire en fonction des caractéristiques du locuteur et du contexte
phonétique. On pense donc, qu'il serait intéressant d'estimer les caractéristiques du
combiné lors de l'explosion glottale et d'en tenir compte pour corriger le signal. En
faisant l'hypothèse que l'influence n'est pas la même au cours du temps, il y aurait
lieu de mettre en place une technique d'analyse synchrone à la glotte. Il existe, bien
sur déjà plusieurs techniques dont l'optique est de faire une estimation statistique des
caractéristiques du combiné en étudiant des signaux dont la distribution recouvre l'en-
semble des contextes phonétiques et des locuteurs. Malheureusement, ces techniques
font appel à des traitements sophistiqués qui sont difficiles à mettre en place pour une
application réelle. Par ailleurs, les analyses qui supposent la stationnante du signal
(LPC, analyse de Fourier, etc.) ne peuvent qu'effectuer une estimation moyenne et
35
peuvent difficilement séparer les caractéristiques observées en 'régime entretenu' de
celles qui le sont en 'régime non-entretenu'.
Vers une paramétrisation
On commence par placer une fenêtre chevauchante, dynamique et glissante sur
l'enveloppe (ou la fréquence instantanée) de chaque canal. Chaque fenêtre correspond
à une unité élémentaire, c-à-d la période instante, du signal To. L'unité élémentaire
est de durée variable et est mise à jour à chaque impulsion de glotte. En effet, on
utilise le système de la détection de la hauteur tonale pour estimer la période 7o
à tous les 10 ms qui servira ensuite pour localiser chaque portion voisée du signal
vocal. Donc, on localise les unités élémentaires segk = (X1TX2, -,^iv) où l'indice k
caractérise la position de l'unité dans le temps. Les données ifc sont les composantes
d'enveloppe de l'unité A; sur une période T de N points. On soustrait ensuite l'unité
de position 7)_i à l'unité positionnée en 7}. Le traitement permet ainsi d'obtenir le
signal différence entre deux unités élémentaires adjacentes. Le signal différence a une
longueur variable qui correspond à la période de glotte des 2 unités élémentaires. Les
signaux différences calculés sont notés par :
dk = segk - segk-i (2.5.1)
À partir de ce signal différence, il est possible d'obtenir divers paramètres dont
l'objectif principal est de réduire la dimension. Pour nos premiers tests, on a utilisé
quelques variantes aux vecteurs différences qui sont illustrées par les équations 2.5.2,
2.5.3, 2.5.4, 2.5.5. L'équation 2.5.3 mesure la variation absolue aux vecteurs différences.
L'équation 2.5.4 découle directement de 2.5.3 et consiste à utiliser l'énergie. L'équation 2.5.5
mesure la valeur absolue de la variation du carré des différences entre 2 unités
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élémentaires consécutives. Quant à l'équation 2.5.2, elle mesure l'énergie de l'enve-
loppe (ou la moyenne de la FI) à chaque explosion glottale, et on reviendra à l'analyse
de ce paramètre dans la prochaine section.
PU = E - ' ^ e g f c ( n ) (2.5.2)
"))
 ( 2 . 5 3 )
2 .
P4k = rl^sj^-^in)) (2 5 5)
Résultats et discussion
Avec de telle stratégie, on est censé réduire l'effet du canal, puisqu'on traite l'in-
formation dans la même largeur de bande (sur chaque canal) et au même instant près.
Même si le contexte phonétique et les caractéristiques du locuteur seront également
réduits, on supposerait observer la variabilité liée à la source et/ou le conduit vocal
au cours du temps.
Le graphique 2.4 illustre le vecteur moyen des paramètres estimés par les équations 2.5.3
à 2.5.5 pour différents combinés et pour un même locuteur.
Le graphique 2.5 illustre le vecteur moyen des paramètres estimés par l'équation 2.5.5
pour différents combinés et pour différents locuteurs.
On constate que les moyennes ne sont pas influencées par le type du combiné et le
sont encore moins que l'étude reportée sur le délai de la phase. On remarque que les
paramètres extraits des différents équations manipulent presque la même information.


















FlG. 2.4 - a) : Moyenne de la valeur absolue de la variation du carré des différences
entre 2 unités élémentaires consécutives (equ. 2.5.5) ; b) : Moyenne de la valeur absolue
des différences entre 2 unités élémentaires (equ. 2.5.3) ; c) : Moyenne de la valeur
absolue du carré des différences entre 2 unités élémentaires (equ. 2.5.4) ; contexte
utilisé est le "and".
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FIG. 2.5 - Résultats pour 4 locuteurs de la moyenne de la valeur absolue de la
variation du carré des diflFérences entre 2 unités élémentaires consécutives ; contexte
prononcé est le "and" (equa 2.5.5).
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phonétique. Les données provenant du même combiné se caractérisent de plus par
une coïncidence au niveau du gain.
Pour des locuteurs différents, on constate que les pics principaux du vecteur moyen ne
se positionnent pas à la même fréquence et que parfois pour certains locuteurs la forme
spatiale est signifkativement différente. Évidemment, ceci est dû à la distribution des
formants et du contexte, sauf que dans notre cas, le contexte est fixé.
2.5.6 Conclusion
D'après l'étude préliminaire, ce type d'analyse synchrone à la glotte nous apparaît
plus intéressant et de potentiel supérieur à ce que nous avons exploré jusqu'à présent
(caractérisation par les lobes secondaires et la différence de phases). Il y a bien en-
tendu lieu de pousser les analyses vers une meilleure compréhension des propriétés
statistiques des paramètres liés à l'analyse spectro-temporelle des enveloppes. Le fait
que les paramètres soient faiblement influencés par le combiné téléphonique tout en
préservant le contexte phonétique nous laisse à penser que l'approche doit être ex-
plorée. La prochaine section exposera une étude plus détaillée de ces paramètres en
utilisant l'ensemble de données de la base SPIDRE.
2.6 Propositions et expérimentations de nouveaux
paramètres : MA-MF
Les études exploratoires des sections précédentes visaient à trouver une stratégie
pertinente pour extraire de bons paramètres en caractérisation du locuteur. Les pa-
ramètres mentionnés sont dérivés de l'enveloppe ou de la FI à la sortie du banc de
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filtres cochléaires. Il est maintenant temps d'opter pour un seul type de paramètre
(donc une seule stratégie) et pousser son étude de façon plus approfondie. On a donc
orienté notre étude vers l'extraction des paramètres synchrones à la glotte à la sortie
de chaque canal. On a comparé les performances de ces paramètres aux coefficients
standard MFCC. On a aussi augmenté la base de données à 45 locuteurs avec 4
conversations pour chaque locuteur provenant de 3 combinés différents. Les données
font partie du Corpus SPIDRE. On invite le lecteur à consulter l'article d'Ezzaidi et
al. [36] où plus de détails sont reportés (placé en annexe).
2.6.1 Paramétrisation
L'architecture du système proposé est illustrée à la figure 2.6. La technique d'ex-
traction des paramètres consiste à utiliser au départ un algorithme de détection de la
hauteur tonale pour estimer la période fondamentale 7o des segments voisés. La va-
leur estimée du fondamental nous permet de reconnaître approximativement la durée
de l'explosion glottale à partir de chaque canal. Ensuite, en exploitant conjointement
la valeur de la période et la position des pics maximums de l'enveloppe à l'intérieur
de trois périodes consécutives, on est capable de déterminer avec plus de précision le
début et la fin de l'explosion glottale pour chaque canal. Ainsi, on se trouve à éliminer
implicitement les problèmes du retard entre les canaux (délai) liés à la réponse des
filtres cochléaires.
Pour chaque intervalle [0,7o] qui correspond à la période fondamentale, les vec-
teurs paramètres FI, DFI, MA, DMAP, MAPI, MAP2 sont estimés tels qu'illustrés
à la figure 2.7. Le vecteur paramètre FI , AM correspond respectivement à la va-
leur moyenne de la fréquence instantanée et la moyenne de l'enveloppe à la sortie de
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chaque canal et pour chaque impulsion glottale. Le vecteur DMA est la différence
des vecteurs MA adjacents, et il mesure en quelque sorte la dynamique des vecteurs
MA. Le vecteur DFI est la différence des vecteurs FI, cette fois ci, à travers les ca-
naux adjacents. Ces vecteurs différences sont supposés réduire les effets du canal et la
variabilité du combiné. Les vecteurs MAPI et MAP2 sont censés caractériser respecti-
vement les lobes secondaires (régime transitoire) et la montée de l'enveloppe (régime
entretenu). En effet, il y aura lieu de mieux caractériser le vecteur MAPI par son
énergie propre que de l'estimer par l'énergie ayant lieu par défaut sur le quart de
la période l'intervalle [7o/2,37b/4]. Une telle modélisation se trouve très difficile à
réaliser et peut donc biaiser les résultats. Pour plus les détails de mise en oeuvre du
système, j'invite le lecteur à consulter l'article d'Ezzaidi et al [36].
2.6.2 Résultats
Les expériences dans cette section sont divisées en deux parties. Dans la première
partie, on trouve les résultats cherchant à évaluer l'impact sur l'utilisation des com-
binés similaires ou différents entre les sessions d'apprentissage et de test selon deux
aspects : un premier aspect où on suggère l'évaluation en se basant sur les paramètres
proposés ; le deuxième aspect, propose une étude au niveau psycho-acoustique en com-
parant la performance de la machine et celle des auditeurs utilisant les combinés dans
différentes conditions entre les sessions d'apprentissage et de test. La deuxième partie
des expériences portera sur la comparaison des paramètres proposés et les coefficients
MFCC pris comme paramètres de référence.
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FIG. 2.6 Architecture du système d'extraction des paramètres MA-FI.
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FIG. 2.7 - Illustration d'extraction de paramètres à la sortie d'un canal.
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Résultats sur l'impact des combinés téléphoniques
Dans la base de données SPIDRE. on dispose seulement de deux conversations
par locuteur enregistrées sur le même combiné téléphonique. On a donc utilisé une
conversation pour la session d'entraînement et l'autre conversation pour la session du
test afin d'évaluer les performances en reconnaissance du locuteur dans des conditions
impliquant des combinés similaires. Dans la table 2.1, on donne les résultats de cette
expérience.
Dans les conditions de la variabilité des combinés, on a utilisé trois conversations
enregistrées à partir de 2 combinés différents lors de la session d'entraînement et la
quatrième conversation enregistrée à partir d'un autre combiné a été présentée pour
les tests. Dans la table 2.2, on donne les résultats qui tiennent compte de la variabilité
des combinés téléphoniques.
TAB. 2.1 Résultats avec les mêmes combinés (LVQ), 35 locuteurs (21 hommes et





























TAB. 2.2 Tests avec des combinés différents (LVQ), 35 locuteurs (21 hommes et 14































En comparant les tables 2.1 et 2.2. on peut déduire plusieurs points. Le point
le plus important est que la variabilité des combinés a fait baisser les taux de re-
connaissance sur l'ensemble des paramètres proposés à quelques exceptions pour le
cas des femmes. Il est donc évident que la fonction de transfert du combiné, modifie
considérablement les caractéristiques du signal de la parole pour tromper le système
de reconnaissance. Sur l'ensemble des locuteurs, on observe avec les paramètres IF,
DIF et AM une chute des scores qui dans la mesure reste acceptable contrairement
au cas des paramètres DAM, AM PI et AMP2. Si on veut utiliser ces derniers, il
y aura lieu d'effectuer une pré-classification sur la base des sexes puisque d'après les
tables les scores pour les hommes et les femmes restent en quelques sortes proches.
Pour le test impliquant les femmes, on remarque que les paramètres IF, DIF,
MA, MAPI donnent des scores supérieurs ou égaux comparativement aux conditions
utilisant des combinés similaires alors que pour les autres paramètres la dégradation
reste toutefois acceptable. Comme explication, on peut dire que la durée de la réponse
en régime transitoire (liée au conduit vocal), est plus grande pour l'homme que la
femme. Par conséquent, on peut dire que la longue durée de la période glottale chez les
hommes comparativement aux femmes donne naissance à un genre de bruit pendant
le régime transitoire (réponse lié au conduit vocal va se stabiliser avant l'arrivée de la
prochaine excitation glottale). En se fiant toujours à la réponse de la glotte, on peut
attribuer ces résultats aux faits qu'on dispose de plus de données pour la femme que
l'homme puisque la durée de la période de l'impulsion glottale chez les femmes est
plus courte que chez les hommes.
En résumé, les paramètres IF, DIF et AM semblent présenter plus de robustesse
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à la variabilité des combinés que le reste des paramètres proposés.
Comparaison avec un système de référence
Puisque notre objectif est de trouver de nouveaux paramètres robustes spécialement
aux conditions téléphoniques, nous étions donc contraints à effectuer une comparaison
en performance avec un système de référence. On a privilégié l'utilisation les coeffi-
cients standards M FCC comme paramètres de référence puisqu'ils représentent un
standard dans le domaine. La tache de classification est restée commune pour les deux
systèmes. Pour plus de détails, on invite le lecteur à consulter l'article [36]. On rappelle
que seulement les conditions impliquant l'utilisation des combinés différents entre les
sessions d'entraînement et de test ont été utilisées. De plus la base de données est
composée cette fois-ci de l'ensemble des locuteurs disponibles dans la base de données
SPIDRE.
Les résultats sont illustrés par les figures 2.9 et 2.8. Sur un aspect global, les co-
efficients MFCC enregistrent les meilleurs scores en reconnaissance du locuteur avec
70% pour les hommes, 78% pour les femmes et 73% pour l'ensemble des locuteurs.
Alors que les scores respectivement pour la FI (et MA) sont de 63% (68%) pour les
hommes, 72% (78%) pour les femmes et 58% (71%) pour l'ensemble des locuteurs.
Cependant, les scores sur l'ensemble des paramètres restent proches et comparables
bien que les paramètres de référence sont amplement adaptés et mieux optimisés pour
ce type de traitement. Quand aux paramètres qu'on présente, leurs composantes ne
sont pas complètement décorrélées et peut être seront mieux modélisées avec d'autres
méthodes de classification. On trouve également que les femmes semblent mieux dis-
criminées que les hommes. En réalité, les sons voisés des femmes comportent moins
de composantes harmoniques que les sons voisés des hommes. Par ailleurs, les filtres
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cochléaires sont supposés être capables de mieux démoduler des signaux de femmes
à la sortie de chaque canal.
L'essentiel est que les paramètres AM-FM et les MFCC semblent ne pas confondre
les mêmes locuteurs, un point qui nous mène à supposer que ces paramètres peuvent
être complémentaires entre eux pour concevoir un système d'identification du locuteur
plus robuste.
Ceci nous a motivé à simuler un système global d'identification du locuteur com-
posé sous une architecture parallèle par des sous systèmes élémentaires entraînés
individuellement sur un seul de type de paramètres MFCC. IF ou AM. Le système
global donne en sortie une décision provenant de chaque système élémentaire. La
fusion des décisions se fait directement à travers les matrices de confusion. Ceci
nous permet d'éviter de faire une homogénéisation des scores, c'est à dire d'es-
sayer de normaliser les scores des différents systèmes élémentaires qui ne sont pas
forcément comparables entre eux. Ainsi, la pondération des scores peut aussi consti-
tuer un autre problème à résoudre. Dans la figure 2.8, on reporte les résultats sur
l'ensemble des locuteurs pour les trois systèmes globaux MFFC+IF, MFCC+AM et
MFCC+AM+FM. Particulièrement, on trouve que le système global basé sur la com-
binaison des paramètres MFCC et AM augmente le taux de reconnaissance à 82%,
ce qui est considérablement supérieur aux performances des paramètres de référence
avec 73% (coefficients MFCC).
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FiG. 2.9 Taux de reconnaissance pour les paramètres AM, IF and MFCC par
sexe ; les mêmes 45 locuteurs que la Fig. 2.8.
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2.7 Résultats sur la comparaison entre auditeurs
naïfs et de la machine en RAL
Pour mieux comprendre l'impact des combinés, on a cherché à évaluer les apti-
tudes de l'humain et la capacité d'une machine à reconnaître les locuteurs dans des
conditions impliquant la variabilité des combinés téléphoniques.
La comparaison entre humain et machine en identification du locuteur a été traité
par Doddington [29] dans les années 80. Cependant, son étude ne tient pas compte
de l'implication de la variabilité des combinés téléphoniques. Dans cette section, on
tentera de répondre partiellement à cette question même si l'étude qu'on propose reste
un peu biaisée dans la mesure où les conditions d'expériences proposées ont avantage
à favoriser plus l'humain que la machine. Dans la suite, on donnera un résumé sur
les conditions expérimentales, les résultats et la discussion. Pour plus de détails, on
invite le lecteur à lire l'article Ezzaidi et Rouat [35] joint en annexe.
2.7.1 Conditions expérimentales
Auditeurs naïfs
On a réalisé une étude d'écoute des fichiers de parole pour les 10 femmes les
plus confondues entre elles de la base SPIDRE. Il n'est donc pas possible pour cette
expérience de séparer les locuteurs sur la base de leur sexe. On a fait appel à 10
auditeurs (1 femme et 9 hommes) naïfs auxquels on a présenté des paires de segments
de parole, sélectionnées de façon aléatoire. Les auditeurs parlent le français comme
langue maternelle et la plupart ne comprennent pas bien l'anglais. Pour chaque paire
écoutée, l'auditeur doit faire un des choix suivant :
a : Certainement le même locuteur ;
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- b : Probablement le même locuteur ;
- c : Certainement des locuteurs différents ;
- d : Probablement des locuteurs différents.
Paramétrisation et modèles pour la machine
Le vecteur de paramètres utilisé est composé de
- 12 coefficients MFCC (statiques) ;
12 delta coefficients MFCC (dynamiques) ;
- 1 coefficient pour l'énergie ;
- 1 coefficient pour delta-énergie (différence).
Une fenêtre d'analyse de 32 ms glissante à tous les 10 ms a été considérée pour
calculer le vecteur des paramètres. Deux techniques de classification ont été proposées.
La première est la classification non paramétrique qui consiste en une quantification
vectorielle hybride (LVQ-SLP) telle que proposée par He et al [52]. La deuxième
classification est une modélisation paramétrique utilisant un modèle à mélange de
gaussiennes (GMM).
2.7.2 Résultats
Pour les auditeurs naïfs la table 2.3 illustre dans les colonnes 2 et 3 les scores
mettant en évidence la variabilité intralocuteur et dans la colonne 4 les scores corres-
pondant à la variabilité interlocuteur. Les auditeurs sont reportés dans la première
colonne.
En utilisant le même combiné téléphonique et pour le même locuteur, on obtient
un score moyen de 81% avec une variance de l'ordre de 16%. Cette fluctuation est
due principalement aux 3 auditeurs Ll et L6. Si on ne prend pas ces 2 auditeurs dans
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TAB. 2.3 - Les scores moyens pour les 10 auditeurs. La dernière colonne correspond à
une paire de conversations impliquant deux locuteurs différents, utilisant des combinés











































































statistiques, le score moyen pourrait atteindre un pourcentage de 90%.
Avec la variabilité des combinés, les scores chutent en moyenne de 11% avec une
faible variance. Les tests impliquant la variabilité interlocuteur présentés dans la
colonne 4, donnent des scores compatibles avec les résultats de la colonne 3 (variabilité
des combinés pour le même locuteur).
On peut déduire que l'influence du combiné a tendance à dominer l'empreinte vo-
cale du locuteur lors des tests d'écoutes présentés aux auditeurs naïts. Par conséquent,
les caractéristiques acoustiques du locuteur se retrouvent largement dégradées par
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l'effet du combiné.
Les résultats pour la machine sont illustrés dans la table 2.4. Dans le cas de la
classification non paramétrique et pour toutes les tailles de dictionnaires testés, un
score de 90% a été obtenu pour les conditions impliquant des combinés similaires.
Avec des combinés différents les scores chutent à 60%, toutefois avec les modèles on
obtient le meilleur score (90%) et devance dans ce cas l'aptitude humaine et dépasse
significativement les performances humaines.
2.7.3 Discussion
Dans tous les cas, l'utilisation des combinés entre les sessions d'entraînement et
de test génère une dégradation en performance qui est la plus faible pour le cas de la
machine. Le succès de la performance de la machine sur l'homme est peut-être attribué
au modèle, à la qualité des paramètres et au prétraitement effectué (préaccentuation,
normalisation, liftering,...). Bien que cette expérience semble simple avec des données
restreintes, néanmoins la performance des auditeurs naïfs nous donne une idée sur
l'impact des combinés et la complexité de la base de données SPIDRE.
2.8 Conclusion
Dans ce chapitre, on s'est intéressé à examiner principalement différentes tech-
niques en paramétrisation en vue d'améliorer les performances des systèmes actuels
en RAL. Le système de référence retenu pour nos expérience se base sur les coeffi-
cients MFCC. La base de données utilisée est le Corpus SPIDRE. Les paramètres
proposés sont dérivés de l'enveloppe et de la fréquence instantanée, estimés à la sor-
tie d'un banc de filtres cochléaires. Plusieurs études préliminaires ont été réalisées
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dans Tunique but de cibler une technique en paramétrisation robuste aux conditions
téléphoniques et impliquant plusieurs combinés. On a exploré la caractérisation en se
basant sur :
- le déphasage entre les canaux cochléaires,
- l'énergie des lobes secondaires,
- la différence des canaux adjacents (pour MA et FI),
- l'information à l'intérieur de chaque impulsion glottale (MA et FI).
L'exploitation et l'extraction des paramètres synchrones à la glotte nous paraît une
des techniques qui peut être prometteuse et intéressante. Dans cette mesure, différents
paramètres ont été proposés et analysés. Les performances obtenues sont très proches
des performances du système de référence. Un gain significatif a été obtenu lorsque le
système se base à la fois sur les coefficients MFCC et les paramètres d'enveloppe et/ou
la fréquence instantanée. Une comparaison entre la perception humaine et la capacité
d'une machine en caractérisation du locuteur a été également effectuée, notamment
pour examiner l'impact des combinés téléphoniques. Il s'est avéré que l'impact du
combiné affecte grandement la perception humaine comparativement à la capacité de
la machine.
Pour achever ce chapitre, on recommande d'envisager ultérieurement d'autres mo-
difications aux paramètres proposés qui se rapportent principalement à :
rechercher une transformation mathématique pour mieux décorréler les compo-
santes des vecteurs de paramètres proposés.
envisager une procédure de sélection de canaux non perturbés par le bruit,
pondérer les composantes en fonction de l'énergie du canal.
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proposer un modèle hybride pour une combinaison adéquate et une fusion op-
timale de différents paramètres.
Chapitre 3
Modélisation de la source et du
conduit vocal par loi de probabilité
conjointe
Dans le précédent chapitre, on s'est intéressé particulièrement à analyser et à com-
parer l'utilisation de nouveaux paramètres dérivés de l'enveloppe et de la fréquence
instantanée. On s'intéressait à l'identification du locuteur en mode téléphonique, en
exploitant indirectement l'information de la source. Donc, dans l'architecture glo-
bale du système d'identification du locuteur, on était situé exactement au niveau
du module de paramétrisation. Dans ce chapitre, on essaye d'exploiter l'information
de la source mais cette fois-ci on se place au niveau du module de modélisation.
Précisément, on introduit un nouveau modèle probabiliste qui prend en compte la
dépendance entre la source et le conduit vocal.
3.1 Introduction
Les mesures statistiques de la fréquence fondamentale Fo à long terme, ont été
utilisées avec succès dans les systèmes d'identification du locuteur comme paramètres
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prosodiques. Elles ont démontré une meilleure robustesse aux bruits et aux distorsions
introduites par les canaux de transmission. La valeur moyenne de Fo a été considérée
dans les travaux de Sônmez et al [105] comme une mesure descriptive au niveau
perceptive. Sonmez et al [104] ont démontré mathématiquement que pour que la
distribution du fondamental suive une forme normale, il faut prendre le logarithme
naturel du fondamental log(fréquence).
En effet, la majorité des systèmes de RAL utilisant la prosodie supposent une
indépendance à court terme entre le conduit vocal et la source. Cependant, le re-
haussement du taux de reconnaissance obtenu par ces systèmes reste très faible si on
les compare aux systèmes qui exploitent uniquement les coefficients caractéristiques
de conduit vocal. Bien que la contribution des paramètres prosodiques s'avère fragile
dans les systèmes de RAL, il reste que le mécanisme de production est assez complexe
et implique une nette dépendance de l'articulation, de la vibration des cordes vocales
et du conduit vocal. L'insuccès à l'exploitation des paramètres prosodiques peut être
dû au fait que les techniques ou les modèles utilisés ne collent pas exactement aux
distributions statistiques de ces paramètres.
Dans cette perspective, on propose une nouvelle approche qui tient compte de
la dépendance entre la glotte et le conduit vocal. On étudie l'influence de cette
dernière dans le contexte de l'identification du locuteur indépendant du texte. Par-
ticulièrement, on suppose que le conduit vocal et la source sont deux processus
aléatoires X et Y régis par une loi de probabilité conjointe f{X, Y).
La motivation, le formalisme mathématique, la paramétrisation, les modèles et les
critères de reconnaissance utilisés pour cette approche sont décrits en détails dans les
articles [33] ou [34]. Toutefois, dans ce chapitre on fera un bref rappel sur la motivation
56
et le formalisme mathématique. Ensuite on présentera en détail les résultats obtenus
avec les discussions et les conclusions appropriées.
3.2 Motivation
histogramme du fondamental de 90 Hz à 300 Hz
F lG . 3.1 - Spec t rog rammes et histogrammes pour 4 locuteurs d e sexe masculin
L'importance de la dépendance entre la source et le conduit vocal a été maintenue
et analysée dans un premier temps sur la base d'une série d'analyses graphiques. La
figure 3.1 illustre quatre spectres et quatre histogrammes de la fréquence glottale.
Chaque colonne de la figure correspond à un locuteur différent de sexe masculin. Les
locuteurs font partie de la base de données YOHO. Tous les locuteurs ont prononcé
le nombre "26" à travers un support téléphonique. Les spectres des quatre locuteurs
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montrent une certaine similarité de la distribution des formants. En effet, cette dis-
tribution spatiale des formants représente la variabilité interlocuteur telle qu'elle a
été discutée dans les travaux de Doddington [29]. Cependant, les histogrammes de la
fréquence de la glotte sont différents et varient d'un locuteur à un autre et ceci pour le
même contexte prononcé. Si on fait une comparaison en prenant les amplitudes comme
critère, on remarque que l'histogramme de la fréquence de la glotte du locuteur en
colonne deux et celui en colonne quatre présentent une forte similarité. Cependant, les
histogrammes du premier locuteur et du troisième locuteur sont plutôt caractérisés
par des histogrammes complètement différents. Par conséquent, si on tient compte de
l'information du fondamental, la variabilité inter-locuteur se trouve réduite aux locu-
teurs ayant une grande similarité de la vibration de leurs cordes vocales. Alors que
les deux autres locuteurs peuvent être classés directement comme étant des locuteurs
différents. Pour les locuteurs à distribution du fondamental similaire, on peut pour-
suivre la classification sur un deuxième niveau en se basant sur leurs caractéristiques
spectrales.
En bref, l'information du fondamental et les caractéristiques spectrales du conduit
vocal, peuvent être exploités conjointement dans le but de développer des systèmes
d'identification du locuteur plus robustes.
3.3 Formalisme théorique
Sans reprendre les détails du formalisme théorique exposé dans l'article [33], on
rappelle simplement que la source et le conduit vocal ont été supposés être caractérisés
respectivement par deux variables aléatoires X(t) et Y{t). Dans le cas discret, ces
variables aléatoires peuvent être approximées par X(n) et Y(n) à l'instant nAt .
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La variable aléatoire X(n) peut être considérée comme une application qui associe
à chaque état de la source (épreuve) une valeur entière de la fréquence de la glotte,
appartenant au domaine D = [63 Hz, 600 Hz] avec D 6 N. La variable aléatoire Y(n)
est une application qui associe à chaque configuration du conduit vocal (épreuve) un
vecteur y] de dimension /. Ce vecteur y} peut être estimé par n'importe laquelle des
méthodes qui caractérisent les propriétés du conduit vocal telles que les méthodes
LPC et M FCC.
Pour prendre en compte la dépendance entre la source et le conduit vocal, on a
supposé que les deux variables aléatoires sont régies par une fonction de probabilité
conjointe :
/(x t , g ) = P(X = Xii Y=y*) avec (3.3.1)
n m
0 < /(*,, y]) < 1 et £ Y, f(x*> Vi) = L (33-2)
Les fonctions de probabilités marginales respectives sont données par les équations
suivantes :
m
/ ( ) Y f(x- # ) e t
Chaque locuteur s est supposé défini par sa propre fonction de probabilité fa qui
tient compte du couplage entre la source (X) et le conduit vocal (Y) :
fs(xi, y*) = P3(X = xuY = y]). (3.3.4)
D'après la relation de Bayes, on peut déduire la probabilité conditionnelle :
= f.(Vj/xi)f.(xi). (3.3.5)
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fs(xi) est la probabilité à priori d'observer la valeur Xj et f3(y~j) est la probabilité
à posteriori d'observer Vj/xi sachant que l'événement x* a été réalisé.
En théorie, pour chaque x, est associé un nombre fini de vecteurs y]. Ce qui
veut dire, qu'on devra entraîner un modèle de classification pour chaque valeur de
Xi. En pratique, ce concept est très lourd et surtout il ne présente aucun intérêt
pour les applications commerciales. On a donc passé par certaines restrictions afin
de faciliter le traitement. On a procédé par fragmentation de l'espace (x,îjj) en sous-
espaces adjacents notés //*. Chaque sous-espace est caractérisé par un sous-intervalle
de fréquence /* avec k = 1 , . . . , N. Les N sous-intervalles sont répartis sur la plage de
la fréquence de la glotte allant de xi =60 Hz à xn = 600 Hz. La probabilité condi-
tionnelle fs(~y~j/xi) est supposée localement indépendante de la valeur du fondamental
à l'intérieur de chaque sous-espace. On peut donc écrire :
fs{yj/xi) = P{Y = ~y*j/Ik, locuteur = s avec x, € /*) (3.3.6)
En subdivisant l'espace, on réduit le nombre de modèles théoriques à N/n . La
figure 3.2 illustre la notion des sous-espaces et leurs modèles pour les N densités de
probabilités /«(j/J/x,). La largeur des intervalles 4 a été déterminée en se basant sur
la forme de l'histogramme du fondamental.
3.3.1 Méthodologie proposée
Pour nos expériences, on a eu recours à trois systèmes différents pour des fins
de comparaison. Le premier système suggéré correspond au système de référence
qui en principe extrait les coefficients caractéristiques à partir des segments voisés
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FlG. 3.2 - Illustration de la fragmentation de l'espace des paramètres et l'accroisse-
ment du nombre de modèles par locuteur.
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tous les segments de parole non-voisés pendant le traitement. Pour chacun des deux
systèmes précédents, un seul modèle paramétrique a été utilisé pendant la phase
d'entraînement.
Le troisième système est le système proposé qu'on désignera par la suite sous le
nom : de multi_modèles. En principe, on commence par estimer le fondamental à
toutes les 10 ms sur une fenêtre d'analyse de 32 ms dont l'objectif est de sélectionner
les segments voisés. Ensuite, on extrait les coefficients caractéristiques du conduit à
partir des segments voisés, et on les distribue selon l'appartenance de leurs fréquences
de glotte aux sous-intervalles /*, prédéfinis à priori, en N sous-classes Hk- Les données
de chaque sous-classe, serviront à entraîner un modèle représentant cette sous-classe
(ou sous-intervalle). Donc avec ce système multi_modèles, on se retrouve avec autant
de modèles que de sous-classes.
Dans cette expérience, tous les modèles proposés pour caractériser la contribution
du conduit vocal sont composés d'un mélange de 32 Gaussiennes pondérées. Les
paramètres utilisés sont les 12 coefficients statiques des MFCC. Le nombre de modèles
(ou intervalles de fréquence) pour le troisième système a été fixé à quatre. Un tel
nombre a été considéré suffisant pour alléger le déroulement des tests.
Les intervalles de fréquence en Hz prédéfinis dans nos expériences sont les suivants :
Pour les femmes :
h = [150,180] ;
h = [170,200];
/3 = [190,220];
U = [63,150] U [220,600].
- Pour les hommes :
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- / , = [90,120] :
/2 = [110,130] ;
- h = [120,150] ;
- /4 = [63,90] U [150,600].
Le chevauchement entre intervalles adjacents a été introduit volontairement pour
pallier aux erreurs qui peuvent être introduites pendant l'estimation du fondamental
et/ou par l'utilisation des supports de communication.
3.3.2 Résultats
Dans cette première partie, on a supposé que la probabilité à priori est localement
uniforme sur chaque intervalle de fréquence Ik, et l'équation 3.3.5 reprendra une forme
plus simple :
fs(xi,y*) = UTi/xi). (3.3.7)
Par conséquent, le fondamental ne sert plus qu'à sélectionner un modèle précis
des N modèles proposés pour estimer le score en reconnaissance par la méthode du
maximum de vraisemblance. Tel qu'illustré par l'équation 3.3.7, le fondamental ne
contribue pas entièrement dans l'estimation des scores.
Dans la table 3.1, on reporte les résultats observés pour les trois systèmes pro-
posés, sur la base de dix-huit (18) femmes de la base de données SPIDRE. Dans
ces expériences seules les conditions avec la variabilité des combinés sont prises en
considération. La première colonne indique la durée du test en secondes.
En comparaison, on a obtenu des taux de reconnaissance plus bas pour toutes
les durées testées avec le système de référence. Le système basé sur les sons voisés
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a enregistré un gain allant de 1% à 4.5%. Cependant, le système proposé donne les
meilleurs scores avec un gain allant de 2.5% à 6%.
Comme explication, on peut possiblement attribuer la perte en performance du
système de référence à la présence d'un nombre réduit des segments voisés sur une
durée de test fixée.
Pour les grandes durées de tests, les gains en performance de façon globale ont
tendance à converger. En conséquence, le système proposé peut être jugé intéressant
seulement pour les applications qui nécessitent une durée de test très petite.
Cependant, le système multijnodèles ne peut pas représenter pour l'instant un
succès, si on tient compte des facteurs additionnels suivants en comparaison au
système de référence : les opérations de calculs additionnelles et le gain en perfor-
mance apportés par rapport au système de référence.
Plusieurs restrictions et approximations ont été effectuées dans notre travail.
Parmi d'autres, la probabilité à priori /»(xi) a été considérée constante d'après l'équation 3.3.5
sous l'hypothèse qu'on travaille sur des données provenant des locuteurs de même
sexe. Cette approximation, n'est pas toujours vraie et il faut envisager à reprendre en
considération le densité de probabilité f3{Xi). Ceci constitue l'objet de la prochaine
partie des résultats.
3.3.3 Modélisation de la source
Ici, on s'intéresse à supprimer l'une des restrictions imposées au système multi_modèles
proposé précédemment. En effet, on remplacera la densité de probabilité f3(xi) considérée
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localement uniforme dans les résultats précédents, par une densité de probabilité non-
uniforme à l'intérieur de chaque intervalle /&. La distribution statistique du fonda-
mental est modélisee par un modèle paramétrique à mélange de Gaussiennes. dans la
même perspective que les modèles pour les coefficients MFCC. La base de données a
été augmentée à quarante-cinq (45) locuteurs de la base de données SPIDRE.
Modèles proposés pour la contribution de la source
On a utilisé un modèle paramétrique à mélange de quatre (4) Gaussiennes pondérées,
pour chacun des quarante-cinq (45) locuteurs et ceci pour chacun des sous-intervalles
de fréquence /*. Après une série d'analyse sur les histogrammes du fondamental pour
différents locuteurs, le choix de quatre (4) Gaussiennes par modèle s'avère à la limite
suffisant.
La procédure d'entraînement des modèles pour le fondamental s'est faite de la
même manière que celle décrite dans la section précédente pour les sous-modèles
des coefficients MFCC mais selon deux approches. Dans la première approche, on
s'est inspiré des travaux de Sônmez et al [105] pour appliquer une transformation
logarithmique sur les fréquences estimées de la glotte. Ce système est désigné dans
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la suite par logFo-multi jnodèles. Dans la deuxième approche, on prend directement
les fréquences sans apporter aucune modification et le système cette fois-ci portera
le nom de Fo-multi_modèles. Les modèles entraînés par les deux approches ont été
expérimentés. Dans les tests, on a utilisé les données de la 4 ième conversation avec
un combiné différent de ceux utilisés dans l'entraînement.
Un autre système désigné par max-multi.modèles a été ajouté afin de vérifier si
tout simplement l'alternative qui consiste à faire éclater un seul modèle en plusieurs
modèles sans inclure la contribution du fondamental dans les scores, peut en soi
apporter un gain et un intérêt comme justification pour le système proposé. En effet,
ce système opère sans présélection des modèles par le fondamental et consiste à évaluer
le score, à tour de rôle, pour tous les modèles d'un locuteur, pour enfin maintenir le
score jugé maximal. En principe, on doit comparer le système max-multi jnodèles au
système voisé puisqu'ils utilisent les mêmes données des tests. En effet, le modèle du
système voisé n'est qu'une généralité des modèles du système max-multi_modèles.
Les résultats sont illustrés par les tables 3.2, 3.3 et 3.4 respectivement pour l'en-
semble des locuteurs, les femmes et les hommes. Dans toutes les tables, le signe "+"
reporte un gain en performance (en %) par rapport aux performances du système de
référence. Alors qu'avec le signe "-", on indique une perte en performance (en %) par
rapport au performance du système de référence. En premières colonnes, on donne
différentes unités de temps utilisées pour réaliser les tests. Dans la ligne référence, on
donne les scores pour le système de référence. Dans la ligne étiquettée voisé on donne
les performances en gain pour le système qui traite seulement les segments voisés.
On a gardé la même paramétrisation (12 MFCC statiques) et les mêmes modèles
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(32-GMM) présentés dans la première partie des résultats pour modéliser les pa-
ramètres caractérisant la contribution du conduit vocal.
Comme leurs noms l'indiquent, les autres lignes donnent les résultats pour les
systèmes désignés par Fo-multLmodèles, logFo-multLmodèles et max-multLmodèles.
Pour chaque durée test, le locuteur ayant le modèle qui donne le score le plus élevé, est
désigné comme étant le locuteur reconnu par le système. Un point à éclaircir est celui
où le fondamental se retrouve à l'intérieur de deux intervalles de fréquence entrelacés.
Dans ce cas, on teste les modèles correspondants aux deux intervalles en questions
pour évaluer les scores et garder le maximum des deux.














































































































D'après les résultats, on remarque que les systèmes "voisé" et "max-multi_modèle"
enregistrent un gain en performance pour toutes les unités de temps testées. Ce gain
diminue au fur et à mesure que la durée de test augmente. On peut en déduire
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intuitivement que le système de référence également se base sur les segments voisés
en caractérisation du locuteur. Avec une durée de test assez large, le système de
référence se retrouve en possession d'un nombre important de segments voisés qui lui
permette de se rapprocher des performances des autres systèmes. On peut dire qu'on
a tendance à atteindre une certaine convergence.
Il est à noter aussi que les deux systèmes Fo-multi_model et logFo-multi_model
enregistrent des scores similaires. Par conséquent, la modélisation après avoir effectué
une transformation logarithmique n'apporte pas un intérêt particulier dans ce cas, au
contraire elle augmente les opérations en calcul.
Par ailleurs, les performances du système "Fo-multi_model" par rapport au système
de référence, sont importantes pour les petites durées de test, similaires pour les
moyennes durées de test et minimes pour les longues durées de test. Pourtant, dans
les résultats de l'article [33] avec le système proposé on avait obtenu des meilleurs
performances que le système de "voisé" et le système de référence. La seule différence
est qu'on avait pas pris en compte le facteur /,(x,) ce qui met de nouveau en question
l'homogénéité des scores. En effet, la probabilité à priori / , (ZJ) est significativement
plus élevée que la probabilité à posteriori /s(jk). Cette différence de probabilité se
trouve affecter faiblement les scores sur de courte durée alors qu'elle influence for-
tement les résultats pour de longue durée de test. L'origine de cette différence est
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liée aux deux formes des modèles proposés pour la source et le conduit vocal qui se
distinguent particulièrement par le nombre de Gaussiennes, la dimension et le type de
paramètres. Il faut donc penser à une forme d'homogénéisation de ces deux types de
paramètres, caractérisant la source et le conduit vocal. Il y aura lieu par exemple de
normaliser chaque vecteur paramètre par une variance calculée sur tous les paramètres
peu importe leurs types, ou les diviser par le produit de la variance de chaque type
de paramètre ou d'essayer tout simplement de pondérer les deux facteurs /,(x.) et
/»(!*•)• En ce qui concerne la différence dans les résultats entre les sexes, on peut
l'associer à leurs dissimilitudes des propriétés spectrales.
Récemment, Arcienega et al [3] se sont intéressés à la même problématique tout
en envisageant une démarche presque similaire à ce qu'on a proposé dans ce cha-
pitre. Particulièrement, à chaque locuteur est associé trois modèles GMM. Le premier
modèle est entraîné exclusivement à partir de données extraites des segments non-
voisés. Le deuxième modèle est entraîné exclusivement à partir de données extraites
des segments voisés. Le troisième modèle consiste à modéliser paramétriquement la
distribution statistique du fondamental. Ce dernier modèle agit comme un facteur de
pondération sur les scores évalués par le modèle des voisés (deuxième modèle). En uti-
lisant la base de données TIM IT, les auteurs confirment avoir obtenu avec le système
proposé un gain en performance de 11% plus élevé que le système de référence. Ce
dernier correspond au même système de référence qu'on utilise. Cependant dans leur
expérience, ils ont compilés les résultats seulement pour la durée de 3 ms et avec
des données propres. Il n'est donc pas possible de faire une comparaison avec notre
système qui ne tient pas compte de la contribution des segments non-voisés.
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3.4 Conclusion
Une nouvelle méthode qui maintient la dépendance entre la source et le conduit vo-
cal a été proposée. Les expériences qui calculent la probabilité à posteriori d'observer le
vecteur de paramètres MFCC étant donné que la fréquence du fondamental correspon-
dante est connue, ont été reportées et discutées. Elles ont été comparées au système
du référence opérant sur les segments voisés et non voisés. Un deuxième système qui
exploite seulement les segments voisés a été aussi considéré. Les expériences ont été
réalisées avec les quarante-cinq (45) locuteurs de la base Spidre.
On a obtenu un gain en performance significatif quand la durée du test est
inférieure à 500 ms. Lorsqu'on augmente la durée, les performances entre les différents
systèmes ne demeurent pas en général assez importante.
En effet, plusieurs restrictions et hypothèses ont été prises pour la réalisation du
système. On a supposé que le détecteur et l'estimateur du fondamental sont fiables.
On a utilisé la même subdivision sur l'intervalle de fréquence pour générer les sous-
modèles pour l'ensemble des locuteurs, alors qu'en réalité des locuteurs de même sexe
peuvent avoir des histogrammes de fréquences différentes. On a supposé que tous les
sous-modèles (modèle par classe) ont été bien entraînés alors qu'on disposait de moins
de données dans certains cas.
L'estimation des paramètres des modèles probabilistes que ce soit pour la source
ou le conduit vocal a été faite sans porter attention à tenir compte de la variance des
paramètres sur un aspect global. Il s'est avéré qu'il fallait appliquer une normalisation
sur la base des paramètres pour rendre les probabilités homogènes ou plutôt procéder
par une pondération entre les décisions de la source et du conduit vocal. Une situation,
qui peut nous expliquer pourquoi le système proposé n'excède pas le système de
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référence significativement pour de longues durées de test.
On suggère pour les prochains travaux, de reprendre les restrictions proposées
et de pousser leurs études plus en profondeur. Particulièrement, la normalisation
des paramètres de la source et du conduit vocal risque d'influencer beaucoup les
performances du système. Il y aura lieu de caractériser chaque locuteur par ses propres
intervalles de fréquence au lieu de les fixer de façon absolue. Egalement, il faut tenir





Le présent chapitre porte particulièrement sur la phase de discrimination Pa-
role/Musique. L'effort sera donc focalisé ici, sur la faculté à mieux identifier les
séquences de la parole, de la musique et de la musique chantée. On fera en sorte
que le système soit robuste et indépendant de l'énergie du signal et des conditions
d'environnement hostiles.
En partant de cette problématique, on proposera deux approches pour la discri-
mination de Parole/Musique, différentes en quelque sorte de ce qu'on trouve dans les
publications scientifiques.
Comme première approche, on présentera une technique qui ne nécessite aucun
apprentissage et qui repose simplement sur des manipulations d'ordre statistique des
vecteurs paramètres. La simplicité de ce traitement repose sur l'utilisation d'un seuil
comme critère pour la tâche de classification et sur sa rapidité en temps de calcul. Le
seuil peut être facilement adapté à d'autres conditions d'utilisation et ajusté selon les
besoins et perspectives de chaque application.
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Dans la deuxième approche, on propose une modélisation paramétrique à mixture
de Gaussiennes. Classiquement, on entraîne deux modèles respectivement pour la
parole et la musique. Dans notre cas, on introduit un troisième modèle dédié à la
musique chantée. Une telle approche, nous a permis d'obtenir de meilleures perfor-
mances comparativement à l'approche classique. L'article en annexe de H. Ezzaidi et
J. Rouat [32], décrit sommairement le principe et les expériences portant sur ces deux
approches.
4.2 Bibliographie
Récemment, les systèmes en discrimination Parole/Musique ont suscité un grand
intérêt pour plusieurs applications. En multimédia, ces systèmes peuvent être uti-
lisés pour les tâches de classification : indexage, filtrage, archivage et récupération de
données sonores ou vocales. La discrimination Parole/Musique joue un rôle primordial
dans les systèmes de reconnaissance automatique de la parole (ou du locuteur) dans
le but d'éviter la prise de mauvaises décisions dues à la confusion entre les segments
de la parole et de la musique. De telles confusions risquent d'être catastrophiques
pour certaines situations (exemple : un système de contrôle par commande vocale).
Par ailleurs, le codage correspond à un autre genre d'applications où sa qualité est
directement liée aux performances réalisées en discrimination Parole/Musique.
L'évolution de la dynamique des formants durant le phénomène de la production
de parole, est l'une des propriétés les plus exploitées en discrimination de la Pa-
role/Musique dans la plupart des publications. Son succès est attribué à l'alternance
entre consonnes, voyelles et silences qui engendrent une irrégularité du signal au sens
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rythmique. Généralement, les techniques proposées sont classiques et simples dans
l'optique d'être applicables à la majorité des styles de musique (musique chantée non
incluse) et être indépendantes du locuteur et du contexte linguistique. Cependant avec
la quantité de données utilisées pour entraîner les modèles, on ne croit pas qu'elles le
soient vraiment.
Le premier système de ce genre proposé par Saunders [99], a été implémenté au
niveau d'un récepteur de radio. Son objectif est de prendre des mesures statistiques
sur les programmes diffusés par une station donnée. Le système fonctionne en temps
réel et estime les paramètres sur une longue fenêtre d'analyse, en se basant sur le
taux de passage par zéro et sur l'énergie.
La moyenne des coefficients cepstraux, sur plusieurs trames, a été proposée par
Spina et Zue [107]. Ils ont observé une bonne performance lorsque la parole occupe
une largeur de bande de 4 KHz et la musique une largeur de bande de 16 KHz. Dans
la situation où les deux signaux occupent la même largeur de bande, les performances
chutent significativement. En effet, le sous-échantillonnage a plus d'impact sur le
signal de la parole que sur de la musique, il réduit la durée originale des unités
linguistiques véhiculées par le signal vocal. Par conséquent, l'irrégularité attribuée
aux séquences linguistiques s'accentue et devient plus apparente. On pense que l'effet
du sous-échantillonnage peut être exploité indirectement en augmentant simplement
la taille de la fenêtre d'analyse et le pas d'entrelacement.
Carey et al [24] ont tenté d'examiner la différence entre les propriétés de la pa-
role et de la musique au niveau perceptif. Ils supposaient que les paramètres proso-
diques seraient de bons candidats. La fréquence fondamentale et l'énergie ont donc
été proposées comme paramètres prosodiques et ont été comparées aux coefficients
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MFCC pris pour paramètres de référence. Comme résultat, il s'est avéré que les
coefficients MFCC (statiques+dynamiques) entraînés sur un modèle à mélanges de
64 Gaussiennes pondérées enregistrent la meilleure performance. Les données d'en-
traînement dans leur expérience, représentent une durée de 6 heures pour la parole
extraites de différentes langues et une durée de 4 heures pour la musique. On tient ici
à insister sur le fait que les coefficients MFCC utilisés ont été normalisés, un point
qui sera d'ailleurs remis en question dans la cadre de cette thèse.
Williams et Ellis [117], ont proposé un réseau de neurone qui estime d'abord la pro-
babilité à posteriori pour classer chaque trame dans l'une des 50 classes de phonèmes.
Ensuite, ils ont traité l'information de la probabilité à posteriori via 4 formules sta-
tistiques pour fournir une décision finale sur le contenu réel de la trame (parole ou
musique). Les formules statistiques sont inspirées de la théorie de l'information (en-
tropie), de l'énergie et de leurs dérivées.
En se basant sur un groupe de paramètres, Zhang et Kuo [123] proposent un
système hiérarchique à trois niveaux pour la classification, l'archivage et la localisation
des données en parole, musique ou silence. Les auteurs affirment avoir obtenu de bons
résultats.
Aarts et Ellis [1] ont proposé une segmentation du signal acoustique de types
parole, musique, parole+musique et parole-l-bruit. Pour l'identification des segments
de la parole corrompue par de la musique, ils estiment d'abord les pôles sur une
longue durée par la méthode LPC. Ensuite ils procèdent par un filtrage inverse afin
d'éliminer la contribution de la musique. En effet, le principe de leur démarche repose
sur l'hypothèse que les pôles sont stables et réguliers sur une longue durée du signal
musical.
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Maes et al [64] ont décrit un circuit pour les applications en temps réel, composé de
3 modules de traitement pour discriminer les séquences de la parole et de la musique.
La fonctionnalité respective des trois modules est la suivante :
- filtrage et normalisation ;
- extraction des paramètres tels que la montée, la descente, la durée d'une impul-
sion glottale et d'autres composantes spectrales ;
- combinaison par la logique floue (fuzzy logic).
Samouelian et al [98] de leurs côtés se sont orientés vers la transcription des
programmes de télévision par leurs contenus en silence, bruit, parole et musique.
La nouvelle génération technologique des compresseurs et des codeurs à faible
débit ont besoin de reconnaître la nature de l'information convoyée par le signal
(musique ou parole) avant de la coder afin de garantir une meilleure qualité en codage.
Précisément, au niveau de l'architecture, on trouve ('implementation simultanée de
deux codeurs, le premier est dédié au codage de la parole et le deuxième est dédié au
codage de la musique [108].
Scheirer et Slaney [100] ont évalué de leurs cotés, 13 paramètres censés capturer
certaines propriétés en caractérisation de la parole et de la musique. Les 13 paramètres
sont essentiellement basés sur la structure fine du spectre, le taux de passage par zéro
et l'énergie. L'originalité de leur travail, selon notre point de vue, réside dans l'étude
portant sur la comparaison de différents classificateurs. Ils ont étudié la classification
par la distance de Mahalanobis, par les modèles paramétriques à mélange de M
Gaussiennes avec (M = 1,5,20 et 50), par l'approche dite des plus proches voisins
notée K — NN avec (K = 1,5,11 et 25) et par l'algorithme en arbre le K — d. D'après
les résultats obtenus, les auteurs déduisent que :
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- la différence en performance entre les différents classificateurs est minime, donc
le type de classificateur utilisé reste sans importance pour la discrimination
Parole/Musique ;
- l'augmentation du nombre de Gaussiennes, pour les GMM, des proches voisins,
pour la méthode K — NN, ou des feuilles de l'arbre, pour la méthode K — d,
n'ont aucune influence sur les performances ;
- il est plus facile de discriminer la parole que la musique par les modèles GMM,
par la distance de Mahalanobis et par la méthode des plus proches voisins alors
qu'avec la méthode spatiale k — d, les performances demeurent contrebalancées.
Les modèles paramétriques sont entraînés respectivement sur 20 mn de parole
et 20 mn de musique avec une qualité radio (Fe=22.05 kHz). Toutefois, les auteurs
ne prennent pas en considération l'enregistrement des données dans des conditions
téléphoniques ni l'utilisation de combinés différents. La caractérisation différenciée en
musique et en musique chantée comme étant deux entités distinctes, ne faisait pas
non plus l'objet de leur étude, ce qui a probablement rendu (selon leurs résultats), la
tâche de reconnaissance plus difficile pour la musique.
Ludovic et al [63] ont proposé une étude d'un système d'indexation qui se base sur
une modulation différenciée pour chacune des classes : parole et musique. L'approche
est mise en oeuvre à partir des modèles GMM (32 Gaussiennes pour la parole et
10 Gaussiennes pour la musique). Avec une analyse spectrale non-linéaire les scores
obtenus sont de 95% pour la parole et 81.5% pour la musique.
Ces résultats sont cohérents avec les observations présentées dans l'étude [100]
montrant qu'il est plus difficile d'identifier la musique que la parole. En procédant
par une analyse spectrale linéaire (tous les filtres ont la même largeur de bande) pour
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la musique tout en gardant une analyse spectrale non-linéaire pour la parole (échelle
Mel), le taux de reconnaissance de la musique a été amélioré de 81.5% à 93%. La
taille de la fenêtre d'analyse considérée est de 200 ms.
Récemment, El-Maleh et al [31] ont proposé la méthode de LSP (Line Spectral
Frequency) et le taux de passage par zéro comme techniques de paramétrisation. Les
tests se sont déroulés avec une fenêtre d'analyse de durée 20 ms, glissante à tous les
10 ms.
En résumé, les auteurs utilisent des coefficients estimés sur de longues durées
temporelles (0,5 à 5 secondes), à l'exception de El-Maleh et al [31] qui ont utilisé
une fenêtre de taille 20 ms. Cependant, les auteurs se sont aperçus d'une baisse de
performance et ont été contraints d'augmenter la durée de la fenêtre d'analyse à
une seconde pour atteindre les performances obtenues en moyenne par la plupart
des systèmes (ss 92%). Les paramètres les plus utilisés généralement découlent de
l'énergie, du taux de passage par zéro et de l'analyse spectrale. Les données utilisées
sont en général de bonnes qualités.
Après ce tour d'horizon autour des revues bibliographiques en discrimination Pa-
role/Musique, on retient cependant certaines lacunes dans le domaine. D'abord dans
la base de données musicales, on ne trouve pas de la musique chantée. Ensuite, les
expériences présentées en mode téléphonique ne tiennent pas compte de l'impact de la
variabilité des combinées. Et finalement, les meilleures performances en discrimination
Parole/Musique sont toujours observées avec des test de durée plus qu'une seconde.
Dans la suite de chapitre, on s'intéresse à proposer de nouvelles approches en discri-
mination Parole/Musique (musique chantée afin de répondre aux limites associées à
ces lacunes.
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4.3 Établissement d'une base de données pour nos
expériences
Comme nous n'avons pas accès à une base de données comprenant parole et mu-
sique, nous avons élaboré une base pour les besoins de la thèse.
4.3.1 Origine des données pour la musique
Les données de musique ont été obtenues à partir de différents sites internet de
diffusion. On y trouve toutes sortes de qualités (qualité radio bande étroite ou qua-
lité haute fidélité). Afin de simuler une transmission téléphonique, les signaux de
musiques ont ensuite été retransmis sur une ligne téléphonique impliquant trois com-
binés différents. La largeur de bande est donc limitée avec l'introduction de l'effet
du canal et la variabilité des combinés. À la réception, ils ont été réenregistrés et
échantillonnés à 8000 Hz. Les enregistrements ont été effectués sur plusieurs sessions
avec divers types de musique. On y trouve de la musique Classique (Beethoven, etc.),
du Jazz, du Populaire, du Rock, de la musique Country, du Rap, du Western, de la
musique extraite de quelques long-métrages cinématographiques (situations de sus-
pense, romantique, parole+musique et parole d'acteur). De la musique provenant du
standard téléphonique de l'université du Québec à Chicoutimi a aussi été utilisée.
4.3.2 Données pour la parole
Toutes les données de la parole sont extraites en partie de la base de données
SPIDRE. On y trouve 45 locuteurs avec 4 conversations pour chaque locuteur enre-
gistrées via trois combinés différents.
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4.3.3 Mixage Musique/Parole proposé
La procédure de mixage adoptée pour simuler les conversations de type conférence
avec alternance de musique, consiste à générer des fichiers contenant chacun 3 seg-
ments de parole et 3 segments de musique. Chaque segment a une durée de 1 seconde
suivie de 10 ms de silence. Les segments sont répartis en alternance : parole, mu-
sique, parole, musique, etc. Les segments de parole sont extraits aléatoirement de
la base SPIDRE qui comprend 45 locuteurs ayant chacun 4 conversations. Les seg-
ments de musique sont extraits aléatoirement de la base de musique qu'on a préparée.
Dans chaque conversation de type conférence, les segments de parole et musique pro-
viennent de différents locuteurs et de plusieurs styles de musique. Aucun calibrage,
pondération ou normalisation n'a été appliqué sur les segments extraits que ce soit
pour la musique ou la parole.
4.3.4 Critère de reconnaissance
Le score S de reconnaissance est défini comme étant le rapport du nombre de
trames correctement classifiées C par le nombre total de trames testées T :
S = f . (4.3.1)
4.3.5 Système de référence
En s'inspirant de la bibliographie présentée auparavant, le système de référence
retenue pour fins de comparaison, se base sur les paramètres MFCC avec une norma-
lisation du canal et sur les modèles GMM.
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4.4 Caractéristiques distinctives entre la parole et
la musique
La parole se distingue des autres sons par les propriétés acoustiques dont les ori-
gines proviennent du mécanisme de la production vocale. Pour chaque position arti-
culatoire, le spectre des sons produits dépend des propriétés résonantes particulières
du conduit vocal, des caractéristiques du rayonnement des lèvres et du processus
vibratoire de la glotte. Notamment, la parole se caractérise par une structure for-
mantique et non stationnaire qui reflète la résonance du conduit vocal en réponse à
l'excitation de la source glottale. L'alternance des sons voisés, non-voisés et surtout
le silence apporte un autre degré à la parole et lui permet de se distinguer davantage
des propriétés des autres sons.
La musique à son tour, est caractérisée en général par une structure harmonique
et stationnaire, un rythme répétitif, une absence de silence en général et une mélodie
dépendante du style de musique.
On trouve judicieux de développer un système de discrimination Parole/Musique
qui exploite les traits caractéristiques liés à la parole plutôt qu'à ceux de la musique.
La raison motivante derrière ce choix repose essentiellement sur deux points. D'une
part, on dispose d'outils mathématiques assez sophistiqués pour le traitement du
signal vocal. D'autre part, on peut développer un système qui prend des décisions sur
de courte durée puisque la structure du conduit vocal reste figée (forme stable) sur
des durées n'excédant pas 200 ms. Il arrive que les durées atteignent un maximum
allant jusqu'à 500 ms, mais de telles situations se produisent très rarement. On a
donc orienté la paramétrisation vers la caractérisation liée à l'évolution des formants
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du conduit vocal ce qui constitue l'objet des prochaines sections.
4.5 Stratégie à base de seuils
Cette section décrit de façon chronologique, les démarches suivies pour aboutir à la
proposition d'une technique en caractérisation de la Parole/Musique. Cette technique
ne nécessite aucune phase d'entraînement et la classification est effectuée en se basant
sur la valeur d'un seuil pré-défini.
4.5.1 Paramétrisation et analyse





FlG. 4.1 - Calcul des distances métriques
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On a débuté par l'extraction du vecteur paramètre CoefTrame(n) correspondant
à la n terne trame (pouvant être des M FCC ou des AM FCC). Pour chaque trame,
on a pris une fenêtre d'analyse de durée 32 ms, glissante à tous les 10 ms. On a calculé
une distance métrique rf,(n), à l'instant n pour ii = 1 et i: = 2, à partir des coefficients
CoefTrame(n) de trois fenêtres adjacentes de n à à n — 2 (voir la figure 4.1). On a
définie les distances métriques rfi(n) et ^ ( n
rfi(n) = DISTANCE(AMFCQ(n), AMFCd{n - 1)) (4.5.1)
et
d2(n) = DISTANCE(AMFCCi(n), AMFCd(n - 2)). (4.5.2)
Les coefficients peuvent être n'importe quels types de paramètres sauf qu'ils
doivent caractériser la contribution du conduit vocal, c'est à dire les formants. Dans
notre cas, on a extrait les coefficients cepstraux ci à C\2 respectivement par la méthode
LPC, la méthode M FCC et leurs dérivées (vitesse et accélération). Pour la distance
métrique DISTANCEQ, on a utilisé respectivement la distance Euclidienne pour
les coefficients M FCC et la distance d'Itakura pour les coefficients LPC.
Sur une base de données restreinte, on a calculé les distances d\ et do respecti-
vement avec les coefficients M FCC et les coefficients LPC. En s'appuyant sur des
interprétations graphiques, on a observé que les coefficients M FCC apportent une
meilleure discrimination que les coefficients LPC. De plus, les coefficients MFCC
sont utilisés dans presque tous les systèmes impliquant un traitement du signal vo-
cal et par conséquent leur exploitation ne requiert aucun calcul supplémentaire. Leur
succès peut être attribué au fait qu'ils sont supposés être corrélés à la forme du conduit
vocal et statistiquement modélisés convenablement par les GMM.
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Dans la figure 4.2(a), on donne à titre d'exemple un fichier de données mixtes,
contenant la conversation de deux femmes, deux hommes et six styles de musique. La
durée totale du fichier est de 20 secondes répartie uniformément sur l'ensemble des
signaux.
Les distances d\ et d<i superposées, sont illustrées dans la figure 4.2(b). La courbe
en trait continu indique toutes les 10 ms la similarité entre la trame n et la trame n—1.
La courbe en trait discontinu indique, toutes les 10 ms, la similarité entre la trame n
et la trame n — 2. On en déduit d'après le graphique que les deux courbes sont très
proches et stables avec un niveau d'amplitude faible dans le cas de la musique. Pour la
parole, on observe de très fortes fluctuations en amplitude et les deux courbes sont plus
distantes entre elles. En fait, ces constatations sont liées directement aux propriétés
de la stationnante et de la rythmicité pour la musique et la non-stationnarité et
l'irrégularité pour la parole.
D'après la figure 4.2(b), on se rend compte que la discrimination ne peut être
effectuée de façon optimale, si on désire fixer une valeur d'amplitude comme seuil
de classification. En effet, la taille de la fenêtre d'analyse utilisée pour évaluer les
distances métriques est de l'ordre de 52 ms (32 ms +10 ms +10 ms), ce qui n'est pas en
principe suffisant pour caractériser convenablement la variabilité phonétique. Comme
solution évidente, on peut songer à augmenter simplement la taille de la fenêtre
d'analyse, cependant avec un tel traitement on revient au principe déjà exploité par
les méthodes classiques et qui est difficile à mettre en oeuvre pour le temps réel.
Dans notre cas, on a procédé par une analyse d'ordre statistique qui consiste à
estimer les écart-types des distances d\(n) et ^2(1) à partir d'un nombre de trames
fixe. On suppose qu'une telle stratégie nous permettra de mieux faire ressortir la
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Instrument femme Piano homme Classique femme Rock Jazz homme Chanteur
2( 1 1 , 1 1 1 , 1 , 1
0.01
> 0.005 -
4 6 8 10 _ 12 14 16 18 20Signal en entrée (20 secondes)
2 4 6 8 10 12 14 16 18 20
FlG. 4.2 a : 20 secondes de Parole et de Musique séparées par des lignes discon-
tinues, Chaque segment est de durée 2 secondes ; b : différence entre les coefficients
AA/FCC estimés à partir de segments adjacents à toutes les 10 ms tel que décrit
par les équations : rfi(n) et d2(n) ; c : écart-type des di(n) et d2(n) sur une durée de
122 ms tel que décrit par les équations <Xi(n) et 02(71), d : application de la formule
dynamique des formants tout en gardant une fenêtre d'analyse de petite taille. Les










d\ et d2 sont les moyennes respectives de d\ et d2. Elles sont estimées sur le même
intervalle que les o\{n) et o2{n). Le paramètre L correspond au nombre de trames
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utilisées pour l'évaluation des variables statistiques.
Dans la figure 4.2(c), on illustre les courbes obtenues à partir des équations 4.5.3
et 4.5.4. Les équations sont calculées par rythme de 10 ms et pour un nombre de
L = 10 trames ce qui correspond au total à une durée de 122 ms (32 ms+9xlO ms).
On remarque généralement que ces deux courbes sont plus distantes pour la parole
et plus rapprochées entre elles dans le cas de la musique. De façon générale, les courbes
de la variance suivent, dans leurs évolutions, les courbes des distances Euclidiennes,
mais la discrimination en Parole/musique devient un peu plus évidente si on se fie au
niveau d'amplitude.
D'un autre côté, quand l'enveloppe du signal de musique subit de grandes varia-
tions en modulation d'amplitude, les courbes ont tendance à avoir une allure qui colle
plus aux caractéristiques de la parole. Cette situation est rarement rencontrée et on
peut l'ignorer et se concentrer sur les caractéristiques plutôt à aspect global.
Si on veut expliquer le comportement des courbes a\{n) et a^in) de façon analy-
tique, il suffit d'analyser les équations 4.5.1 et 4.5.2 proposées à la source du traite-
ment.
Avec l'équation 4.5.1, la différence entre les coefficients est estimée à partir de deux
fenêtres adjacentes, décalées de 10 ms alors qu'avec la deuxième équation 4.5.2 les
deux fenêtres adjacentes sont décalées de 20 ms. Or, si on tient compte du phénomène
de la coarticulation pour la parole, on pourra présumer que la distance décrite par
la première équation sera plus faible que celle décrite par la deuxième l'équation.
Cependant, la contrainte de la rythmicité et de la stabilité pour le signal musical
nous laisse prévoir que les distances devraient être très proches. En conséquence,
les équations ai(n) et <r2(n) consistent à étendre ces faits sur la base de plusieurs
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trames. Par conséquent, on en déduit que la taille de la fenêtre d'analyse, le pas de
chevauchement entre fenêtres et le nombre de trames considérés dans les statistiques
sont des facteurs qui influencent directement les performances et il y aura lieu de les
prendre en considération.
En s'appuyant sur les résultats graphiques, on a dérivé quatre nouvelles formules
dans lesquelles, cette fois-ci, les informations liées aux écart-types (cri(n),<r2(n)) et à
leur différence sont combinées ensemble. Chaque formule se caractérise par une sorte
de pondération typique des deux entités combinées. Les équations proposées sont les
suivantes :
Pl(7(n) = ((T1(n)-a2(n))2 (4.5.5)
ou
P2a{n) = (ff!(n) - a2(n))2 •¥ max((Ti(n),cr2(n))2 (4.5.6)
ou
PZa{n) = (ai(n) - (T2(n))2 + max^n), a2{n)) (4.5.7)
ou
PAa{n) = (<7i(n) — <J2{n)) + max(<Ti(n),(T2(n)). (4.5.8)
L'objectif visé par l'application d'une pondération consiste à garder une variabilité
inter-classes constante entre la musique et la parole, puisque chaque type de formule
dépend différemment du rapport (<xi(n) — a2{n))/max{<Ti(n), cr2(n)). En effet, ce der-
nier dépend directement de la taille de la fenêtre d'analyse, du pas de chevauchement
et du nombre de trames sur lesquelles sont estimées les mesures statistiques.
À titre d'exemple, on a reporté une illustration graphique de la formule P3a(n) à la
figure 4.2(d). On observe une petite amélioration sur la différence en amplitude entre
87
la parole et la musique. D'après les graphiques, il sera donc avantageux d'appliquer
l'équation 4.5.8( PAa{n)) pour rehausser significativement les performances.
Entre autres, on a repris les mêmes équations de 4.5.5 à 4.5.8 sous d'autres formes
statistiques notées respectivement PlM(n), P2(1(n), P3^(n) et P4/J(n), en y rem-
plaçant les écart-types <J\(n) et 02(n) par des moyennes /ii(n) et /^(n) qui sont
estimées sur le même intervalle que les <Xi(n) et ^ ( n ) .
Il est temps maintenant de proposer une seule formule cohérente avec les condi-
tions expérimentales qu'on utilise, avec une paramétrisation adéquate pour la mise
oeuvre d'un système en discrimination Parole/Musique. Ceci fera l'objet du prochain
paragraphe.
4.5.2 Optimisation avec données de simulations en mode conférence
Dans cette section, on présentera d'abord le critère statistique adopté pour la
recherche d'une solution optimale pour notre problématique. Ensuite, on présentera
une étude qui consistera à trouver la combinaison optimale impliquant différents
vecteurs paramètres, méthodes de classification et valeurs de seuils dans le but de
réaliser la meilleure classification possible entre parole et musique.
4.5.3 Critère utilisé pour la recherche de seuils optimaux
Le critère utilisé pour trouver le seuil optimal est la règle de Bayes dans le cas
particulier de classification par erreur minimale. Cette règle consiste à minimiser le
risque total ou à maximiser le produit de la vraisemblance d'une classe C,, associée
à une observation X, par la probabilité à priori de la classe C, tel que :
X e d si P{X/Ci)P(Ci) > P{X/Cj)P{Cj) pour Vj ? i
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P(X/Ci) est la probabilité conditionnelle de X ;
P(Ci) est la probabilité à priori.
Dans notre cas, on dispose de deux classes respectivement pour la musique et la
parole. On a supposé que chaque classe est équiprobable (P(Ci) = P(Cj)).
L'observation X est considérée comme la valeur estimée par l'une des équations
4.5.5 à 4.5.8 proposées auparavant. La probabilité pour chaque observation X est
donc définie par sa fréquence relative. Puisque le vecteur paramètre est de dimension
1, la recherche d'un seuil optimal par la règle de classification par erreur minimale
revient simplement à trouver la frontière coïncidant entre les classes (musique et
parole) où les probabilités conditionnelles associés à chaque classe sont identiques :
role) = P{X/Cmusique)-
4.5.4 Résultats
Dans une première expérience, on s'est intéressé à trouver la combinaison opti-
male entre les vecteurs paramètres utilisés et les méthodes de classification proposées.
Comme vecteurs paramètres, on a expérimenté les coefficients M FCC statiques notés
(CCStat) et les coefficients M FCC dynamiques notés (CC-Dyn). On a extrait 12
coefficients M FCC allant de c\ à c12. Les méthodes de classification représentées par
les 4 formules statistiques 4.5.5 à 4.5.8 ont été également examinées à tour de rôle.
Les données de cette première expérience sont des données mixtes et simulent des
conversations en mode conférence décrites dans la sous-section 4.3.3. Dans chacun
des 8 fichiers, on a 3 secondes de parole et 3 secondes de musique.
À la table 4.1, on donne les performances d'identification pour l'ensemble des locu-
teurs impliqués dans la simulation en mode conférence (c-à-d : ce sont uniquement les
89
scores compilés sur les sections de parole). À la table 4.2, on trouve les performances
d'identification de musique compilées uniquement sur les sections de musique. Dans
la première colonne, on spécifie le type de paramètre acoustique utilisé (ex : CCJStat
ou CC-Dyn) et le genre de formule de classification proposé (ex : P2fl, P3a, P4M
ou P4<r). Les colonnes de 1 à 8 correspondent aux scores obtenus sur chacun des 8
fichiers de simulation. Le seuil de discrimination a été fixé à 0.01 et les statistiques
sont évaluées sur 19 trames (212 ms) entrelacées.
TAB. 4.1 Taux de Reconnaissance (en %) des différents paramètres proposés basés
sur un seuil fixe à partir des 8 fichiers simulant les conversations de type conférence. Le
Hparoie est le taux moyen des 8 conversations. Ici, les scores sont compilés uniquement















































































































Dans la deuxième expérience, on s'est intéressé cette fois-ci à trouver la valeur du
seuil optimal, toujours selon la règle de Bayes. Donc le type de vecteur de paramètres
et la méthode de classification ont été fixés en se basant sur les résultats obtenus de
la première expérience. Cependant les données pour cette expérience ont été large-
ment augmentées et plusieurs variétés ont été ajoutées. La description sur les types
et les durées des données utilisées dans cette expérience, figurent sur la table 4.4.
On y retrouve une colonne pour les données d'entraînement et une autre pour les
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TAB. 4.2 - Taux de Reconnaissance (en %) des différents paramètres proposés basés
sur seuils fixes sur les 8 fichiers simulant les conversations de type conférence. Le















































































































données de tests avec leur durée respective. On rappelle que les données d'apprentis-
sage ne sont pas utilisées dans la phase des tests. Les combinés téléphoniques utilisés
sont également différents entres les sessions d'apprentissage et de test (à quelques
exceptions pour la musique). La table 4.3 et la figure 4.3 reportent les résultats
pour différentes valeurs de seuils, testés sur divers styles de musique et de conversa-
tions provenant de plusieurs locuteurs et locutrices avec une variabilité de combinés
téléphoniques importante.
Discussion
De façon générale, d'après les résultats des tables 4.1 et 4.2, si on fixe le type de
paramètre acoustique et on compare uniquement les méthodes de classification, on
trouve que les scores obtenus pour les différentes formulations de classification sont
presque similaires. Donc, la préférence ou la sélection de l'une de ces formulations
reste sans importance.
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Par contre, si on analyse les scores avec un scénario inverse en comparant les
performances selon le type de paramètres employés sur la base d'une classification
commune. On trouve que les coefficients dynamiques M FCC ont amélioré les perfor-
mances de l'ordre de 8% en discrimination de la parole comparativement aux coef-
ficients M FCC statistiques. Dans le cas de la musique, aucune amélioration impor-
tante n'a été enregistrée. En effet, les coefficients dynamiques M FCC en principe,
sont extraits de manière à tenir compte de la dépendance temporelle des séquences
prononcées, et donc nécessitent quelques trames de plus. Les coefficients statiques
M FCC. au contraire encodent l'information du message contenue par chaque trame.
Si on effectue une comparaison par le contenu de chaque fichier de simulation,
on trouve que les chutes de performance rencontrées pour le cas de la musique
sont attribuées à la musique de type chanté. Pour la parole, le principal facteur de
dégradation est dû à la présence du silence de durée assez importante, considéré dans
l'étiquetage comme étant de la parole, alors que le système le classifie comme étant
de la musique.
Dans la deuxième expérience à la table 4.3, on observe une très bonne discrimina-
tion de la parole vis-à-vis de la musique lorsque le seuil est bas. Pour des seuils élevés,
le scénario est complètement renversé. Pour des valeurs de seuil moyennes, on obtient
des scores témoignant d'une discrimination balancée entre parole et musique. On peut
alors ajuster le seuil, selon les tolérances espérées et les besoins demandés. Cependant,
on n'est jamais arrivé à effectuer une discrimination parfaite avec un taux de 100%.
Il en découle que les espaces de représentation pour la musique et la parole ne sont
pas complètement disjoints et il y aura lieu d'ajouter un traitement supplémentaire
dans l'objectif de rehausser les scores. On pense que l'énergie ou le taux de passages
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par zéro peuvent améliorer considérablement la robustesse du système.
En termes d'efficacité, on observe que pour les styles de musique caractérisés par
un rythme régulier (classique, douce,..), les performances sont excellentes. Par contre
pour la musique chantée, les performances chutent relativement au degré du couplage
entre le chanteur et la musique.
La particularité de cette méthode est qu'elle est indépendante de l'énergie et
en quelque sorte du combiné puisqu'on effectue une différence des paramètres entre
segments adjacents.
Dans la figure 4.3, on reporte sous une forme graphique les mêmes résultats
présentés à la table 4.3. Dans ce cas, la classification selon la règle de Bayes revient
à trouver le lieu des frontières entres les classes, qui correspondent au seuil optimal.
Puisque le vecteur paramètre P3<r(n) est de dimension 1, on peut considérer l'espace
paramètres divisé en deux demi-plans respectivement pour la musique et la parole.
La droite séparant les deux demi-plans en question correspond au seuil optimal.
Dans la partie 4.3(a), on donne pour différents seuils, les scores obtenus respecti-
vement pour la parole (en trait continu) et pour la musique (en trait discontinu). La
courbe en trait (-*-) dans les trois sous-figures, indique le taux moyen de classification.
Le point d'intersection des 3 courbes est donc le seuil optimal de coordonnées 000.1
(valeur) et 90% (score). On remarque que l'allure de la courbe pour la parole décroît
de façon linéaire alors que celle de la musique suit une courbe quadratique. On peut
déduire que les variances des classes ne sont pas similaires. Cependant, si on veut
introduire la notion du coût selon Bayes en favorisant l'identification d'une classe au
profit d'une autre, il suffit de déplacer le seuil selon les perspectives souhaitées.
Dans la partie 4.3(b), on reproduit la même expérience mais cette fois-ci, avec
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les données de la parole et les données de la musique chantée. On s'aperçoit que le
seuil optimal est situé à l'extérieur de l'intervalle des valeurs proposées. D'après la
figure, il semble que la performance associée au seuil a baissé à 80%. Cela montre que
le chevauchement entre les classes parole et musique chantée est plus important que
dans le premier cas 4.3(a).
Dans la partie 4.3(c), on a de nouveau repris la même expérience avec les données
de la classe parole et les données de la classe incluant à la fois la musique et la musique
chantée. Le seuil optimal (sécante des courbes) est situé à la valeur 0.0014 avec un
score optimal de 84%.
En fait, le choix de seuil reste relatif aux besoins de chaque application et peut être
aisément déterminé à partir des graphiques. Cependant, les valeurs de seuil illustrées
ici restent valables uniquement pour les conditions de paramétrisation mentionnées
auparavant. Le cas éventuel, où une des conditions a été modifiée, il y aura lieu de
réoptimiser les valeurs seuils.
L'intérêt de l'approche par seuil, est qu'elle utilise directement les coefficients
AM FCC pour effectuer la classification. Elle nécessite un temps de calcul négligeable.
Les performances obtenues sur une fenêtre d'analyse de 100 ms sont comparables à
celles obtenues dans d'autres publication et qui opèrent avec une fenêtre d'analyse de
durée 1000 ms. En plus, les données d'expériences sont enregistrées dans les conditions
téléphoniques.
4.6 Stratégie par modélisation paramétrique
Dans cette section, on exposera les grandes lignes de la deuxième approche pour




FIG. 4.3 Relations entre frontières de classes et critère de Bayes par minimisation
d'erreur.
une modélisation différenciée à base de GMM. On montrera que le découpage de
l'espace de la musique en deux sous-espaces en musique et musique chantée entraînera
l'obtention de meilleurs scores en comparaison à la démarche classique utilisant un
seul modèle sur l'espace entier de la musique. Dans le cas de la musique chantée, on a
trouvé que la normalisation des coefficients affecte considérablement les performances
comparativement à la situation où on procède sans normalisation.
4.6.1 Classification et modèles
Comme technique de classification, on a proposé ici les modèles à mixtures de
Gaussiennes pondérés dont la matrice de covariance est diagonale. Tous les modèles
utilisés dans cette expérience sont seulement composés de 8 Gaussiennes. En effet,
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avec 8 Gaussiennes, on a supposé que pendant la phase d'entraînement les modèles
n'apprennent pas les caractéristiques spécifiques liées à la variabilité interlocuteurs,
intralocuteurs et les différences entre les styles de musique. On a pu expérimenter cette
technique en passant par l'examen de deux approches. Dans la première approche, on
a considéré deux modèles GMM, le premier est entraîné avec des données vocales et le
deuxième avec des données musicales. On s'attend à ce que les segments de la musique
chantée soient absorbés par l'un des deux modèles suivant le degré du couplage entre le
son des instruments et la voix du chanteur. Comme deuxième approche, on a entraîné
3 modèles respectivement pour la parole, la musique et la musique chantée. Chaque
modèle est entraîné sur son propre espace de données. Dans tous les traitements de
cette approche, les paramètres utilisés sont les coefficients statiques cl à cl2 {MFCC).
La description sur les types et les durées des données utilisées dans cette expérience,
figure sur la table 4.4. On y retrouve une colonne pour les données d'entraînement
et une autre pour les données de tests. On rappelle que les données d'apprentissage
ne sont pas utilisées dans la phase des tests. Les combinés téléphoniques utilisés sont
également différents entres les sessions d'apprentissage et du test (à quelques excep-
tions pour la musique). On remarque que la quantité des données d'apprentissage est
presque 8 fois plus élevée que les données de test.
4.6.2 Résultats
Dans la table 4.5, on reporte les résultats pour la première perspective impliquant
l'utilisation de deux modèles. Les paramètres n'ont pas été normalisés dans l'optique
d'éliminer ou de réduire l'effet du canal. Dans la table 4.6, on reprend la même
expérience mais cette fois-ci avec la normalisation des paramètres.
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Dans chaque table, on trouve à la première colonne le nom de la catégorie de
musique utilisée. Dans la deuxième et la troisième colonne, on trouve les scores obtenus
respectivement pour les durées de 100 ms et 200 ms (10 ou 20 fenêtres d'analyses de
32 ms, glissantes à tous les 10 ms). Dans la dernière colonne, on trouve la durée totale
du test pour chaque catégorie.
Dans la table 4.7, on donne les résultats pour la deuxième perspective impliquant
l'utilisation de 3 modèles. Les conditions expérimentales sont exactement identiques
à celles utilisées pour les deux tables précédentes 4.5 et 4.6.
Instrument femme Piano homme Classique femme Rock Jazz homme Chanteur
10 12 14 16 18 ZU
reconnaissance avec une durée test de 100 ms
6 8 10 12 14 16
reconnaissance avec une durée test de 200 ms
18 20
FiG. 4.4 Reconnaissance avec deux modèles GMM, le premier est entraîné avec
de la parole et le deuxième est entraîné avec la musique sans prendre en compte la
musique chantée (Parole=l and Musique=0).
En comparant les tables 4.5 et 4.6, on note que la performance de la parole n'a pas
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Instrument femme Piano homme Classique femme Rock Jazz homme Chanteur
6 8 10 12 14 16
reconnaissance avec une durée test de 10 ms




0 2 4 6 8 10 12 14 16 18 20
reconnaissance avec une durée test de 200 ms
FlG. 4.5 Reconnaissance avec trois modèles GMM, le premier est entraîné avec de
la parole, le deuxième avec de la musique et le troisième avec de la musique chantée
(Parole=l and Musique=0).
été affectée par la procédure de normalisation du vecteur paramètres. Par normalisa-
tion, on entend la soustraction de la moyenne de l'ensemble des vecteurs paramètres
de tous les vecteurs paramètres. Cependant, les performances ont chuté de 10% pour
la musique et de 20% pour la musique chantée lorsque aucune normalisation des pa-
ramètres, n'a été effectuée. Ce dernier point peut être expliqué par les propriétés
stables de la rythmicité et stationnante caractérisant à long terme la musique et qui
sont éliminées par la procédure de normalisation.
Avec la table 4.7, les plus hauts scores sont obtenus ce qui confirme que l'approche
qui considère que la musique et la musique chantée sont deux classes différentes consti-
tue une bonne stratégie. Avec une durée test de 100 ms, les scores sont comparables
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aux meilleurs travaux publiés dans ce domaine alors que nos conditions expérimentales
sont plus hostiles et difficiles. En comparant les performances obtenues pour les durées
respectives de 100 ms et 200 ms, on peut dire qu'elles sont très proches. Donc, si on
réduit de moitié la durée à 50 ms, on peut s'attendre à obtenir des performances
similaires pour les femmes.
Dans la figure 4.4, on illustre graphiquement les décisions prises par le système
qui se caractérise par deux modèles GMM sans effectuer la normalisation au niveau
des paramètres. Et dans la figure 4.5, on illustre les décisions prises par le système
qui se caractérise par trois modèles GMM sans effectuer la normalisation au niveau
des paramètres en présentant les mêmes données. Les décisions fournies sont calculées
respectivement sur des durées de tests de 10 ms, 100 ms et 200 ms, avec une fenêtre
d'analyse de 32 ms, glissante à tous les 10 ms. Particulièrement, on trouve que la
majorité des mauvaises décisions prises par le premier système à deux modèles GMM,
a été correctement identifiée par le système à trois GMM.
4.6.3 Discussion
À priori, en modélisation paramétrique, les données d'entraînements doivent être
présentées de façon exhaustive dans toute session d'apprentissage. Ainsi, pendant
le processus d'entraînement, les paramètres du modèle seront mieux ajustés pour
représenter analytiquement et de façon convenable, la distribution statistique des
données. De plus, dans le cas de la modélisation par mélange à mixture de Gaus-
siennes, le nombre de Gaussiennes à utiliser est directement proportionnel à la va-
riance inter-classes et surtout à la variance intra-classes. Pour notre problématique,
une telle situation peut donc être très coûteuse en temps de calcul si on tient compte
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du nombre élevé de styles de musique et du nombre de propriétés caractéristiques
du language et du locuteur. On risquera donc de dépasser les limites permises du
matériel de la machine. Comme solution alternative, on peut songer à caractériser
chaque style de musique et chaque phonème par un modèle à plusieurs états, cepen-
dant le temps d'exécution sera considérablement long et le système ne pourra peut
être pas fonctionner pour les applications en temps réel.
De plus, on pense qu'une telle démarche, a tendance à modéliser conjointement
la variabilité intra-classes et la variabilité inter-classes. Or, ce qui nous intéresse par-
ticulièrement est la modélisation des propriétés distinctives (aspect général) entre la
musique et la parole.
Pour cette raison, on a limité d'une part le nombre des Gaussiennes des modèles
proposés à 8 et d'autre part on a réduit significativement la quantité de données
pendant la phase d'entraînement. En effet, en moyenne une durée d'une seconde a
été extraite d'un certain nombre de styles de musique. On a procédé de la même
manière dans le cas de la parole en considérant 6 locuteurs dans le processus d'en-
traînement. Pour chaque locuteur, on a présenté 1 minute de parole pour l'ajustement
des paramètres du modèle de la parole. Bien que dans d'autres travaux, un nombre
de 64 composantes GMM ait été utilisé pour la même problématique et une quan-
tité énorme de données d'entraînements, les résultats obtenus sont très convaincants.
Évidemment, on peut remettre en question la notion de comparaison puisqu'on ne
travaille pas avec la même base de données. Or, pour les systèmes de reconnaissance
de parole ou du locuteur les mauvaises performances obtenues sont réalisées dans des
conditions expérimentales similaires à celles qu'on utilise, ce qui devra probablement
constituer un atout important pour nos résultats.
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Avant de terminer cette section, il y a un dernier point qu'on doit éclaircir pour
éviter toute confusion et interprétation. Le fait que toutes les données de musique sont
extraites de façons différentes de celles de la parole, laisse croire que la discrimination
peut être influencée par les aspects d'enregistrement et non pas par les caractéristiques
des signaux sonores. En admettant que ceci est vrai, cela ne dévalorise pas les perfor-
mances du système puisque l'objectif visé est de réaliser une discrimination en mode
conférence (différents supports et combinés). Au contraire, l'impact des supports re-
devient un avantage. Cependant, dans l'expérience utilisant une modélisation à 2
GMM. les segments de la musique chantée ont été souvent confondus par la parole,
alors qu'en réalité on traitait des données d'un même support d'enregistrement. Pour
conclure, on peut admettre l'influence du canal dans la discrimination, mais cette
influence reste toutefois faible comparativement à celle des signaux sonores.
4.7 Conclusion
Dans ce chapitre, on s'est intéressé à la discrimination Parole/Musique en propo-
sant deux approches qui exploitent, en principe, la structure irrégulière des formants.
La première approche se base sur un seuil fixe et ne requiert aucune session d'en-
traînement. Le seuil peut être estimé à partir de 4 formules proposées, d'ordre sta-
tistique. Le choix de l'une des formules est implicitement liée à la taille de la fenêtre
d'analyse et au nombre de trames considérées.
Différents paramètres ont été analysés dans cette perspective. Les coefficients
dérivées des MFCC donnaient les meilleures performances en caractérisation de
la musique/parole, suivis des coefficients cepstraux dérivés du LPC et finalement
des coefficients LPC. Afin de simplifier le compte—rendu, nous n'avons présenté que
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l'étude et les expériences mettant en jeu uniquement les coefficients M FCC. Parti-
culièrement, les coefficients statiques ou dynamiques apportent des taux de reconnais-
sance similaires avec la musique. Cependant, les coefficients dynamiques apportent
de meilleures performances dans le cas de la parole. En moyenne les scores sont de
l'ordre de 90% et sont grandement affectés par les données de la musique chantée.
Cependant le système est simple et très rapide en temps de calcul.
Comme deuxième approche, on a utilisé une modélisation paramétrique à base
de GAI AI. D'abord, on a montré que la normalisation des paramètres a fait chuter
signih'cativement le taux de reconnaissance de la musique. Dans le cas de la parole
le taux de reconnaissance est resté presque inchangé. De plus, la chute des scores est
deux fois plus importante pour la musique chantée que pour la musique non chantée.
Ensuite, on a montré qu'avec l'utilisation de 3 modèles G AI AI entraînés sur la
parole, la musique et la musique chantée, on a obtenu les meilleurs résultats. Avec
une durée de test de 200 ms, les scores obtenus sont de 97.93% pour la parole, 98.55%
pour la musique et 90.77% pour la musique chantée. Le système de référence utilisait
seulement deux modèles GAI AI pour la musique et pour la parole. Les scores obtenus
pour ce dernier sont de 96.62% pour la parole, 92.58% pour la musique et 69.31%
pour la musique chantée.
Les scores obtenus pour les durées de tests de 100 ms et 200 ms, sont très proches,
donc on suppose que la tendance peut se maintenir si on prend une durée test de
50 ms dans le cas de voix de femmes.
Avec ce qu'on a présenté jusqu'ici, on suppose qu'on a répondu à la première tâche
que doit réaliser un système de reconnaissance de locuteur en mode conférence. Cette
tâche consiste tout simplement à discriminer les segments de musique des segments
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de parole. Les segments de musique seront rejetés ou ignorés et aucune décision ne
sera prise par le système. Par contre, une fois qu'un segment acoustique est classé
comme étant un segment de parole, il sera envoyé à un deuxième module, plus bas
au sens architectural, dédié pour la tâche de la reconnaissance de l'identité de lo-
cuteur. Le traitement de ce dernier module a fait l'objet des chapitres précédents
où on a proposé de nouveaux paramètres et modèles dans l'optique de concevoir un
système de reconnaissance plus robuste aux distorsions introduites par le support de



























































































































































































































































TAB. 4.5 - Résultats obtenus à partir de deux modèles (parole et musique) avec 8














































































TAB. 4.6 Résultats obtenus à partir de deux modèles (parole et musique) avec 8













































































TAB. 4.7 - Résultats obtenus à partir de trois modèles (parole, musique et musique




























































Le travail de cette thèse, a consisté principalement à une étude portant sur la
reconnaissance du locuteur et sur la discrimination de la Parole/Musique dans le
contexte de conférences téléphoniques.
Dans le chapitre 2, on s'est intéressé à la problématique en identification du lo-
cuteur en ensemble fermé. Particulièrement, on a mis l'accent sur la recherche de
nouveaux paramètres censés être plus robustes aux conditions téléphoniques. On a
donc proposé plusieurs paramètres potentiels extraits à partir de l'enveloppe (MA) et
de la fréquence instantanée (FI) calculés à la sortie d'un banc de filtres cochléaires.
En effet, la FI et la MA sont supposées tenir compte d'un phénomène non linéaire lié
à l'interaction entre la source et le conduit vocal pendant le processus de production.
Particulièrement, on a fait en sorte que tous les paramètres proposés soient calculés de
façon synchrone à la glotte. Cela nous permet d'une part de travailler avec une fenêtre
d'analyse dynamique et d'autre part de caractériser le locuteur à partir des variations
sur de courtes durées. Seuls les segments voisés ont été considérés dans nos traite-
ments. Ils ont été automatiquement localisés via un algorithme dédié à la détection
de la fréquence glottale. Ce dernier a été renforcé par un traitement supplémentaire
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qui exploite les pics des enveloppes (AM) pour avoir plus de précision et raffiner
l'estimation sur la durée glottale.
D'après les résultats, ce type d'analyse apparaît prometteur et potentiel. Les per-
formances obtenues sont comparables à celles obtenues par le système de référence
utilisant les coefficients standards MFCC. Pourtant, on sait que les composantes
MFCC sont bien décorrélées entre elles, ce qui n'est pas le cas pour nos paramètres.
On recommande donc d'envisager ultérieurement des modifications qui se rapportent
principalement à la recherche d'une transformation mathématique adaptée pour mieux
décorréler les composantes des vecteurs paramètres proposés. Tout laisse croire, qu'un
traitement qui procède par sélection de canaux ne pourra que contribuer à rehaus-
ser les performances. Par sélection de canaux, on veut dire de ne prendre dans les
décisions que celles provenant des canaux non fortement bruités. À retenir aussi, que
dans notre traitement on a associé une pondération uniforme quant à la contribu-
tion des canaux. Cependant, cette pondération devra être proportionnelle à l'énergie
transportée par chaque canal. Une démarche qui se retrouve justifiée pour être ex-
plorée ultérieurement. L'utilisation d'un modèle à architecture hybride ou parallèle
où chaque sous-modèle exploite un espace de paramètres différents a été également
étudiée dans un cadre plutôt exploratoire. En effet, on a expérimenté un système qui
prend ces décisions en se basant conjointement sur les paramètres proposés et sur es
coefficients MFCC. Avec une telle stratégie, on a obtenu les meilleurs performances.
Ce gain peut être expliqué par une notion de complémentarité entre les paramètres
AM, FM et MFCC.
Toutefois, les paramètres proposés ne représentent pour l'instant que l'ouverture
d'une nouvelle porte en caractérisation du locuteur. On est loin encore d'une solution
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optimale et on est conscient que d'autres travaux sont nécessaires pour mener à terme
les perspectives de cette approche.
Une autre expérience visant à comparer les performances entre machines et au-
diteurs naïfs, a montré que la variabilité des combinés téléphoniques affecte gran-
dement la perception humaine. En effet, les scores obtenus par la machine devance
considérablement, ceux obtenus par les auditeurs naïfs.
Motivé par le fait que les coefficients MFCC se basent uniquement sur les pro-
priétés résonantes du conduit vocal pendant le processus de reconnaissance, on a
introduit (chapitre 3) une nouvelle approche en modélisation. Cette dernière consiste
à combiner via un modèle probabiliste la dépendance liée au couplage du conduit
vocal et de la glotte. Autrement dit, on tient compte de la dépendance temporelle
de la source excitatrice et du conduit résonnant. Le système proposé a été comparé
à deux systèmes opérant respectivement sur les segments voisés et non voisés. Les
expériences ont été réalisées avec les quarante-cinq (45) locuteurs de la base Spidre.
Tous les modèles proposés pour caractériser la contribution du conduit vocal sont
composés d'un mélange de 32 Gaussiennes pondérées. Les paramètres utilisés sont
les 12 coefficients statiques des MFCC. Le nombre de modèles (ou intervalles de
fréquence) pour système proposé a été fixé à quatre. On a obtenu un gain en perfor-
mance significatif quand la durée du test est inférieure à 500 ms. Lorsqu'on augmente
la durée, les performances entre les différents systèmes ne demeurent pas en général
assez importantes.
En effet, plusieurs restrictions et hypothèses ont été prises pour la réalisation du
système. Parmi autre, on a supposé que l'estimateur du fondamental est fiable. On a
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aussi utilisé la même subdivision sur l'espace des paramètres pour l'ensemble de locu-
teurs, alors qu'en réalité il fallait procéder par une subdivision typique à chaque locu-
teur puisque la distribution de la fréquence varie selon le locuteur. Particulièrement,
il sera intéressant d'analyser l'impact des espaces probabilistes des événements, as-
sociés respectivement à la source et au conduit vocal, sur la prise des décisions. On
sera ainsi capable de savoir si on doit procéder par une normalisation sur l'espace
des paramètres (source et conduit vocal). Finalement, on tient à recommander pour
chaque locuteur l'incorporation d'un autre modèle qui caractérisera les segments de
parole non-voisés.
Les données de musique incluant la musique chantée ont été obtenues à partir
de différents sites Internet de diffusion. On y trouve toutes sortes de styles dont la
largeur de bande a été limitée et dont la variabilité des combinés a été également
introduite. Ceci nous place dans des conditions plus réalistes simulant l'utilisation
dans un contexte téléphonique. Les données de la parole sont extraites de la base de
données SPIDRE. On y trouve 45 locuteurs avec 4 conversations pour chaque locuteur
enregistrées via trois combinés différents.
Dans le chapitre 4 cette fois,on s'est intéressé particulièrement à la problématique
reliée à la discrimination Parole/Musique. Deux approches ont été proposées et expérimentées.
Comme première approche, on a proposé des paramètres dérivés des coefficients
MFCC après avoir appliqué certaines transformations d'ordre statistiques et aussi
empiriques en s'inspirant des analyses graphiques. L'impact de ces transformations
réside dans le fait de projeter l'espace des coefficients MFCC à N dimensions à un nou-
veau espace de dimension 1 où l'entrelacement entre les classes de musique et parole
est considérablement réduite. Le processus de discrimination se base simplement sur
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un seuil fixe pour effectuer la classification. En effet, le seuil a été déterminé selon la
règle de Bayes qui consiste à trouver les frontières inter-classes en minimisant l'erreur
totale de classification. Les transformations proposées restent toutefois implicitement
liées à la taille de la fenêtre d'analyse et au nombre de trames considérées dans le
traitement. Avec une durée de test de 100 ms, on a obtenu en moyenne des scores
de 90% (parole et musique) et 84% (parole, musique et musique chanté). Ces scores
sont en général comparables à ceux qu'on trouve publiés dans la littérature scienti-
fique. Cependant dans notre cas, on utilise une durée de test 9 fois moins longue.
L'avantage de cette technique repose sur sa simplicité, son temps de calcul très réduit
(important pour les applications en temps réel) et la classification à base de seuil (pas
d'entraînement exhaustif). On peut aussi songer à faire rehausser les performances
obtenues en faisant, par exemple, incorporer d'autres modules comme le détecteur de
silence, le calcul d'énergie et/ou le calcul du taux de passage par zéro. Cependant,
avec l'incorporation de tels modules, on fera perdre les aspects de simplicité et de
rapidité, considérées comme les points clefs de cette approche.
Comme deuxième approche, on a utilisé une modélisation paramétrique à base de
GMM. On a pris deux modèles à 8 GMM respectivement pour la parole et la musique.
On a montré que lorsque la normalisation du canal est appliquée (la soustraction du
vecteur moyen de tous les vecteurs paramètres estimés), les performances chutent de
10% pour la musique et de 20% pour la musique chantée. Normalement, on utilise la
normalisation du canal pour supprimer l'effet du canal dont les caractéristiques spec-
trales sont considérées stables. Or, la musique se caractérise aussi par une structure
harmonique stable sur de longue durée qui se retrouve supprimer en grande partie
par la normalisation du canal. On recommande donc de procéder sans effectuer la
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normalisation du canal dans l'optique de réaliser une meilleure discrimination Pa-
role/Musique. On rappelle que les données tests ici, sont enregistrées à partir d'un
combiné différent de ceux présentés lors de la phase d'apprentissage.
Ensuite, on a montré qu'avec l'utilisation d'une modélisation différenciée basée sur
3 modèles GMM, entraînés respectivement sur la parole, la musique et la musique
chantée, les meilleurs scores ont été obtenus. Avec une durée de test de 200 ms, les
scores sont de 97.93% pour la parole, 98.55% pour la musique et 90.77% pour la
musique chantée. Le système de référence utilisait seulement deux modèles GMM
pour la musique et pour la parole. Les scores obtenus pour ce dernier sont de 96.62%
pour la parole, 92.58% pour la musique et 69.31% pour la musique chantée. Les
scores obtenus pour les durées de tests de 100 ms et 200 ms, sont très proches, on
donc suppose que cette tendance peut se maintenir si on réduira la durée test à 50 ms
(surtout pour les femmes).
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I. ABSTRACT
The problem of speech, music and music with songs discrimi-
nation in telephony with handsets variability is addressed in this
paper. Two systems are proposed. The first system uses three
Gaussian Mixture Models (GMM) for speech, music and songs
respectively. Each GMM comprises 8 Gaussians trained on very
short sessions. Twenty six speakers (13 females, 13 males) have
been randomly chosen from the SPIDRE corpus. The music were
obtained from a large set of data and comprises various styles.
For 138 minutes of testing time, a speech discrimination score of
97.9% is obtained when no channel normalization is used. These
performance are obtained fora relatively short analysis frame (32ms
sliding window, buffering of 100 ms). When using channel nor-
malization, an important score reduction (on the order of 10 to
20%) is observed. The second system has been designed for ap-
plications requiring shorter processing times along with shorter
training sessions. It is based on an empirical transformation of
the AMFCC that enhances the dynamical evolution of tonality. It
yields in average an acceptable discrimination rate of 90% (speech-
/music) and 84% (speech, music and songs with music).
2. INTRODUCTION
As the digital storage and processing of audio signals are increas-
ing and become popular, speech and music discrimination systems
are crucial to extend the functionality of various information and
communication systems. In Multimedia applications, such sys-
tems can be useful to achieve automatic classification, indexa-
tion, archiving and retrieving of information from large multime-
dia databases [5]. Speech and music discrimination can also play
a significant role in speaker or speech recognition systems, by re-
jecting non speech segments. The new generation of low bit rate
coders and compression technologies need an estimation of the
signal nature in order to achieve a better compression. Therefore,
a fast and efficient speech/music discriminator is crucial for that
type of coders as the performance is strongly related to the accu-
racy of the speech/music discriminator [4].
To retrieve and achieve a good discrimination, the dynami-
cal time evolution of the vocal tract, during the speech production
(vowels, consonants, coarticulation, etc.), is one salient property
that has been strongly exploited in many ways in the literature. In
brief, the vocal signal is characterized by a formantic and dynami-
cal structure contrary to the musical signal that is rather character-
ized by an harmonic and regular structure over longer durations.
This work has been partially supported by NSERC and CSE.
Generally, the proposed techniques are simple in order to be ap-
plicable to a vast form of music style and to be independent of
speaker and speech for most cases. Saunders [6] proposes four
features derived principally from the zero crossing rate and the en-
ergy contour. A set of 13 features related to the amplitude, fine
spectrum and signal frequency also are studied by Scheirer and
Stanley [7]. Carey et al. [2] examine the discrimination achieved
by several different features (filterbank energy, ccpstrc, pitch and
zero-crossing) using common training and test sets and the same
classifier. Samouelian and al. [S] perform the automatic label-
ing and classification of TV broadcast material into speech, mu-
sic, silence and noise segments. El-Maleh and al. [3] suggest the
use of line spectral frequencies (LSFs) and zero-crossing-based
features for frame-level narrowband speech/music discrimination.
Recently, Ajmera and al. [I ] use a posterior probability based en-
tropy and dynamism features that are integrated over time through
a 2 state HMM. Generally, the authors use features that are esti-
mated over a long time range (0.5 to 5 seconds). One exception
to this, is the work by El-Maleh et ai. [3], where duration tests as
short as 20 ms are used. Their scores with such a short window
length are still interesting and average to 82.5% for the speech
segments and 79.2% in the music case.
In the present work we are interested in a system that performs
indexation and retrieving of telephone speech information from a
corpus that comprises conversations in alternance with music or
songs. The indexation system performs first the speech/music dis-
crimination and then, the speaker identification and speech recog-
nition tasks. The design of the discrimination system is therefore
constrained to the use of the MFCC vectors like the speaker/speech
recognition systems. Furthermore, performance of the discrimina-
tion system should be independent on the recording conditions and
more specifically of the telephone handset variability. We propose
two discrimination systems. The first system uses a parametric
multi-Gaussian modeling that comprises 8 mixtures of Gaussians
per model. The second system is based on the comparison of dis-
tances between AMFCC derived features and a preset threshold.
3. DATABASE AND EVALUATION CRITERION
3.1. Databue
The data were downloaded from various broadcasting Internet sites
and from the university telephone switchboard. The audio qual-
ity ranges from narrow-bandwidth of AM radios (3 kHz) to high
fidelity music (16 kHz bandwidth). The music files where then
played trough a loudspeaker. A telephone handset was placed in
front of the loudspeaker to transmit the music through the tele-
phone network (digital in the university, analogue elsewhere). This
operation limits the bandwidth to that of the telephone lines and
introduces to a certain extend the channel effect and handset vari-
ability. The recordings were carried out during several sessions
and comprises various types of music and songs.
Table 1. Music database with style description and durations re-
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Table I gives the different music style and time durations used
during training and testing.
A subset of the speech SPIDRE-Swichboard Corpus is used
to extract randomly speech data. Each speaker has 4 conversa-
tions originating from 3 different telephone handsets. 74 minutes
of speech that comprises all conversations taken from ten males
and ten females have been used for testing. In addition, we ran-
domly choose one conversation of 3 women and 3 men from which
we extracted I s when training was necessary. The total speech du-
ration in the training session is therefore of 6 minutes. The training
speakers are not presented during the test. All the database is sam-
pled at 8 Khz.
3.2. Discrimination score
The discrimination score 5 = Ç is defined as the ratio of the num-
ber C of correctly classified frames over the number T of tested
frames.The same score S is used for all the reported experiments.
4. ML SPEECH .MUSIC DISCRIMINATION
In this section we design a Gaussian Mixture Models speech/music
discriminator to study the influence of channel normalization -
commonly used to improve speech recognition or identification
rates in the context of telephone handsets variability - and the ben-
efit of using a model for music with songs.
4.1. Perspectives and models
In a first set of experiments, one model for speech and another
for music (with or without songs) are used. In that situation. - in
the context of music with singer(s) - depending on their relative
dominance the system will decide whether it is speech or music.
A second set of experiments is designed where 3 models are used
(speech, music only, music with voice or singer(s)).
4.2. Training session
For each style of music (Classic, Western, Pop, Rock, Jazz. Soft
music. Instrumental and Rap), only a few seconds have been used
to train the music GMM. Also, for each style of songs, a few sec-
onds of signal, are extracted from the following categories: Pop,
Rock, Blues and Rap to train the GMM songs. The speech model
is trained on 6 minutes taken from 6 conversations of three men
and three women and originating from different telephone hand-
sets. Each conversation corresponds to one minute duration. None
of the training data are used for the testing.
4 J . Testing sessioa
A sliding window of 32ms length and I Oms shift is placed on the
signal to estimate every I Oms the log-likelihood of the parame-
ter observation for each model. Results are presented for aver-
ages over 100ms (10 frames) or 200ms (20 frames) of the log-
likelihood. Finally, the model with the maximum averaged log-
likelihood is retained.
4.4. Results
4.4.1. Influence of the channel normalization
Table 2. Parametric models and discrimination scores. 2 models:
one GMM for Speech, one for Music and Songs; 3 models: one
GMM for Speech, one for Music, one for Songs: CN: Channel
Normalization. Sg in the music styles indicates presence of songs







































































































































Channel Normalization (CN ) - subtraction of the mean feature
vector from each of the feature vectors - is usually used to reduce
the influence of the channel variability over the speaker or speech
recognition systems. We study the influence of CN by comparing
the discrimination rates for classification achieved with or without
channel normalization. In each case, two GMM models are used
(one for Speech, another for Music and Songs). Averaged scores
are given respectively for 100ms and 200ms test time durations
(Table 2 (columns 2 to 5). The first column is the name category.
By comparing the columns, we notice that the scores discrim-
ination of speech remains almost similar (92.46% without nor-
malization, 89.96% with normalization for 10 frames averaging;
96.62% without normalization. 96.52% with normalization for 20
frames averaging). However, the discrimination is much better on
music and songs when no normalization is used. Particular^ (he
discrimination for music is reduced from 92.58% to 84.96% when
normalization is used (20 frames averaging). In fact, the normal-
ization, unavoidably removes some features that are supposed to
characterize principally the regularity of music tonality. Therefore
the normalization is inappropriate for music signal. When the mu-
sic is mixed with singers the difference is greater (from 69.31%
to 48.83% with 20 frames averaging). This situation is probably
related to the fact that the music regularity is perturbed and speech
singer is improved when the normalization is taken into account.
Here we can retain that the normalization is inappropriate for pa-
rameters dériver from music and song signals.
4.4.2. Integration of a model for Songs
In order to increase the discriminability, we introduce a third GMM
model that is dedicated to music mixed with songs. An experi-
ment is performed with three GMM models. The first is trained
with speech, the second with music only and the third with songs
mixed with music. The same data and durations than in previous
subsections have been presented to the system.
It is known that during all training sessions, exhaustive data
should be presented to the system in order to better adapt the model
parameters (various speaker conversations and music styles are re-
quired). For this purpose, the computational time is expensive and
can even exceeds the hardware limits. Also, the number of mix-
tures can increase considerably to accurately take into account all
the situations and styles. Another alternative would be in mod-
elling separately each music style with a different model. How-
ever the execution time would be considerably longer. We think
that such training technique is intended to characterize the intra-
speaker and intra-music styles variabilities. We do not need such
accurate models but prefer models that loosely estimate the distri-
butions of speech, music and music with songs, as we want general
characteristics for each classes while achieving a good discrimina-
tion. So, we propose here to limit the number of GMMs to 8 and
to use short duration data for training. Even if in previous works,
up to 64 number of mixture were used for the same problem, we
show that good discrimination is obtained by using 8 mixtures of
Gaussians per model of classes.
Discrimination scores are reported in table 2 (columns 6 and
7). No normalization has been performed. An averaged discrim-
ination score of 93.77% (10 frames averaging) or of 96.29% (20
frames) is obtained in comparison to 86.83% and 88.78% for the
same conditions but with 2 GMMs (one for speech, one for music
and songs). Therefore, the use of 2 models to differentiate music
and music with songs (instead of one model for both) is a good
strategy.
5. A FASTER SPEECH-MUSIC DISCRIMINATOR:
TRACKING THE SHORT-TERM VARIABILITY BASED
ON AMFCC
S.I. Feature extraction
We extract features that exploit the short-time variability and ir-
regular duration of speech tonalities. In a preliminary study we
observed that AMFCC yield a better discrimination than MFCC.
Therefore, in the following, AMFCC are used as basic features.
For each 32 ms frame, 12 delta coefficients arc obtained. The 32
ms frame is shifted every 10 ms. The dynamic tonality indirectly
is captured by different measurements. We first compute the Eu-
clidian distance between AMFCC parameter vectors from 3 ad-
jacent segments. Let us write AMFCC,[n) the i th dimension
of vector AMFCC(n), where AMFCC(n) is the vector of 12
delta Mel Cepstrum Coefficients computed at frame n. We define
di(.n) axui di(n) as:
di{n) = - AMFCC,(n - I))2 ( I )
d-i(n) = ]T(AA/FCC.{n) - AMFCCx(n - 2))2 (2)
•=i
It is observed that the time evolution of the two distances between
segments is almost stable with weak fluctuations for all the music
segments, while significant fluctuations are observed for speech
segments. Then, the standard deviation of these distances over a




In preliminary experiments, we found that speech is always char-
acterized by strong transitions and strong amplitude of <r, (n), which
is not the case for the music. This motivates us to define a param-
eter Pa(n) that takes into consideration this observation.
P,{n) = -<T2(n))2 + iHajr(«r,(n).<T2(n)) (5)
Based on this parameter, we proceed now in the classification ex-
periments between Speech, Music and Music with Songs.
5.2. Decision boundaries
In this section, we study the possibility of discriminating speech
from any kind of music or songs by finding the boundary between
the classes. As the parameter P<r(n) is scalar, the Bayesian classi-
fication scheme is reduced to the problem of finding the hresholds
that yield the optimal results. As we suppose the apriori equiprob-
ability of the classes, minimizing the Bayesian cost function is
equivalent in maximizing the recognition rate when a lossless de-
cision matrix is used.
In next subsection, we show that spccch/music classification
can be succesfully achieved with only one threshold instead of two.
5.3. Results
Three case studies are presented and illustrated (Figure I ).
1. Speech /Music discrimination: (Fig. 1 (a))
The optimal threshold is located at the curves intersection with
approximately a value of 0.001 for the threshold and a discrimina-
tion score of 90%. However, if one wants to introduce the notion
of loss associated to decisions by favoring the recognition of one
class relatively to another, the optimal threshold should be moved
to the right or to the left direction A better discrimination of speech
is observed when the threshold is lower. On the opposite, when the
threshold is increased, the scenario is completely reversed (good
discrimination for music but not for speech).
2. Speech /Music with Songs discrimination: (Fig. I (b))
The optimal threshold is moved considerably to the right, makes
the average discriminant score fall to 80%. This means that the
Fig. I. System performance with threshold strategy: (a): classifi-
cation of Speech!Music Only, (b): classification of Speech!Songs.
(c): classification of Speech!Music with Songs. Continuous curves
in (a),(b) and (c) are the recognition rale for Speech. Dot line
curves are the recognition rates (a) for Music Only, (b) for Songs
and (c) for both Music and Songs.-*- is the total averaged discrim-
ination rate.
overlap with speech is more significant for the class Music with
Song than for Music Only.
3. Speech/merged Music class with the Song class discrimina-
tion: (Fig. I (c))
The optimal threshold has a value of 0.0014 and a score of 84%.
For the reason that 3 classes {Speech, Music, Music with Songs)
arc considered, the classification should be performed with at least
two boundaries (i.e. thresholds). But we observe that the Mu-
sic with Songs class can be merged with the Music Only class
to create one class. By doing so. the discrimination can still be
performed with satisfactory results even if this architecture is not
associated with the optimal solution of the problem. An optimal
solution would require a greater processing time.
5.4. Discussion
In comparison to most common works that usually use test dura-
tions on the order of 1000 ms, we obtain a comparable score with
a shorter test duration (100 ms). This represents a factor of reduc-
tion of 9/10. To increase the discrimination rate, we can estimate
the standard deviations of the proposed distances over durations
longer than 100 ms.
On the other hand, for Music with Songs and when no specific
model is used for Music or Songs, the performance decreases ac-
cording to the coupling between the music and the singer signal.
We retain that the singer signal which does not dominate the mu-
sic signal (energy) is recognized as music. On the other hand, if
the singer signal dominates and affects the regularity of music sig-
nal, it is recognized as speech. Combining an energy tracker and
a silence detector could be a good strategy to retrieve the singer
segments. But, the processing requires more computations and a
greater time analysis.
6. CONCLUSION
We investigated two systems to discriminate Speech, Music and
Music with Songs in the context of telephony with handsets vari-
ability. The first system uses three Gaussian Mixture Models (GMM)
for speech, music and songs respectively. The reference system
uses two GMMs, the first for Speech and the second for Music
Only along with Music and Songs. Each GMM comprises 8 Gaus-
sians trained on very short sessions and tested on very large ses-
sions.
We have shown that, when channel normalization is used to
improve speech recognition or identification rates in the context
of handsets variability, then the speech/music discrimination score
reduces by 10% for Music and by 20% for Music with Songs. In-
deed, the normalization of feature vectors removed the regularity
structure of musical signal.
Over a 100 ms of test duration, the scores obtained for the ref-
erence system with normalization and the proposed system respec-
tively are 89.96% and 94.28% in the case of speech. 83.50% and
97.65% in the case of music and 70.67% and 91.91 %in the case of
song music. The score for test durations of 100 ms and 200 ms are
almost similar, so we think that if we reduce the duration to SO ms
the score should not change too much.
The second system is based on an empirical transformation
of the AMFCC that enhances the dynamical evolution of tonality.
Even if it is optimized for integration in real time applications, it
yields an acceptable discrimination rate of 84% with a 100 ms test
duration. The results are comparable to other scores reported in the
literature that use on the average 1 second. Therefore a reduction
of 9/10 is observed.
Finally, in the context of handsets variability, when the dis-
crimination system is used in conjunction with Speech or Speaker
Recognition, the normalization of the MFCC should be only per-
formed by the recognition systems and not by the speech/music
discriminator
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ABSTRACT
Usually, speaker recognition systems do not take into account the
dependence between the vocal source and the vocal tract. A feasi-
bility study that retains this dependence is presented here. A model
of joint probability functions of the pitch and the feature vectors
is proposed. Three strategies are designed and compared for all
female speakers taken from the SPIDRE corpus. The first oper-
ates on all voiced and unvoiced speech segments (baseline strat-
egy). The second strategy considers only the voiced speech seg-
ments and the last includes the pitch information along with the
standard MFCC. We use two pattern recognizers: LVQ-SLP and
GMM. In all cases, we observe an increase of the identification
rates and more specifically when using a time duration of 500ms
(6% higher).
1. INTRODUCTION
The vibration frequency of the vocal folds is known to be an im-
portant feature to characterize speech and has been found effective
for automatic speech and speaker recognition [I] [6]. An impor-
tant characteristic of pitch is its robustness to noise and channel
distortions. Many parametrizations of pitch such as pitch value,
averaged pilch, pitch contour, pitch jitter and location [I] [4] have
been proposed for speaker verification or identification. Speaker
recognition systems exclusively based on pitch do well when the
number of speakers [1] is small. However, performance decreases
significantly when the number of speakers increases, but pitch in-
formation can be reliably used to distinguish the sex of speak-
ers [5]. In spite of the weak contribution of pitch to contempo-
rary speaker identification, it remains true that the mechanisms in-
volved in speech production are complex, and imply dependence
of articulators and vocal folds, which can be useful for speaker
verification or identification.
The most popular way used to model pitch is by a Gaussian
density or a mixture of Gaussians. Statistical independence of the
glonis and the vocal tract is assumed by these models. In this pa-
per, we propose to take into account the correlation between the
glonis and the vocal tract. We study the influence of this depen-
dence in the context of a text-independent Speaker Identification
System (SIS). We use a joint probability function to take into ac-
count the correlation between source and vocal tract. The proposed
approach consists of generating models of the feature vectors for
each pitch range.
The next section describes the motivation for this research.
The baseline and the proposed systems are described in sections S
and 7. Sections 8 and 9 present the results, discussion and conclu-
sion.
2. MOTIVATION
Most systems use parameters that encode vocal tract features, but
contributions of the glonis are largely ignored. Even if MFCC are
theoretically known to deconvolve the source and the vocal tract, in
practice, cepstrum coefficients are affected by high pitched voices
(women and infants). One can illustrate the role of pitch when
dependence of the source and the vocal tract are maintained. Fig-
ure I exhibits four spectrograms and pitch histograms, each col-
umn corresponds to a different male speaker, obtained from the
YOHO database. All speakers pronounced the same digit utter-
ance 'twenty six'. The pitch range is divided into 56 linearly bins
of 10 Hz width. The spectrograms show a significant similarity
of formant distributions between speakers. The spatial distribution
of formants depends on the interspeaker variability as described
in [2]. However, the pitch histograms are different and vary from
one speaker to another for the same context If one compares the
histograms by taking into account their frequency amplitude and
width, it is observed that speaker 2 from the second column and
speaker 4 from the fourth column do have a similar pitch distri-
bution. On the other hand, speakers 1 and 3 are characterized by
hezzaidi@uqac.uquebec.ca. jrouat(£uqac.uquebec.ca, dougo@inrs-
telecom.uquebec.ca
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Figure 1: For each of four male speakers: Pitch histograms and
spectrograms for the same English digit utterance '26'.
dissimilar pitch histograms. Consequently, if one takes into con-
sideration the pitch information, the interspeaker variability can
be restricted to speakers with similar pitch distributions, and the
other speakers will be considered as belonging to other clusters.
Speakers with similar pitch will be recognized based on the spec-
tral characteristics.
In summary, pitch and vocal tract features can be jointly ex-
ploited in order to establish probability models of feature vectors
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assuming the a priori knowledge of the pitch distribution.
3. PROPOSED MODEL
3.1. Theoretical framework
We suppose that pitch and vocal tract features are two random pro-
cess respectively denoted as X{t) and Y(t). Let's write .V(n).
the estimated discretized pitch frequency at time nAt and V(n)
the_estimated discretized vocal tract feature vectgr.at time ni\t.
Y{n) is an /-dimensional vector. In practice V(n) is an LPC
or MFCC vector estimated from a centered signal window at
time nSt. For each process X(n) and Y{n). we assume time
independence of their respective realizations. As a consequence.
A"(n + 1) is independent of the realization of .Y(n). The same
restriction applies to K(n). In the following, we drop the time and
consider the simultaneous realization of .Y(n) and Y(n) as being
time independent The crosscorrelation between X(n) and Y{n)
is still preserved.
Let us write { z i ,Z2 . . . , x n } , the increasing sequence of realiza-
tions of .Y. with x, 6 [60 Hz,66Q Hz\. We suppose that the set
of realizations of Y is finite (by using vector quantization for ex-
ample) and equal to {yf, y?,.. , y£], with yî 6 Rf. Let / to be
the joint probability of .Y and Y.
= P{X =!„?=$) With
0 < fix,, y}) < 1 and Y £ f(n, y*) = 1.
t = l ; = 1
The respective marginal probability functions are:
m n
660 Hz. .V is the number of intervals with A U . . U / v =
{z i .x2 . . . . x n } . Each subspace Hi, is associated to a pitch in-
terval Ii,. For each Hi,, we suppose that the probability function is
stationary and independent of the pitch inside the interval /*. that
is.
# # (6)
Theoretically, the number of models / . (y f /x . ) would be equal
Figure 2: Proposed approach for generating sub-models.
to n. By subdividing the space into S subspaces. we reduce that
number to :V. Figure 2 illustrates the notion of subspaces and
models of probability functions f,(y~j/Ik). The interval length of
Ii, is based on the shape of the pitch histogram (section 7.3).
4. SPEECH ANALYSIS
( 1 ) Mel Cepstrum Coefficients derived from a bank of filters ( MFCC)
are used as features to characterize the identity of speakers. We
(2) use coefficients c; to c u . The speech is first preemphasized (0.97);
then, a sliding Hamming window with a length of 32 ms and a shift
of 10 ms is positioned on the signal. Cepstral mean normalization
and liftering are also performed. Delta and delta-delta MFCC are
not used, as the comparison between the systems would be biased.
In fact, adjacent segments can have different pitch values belong-
• ' ing to different sub-intervals h-
Each speaker a is supposed to be defined by its probability func-
tion.
f,(z,,$) = P,(X=x,.Y = y!). (4)
We observe that
/.(*..#) = /.(#/*.)/.(*.) (5)
/ , ( z , ) is the a priori probability of a pitch frequency to be equal
to z, and /j(y?/x,) is the a posteriori probability of observing a
feature vector to be equal to yj given the knowledge of the pitch
frequency x,. The estimation of the a priori probability of the
pitch frequency is relatively straightforward while the estimation
of f,{yj/x,) can be long and tedious.
3.2. Feature vector distributions based on pitch knowledge
In the present work we focus on the estimation and integration of
the posteriori probability. / i (y? /z , ) , in speaker recognition sys-
tems. The consideration of the factor / . ( r t ) from equation S is
left as a future work.
We propose to subdivide the space (z. ~y*) into subspaces Hi,
where f,(yj/x, ) is supposed to be locally independent of the pitch
value. Let us define h, k = 1 . . . . . .V as sub-intervals of the
pitch set { z i , z ; , -,xn}. We recall that zi = 66 Hz and xn =
5. PATTERN RECOGNITION
5.1. Framework
Two pattern recognizers are used for the experimental task: one
parametric and one non-parametric.
S.I.I. Parametric model
We use a Gaussian Mixture Model (GMM) [7] with 32 (\t = 32)
weighted sums of Gaussions. Each GMM is defined for a spe-
cific speaker s and pitch interval Ik Let us define p(~7/A,>).
the Gaussian mixture density associated to the probability func-
tion fsiyj/lk ) for speaker s. as
P(?/Kk) = Y »..**..*(•!?) (7)
with
( 2 | I S . . » |
M is the GMM order, ~y* is the /-dimensional vector estimating the
vocal tract contribution (MFCC vector). 6,,* is the i-th Gaussian
density with mean (i,,k and covariance matrix - , > and tu,.t are
the mixture weights. 6,.t./it.*. £,.« and w,,k are defined for pitch
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interval h and for speaker a. Each speaker is characterized by .V
models \,.k corresponding to AT pitch intervals /*.
S.I.2. Son-parametric model
We use the hybrid LVQ-SLP network as proposed by He et al. [3].
Each speaker s. with a pitch belonging to ft, is characterized by
a codebook C,.k. The codebook size is the same for ail speakers.




We define T as being the test length over which the recognition
is performed. A frame-by-frame estimation of log-likelihood for
each speaker 5 and pitch interval h is first performed. Each frame
(32 ms length) is shifted by 10 ms. Then, the maximum log-
likehood for each speaker is estimated over T. When the test sen-
tence is longer than T, the average of the score over the number of
segments with a length of T is computed according to equation 8.
_j _ nb. of seg. correctly tested for T duration
T
 total nb. of seg. tested for T duration
The final identification score (equation 9) is obtained by averaging
over the number of speakers N, :






For each frame, the feature vector is classified by using the Nearest
Neighbor criteria. A speaker is recognized if. for the entire test
conversation, it is selected more frequently than the other speakers.
6. SPEECH DATABASE
A subset of the SPIDRE-Swichboard Corpus is used and com-
prises eighteen ( 18) female speakers of the database. Each speaker
has 4 conversations originating from 3 different handsets. The
training data contains 3 conversations, with 2 conversations com-
ing from the same handset. The last conversation, using the third
handset (different from the others), is presented as the test data.
This combination is referred to as the mismatched condition. The
matched condition refers to situations where training and testing
data are recorded from the same handset.
7. STRATEGIES
7.1. The baseline strategy
The baseline strategy uses both the voiced and unvoiced segments.
The suppression of silence was carried out based on the energy
evolution and comparison with fixed thresholds.
7.2. Recognition based on voiced speech segments
We include a module that estimates the pitch and selects the voiced
segments. We use a pitch tracker and a voiced-unvoiced detection
system [8] in conjunction with the SID system analysis module.
In this case, silence and unvoiced segments are automatically re-
jected. During training and for each pitch period, we centered a 32
ms duration window and extracted the M FCC coefficients.
7J. Recognition based oa the estimated a posteriori proba-
bilités
For the third strategy, four pitch intervals I\ U are created
according to the pitch frequency histogram. More than 90% of
the pitch frequencies belong to the interval [15OHz.220Hz]. We
distributed the pitch frequencies over 4 intervals A-[I SO. 180],
/2=[170,200], /3=[l90.220] and /,=[66.150]U[220.660]. The choice
of four intervals is a trade off between fine pitch intervals and suf-
ficient training size of the models. During training and for each
interval h, the MFCC vectors are used to generate model param-
eters for each speaker. Therefore each speaker is characterized by
4 models. With the aim of overcoming the pitch estimation er-
rors, we choose an overlap of 10 Hz between the intervals. Thus,
the MFCC vectors from speech whose fundamental frequency be-
longs to two adjacent intervals (Ik. h+\). will be used to train
two models, respectively, associated to subspaces Hu and Hk+i
Then, during the testing session, the evaluation is carried out over
these two subspaces and we keep the best score.
In the case of LVQ-SLP. the coodbook generation is made
according to two procedures. One attributes the same codebook
size to each subspace, and the other distributes the number of pro-
totypes per codebook according to the number of events in each
subspace.
In the case of the GMM models, one model A, is generated
for the baseline system, one model is also used for recognition on
voiced speech and four models A,> are generated for the recog-
nition taking into account the a posteriori probabilities of voiced
speech according to the pitch.
8. RESULTS AND DISCUSSION
8.1. Evaluation with a LVQ-SLP model
LVQ-SLP results for 18 women of the SPIDRE database are re-
ported in tables I and 2.
Table I: LVQ-SLP: Identification rate increases for 18 female























When the unvoiced segments are not taken into account (Voiced
column), the identification rate increases to 61% (6% more in ta-
ble 1) for matched handsets and to 58% (3%) for mismatched
handsets. When pitch is taken into account (columns Hi, in ta-
bles I and 2). the increase is almost the double in Hi and Hi and
weaker in Hj and H\. H\ and ff> are the subspaces with the
greatest number of events and Hi and HA with the smallest num-
ber of events. When the number of prototypes per codebook is
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Table 2: LVQ-SLP: Identification rate increases for 18 female
speakers with codebook sizes proportional to the number of events












proportional to the number of events, performance falls in Hi and
Ht and remains constant in H\.
When recognition rates are weighted according to the num-
ber of events per subspace. we obtain an averaged increase of 8%
in matched conditions, and 4% in mismatched situations. It is ob-
served that the identification results are sensitive to several factors:
I ) codebook sizes. 2) training techniques. 3) scores combination,
and 4) pitch estimation. The best increase in performance is ob-
served for subspaces with the greatest number of events.
8.2. Evaluation with a GMM model
Table 3 reports the identification results observed with the three
strategies: I) Baseline (voiced and unvoiced segments). 2) Voiced
(only voiced segments) and 3) Voiced segments with partition of
space into Hi to H*. The first column gives the value of T, that is.
the duration of maximum log-likehood estimation. The baseline






































strategy yields the lowest identification rates. When voiced seg-
ments are used, the best increase is 4.5% and the weakest is 1%.
When a preliminary subdivision based on pitch is performed, the
greatest increase is 6% and the weakest is 2.5%.
When the test duration is greater than 2 seconds, strategies
based on voiced segments yield similar results. When T is less
than 2 seconds, the best results are observed with the strategy that
takes into account the posterior probability (subdivision into sub-
spaces). The increase is on the order of 2%.
8 J . Discussion
Identification rates of LVQ-SLP and CMM are not strictly com-
parable, as the recognition criteria is different. The comparison of
Tables I and 2 suggests that the a priori probability / , ( r , ) should
be taken into account. In Table 3, a T of 1 second is equivalent to
100 MFCC vectors and is independent of the strategy. The weaker
performance of the baseline system might be partially due to the
smaller number of voiced frames in a fixed T. In several cases, the
pitch is not well estimated and affects the performance. If these
errors are corrected, we can possibly achieve a better training and
evaluation. The voiced pitch strategy requires more calculation
and is more sensitive to errors especially during training.
9. CONCLUSION
A new approach that preserves the dependence between the vocal
source and the vocal tract has been proposed. Experiments that
integrate the a posteriori probability of observing a MFCC vector
given the knowledge of the pitch frequency have been reported.
They are compared with a baseline system operating on all voiced
and unvoiced speech segments and with a second system that op-
erates on voiced speech segments only. Closed set Speaker Iden-
tification experiments were performed on a subset of the SPIDRE
corpus that comprises highly confusable female speakers. Systems
based on voiced segments yield the best scores.
When the dependence of the source and vocal tract is taken
into account, the best results are observed for durations T lower
than 3 seconds (up to 4.3% for T = 500 ms). For T > 3 seconds
scores are 1% higher, in favour of the system based on voiced seg-
ments only.
Despite the small improvement in performance, it appears to
us that the approach is promising. In fact, many restrictive hy-
potheses have been made to set up the experiments. The pitch
tracker has been supposed to be reliable; sufficient training data
for subspaces decomposition, local independence of MFCC in re-
lation to pitch in a subspace (equation 6). and time independence
of pitch and MFCC have been assumed.
We therefore suggest, as future work, to increase the size of the
corpus for a better statistical convergence, to optimize the number
and width of the pitch intervals (h) and to introduce weighting by
the a priori probability distribution of the pitch (/j(x,)) in accor-
dance with equation 5. We also suggest restricting the application
to a text-dependent system, for which the variability of the param-
eters is usually smaller.
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ABSTRACT
We study robust pitch synchronous parameters that are derived
from envelope and instantaneous frequencies estimated via a bank
of cochlear filters. Closed set Speaker Identification experiments
are performed on the SPIDRE corpus with matched and mis-
matched handsets conditions. The recognizer is based on a hybrid
Linear Vector Quantization and Single Layer Perceptron (LVQ-
SLP). Experiments are reported with different codebook sizes. In
mismatched condition, the Mel Frequency Cepstral Coefficients
(MFCC) yield slightly better rating (68%) than Envelope (58%)
and Instantaneous Frequency (65%) parameters when used inde-
pendently. When the MFCC based recognizer is used in conjunc-
tion with the envelope based recognizer, the recognition rate in-
creases to 80%. We also report identification rates based on two
classes: women and men. In another experiment, listeners were
asked to discriminate speakers on a subset of ten females. We dis-
cuss their performance. We also discuss the potential of the ap-
proach and of judicious combination of the parameters to improve
Speaker Identification Systems.
I. INTRODUCTION
Although many experiments on clean speech report high identi-
fication rates [51. results on noisy speech [8) [5] are usually too
poor for practical identification tasks [ 11 ). The cleaning of speech
before analysis and recognition can improve significantly the per-
formance but it is not always feasible. Telephone handsets intro-
duce nonlinear distortions of the speech signal. Since the handset
properties are not a priori known, it is not possible to filter out the
handset distortions [8]. In this context, robust parameter extrac-
tion and new identification strategies have to be elaborated.
Today, most of the speech systems assume that the signal is •sta-
tionary under the analysis window. This yields a representation
that is an estimate of the time averaged parameter values. There-
fore, the fine structure of speech (as short as 2-?msi is partially
hidden by the analysis and can not be exploited. One of the excep-
tions is the work of Jankowski et al. who use cepstral parameters
derived from the Teaser Energy operator and the DESA-1 energy
separation algorithm [5j.
We first use a cochlear filter bank to generate two spatio-temporal
representations of speech: Envelopes and Instantaneous Frequen-
cies (IF). Then, new feature vectors are derived from the two
spatio-temporal representations. They are synchronous with the
glottis and are used for speakeridentification (SID). The proposed
features characterize the very fine structure of speech on intervals
as short as 4-5 ms. No assumption of stationary speech has to be
made.
In the next section, we describe the AM and IF structure of speech.
Section 3 presents the structure of the speaker identification sys-
tem. The experiments with results are reported in section 4 and 5.
Finally, section 6 and section 7 give a discussion and conclusion.
2. AM AND IF: A SPEECH STRUCTURE
2.1. Modulation in the Auditory System
The modulation information is one of the main cues extracted by
the auditory system. Various work is made regarding the physiol-
ogy of AM and FM processing [7] [3].
The work by Delgutte et al. [ 1 ] [21 and other authors suggest that,
the auditory system should be able to track simultaneously for-
mants and pitch by relying on phase-coupling of auditory fibers
and on patterns of modulation for fibers influenced by a summa-
tion of stimulus harmonics. This partially motivates the proposed
analysis.
2.2. The Envelope and IF Fine Structures
Examples of short-term envelope and IF tine structures are given
below. A bank of 24cochlear filters centered on 3?0Hz to 4700Hz
is used [6). The output of each filter is a bandpass signal with a
narrow-band spectrum centered around /,., where /.., is the cen-
tral frequency (CF) of channel i. The output signal jf.Ui from
channel i can be considered to be modulated in amplitude and
phase with a carrier frequency of fc%.
.s,(n = .\,{t\,:of[ltf. ,t -r O.lfij Ml
A,{t> is the modulated amplitude ienvelopei and o,\t> is the
modulated phase. The instantaneous frequency Fjl\ is defined
F
-"> = '•> + != —
If.-, ( 11 is the Hilbert transform of .s, 111 and .i, 111 the time deriva-
tive of .<,!/! we can write
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A representation of the tine envelope and IFstructures versus time
is illustrated on figure I.
Figure 1: a: Envelopes A.(t) (i = 1 24) for a woman, the y
axis is expressed in Hertz according to the ERB scale, b: Instan-
taneous Frequencies F , ( t ) ( t = 1 24) for a man (after median
filter).
3. THE SPEAKER IDENTIFICATION SYSTEM
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Figure 2: The Speaker Identification System.
We use a pitch tracker and voiced/unvoiced detection system
(PDA) [IO| in conjunction with the analysis module (figure 2).
We use the twenty first filters of the bank described in section 2.2
(center frequencies from 33OHz to 3O3OHz) and generate the en-
velopes and instantaneous frequencies.
3.1. The proposed envelope and IF parameters
The Pitch Determination Algorithm is first used to estimate the
fundamental period To. The exact value of To is further refined by
peak-picking the A.(t). For each interval [OTo ]. A,(t) and F,(i)
are computed according to equations 2 and 3. The time origin of
each interval [O.r0] is the position of the glottal peak. Then, we
create six feature vectors that we call IF. DIF. AM. DAMP. AMP 1
and AMP2. Figure 3 is an example of these feature vectors mea-
sured on three time intervals aO.T0].[T0/2.3T0/4l [3T0/4.r0])
and coming from the same glottal interval.
The feature vectors are created for each glottal intervai (and for
each channel). They are averaged values of A,(t) (or F,(f))esti-
mated from different segments. For each interval, the parameter
value coming from channel i is used as the ith. dimension of the
feature vector. Therefore, the feature vectors we use are of 20 di-
mensions (except DIF: 19 dimensions) and one feature vector is
obtained for each glottal period.
AM (or IF) is the averaged value of A,(t) (or F,(r)) over [O.7o ].
AMPI is the averaged value of .4.(t) in [To/2. 3TO/4I. AMP2 is
the averaged value of A,(t) in[3T0/4.r0I. DAM is the time dif-
ference between adjacent AM. DIF is the averaged difference of
F,(t) through adjacent channels.
AM and IF contains the information from one period. AMPI is
supposed to estimate the power of secondary pulses of envelopes.
On the other hand AMP2 is supposed to characterize the enve-
lope's ascending slope of the source excitation. Estimates of the
power rather than the location is supposed to be less sensitive to
noise and distortion introduced by the telephone channel. DAM
and DIF were proposed to reduce the handset and context depen-
dence of the parameters. They capture the dynamical information.
However, the invariant information is also removed.
It is interesting to note that Jankowski et al. [5] have already stud-
ied the location of secondary pulses estimated through the teaser
Energy operator. Ft is also important to take into consideration that
the Teager Energy operator yields an estimate of the product of"
A;(r) by F,2(r). For the time being, the use of the Hilbert trans-
form alleviates the problem of the distortion terms that we observe
in the use of the Teager Energy operator [9|.
3.2. The Recognition Module
We use a nonparametric pattern recognizer to compare the pa-
rameters. In fact, a preliminary statistical study shows that the
envelope and IF parameters would need specific parametric pat-
tern recognizers in order to optimize the performance respectively
to each parameter (such as GMM for MFCC). This optimization
could be long and tedious. For now. we use the LVQ-SLPas pro-
posed by J. He and al. [4]. Each speaker is characterized by one
codebook. The codebook size is the same for all speakers. We
performed experiments with codebook MZCS of 52. 64. 128 and
256.
4. EXPERIMENTS AND RESULTS
reatjre
vectcrs
Figure 3: Example of extraction of parameters the r'h dimension
of AM. AMPI and AMP2 from .-lnU). r = 11.
4.1. The Speech Database
A SPIDRE subset of the Swichboard Corpus (23 males and I 7
females) is used (40 speakers).Each speaker has 4 conversations
originating from 3 different handsets. The trainins data contains 3
conversations with 2 conversations coming from the same hand-
set. The last conversation, using the third handset (different from
the others i. is presented as the test data. That combination is re-
ferred as mismatched condition.
4.2. The Reference System
The V1FCC are used as reference. The speech is first preemp-
hazised (0.97), then, a sliding Hamming window with a length of
30 ms and a shift of 10 ms is positioned on the signal. Twelve cep-
stral coefficients, twelve delta cepstral coefficients (computed ac-
cording to the regression weighting), one log power and one delta
log power are then extracted by using a liftering of 24 . Cepstral
mean normalization is also performed. The final dimension of the
MFCC vectors is a of 26.
43 . Results
Recognition criterion
A speaker is recognized if. for the entire test conversation, the
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Figure 4: Recognition rates for the AM. IF and MFCC parameters
(ai! 40 speakers).
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Figure 5: Recognition rates for the AM. IF and MFCC parame-
ters: Same speakers as in Fig. 4. The experiment has been per-
formed on men and women subsets.
which speaker has been recognized (majority vote). For exam-
ple, a MFCC+AM global S IDS is simulated by adding the score
matrix of the VfFCC-SIDS with that of the AM-SIDS. Results
are also reported in Figure 4. The MFCC+AM speaker identifi-
cation system yields a recognition rate (80%) that is higher than
the MFCC speaker identification system (68%).
4.3.2. Mismatched and matched handsets
The impact of mismatched and matched conditions is evaluated
by comparing the performance of parameters derived from the
fine structure. In matched condition, the same telephone hand-
set is used for training and testing. One conversation is used for
training and the second one for testing. Five of the forty speak-
ers had a conversation that was corrupted and that could not be
used for comparison purposes. The recognition rate is degraded
Table I: Matched handsets. 21 male and 14 female speakers.






















Table 2: Mismatched handsets. 21 male and 14 female speakers.




























when there is a mismatch between the handsets (table 2). How-
ever, for women. FM. DIF and AM rates are lower with matched
(table 1 ) than with mismatched handsets. It is likely that the num-
ber of training samples is not sufficient for the matched condition
since only one conversation is used during training in comparison
to three for the mismatched condition. The IF. DIF and AM yield
better recognition rate than the other proposed features. On the
other hand, the AMP2 parameter is better for men speaker, while
the AMP1 parameter produces good results for women speaker. A
possible explanation is that the relaxation mode of the vocal tract
is better measured for men as the glottal period is longer than for
women. IF is less affected by the handset mismatch than AM.
5. LISTENING EXPERIMENTS
With the IF features, the speakeridentirication recognition rate in-
creases as a function of the codebook size. However. AM and
MFCC features performance peaks at 64 or 128 codebook size.
The best performance with IF is 70% for men. 76e* for women
and 65% for ail speakers. The AM features performance is 65%
for men. 82% for women and 58% for all speakers. As reference,
the MFCC features registered a score of 78% for men. 88% for
women and 68% for all speakers.
Three global Speaker Identification Systems (SIDS) are sim-
ulated. They are made of elementary SIDS trained respectively
on AM. IF and MFCC features. We define a global score matrix
of a SIDS as being the sum of the local score matrices from the
elementary SIDS. The global score matrix is then used to decide
Pairs of sentences were randomly chosen and played through
Senn-heiser HD250 linearll headphones. Three naive listeners
were asked to tell if the speaker was the same for both sentences.
The sentences were taken from conversations involving ten fe-
male speakers from the SPIDRE database. The listeners could not
use sex as discrimination criteria. The listeners arc French speak-
ing and could not understand American English. After presen-
tation of two sentences, the listeners had to answer YES ( same
•.peaken or NO (different speaker). The random generator has
been biased in order to present 40% of the pairs with the same
speaker.
Analysis of the tests clearly show that the handset has a predom-
inant influence on the perception of listeners. In many situations
with the same speaker and two handsets for the two sentences, lis-
teners identified the two conversations as coming from different
talkers. After hundred presentations of random pairs the respec-
tive performance was of 73%. 68.5% and 65% for the three lis-
teners. No distinction between mismatched and matched hand-
sets has been made in the evaluation. Even if the task was easy in
comparison to the identification of forty speakers, the relatively
low performance of the listeners gives-an idea of the complexity
of the SPIDRE database.
6. DISCUSSION
Most of the time. MFCC yields better recognition rate than the
recognition based on AM and IF. But performance is still compa-
rable. The crucial point is that the AM. IF or MFCC based recog-
nizers are complementary. They do not confuse the same speak-
ers. The best performance is observed by combining the MFCC
recognizer with the AM recognizer.
For women, the IF features yield better performance than AM.
In fact, the voiced speech of women comprises fewer harmonics.
Therefore the cochlear filters have a better harmonic resolution,
yielding a better demodulation for women [12]. Furthermore. The
highest the fundamental frequency is, the greatest will be the num-
ber of training vectors.
When the sex of a speaker is already known it is possible to ob-
tain better performance. The improvement is sufficiently high to
motivate the design and test of a SID system based on a sex pre-
classification module.
7. CONCLUSION
A cochlear filter bank was first used to generate two spatio-
temporal representations of speech: Envelopes and Instantaneous
Frequencies. Then, new feature vectors were derived from the
two spatio-temporal representations. They are synchronous with
the glottis and were used for speaker identification (SID). In com-
parison with other works, no assumption of stationary speech had
to be made and no smoothing or stationary analysis of the fea-
tures has to be performed. The recognition rates are reasonable for
the SPIDRE database that is known to be very difficult. The pro-
posed parameters are very good candidates to improve contempo-
rary SID in difficult environment.
The essence of the proposed parameters and the MFCC is differ-
ent. The cepstral coefficients use a fixed window length of 30 ms
over which an average of 24 points Mel spectrum is estimated ( 24
filters) before logarithmic and cosine transform. Furthermore, the
delta coefficient integrates information on larger time scale «un-
til 80 ms. with the regression formulation). The proposed coef-
ficients are synchronized with the glottis and are estimated over
segments that can be shorter than 5 ms (female speakers). They
capture the fine structure of speech which is not exploitable when
working with the MFCC.
The recognizers we used are simple and do not reflect all the
potential of the feature vectors. First, we did not use the tempo-
ral structure of the proposed representation, as each feature vec-
tors (obtained for each glottal interval) has been considered to be
independent of each other via the LVQ-SLP. Second, we did not
combine the feature vectors. In fact, a preliminary experiment on
eleven speakers combining AM and DAM in a 40 dimensional
vector yielded a significant increase of recognition rate.
As future work, we suggest to exploit the temporal evolution
of the proposed parameters, to combine envelops. IF parameters
and MFCC and to design more sophisticated pattern recognizers
in order to increase the reported performance.
The feature parameters are available at
http://wwdsa.uqac.uquebec.ca/~j2rouat/speakerid.html
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SPEAKER IDENTIFICATION BV COMPITER AND HI MAN EXALLATED ON THE SPIDRE CORPUS
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1. INTRODUCTION
Although many experiments on clean speech report high identifica-
tion rates for computer systems, results on noisy telephone speech
with different handsets are usually too poor for practical identifica-
tion tasks (noise. limited bandwidth, effect of the channel, tele-
phone handsets variability)[I].
What would be the identification rate of humans in the same con-
ditions' A reference i> necessary in order to evaluate the perform-
ance of computer system.- The comparison between computer and
human has been airead> made For a review one can refer for exam-
ple to the work b\ Doddingtion [2], As the performance of human
has been chown to be dependent of the speech nature, we propose
to examine the effect of telephone handset variability for text-inde-
pendent speaker identification of telephone speech. We report
human and computer speaker identification with the SPIDRE data-
base.
Section 2 describes the experimental conditions while section 5 and
•i are the results and discussion. Section 5 is the conclusion.
2. EXPERIMENTAL CONDITIONS
2.1 SPIDRE database
Closed set Speaker Identification experiments were performed on a
SPIDRE subset of the Svvichboard corpus with matched and mis-
matched telephone handset conditions. We refer to the marched
conditions, when (for a same speaker) the training and testing ses-
sions were collected from the same telephone handset. In the mis-
matched conditions, different handsets were used for training and
testing sessions.
Based on the pitch frequency (FQ) distribution, we first ran a speak-
er identification experiment on the 45 speakers of the SPIDRE cor-
pus. We then extracted the most confusable speakers to create a
subset of 10 women speakers (Female speakers with similar FQ dis-
tribution). Each speaker has 4 conversations originating from 3 dif-
ferent handsets. The sampling rate is 8 Khz.
2.2 Listening conditions
Sixty pairs of sentences were randomly chosen and played through
2 Sennheiser HD250 hnearll headphone. Ten naïve listeners (one
woman and nine men) were asked to tell if the speaker was the
same for both sentences. The listeners could not use sex as dis-
crimination criteria. For each sentence, five seconds of speech were
played. The listeners are French speaking and most of them could
not understand spoken American English. For each pair, the listen-
er had to make four choices: I. certainly the same speaker. 2. prob-




The speech is first preemphazised (O.^'i. then, a sliding Hamming
window with a length of 32 ms and s shift of 10 ms is positioned
on the signal. Twelve cepstra! Mel coefficients, twelve delta Mel
cepstral coefficients (computed according to the regression weight-
in;: i. one log power and one delta lou power are then extracted by
iiMng a littering of 22 . Cepstra! mean normalization is also per-
formed. The final dimension of the MFCC vectors is 26.
Identification
Wo use two clustering technics. The first recognizer is based on a
nonparametnc pattern recognizer. For now. we use the LVQ-SLPas
proposed by J. He and al. [3J. Each speaker is characterized by one
eodebook. The codebook size is the same for all speakers. We per-
formed experiments with codebook sizes of 128. 256 and 512. The
second recognizer is based on a parametric estimation of the prob-
abiiirv distributions of the MFCC. A Gaussian Mixture Model
(GMMi is associated to each speaker lone model for each speaker).
For a given speaker, the GMM is supposed to model the statistical
distribution of the MFCC. We used models with 32 Gaussian mix-
tures. We also assumed a diagonal variance matrix for each mixture
component and parameters were estimated via the E.M algorithm.
Training and testing
The impact of mismatched and matched conditions is evaluated. In
matched condition, the same telephone handset is used for training
and testing. One conversation is used for training and the second
one for testing. With mismatched handsets, training is performed on
3 conversations (pronounced through 2 handsets) and testing is
made on the 4"1 Conversation coming from the 3™ handset.
Recognition criterion
The tested conversations were divided into fixed block lengths of
10 ms. With the GMM. the log likelihood of each block is comput-
ed, whereas, the nearest neighbour algorithm is used for the LVQ-
SLP. A speaker is recognized if. for the entire test conversation (all
blocks) it has the minimal distance (LVQ-SLP) or the maximum-
likelihood (GMM).
3. EXPERIMENTS AND RESULTS
3.1 Listening tests
Table I reports rates for intra-speaker (columns 2 and 3) and inter-
speaker (column 4) identification. Listeners are reported in column
1. In the matched conditions, one finds an averaged rate of 81%-
The variance is significant and is mainh uue io listeners L1 anJ Lo-
For the mismatched conditions, the recognition rate falls of 11 '*
w ith a weaker variance. In the case of the inter-speaker identifica-
tion it is not possible to verify if the same telephone handset cao
yield confusions between speakers (speakers declared to be same
speaker instead of declaring different) as the database labeling doe*
not include the description of the handset characteristics. It •*
observed that the identification rates are coherent with those o
Canadian Acoustics I Acoustique Canadienne Vol. 28 No. 3 (2000) - 1 5 6
columns 2 and 3.
Analysis of the tests clearly shows that the handset has a predomi-
nant influence on the perception of listeners. In many situations
with the same speaker and two handsets for the two sentences. lis-



























































Table I : Averaged scores for 10 listeners. Last column, refers to con-




















Table 2: Computer speaker recognition ratrs. Matched (One conversa-
tion in training, another in letting, identical handset): Mismatched
(Three conversations in training, another in testing, different handset).
The LVQ-SLP recognizer yields an identification rate of 90% when
talkers use the same telephone handset. With different handsets in
training and testing (mismatched) the scores drop to 60%. It is
interesting to note that the LVQ-SLP rates are independent of the
codebook sizes.
The GMM recognizer outperforms the LVQ-SLP recognizer when
mismatched handsets are used (90% in comparison to W.ii. With
the same handset we w ould expect better results.
4 DISCUSSION
It is observed that the confusion between speakers is mainly due to
the strong telephone handset influence. Thus, the speaker acousti-
cal characteristics are found to be largely degraded by the telephone
handsets.
Except for LI and L6. all listeners presented the same faculty to
distinguish between the 10 women. In matched conditions, if one
does not consider LI and L6 in the statistics, the average identifi-
cation rate can increase around 90°.).
Interestingly, the difference in performance when changing from
matched to mismatched condition is smaller for listeners than for
computers.
Although the task presented to listeners and computers is not com-
parable - the listeners task is easier with a comparison of two
speech segments and the computer has to carry out the classifica-
tion between 10 speakers presented simultanously - it is observed
that the mismatched conditions degrade the performance for human
and computer.
It is possible to infer that the success of the computer is related to
the efficiency of the models and to the quality of the parameters
(reduction of the channel and handset effects) for the subset of 10
women.
5 CONCLUSION
Even if the task was easy in comparison to the identification of
forty speakers, the relatively low performance of the listeners gives
an idea of the complexity of the SPIDRE corpus.
The selection often females has been based on pitch frequency dis-
tribution. They have a similar distribution of pitch. We already
found that based on the pitch, the task was tedious for computers
when using exclusively cues derived from the pitch distribution [4].
Manipulation of the pitch frequency confuses listeners when iden-
tifying speakers [5]. This suggests that pitch frequency is in fact a
fundamental cue which can not be fully exploited by listeners on
our test set because of the pitch distribution similarity. Furthermore.
Itoh and Saito [6] found that the spectrum envelope is more impor-
tant in speaker identification than excitation. The M FCC recogniz-
ers rely mainly on the spectrum envelope and formants and are
probably more accurate than listeners to identify speakers based on
spectral characteristics only.
For a subset of 10 female speakers with high confusabie pitch dis-
tribution the recognizer based on the MFCC and GMM outper-
forms the listeners.
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Abstract
Usually, speaker recognition systems do not take into
account the short-term dependence between the vocal
source and the vocal tract. A feasibility study that re-
tains this dependence is presented here. A model of joint
probability functions of the pitch and the feature vectors
is proposed. Three strategies are designed and compared
for all female speakers taken from the SPÎDRE corpus.
The first operates on all voiced and unvoiced speech seg-
ments i baseline strategyi. The second strategy consid-
ers only the voiced speech segments and tne last includes
the short-term pitch information along * uh the standard
MFCC. We use two pattern recognizers: LVQ-SLP and
GMM. In all cases. we observe an increase in the identifi-
cation rates and more specifically when usina a time du-
ration of 500 ms <6'£ higher).
1. Introduction
The vibration frequency o( the vocai foids :s known to
be an important feature to characterize speech and has
been found effective for automatic speech and speaker
recognition [I] [2]. An important characteristic of pitch
is its robustness to noise and ."hannei disunions. Man'.
parametr.zations of pitch such as pitch •. aiue. averaged
pitch, pitch contour, pitch jitter and location, pitch his-
tograms and prosody [ i ; [3] [-i[5] ha\e rar. proposed for
speaker \ enrication or identification.
1-1. Long-term and short-term pitch
Depending on the time scale, the pitch information can be
used differently.
i. Prosody, pitch histograms and pitch e-.olutiun are
characteristics that are commoni;. -."tv-ined via ion::
term pitch parametnzation. Tr.e?<; charactens-
tics are known to be complementer- with \ocai
tract parametnzation (such as MFCC or LPCi [6j.
One can cite for example the work by Sonmez et
This .kcr.< • »* runilcd by NSERC. ComirumcaccRs Seeunt> E\-
nJTneFLQ.AC. Many:hjn.<.>;o Kjrt Bcut:r. :orhi.s>uppon
:o the ^nonv mou.s r<\ ie»ers for .rcnstrucui e corrrr.sr.tv
al. \±\[5\ where it is shown that prosodie variation
can be successfully combined with cepstrum co-
erricients to improve speaker venrication systems.
Pitch histograms have also been suggested to im-
prove speech venrication [4] and identification [TJ
systems. Speaker recognition systems exclusively
based on pitch do well when the number of speak-
ers [I| [6] [7] is small. However, performance de-
creases signtricantly when the number of speak-
ers increases, but pitch information can be reliably
used to distinguish the sex of speakers [81. When
the number of speakers is small ' on the order or
101. pitch can be reliably used to discriminate maie
>neakers. When the number of-.peakers is greater.
pitch has to be combined with other parameters.
Furthermore, pitch and MFCC ha\e been shown to
be complementary features that can ne combined to
improve speaker recognition systems.
2. Or. a short-term time >cale. the usefulness or rttcr.
~eems to be somehow- controversial. We rp.erefore
propose a general framework for the -tuc> or,hen-
term pitch contributions m order to gain a better un-
derstanding of these contributions to -.peaker recog-
nition.
1.2. Source and vocal tract coupling
In ipite -•: tne weak contributions'pitcr. 'o coruemc'-rar-
speak»'.' identification research, it rerr.cur.» :rae that the
mechar.isrns involved in speech production are compiex.
and imçiy dependence of articulators and vocal to ids.
which :~r. ^e useful for speaker venrication or identi.ic--
tion.
Mi>e H the models reported in the lireratur* x>>a.rne
the >hcr.—:cmi incependencc- of the ç:''tt:s ar.d the M'-
cal tract. We propose to take into account :t\c correla-
tion between the glottis and the vocai tract. We >tud>
the inrîuence ot this dependence in the context of a text-
tndeper.cent Speaker Identincation System i SIS <• We use
ajoint probability function to take into account the corre-
lation between source and vocal tract. Tne proposed ap-
proach consists of generating models ot the feature vec-
tor- Mreacn pitch range.
The ne\t section describes the motivation for this re-
search. The baseline and the proposed systems are de-
scribed in sections r and T. Sections S and 9 present the
results, discussion and conclusion.
2. Motivation
Most systems use iong-term i)r short-term parameter!,
chat shouid encode vocal tract features, hut contributions
u' the giottis to these teatures are largely ignored. E1-on
:i MFCC Mel Frequency Cepstrum Coefficients > arc the-
.'re'.icaily known :o deconvolve :nc source and the •• .•-
;at :rac:: m practice, cepstrum coefticients are affected r».
:ug.n. pi tehee voieis .women and infantsi.
One can :ilu->trate :ne roie ot pitch -.vhen dependence
• f ;r.e source and me v.icai tract are maintained. Figure •
c-\hintt> four spectrograms and pitch histograms: each
column corresponds to a different male speaker, obtained
from the YOHO database. All speakers pronounced the
•>ame digit utterance 'twenty six'. The pitch range is di-
vided into 56 equal bins of 10 Hz width. The spectro-
grams show a signtricant similarity of formant distribu-
tions between speakers. The spatial distribution of for-
mants depends on the interspeaker variability as descnbed
in [9]. However, the pitch histograms are different and
van' from one speaker to another for the same context.
If one compares the histograms hy taking into account
their frequency amplitude and width, it is observed that
speaker 2 from the second column and speaker i from the
fourth column do have a similar pitch distribution. On the
»»nn9O*rn3«)w
Figure I : For each of four male speakers: Spectrograms
and pitch histosrams for the same English digit utterance
•26\
other hand, speakers 1 and 3 are characterized by dissimi-
lar pitch histograms. Consequently, if one takes into con-
sideration the pitch information, the interspeaker variabil-
ity can be restricted to speakers with similar pitch distri-
butions, and the other speakers will be considered as be-
longing to other clusters. Speakers w uh similar pitch '-Mil
be recognized based on thetr spectrai characteristics.
In summary, short-ierm pitch and vocal tract features
can be jointly exploited in order to establish probability
models of feature vectors assuming the a pnon knowl-
edge (if the pitch distribution.
3. Proposed Model
3.1. Theoretical framework
We suppose that pitch and vocal tract features are two ran-
Jnrv. procc-s-.es rc>nec::veiv jenoted as '. '•' and
Lc: •• Ante A'< •• . :he estimated aiscrenzed pitch :rc-
«uency at unie ••2.. and : • •• the estimated discretizeu
••iv-ii :rac: reature vector at lime . _ y . : ••> ;s an -
j imens iona i vector. !n practice Y •<• • i» an LF' .>r
'./ F' '. vector estimated from a centered signal w indow
at time :iAi. For each process X> :i and )'•»•. we as-
sume time independence of their respective realizations.
As a consequence. .V • >> — i is supposed to be indepen-
dent ot the realization of .Y<.-; •. The same restriction ap-
plies to i ' ' :i .i. In the following, we drop the time and
consider the simultaneous realization of A'i n < and Yir.<
as being time independent. The crosscorrelation between
A'i n and Vim is still preserved.
Let us write { r ; . x-: *,. | . the increasing sequence of
realizations of X. with.-. -E ''>:: Hz. 'AJl< Hz'.. For sim-
plification purposes, we assume that the set of realiza-
tions of V is rinite ( by using vector quantization and code-
books, for example) and equal to {^7 ~: • yZi- *'ith
~ € R' • Let / be the joint probability of A" and V.
fix...'jj • = P i .
0 < / U v 7j'< < land
= x , . V = >jj i with (I)
The respective marginal probability functions are:
fix, i = 2 ^ /(•£". • y} ) and fiy: ) = \^ /(*»• y: )• <3)
Each speaker 5 is supposed to be denned by its proba-
bility function / , that takes into account the coupling be-
tween A* and V:
fAx,.y~) = PAX = x,.Y = yj). <•»)
We observe that
/ , ( x, ) is the a priori probability of a pitch frequency to be
equal to x, and f,iy~j/x,} is the a posteriori probability














knowledge of the pitch frequency x,. The estimation of
[he a priori probability of the pitch frequency is relatively
straightforward while the estimation of / , ( yJ7 x, ) can be
long and tedious.
32. Feature vector distributions based on pitch
knowledge
In the present work we focus on the estimation and inte-
arationof the posteriori probability. / , i "yj/'x, j . in speaker
recognition systems. The consideration of the factor
/ . (r. .< from equation 5 is left as a future work.
We propose to subdivide the space • r. ~v"' into sub-
•«paces H^ where /, t ~.. J.-. ; is supposed to be locally in-
dependent oi the pitch value. Let us define /;.. i- =
[ V as sub-intervals of the pitch set ,' J: •.. c-: . c.: ;.
We recall that x: = <)'•', Hz and xn - )00 Hz. .V is the
number of intervals with /. u . . . J / v = {x
 :. x2.... r _}.
Each subspace HK is associated to a pitch interval [k.
For each /7N. we suppose that the probability function
/,( jT/'-r. ' is stationary and independent oi the pitch in-
side the interval Ik (in other words, inside an interval [^
the pitch frequency is supposed to be the same). that :s:
with a length of 32 ms and a shift of 10 ms is positioned on
the signal. Cepstral mean normalization and liftenng are
also performed. Delta and delta-delta MFCC are not used.
as the comparison between the systems would be biased.
In fact, adjacent segments can have different pitch values
belonging to different sub-intervals A.
5. Pattern recognition
5.1. Framework
Two pattern recognizers are used for the experimental
task: one parametric and one non-parametric.
5. /. /. Purumetnc model
We use a Gaussian Mixture Model iGMM) [l()| with a
weighted sum of 32 ( M = :,2) Gaussions. Each GMM is
defined for a specific speaker > and pitch interval :\. Let
us define p ' T . -^ .% .'• the Gaussian mixture density asso-
ciated with the probability function / . i ~ . fi. < for speaker
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M is the GMM order. ~ is the ; -dimensional vector :^:i-
mating :he vocal tract contribution i.VIFCC vector. -
is the -ch Gaussian density with mean ,. „ and vO'-ar:-
ance matrix !I,
 s and >.i. s are the .-mxture -.veights. ; ,.
li, ^. Z. ^ and a, ^ are denned for pitch interval .'.. one
for speaker -. Each speaker is charactenzed by .'.' ~IM-
els \. , -urrespondini: to .'•' pitch intervals .\.
Figure 2: Proposed approach for generating :.ub-modei3. -"•;-- ^on-parametre m,:del
Theoretically, the number of medeis / . > y, / /, =
A.
 K wouid be equal to n. By subdividing the space into
•V subspaces. we reduce chat number to ."••'. Figure 2 il-
lustrates» the notion of subspaces and models of probabil-
ity functions / . i 7* h.- The interval length of /* is based
on the share of the pitch histogram i section ".}).
4. Speech Analysis
Mel Cepstrum Coefficients derived from a bank of niters
( MFCC ) ore used as reatures to charactenze the identity ot
speakers. We use coefficients c. to c_:. The speech is first
preemphasized 10.9~j: then, a sliding Hamming window
:thi.ireMnc::on Jan i?
We use :he hybnd LVQ-SLP network as proposed ?;. He
dt ul. [111. Each speaker -. with a pitch belonging :o .'..
is characterized by a codebook (.'. , . The codebooic -.uz
is the same for all speakers. We performed experiments
with cudebook sizes of 512 tor each speaker.
5.2. Recognition
5.2. /. P.;mmerric 'nude!
We derine 7 as being the test length over which the recog-
nition is performed. A frame-by-frame estimation of log-
likelihood for each speaker > and pitch inter, al / ; is .irst
pertbrmed. Each frame ( 32 ms length; is shifted by 10 ms.
Then, the maximum log-likehood for each speaker is es-
timated over T. When the test sentence is lonaer than 7.
the a\ erage ot ML' score over the number o: >egmem.- w uh
a length oi T is computed according to equation S
>;r - ' / / . - ' . ; c - , r r r < : t r . : r < - U , : f :• T i i ' i f ; l i o n
nr t*~l?d f rnl;-:-n
(S)
Tne final identification score i equation 9i is obtained by





For cucr. .Tame, the reaturc vector is -:.^>,iried p> using
:ne Nearest Neighbor criteria. A ^pcaK^r :s recognized
::'. r.'rthe jnnre te>i conversation, it i» »e:e-c:ed mure tre-
juer.tlv man the other >peakerv
6. Speech database
A subset of the SPLDRE-Swuchboard Corpus is used
and comprises the eighteen ( 1S i temaie speakers ot the
database. Each speaker has - conversations originating
t'rom 3 different handsets. The training data comprises
3 conversations, with 2 conversations coming from the
same handsel. The last conversation, using the third hand-
set ( different from the others), is presented as the test data.
This combination is referred to as the mismatched con-
dition. The matched condition refers to situations where
training and testing data are recorded from the same hand-
set.
7. Strategies
7.1. The baseline strategy
The baseline strategy uses both the voiced and unvoiced
segments. The suppression of silence was carried out
based on the energy evolution and comparison with fixed
thresholds.
7.2. Recognition based on voiced speech segments
We include a module that estimates the pitch and selects
the voiced segments. We use a pitch tracker and a voiced-
unvoiced detection system [12] in conjunction with the
SID system analysis module. In this case, silence and un-
voiced segments are automatically rejected. During train-
ing and for each pitch period, we centered a 32 ms dura-
tion window and extracted the MFCC coefficients.
7.3. Recognition based on the estimated a posteriori
probabilités
For the third strategy, four pitch intervals I\ U are cre-
ated according to the pitch frequency histogram. More
than 90?c of the pitch frequencies belong to the in-
terval [150Hz.220Hzj. We distributed the pitch fre-
quencies over 4 intervals /i=[150.l80]. /:=[170.20O].
/•=.:vo.22Ol and .•_=ifc3.!50|_[22U.C">o; The choice of
four intervals is a trade off between tine pitch intervals
and sufficient training size oi the models. During train-
ing and for each interval / . . the MFCC v ectors are used
to generate model parameters for each speaker. Therefore
each speaker is characterized by 4 models. With the aim
of overcoming the pitch estimation errors, we choose an
overlap ci 10 Hz between the intervals. Thus, the MFCC
vecror-i from speech whose fundamental frequency be-
long: to two adjacent intervals i / . . / . _. i. will be used
to train two models, respectively, associated to subspaces
':'. and . ' / ._ . . Then, during the testing session, the evalu-
ation i> carried out over these :wo sunspacc-s and we keep
;ho ?t*st score.
in ;he case nf LVQ-SLP. the coodbook generation is
maue according to two procedures. One attribute- the
>ame codebook *ize to each aunspuce. ana the other dis-
tributes the number of prototypes per codebook according
to the number of events in each subspace.
In the case of the GMM models, one model A. is gen-
erated for the baseline system, one model is also used for
recognition on voiced speech and four models A. „ are
generated for the recognition taking into account the a
posteriori probabilities of voiced speech according to the
pitch.
8. Results and discussion
8.1. Evaluation with a LVQ-SLP model
LVQ-SLP results for IS women of the SPIDRE database
are reported in tables 1 and 2.
Table 1: LVQ-SLP: Identification rate increases for IS fe-
male speakers with fixed codebook sizes. Baseline sys-
tem: 55*3-.
.v.Voiced . H; \ Hz • H3 :
! (512) ' 023) ; (128) ' a23) ' U28)
Matched ; 6 14 j 10 | 1
Mismatched 3 4 ' 4 ! 5
Table 2: LVQ-SLP: Identification rate increases for 18
female speakers with codebook sizes proportional to the
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When the unvoiced segments are not taken into ac-
count (Voiced column), the identification rate increases to
615- (6% more in table I) for matched handsets and to
58% (3%) for mismatched handsets. When pitch is taken
into account (columns H± in tables 1 and 2). the increase
is almost double in Hi and Hi and weaker in H3 and HA.
/:' and ':•. Arc the >ub->pac:s w-.th the greatest numher .if
events and n'jand . ^ with the smallest numberof events.
When the number or" prototypes per codebook is propor-
tional to the number or* events, performance falls in H •
and H± and remains constant in H:.
When recognition rates are weighted according to the
number of events per subspace. we obtain an averaged
increase of $ac in matched conditions, and -1*3- in mis-
matched situations. It is observed that the identification
results are sensitive to several factors: I ) codebook sizes.
2) training techniques. 3) score combination, and -M pitch
estimation. The best increase in performance is observed
tor subspaces with the greatest numberot events.
3.2. Evaluation with a GMM model
Table 3 reports the :dentirication results observed with the
three strategies: I) Baseline (voiced and unvoiced se::-
mentsi. 2) Voiced loniy voiced segments) and 3) Voiced
segments with partition of space into H-_ to H+. The rirst
column gives the value of T. that is. the duration oi max-
imum loi-likehood estimation.







The baseline strategy yields the lowest identification
rates. When voiced segments ore used. :he best increase
is - . i 1^ and the -Aeukesi :s Ie?-. When a prelirrunar- -.ar-
•Jr. ision bdiid >:n pitch is pertorrr.ee. :he çre.tes; ir.crecje
is <r> one the weakest is 2.5 C^.
When the rest duration is greater than 2 5c.-r.C1.
strategies rased .in voiced segments ;.ieici similar re;;:;:-.
When 7 is less :han 2 seconds. :he best results ore :r-
•>ir-iil -vuh :he jtrateg; that takes :nto account the "o«-
tenor probability 1 subdivision into subsoac;si. Tne in-
crease is on the order <ri 2'"r.
SJ. Discussion
Identification rates -jf LVQ-SL? and GMM arî r.i;t
-.tricrly cjmranhle. as :r.e recognition criteria are dirrer-
ent. The jomcanson >u T-bies I arc 2 suggesis that :.H.e a
?r:on prnpjpiiit;. / . • i- should be taken into account. !n
Table 3. a 7 of' i second :s equivalent to I•'.'} MFCC vec-
tcrs and :s independent :i the strategy. The weaker per-
formance ci :ne baseline -ystem mi ant be partially due to
the smaller number oi voiced frames in a rixed T.
When thcilLTcndcncj of the ».>urc: OI:J uv™ :rac: .3
taken into account, the best results ore observed for Jura-
tions T lower than 3 seconds (up to -i.i'-'ê for T = 50u
msi. For T > :! seconds scores are I ' r higher, in favour
of the system based on voiced segments only.
It has been observed that the size of the corpus and
data training can have a strong influence on performance.
In fact, the best recognition rates ore observed for sub-
spaces Hi. with the highest number oi occurences.
9. Conclusion
A new approach that preserves the dependence between
the vocal source one the vocal tract has J?een preno-ea.
Experiments that integrate the a posterior, probactiity u
observing a MFCC vector given the jaiowledge H the
pitch frequency have been reported. They are comparer
with a baseline system operating on ill voiced and un-
voiced speech segments and with a second system that
operates on voiced speech segments only. Closed set
Speaker Identification experiments were performed >in a
subset oi 13 female speakers taken from the SPtDRE ccr-
pus that comprises highly confusable speakers. Results
have been reported and speaker identification .-ompar-
isons have been performed by using the short-time pitch
in order to rake into account its contribution to the cep-
strum coefficients. In fact, it is known '.hat the MFCC do
not reaily deconvolve the source from :r.e vocai tract r.;r
high pitch voices.
There is a significant increase :n performance :\htr.
the .-cognition uses a short window !eng:n 7 as aue.isic-
duranon. When the swem can re:;- on a longer je.i>i' r.
window. :he improvement is not that ^igr.iricant. '.: .> .-- —
pecteu that a greatest time integration car. .^mper.s-te : :
incai cecision errors. We recall that a !-.:c.ii iikeiih-.'-d .-
nbtair.ed for every 10 ms and T is tr.e ov-iriil inter. 2. ;•• er
which tne iog-!ike!ihoodare combinée
M_".;. restrictive r.vpothese-i hav e peer. .T.ade :. -e: - r
the -wpenmer.ti. The pitch tracker has re;r. jupp'-^e . "
be reriaoie: suthcient training data :'orsu.?-pjce de:.:r.r- •
sition. iocai independence of MFCC m re:-t:cn to p::;r. ..-.
a suPsrac; ^ equation r>\ and time independence •;: pit."
and MFCC have bar. assumed. Most •;: these hvpetfie-
se> are not reaily realistic. For example. :r. ie'-erai :z*t^.
the pitc.n is not well estimated 1 double one hair' pitch or.c
oifecti tne perr'ormance. If these errors ore token :ntj ac-
count, -.ve can pussier- achieve hetter training ana e'-aiu-
jtjun.
We _oo suggest. a.s ruture work, to increase the -,/e •:
the cc-rpus .Mr a better statistical con1- ergtr.ee. :o opt:.T.;ii
the nurr.rer and width i'f the pitch mter-i .- . . \ . ana :.•> in-
troduce ••vei'ihting hy the a priori probacuit;. Jistncution
of the pitch 1 / . : :• . 1 m accordance with equation 5. We
also suggest restricting tr.e application to a text-depencer.t
or ver.rication system, for which the variaciiity of the pa-
rameters is usual!v smaller.
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