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ABSTRACT
Flame instabilities arise intrinsically in combustion systems and have important implication
in the operation of engineering devices. The primary intrinsic instability of premixed combustion
is caused by thermal gas-expansion, known as the hydrodynamic or the Darrieus-Landau (DL)
instability. Consequently, a premixed flame is susceptible to disturbances. The flame tends to
develop a wrinkled or corrugated front with a cusp-like structure at a large scale. Once formed,
the flame front always spikes towards the burned gas region and bows on the unburned gas region.
The DL stability plays a crucial role in the hydrodynamic behaviors of a premixed flame and has
many ramifications when premixed combustion takes place in practice.
We study the hydrodynamic behavior of a premixed flame under the influence of a transversely
shearing flow. A new problem configuration is proposed to gain a fundamental understanding of
the premixed flame-shear interaction. The shear flow is introduced such that unburned and burned
gases separated by the standard planar flame have opposite flow velocities in the flame transverse
direction. This setting idealizes situations found in practical premixed combustion systems, for
example, swirl-stabilized burners and gas turbines. Recent studies, made possible by Direct Nu-
merical Simulations (DNS) and Large-Eddy Simulations (LES), have provided rich data for the
description of premixed combustion in turbulent shear flows. And yet, little attention has been
given to the effects of mean shear on the hydrodynamic stability. This work intends to fill the gap
and shed some light on the premixed flame-shear interaction.
This thesis presents a three-step study to address the linear, weakly nonlinear, and fully
nonlinear stabilities of a premixed flame subjected to a transverse shear. First, the linear analysis
extends the classical DL configuration and solves the linearized stability problem. The key result
is a dispersion relation and its distinguished limits that reveal the conditions for the onset of
hydrodynamic instability. Second, the weakly nonlinear analysis derives the modified Michelson-
Sivashinsky (MS) equation, a time-dependent partial differential equation (PDE) describing the
evolution of a hydrodynamically unstable premixed flame front in the weak thermal expansion
limit. Solutions of the modified MS equation demonstrates the formation process of a skewed cusp-
like flame pattern as well as the long-time behaviors beyond the linear regime when the premixed
flame is affected by shear. The parametric study identifies the effect of each parameter on the
flame dynamics. Third, a computational solver is developed for numerical simulations of premixed
flames at the hydrodynamic flame-sheet level, based on the same mathematical formulation of
ii
linear and nonlinear analysis. Without restrictions on the amplitude of flame deformation and the
density variation, the solver is used to conduct a series of numerical experiments to explore the
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Gaseous fuel and oxidizer are perfectly mixed at the molecular level before ignition in premixed
combustion. The combustible mixture is depleted, once ignited, via an exothermic reaction process
in an interfacial region that separates the unburned and burned gases. The chemical reaction heats
up the cold reactants and consequently facilitates further ignition through thermal diffusion. The
premixed combustion is self-sustained if not restrained by any means, and the flame front progres-
sively propagates onward to the fresh unburned mixture. The surface of an initially smooth flame
may intrinsically develop a wrinkled shape due to the hydrodynamic instability as it propagates.
These wrinkles are visible at the hydrodynamical length scale and play a key role in the large-scale
behavior of the premixed flame.
Flows are almost always turbulent in practical premixed combustion systems. The wide range
of eddies of different length scales in turbulent flows affects the behaviors of flame at various
levels. Eddies of the hydrodynamic length scale transport and distort the flame surface, resulting
in wrinkled or corrugated flames. On the other end of the spectrum, small eddies may penetrate
the thin reaction zone and possibly change the internal flame structure. The interaction between
the turbulence and the flame involves many intricate processes, and it is one of the most intensively
studied but still unsolved subjects in combustion.
Turbulence arises from numerous flow configurations. Of our particular interest is turbulent
shear flows that can be found in many engineering applications, for example, swirl-stabilized burners
and gas turbines. These flows are inhomogeneous with mean velocity gradients. The shear itself
drives the production of turbulence. When coupled with the flame, the thermal gas-expansion
introduces new features in the shear-driven turbulence. In turn, the shear flow is expected to have
influence on many aspects of the premixed flame. This thesis research concerns the hydrodynamic
behaviors of a premixed flame subject to a mean shear. In the present work, the objective is to
gain physical insights about how the hydrodynamic stability of a premixed flame responds to the
presence of shear and the understanding and modeling of premixed flames in turbulent shear flows.
1
1.1 Hydrodynamic stability of premixed flames
The hydrodynamic instability of a premixed flame is the most prominent intrinsic instability and
responsible for the creation of corrugated flame fronts. Darrieus [22] and Landau [55] independently
analyzed the stability of a planar laminar flame and concluded that premixed flames are uncon-
ditionally unstable. The hydrodynamic instability is, thus, nowadays referred to as the Darrieus-
Landau (DL) instability. In the DL theory, a planar premixed flame is treated as a gas-discontinuity
interface that separates fluids at two distinct densities. The structureless flame surface propagates
normal to itself at a constant speed. The linear stability analysis determines that premixed flames
are unstable to all perturbation modes, and seemingly implies that premixed flames are always
self-turbulizing. Nevertheless, the DL theory contradicts the laboratory experiments. The stable
planar laminar flames were observed at least as early as in the work of Mallard and Le Chatelier
[65]. The contradiction between the DL theory and the experimental observations is a consequence
of the assumption of constant flame propagation speed irrespective of the internal flame structure.
When wave disturbances have a characteristic length scale comparable to the laminar flame thick-
ness, the assumption of the negligible flame structure is no longer valid. The analysis must account
for the effects of the flame thickness and diffusion process that occurs within the flame zone. The
diffusion process plays a role in stabilizing the flame and possibly has a stronger impact than the
destabilizing effect of thermal expansion. Markstein [66] hypothesized that the flame speed depends
on the local curvature of the flame front, where a coefficient is introduced semi-empirically to ad-
dress this dependence. This flame speed model based on the phenomenological description turns
out to be qualitatively correct. This coefficient is later mathematically derived and now known as
the Markstein length in literature. The Markstein’s flame speed model corrects the DL stability
result and indicates that the diffusion process stabilizes the short-wave disturbances.
The work of Pelce and Clavin [80], Frankel and Sivashinsky [33], and Matalon and Matkowsky
[67] later provide a more rigorous mathematical treatment. The stability problem considers a stan-
dard planar premixed flame, including a convective-diffusive layer and a diffusive-reactive boundary
layer, that propagates in an outer flow at the hydrodynamic length scale. The multi-scale asymp-
totic approach [67] exploits the disparity between the diffusion length scale (characterized by the
laminar flame thickness) and the hydrodynamic length scale (the average size of the flame wrinkles
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or the dimension of the combustor). The method of matched asymptotic expansions solves the
inner layer that is matching the outer flow solution. Within this framework, the hydrodynamic
flame theory is developed for the propagation of a wrinkled or corrugated flame surface and gives
an expression for the local speed at the flame front. The flame stretch modulates the local flame
speed via the Markstein length, which is mathematically well-defined in the asymptotic context. A
premixed flame is linearly unstable subjected to long-wave disturbances owing to the thermal gas
expansion. Short-wave disturbances are damped by the flame stretch, resulting from both flame
surface dilatation and the hydrodynamic straining of the underlying flow. The hydrodynamic the-
ory was later extended and generalized over the years for different geometrical configurations [69]
and the effects of stoichiometry, variable transport coefficients, and arbitrary reaction orders, see
[68].
The linear analysis provides conditions for the onset of instability and behaviors of stable pre-
mixed flames. The dynamical behaviors of those unstable flames and their long-time evolution are
unknown. When disturbances on the flame front become sufficiently large, the nonlinear effects
cause the saturation of the instability. Michelson and Sivashinsky [94, 72] studied the nonlinear be-
haviors of a premixed flame in the weak thermal expansion limit and derived an integro-differential
equation in terms of the flame displacement that describes the development of a laminar flame,
including both DL-instability and thermo-diffusive instability. The same equation can also be
derived from the hydrodynamic context without thermo-diffusive effects. The equation is known
as the Michelson-Sivashinsky (MS) equation or the MS model. Michelson and Sivashinsky [72]
integrated the MS equation numerically and showed that for a premixed flame with a positive
Markstein length that is not too large, the flame displacement always forms a single-peak pattern
with a sharp edge on the burned gas side. Thual et al. [102] employed the pole decomposition tech-
nique and determined analytically that the MS equation admits a family of exact solutions, now
known as the exact pole solutions. Vaynblat and Matalon [106, 107] analyzed the stability of these
pole solutions and showed that the solution experiences a cascade of supercritical bifurcations and
prefers the solution that possesses the maximum number of poles in the steady state. Therefore,
for a positive Markstein length, there exists only one asymptotically stable solution. All poles (in
the complex phase plane) of the stable solution have common real parts, which corresponds to the
coalescent behavior of flame wrinkles. A hydrodynamically unstable premixed flame eventually
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develops a single-peak structure at equilibrium and constantly propagates at a faster speed than
the laminar flame speed.
More recent investigations on the premixed flame stability resort to the physical or numerical
experiments. Numerical simulations are often preferred because it is easy to setup the conditions
and isolate individual mechanism. Compressible, chemically reacting flows in the premixed flame
problems can be numerically simulated by resolving all scales of motion with a simplified or detailed
chemical reaction. The approach of Direct Numerical Simulation (DNS) has been used in the work
of [23, 3, 34] for the studies of laminar premixed flames and reviewed by Kadowaki and Hasegawa
[49]. Despite all processes being retained, the DNS approach can be costly when reacting flows are
turbulent. The G-equation or level-set formulation is usually favored when the problem of interest
is insensitive to the chemistry and flame internal structure. The premixed flame is treated as the
gas-discontinuity and tracked via the evolution of the zero level set. Treurniet et al. [103] employed
the G-equation to study the interaction between the DL instability and the homogenous turbulence.
Many ramifications of the DL instability in turbulent premixed deflagration are covered to different
extents in literature, e.g., see [56, 57, 58, 28, 37, 85, 86, 105, 104, 44, 45].
1.2 Premixed flame subject to a mean shear
The characterization of the flame dynamics in the turbulent flows is one of the most researched
topics in combustion. Nevertheless, studies very often deal with configurations where the isotropic
turbulent disturbances are convected by the mean flow that is perpendicular to the premixed flame
surface. Little attention has been given to those premixed flames in the shear-driven turbulence.
The effect of shear on the premixed flame is usually examined in the vortex-flame interaction
[71, 84] or in some simplified settings where the flame propagates through a periodic vortical flow
field, see [50, 4, 12, 1, 13, 10]. The shearing flows imposed in these studies are localized and do
not sustain after the flame passes through. Of our interest is when the ambient flow provides a
background vorticity that can maintain an anisotropic turbulent field around the flame. Trouvé
[104] performed a series of 3D DNS to characterize the premixed flame response to the mean shear
motion in a configuration illustrated in Fig. 1.1a. The homogenous shear turbulent signals are first


















(b) The spining burner configuration of Kort-













(c) The slot-jet configuration of Hawkes et al. [47].
Figure 1.1: Problem configurations in related research literature.
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on the statistical response of the turbulent flame surface whereas the premixed flame instability
was not observed. The stability behaviors of the premixed flame was analyzed by Kortsarts et al.
[53]. A modified Michelson-Sivashinsky equation was derived in a cylindrical coordinate system
for the premixed flame stabilized around rotating burner Fig. 1.1b where both thermo-diffusive
and hydrodynamic stabilities were taken into consideration. Hawkes et al. [47] investigated the
slot-jet configuration of Fig. 1.1c which models the premixed combustion in gas-turbines. The twin
premixed flames propagate vertically toward a slot where the fresh mixture is injected through
in the horizontal direction. The peta-scale computational simulation using a detailed chemistry
model provided a rich database for the turbulent combustion modeling.
1.3 Research objectives
This research includes theoretical analysis and computational investigations of the hydrodynamic
behaviors of a premixed flame in a flow with mean velocity gradient in the flame transverse direction.
In this thesis, we pursue the following research objectives:
1.3.1 Linear analysis of the hydrodynamic stability
The research first examines the early time behavior of a weakly perturbed premixed flame with the
presence of a transverse shear. The dynamical description of a hydrodynamic flame-sheet can be
formulated, and the stability problem can be solved analytically by ignoring nonlinear effects. The
linear analysis intends to understand the local conditions that cause hydrodynamic instability and
the dynamics of stable premixed flames.
1.3.2 Nonlinear analysis in the weak thermal expansion limit
The nonlinear analysis is carried out by considering a premixed flame of vanishing density jump.
The Michelson-Sivashinsky (MS) model is extended to include the effect of a transverse shear. The
solutions of the modified MS equation are numerically obtained to illustrate the development of
the hydrodynamically unstable flames.
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1.3.3 Fully nonlinear studies using the computational approach
The hydrodynamic evolution of premixed flames in the fully nonlinear regime are computationally
studied using a zero-Mach number Navier-Stokes formulation. The motion of the flame surface
is captured by the level-set method, and the flame speed follows the hydrodynamical model. The
coupled level-set/zero-Mach solver is used in a series of simulations for premixed flames of a realistic




The present work studies the effects of a transversely shearing flow on the hydrodynamic behavior
of a premixed flame in a simple and idealized configuration. The premixed flame is viewed at a
hydrodynamical length scale as an infinitesimally thin interface separating incompressible fluids at
two distinct densities. The dynamics of a premixed flame is governed by the convective transport
process of the surrounding flow field and the self-propagation of the flame.
The problem configuration is illustrated in Fig. 2.1, where a weakly perturbed flame front in
the two-dimensional space is described by the function F (x, y, t) = 0. By convention, the premixed
flame front propagates along the negative y-axis and the transverse direction of the flame is the
x direction. That being said, the regions where F < 0 and F > 0 identify the unburned and
the burned gas side, respectively. It is convenient to let the normal component of the incoming
mean flow velocity equal to the laminar flame speed SL. If it were unperturbed, the system is
time-independent where a planar premixed flame would remain stationary as the inflow balances
the constant flame propagation. Here we assume that the fluid flow is quasi-isobaric, i.e., in the
low-Mach number limit, and the chemical reaction occurs in the thin flame-sheet at the unity Lewis
number condition, excluding the thermo-diffusive effect. The influence of combustion is solely the
thermal gas-expansion and strong discontinuities between upstream and downstream states. This
scenario describes the classical Darrieus-Landau problem configuration if the buoyancy effect is
further neglected. Owing to the continuity of the mass flux and the tangential velocity across the
interface, streamlines are deflected near the flame but parallel in the far-field. If the flame surface
is convex towards the unburned side, the cross-sectional area of a stream tube must be dilated near
the flame. The increase in the area results in a decrease in the incoming flow velocity. If the local
flame speed Sf exceeds the flow velocity just ahead of the flame, the flame front moves further
into the unburned gas side, thus enhancing the initial flame perturbation. The similar situation
also applies to the perturbed regions that are convex towards to burned gas side. This intrinsic
mechanism caused by the gas-thermal expansion has been studied by Darrieus [22], Landau [55],
Markstein [66], and Creta and Matalon [20] using different flame speed models. The hydrodynamic








F (x, y, t) = 0
F < 0 unburned
F > 0 burned
Figure 2.1: Sketch of flame configuration.
speed model. Here we use the hydrodynamic flame model [67] which is rigorously defined in the
asymptotic context.
This thesis work further extends the hydrodynamic stability studies to include a transverse
shear flow parallel to the flame plane which can be described analytically by u = Sy, where S is
a constant shear parameter. Note that it is not known a priori that the shear at both sides of
the flame is the same. However, one can verify that a completely time-independent system can
be established only if the shear is constant throughout; an admissible condition for the base flow
states. With the presence of the shear, the base states also admit a transverse pressure gradient
orthogonal to the density gradient and a constant background vorticity in the flow. In addition,
the system is most tractable if the shear flow is centered around the mean flame position. That
said, as the flame propagates, the line where u = 0 follows the displacement of the mean flame
front. This is also equivalent to attach the frame of reference to the planar flame.
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2.1 Mathematical formulation
The hydrodynamical systems at both sides of the flame are governed by the incompressible Navier-
Stokes equations





+ u · ∇u
)
= −∇p+ µ∇2u, (2.2)
where density, velocity, and pressure are termed by ρ, u, and p, respectively. The density ρ is a
piecewise constant function, giving ρ = ρu for F < 0 and ρ = ρb for F > 0. The viscosity µ is
assumed to be temperature-independent in the current work. In the zero-Mach number approx-
imation, the pressure that appears in Eq. (2.2) is the dynamic pressure, a small deviation from
the thermodynamic pressure. It can be shown that the ratio between the dynamic pressure and
the thermodynamic pressure is the Mach number squared [64]. Thus, for quasi-isobaric flows, it is
possible to assume the thermodynamic pressure is constant throughout the domain and solve the
pressure fluctuation instead. The benefits of the zero-Mach number approximation become obvious
later in the numerical studies. Filtering out acoustic waves (the dependence of density variation on
the thermodynamic pressure fluctuation) from the mathematical formulation allows the numerical
integration to time-march at a much larger step size.
At the hydrodynamic flame-sheet level, there is a strong discontinuity between upstream and
downstream states. Nevertheless, these two hydrodynamical systems of unburned and burned gases
are not independent but governed by the conservation laws Eqs. (2.1)-(2.2) across the interface.
The interfacial conditions are known as the Rankine-Hugoniot (RH) jump conditions
Jρ(u · n− Vf )K = 0, (2.3)
Jn× (u× n)K = 0, (2.4)
Jp+ ρ(u · n)(u · n− Vf )K = 0, (2.5)
where J·K denotes the jump in a quantity across the flame sheet. The symbol n = ∇F|∇F | represents
the flame normal pointing towards the burned side and the local flame speed with respect to a
fixed frame of reference is denoted by Vf = − 1|∇F | ∂F∂t .
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2.2 Hydrodynamic flame model
The flame speed Sf is defined as the normal velocity of the unburned gas relative to the flame
front, that is,
Sf = u
∗ · n− Vf , (2.6)
where u∗ is the flow velocity just ahead of the flame front. Equation (2.6) is thus a kinematic
condition that relates the flame speeds Sf and Vf with respect to two different frames of reference.
As mentioned previously, hydrodynamic behavior of premixed flames are sensitive to the local
balance between the flow velocity and the flame speed. Therefore, apart from an accurate descrip-
tion of the flow field, the selection of the premixed flame speed model is also critical. In this work,
the hydrodynamic flame theory [67] is used. Many recent research efforts related to the premixed
flame propagation are based on this theory, see [89, 90, 103, 20, 19, 31, 79, 109]. The hydrody-
namic flame speed model accounts for the internal flame structure and states that the flame speed
Sf depends on the flame stretch K linearly, when the ratio δ = lf/L between the laminar flame
thickness lf and the hydrodynamical length scale L approaches zero; the flame shrinks to a true
gas-discontinuous interface. The flame speed dependence on the flame stretch is modulated via the
Markstein length L , giving
Sf = SL − LK, K = SLκ+Ks, (2.7)
where SL denotes the laminar flame speed. The flame stretch is a measure of the flame front
deformation, resulting from both flame surface dilatation and the velocity gradient along the flame
surface, characterized by the local flame curvature κ = −∇ ·n and the hydrodynamic strain at the
interface Ks = −n · ∇u∗ · n, respectively. The explicit relation for the Markstein length L [67] is


























Being associated with inner flame structure, the magnitude of the Markstein length is comparable
to the laminar flame thickness lf and depends on the thermal expansion σ = ρu/ρb, the dependence
of the transport coefficients on temperature λ̃, Zel’dovich number β, and the effective Lewis number
Leeff (further depends on the equivalence ratio). In the current study, we assume that the Markstein
length is a constant at the order of O(lf ).
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2.3 Base states
The base flow state corresponds to a planar unperturbed flame that propagates along the negative
y direction at the laminar flame speed SL into a quiescent mixture. The imposed transverse shear
follows the flame propagation and is centered around the mean flame position. It is also equivalent
to the situation where a planar flame propagates into fresh reactants that flow along the positive
y direction at a constant speed SL. The flame propagation is thus offset by the mean flow. The
mean transverse shear flow is introduced and remain stationary around the flame.
In the reference frame attached to the planar flame front, one can determine the base flow








































−ρuSLSx F < 0
−ρuSLSx− ρu(σ − 1)S2L F > 0,
(2.9)
where the unburned-to-burned density ratio is termed by σ = ρu/ρb. Inspection of Eq. (2.9) shows
that, when the shear parameter is set to zero, the solution is reduced to the base flow state of the
classical DL problem.
A curious question is that if it is possible to consider a more general transverse shear flow,









fu(y) F < 0
fb(y) F > 0.
(2.10)









−ρuSLx∂fu∂y + cu F < 0
−ρuSLx∂fb∂y + cb F > 0,
(2.11)
where the integration constants cu and cb may be different at both sides but cannot depend on y.
The RH jump condition for the pressure further requires JpK = −(σ − 1)ρuS2L. Thus, cb − cu =
−(σ − 1)ρuS2L. The tangential velocity must have a constant gradient along the y direction such
that ∂fu∂y =
∂fb
∂y , which is a limitation of studying the flame at the hydrodynamic flame-sheet
level. Therefore, the shear strength must be the same at both sides of the flame sheet. Note that
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it is possible to consider the shear flow in the form of ū = Sy + u0, where u0 is an arbitrary
integration constant. However, this modification to the shear flow is immaterial to the flame-shear




Given the mathematical formulation introduced in the previous chapter, the linear problem can
be solved analytically and a dispersion relation can be determined. The dispersion relation char-
acterizes the dynamics of disturbances in the form of Fourier modes by relating the frequencies of
disturbance waves with their wavenumbers (or wavelengths). The dispersion relation depends on
a shear parameter in addition to the wavenumber, the thermal expansion ratio, and the Markstein
lengths. The study of the dispersion relation shows that perturbations have two types of behavior
as wavenumber increases. First, for small shear, we recover the Darrieus–Landau results. Initially,
increasing shear has a stabilizing effect. But, for sufficiently high shear, the flame becomes un-
stable again and its most unstable wavelength can be much smaller than the Markstein length of
the zero-shear flame. This indicates that it may be questionable to expect that the description of
the problem is valid at too high shear rates. Owing to the shear, disturbances have traveling wave
character. Inspection of the phase speed shows that the instability caused by high shear is not a
Kelvin-Helmholtz instability, but a coupled result of the flame propagation, the thermal expansion,
and the shear.
3.1 Perturbation analysis
We introduce small-amplitude disturbances to the flame front and the flow variables. The perturbed
flame front is described by F = y−ǫf ′(x, t)−O(ǫ2) = 0 where the perturbation parameter ǫ denotes
the amplitude of a deformation in the original flat flame surface. The fields are now written as
u = ū+ ǫu′ +O(ǫ2), v = v̄ + ǫv′ +O(ǫ2), p = p̄+ ǫp′ +O(ǫ2), (3.1)
where the base flow fields ū, v̄, and p̄ are provided by Eq. (2.9). The leading order terms, prime
variables, are to be determined, along with a perturbed flame front described by y = ǫf ′(x, t) +
O(ǫ2).
This chapter was published in Journal of Fluid Mechanics, Volume 765, Xiaoyi Lu and Carlos Pantano, Linear
stability analysis of a premixed flame with transverse shear, Pages 150-166, Copyright Cambridge University Press
2015.
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Linearization of the governing equations Eqs. (2.1)-(2.2) about the base flow state Eq. (2.9),

































The linearized equations Eqs. (3.2)-(3.4) govern the hydrodynamical systems of both unburned and
burned gases, thus, u′, v′, and p′ can represent solutions of either side of the flame interface f ′ < 0
and f ′ > 0. These variables are subject to the RH jump conditions at the flame front, giving
Ju′K = (1− σ)SL
∂f ′
∂x






, Jp′K = −2ρuS2LJv′K (3.5)
and J·K denotes the jump in a quantity, that is, Ju′K = u′|y=0+ − u′|y=0− . The kinematic condition












+ Sf ′x). (3.6)
Equation (3.6) is a linearized result of the flame speed relation Sf = u ·n−Vf and the flame speed
model Sf = SL − LK provided by Eq. (2.7).
Consider the flame front perturbation in the form of f = f̃eωt+ikx, where k is the wave number
and ω is the frequency. We apply the normal mode analysis and seek for the flow field solution
ψ = ψ̃(y)eωt+ikx, where ψ denotes any of the unburned or burned side fields (u′, v′, p′). Given the












+ ikρSyṽ = −∂p̃
∂y
. (3.9)
By convention, the system is normalized w.r.t. the laminar flame speed SL and the unburned
density ρu, resulting ρuSL = 1 in Eqs. (3.8)-(3.9) and ρ = 1 on the unburned side and 1/σ on the
burned side. The kinematic equation for the flame surface after introducing the normal modes and
the incompressibility condition u′x = −v′y provides
ṽ|y=0− − ωf̃ = −L (−k2f̃ − ṽy|y=0− + ikSf̃). (3.10)
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Lastly, the jump conditions give
JũK = ik(1 − σ)f̃ , JṽK = (σ − 1)(ṽ|y=0− − ωf̃), Jp̃K = −2(σ − 1)(ṽ|y=0− − ωf̃). (3.11)
From the momentum equations, we derive the equation for the normal mode of vorticity




+ (ρω + ikρSy)q̃ = 0. (3.12)
The vorticity solution can be solved by integrating the ordinary differential equation. Once the














The normal component of flow velocity is provided by











ikSy + ω ± kσ√
kσS
. (3.15)
The perturbed variables must vanish at far-field. Here we differentiate the free coefficients C1, C2,
and C3 of the unburned side and burned side by denoting subscript − and +, respectively. The
far-field boundary condition leads to
C1− = 0, C3− = 0, C2+ = −iC3+, (3.16)
where we have used the properties of erfi(z) for large z, provided by




for z → ∞. (3.17)
After eliminating C1−, C3− and C2+, we drop the subscript and let C1 = C1+, C3 = C3+, and
C2 = C2− since it will not induce any confusion later.
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ky y < 0
−iC3e−kx+
2iω











ky y < 0
−C3e−ky+
2iω




L (k2SL − ikS) + ω
(3.20)
Substitution of the flow field solutions into the jump condition Eq. (3.12) results in a linear
system of equations for the free coefficients C1, C2, and C3, that is,
L(k, ω, S, σ,L )[C1, C2, C3]
T = 0. (3.21)














P1 = (kσ + ω)(2k
2
L σ + 2ω + k(1− σ − iL S(σ + 1)− L ω + L (σ − 1)ω)),
P2 = (σ − 1)(k3L σ + k2L σ(ω − iS) + k(ω + iL Sω) + ω(ω − 2iS)).
It is worthy noting that when the shear vanishes and z → ∞, √πzez2 erfc(z) → 1 and the dispersion
relation is reduced to
ω2((σ + 1) + kL (σ − 1)) + 2σ(1 + kL σ)kω − ((σ − 1)− kL (3σ − 1))σk2 = 0. (3.23)
This is exactly the same expression obtained in the Darrieus-Landau analysis with the flame speed
that depends on both curvature and strain, see [20].
As is the case of DL, Eq. (3.22) has two complex roots (owing to the quadratic power in ω)
and we are only interested in the root with the largest real part, which determines the stability
properties of the flame. The solution of Eq. (3.22) shown in this chapter is obtained by a classical
Newton method. First, one can easily verify that for k = 0 we have ω = 0. But, this is not always
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the best starting point of the Newton method if we need to obtain the two roots of the solution, to
ensure we are selecting the most unstable mode. To select the initial point in the iterative method,
the most reliable approach is to observe that for small k, the exponential and the error function
in Eq. (3.22) are both very nearly one and zero, respectively. Then, one can solve the quadratic
equation for ω (valid for small k to order
√
k) and obtain expressions of the two approximate roots.
The first root behaves as ω ∼
√
k while the second root goes as ω ∼ k−1. From these initial
conditions it is simple to trace the complete curves describing the two solutions of ω as a function
of k. It turns out that it is always the first root that has the largest real part.
3.2 Distinguished limits
3.2.1 Limit of zero flame stretch
First, we consider the limit of zero Markstein length, which is analogous to the original Darrieus-
Landau instability result for a planar flame without shear. In this limit, the local flame speed is
constant and equal to the laminar flame speed SL, given by Eq. (2.7) and the influence of the flame
stretch is excluded. The dispersion relationship is obtained by setting L = 0 in Eq. (3.22), giving














Figure 3.1 shows the behavior of ℜ(ω) as a function of S, as well as the original DL curve
(S = 0 limit), for σ = 6. As can be seen, the main role of shear is to stabilize the flame at low
wavenumbers (large wavelengths).




σ3 + σ2 − σ − kσ
σ + 1
. (3.25)
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Figure 3.1: Classical Darrieus-Landau stability curves with shear (zero Markstein length) for σ = 6.
where the double factorial represents m!! = m · (m − 2) . . . 5 · 3 · 1 for odd integer m. Consider a









If we neglect the right hand side terms of Eq. (3.27) that are of higher order, the amplification
factor ω can be solved from























where a = k2(σ3 + σ2 − σ) − S2(σ − 1)2 and b = −2S(σ − 1)kσ. The stabilization of the shear is
attributed to the term −S2(σ − 1)2. It also implies that the stabilizing effect is always associated
with the density jump σ − 1 and applies to the small wavenumber range.
3.2.2 Limit of weak thermal expansion
The limit of vanishing density jump consider a premixed flame with weak thermal expansion, where
σ − 1 = ǫ ≪ 1. Substitute ω = ω0 + ǫω1 + O(ǫ2) and L = ǫL1 + O(ǫ2), the dispersion relation
gives




k − L1k2 + iSkL1. (3.32)
This result is consistent with Markstein’s analysis without shear, indicating that the flame is stable
to short-wave perturbations (large wavenumber) for positive L1 and unstable for negative L1
and it is the density variation that destabilizes the flame. Shear does not affect the premixed
flame stability when the density variation vanish. It affect ω only through the imaginary term,
suggesting a shear-dependent phase speed. Note that in the weak thermal expansion limit, the
Markstein length L = ǫL1 is of the order of ǫ and the perturbative motion occurs at slow time
scale, that is, ω = ǫω1. The behavior of a premixed flame in this distinguished limit will be further
investigated in the weakly nonlinear analysis chapter.
3.2.3 Limit of zero hydrodynamic strain
This case corresponds to the original correction of Markstein to the DL analysis, where only cur-
vature enters in the problem. The dispersion relation can be determined and gives
(kσ + ω)(k2L (σ + 1)− k(σ − 1) + ω2)






where z = 1−i2
kσ+ω√
kSσ
. In the limit of S → 0, it is reduced to the Markstein’s result, giving
(σ + 1)ω2 + 2(L k + 1)σkω − (σ − 1− 2σL k)σk2 = 0. (3.34)
The interest of this situation is that the dispersion relation can be rescaled by L , by choosing
k → L k and s → SL /σ, and the result is therefore generic and equivalent to L = 1. We focus
20
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Figure 3.2: Real (a,c) and Imaginary (b,d) values of ω with the larger real part as a function of
reduced wavenumber for L = 1, σ = 7 and various s.
mostly on the case σ = 7 to discuss the qualitative properties of the solution. The results are
similar for other sufficiently small values of σ; the dependence of the solution as a function of σ
is investigated in more global terms in Fig. 3.4. Figure 3.2 shows real and imaginary parts of the
root of Eq. (3.33) with the larger real part for various reduced shear values and σ = 7, as well as
the Markstein’s amplification factor, Eq. (3.34).
When comparing the effect of shear, one can verify that σ approaches the Markstein’s result
as s → 0 (as shown in Fig. 3.2(a)), which confirms that the analysis was carried out correctly.
First, concentrating on the real part of σ and as the value of s increases, the curves move to the
right and immediately introduce a gap of stability (negative ℜ(σ)) at the smallest wavenumber,
21
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Figure 3.3: Phase speed c as a function of wavenumber for L = 1, σ = 7 and various s. The phase
speed is only plotted in the regions where ℜ(σ) > 0.
as shown in Fig. 3.1. At the same time, the peak of the curves decreases and eventually they
become completely negative at about s ≈ 0.17. Beyond that value of s, the flame is stable at all
wavenumbers. As s keeps increasing, the curve bends up and first becomes tangent to the ω = 0
axis at s ≈ 2.4. Beyond this value of s, we recover a bell-shaped curve with a positive peak at
a location dependent on the value of s and a further decay towards negative values for growing
wavenumber (a consequence of the stabilizing role of curvature), see Fig. 3.2(c). Second, Fig. 3.2(b)
shows that the magnitude of the imaginary part of σ is negative (being zero for DL in the unstable
range of wavenumbers) for low s while it becomes positive for large s. The consequence of ω not
being purely real is that the solution will have a traveling wave character. To determine the speed
of the traveling wave characters of the solution, we investigate the phase velocity c = −ℑ(ω)/k
in Fig. 3.3. It can be seen that the phase velocity is negative for small s and positive for large s.
The latter is consistent with the direction of the imposed shear, but the former is counterintuitive,
being in the opposite direction.
Figure 3.4 shows the wavenumber of the most unstable mode, k∗ (at the peak of ℜ(σ)), as a
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Figure 3.4: Most unstable wavenumber as a function of s for different σ and L = 1.
3 ≤ σ ≤ 7 (other lower values of σ give similar results). Figure 3.4 shows that in all cases
one observes that the ‘island’ of stability, whose precise boundaries depend on the value of σ, is
present. This island appears to exist for all practical values of σ and therefore should be relevant
in applications when premixed flames propagate in regions of shear since the flame may experience
different stabilizing-destabilizing conditions depending on the local value of s.
To conclude, Fig. 3.5 shows isocontours of vorticity for DL, denoting Darrieus-Landau with
curvature stabilization only, and s = 0.1 and 5 in the post-flame region (downstream); being zero
upstream for all values of s; at the most unstable wavenumber. The vorticity can be calculated
explicitly and Fig. 3.5 shows the real part. The main change induced by shear is the tilting of the
isocontours in the direction of the imposed shear (upwards in these figures). The picture for low
s is similar to that at high s but there is a larger density of ripples (smaller wavelengths) in the
flame-normal direction while the transverse wavelength depends on s, as can be seen in Fig. 3.4.
Furthermore, the complete vorticity solution will be traveling at the phase velocity c (downwards
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Figure 3.5: Vorticity production in the post-flame region for a premixed flame of σ = 7 at the most
unstable wavenumber for s = 0 (DL with curvature effect only) (a), s = 0.1 (b) and s = 5 (c).
with the unstable mode). Note that the vorticity decays to zero at large x but at a rate that is
slower than that of the DL solution.
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3.2.4 Behavior in prototypical combustion conditions
The linear stability dispersion relation [61] which considers two distinct Markstein numbers can be









k2r(Mc(rφ+ 1) + Ms(φ+ 1)) + k
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where r = 1/σ, φ = ω/k denotes the phase speed, s = rS denotes a reduced shear parameter, and
Mc = M − Ms. The Markstein length due to the local curvature L and the Markstein length
due to the hydrodynamical strain Ls are normalized by the laminar flame thickness lf , yielding
the Markstein numbers M and Ms, respectively. The difference between two Markstein numbers
is denoted by Mc following the notation of [16].
In this section, we consider now the dispersion relation solution as a function of s for several
Markstein numbers discussed in [16] as representative of combustion of low-Lewis numbers mix-
tures corresponding to hydrogen-air and close to unity Lewis numbers mixtures characteristic of
hydrocarbon combustion.
Figure 3.6 shows dispersion relation results for a prototypical rich hydrogen-air flame with
M = 3 and Mc = −2.5 (a,b), a prototypical lean methane flame with M = 3.5 and Mc = 1.5
(c,d) and a lean propane flame with M = 0.5 and Mc = 1.5 (e,f), all at r = 1/6. In all cases, we
reproduce qualitatively the result in the previous section. Starting at s = 0 and with increasing s,
the flame becomes less unstable and eventually it stabilizes completely at some small value of s.
But, if s keeps increasing, the flame becomes unstable again within a range of wavenumbers, that
grows with increasing s, as seen in all the figures.
3.2.5 Negative Markstein numbers
Finally, we investigate the effect of shear on flames with negative Markstein numbers. Traditionally,
this regime is not often discussed because the flame is absolutely unstable (at all wave modes). Also
note that for s = 0 and negative strain Markstein number Eq. (3.23) is singular at the finite value
25
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Figure 3.6: Amplification factors for prototypical hydrogen-air flame (a,b), lean methane-air flame
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Figure 3.7: Amplification factors for a flame with Ms = 2, Mc = −5 and r = 1/6.
of k = (r + 1)/((r − 1)Ls). This is presumably an intrinsic limitation of the description based on
a strictly zero flame thickness when s = 0.
In the present configuration, the stabilization introduced by shear implies that negative Mark-
stein number flames can become conditionally unstable. This is clearly observed in Fig. 3.7 where
the amplification factor for a flame with Ms = 2 and Mc = −5 is shown. This flame has negative
Markstein number for the curvature term and positive Markstein number for the strain term in the
flame speed relationship. We observe a stable region for small s at low wavenumbers, as before,
but a conditionally stable situation at higher s. This latter regime is analogous to the behavior
observed for positive Markstein numbers before because the stabilization effect of strain is still
present. Note that the corresponding amplification factor for s = 0 is unconditionally unstable for
this flame. Figure 3.8 shows the result for a flame with both Markstein numbers being negative,
Ms = −2 and Mc = −5, where it is seen that the flame is conditionally unstable. The amplification
factor for small shear is very similar to that of the s = 0 case (small shear does not stabilize the
flame). We also do not find a singularity of the amplification factor for negative Markstein numbers
when s is larger than approximately 0.32 (for this flame) and the flame seems to be conditionally
unstable always.
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Figure 3.8: Amplification factors for a flame with Ms = −2, Mc = −5 and r = 1/6.
3.3 Remarks on the second region of instability
As it has been discussed in the preceding sections, all flames are conditionally unstable for suffi-
ciently high shear, even with negative Markstein numbers. The reasons this happens is unclear.
One might conjecture that in this limit the flame propagation speed is negligible and the interface
is therefore Kelvin-Helmholtz unstable with a density jump given by heat release. This situation
would corresponds to that of a sheared interface of two immiscible fluids of different densities. Now,





which corresponds to a neutrally stable interface. Therefore, it is not a Kelvin-Helmholtz instability
that dominates at high shear, but a truly intrinsic interaction of the flame dynamics with shear.
The instability at high shear is observed in those cases where we allow two distinct Markstein
lengths associated with the flame curvature and the hydrodynamic strain. When the premixed
flame shrinks to a gas-discontinuity interface, the Markstein length is unique in the asymptotic
context. The stability analysis found that shear does not cause the instability as its rate increases
to a very large value in the one-Markstein-length formulation. Nevertheless, the discovery of the
second region of instability is still relevant. As well known, the two Markstein lengths are different




The Michelson-Sivashinsky (MS) equation is a partial differential equation (PDE) that describes
the evolution of a premixed flame beyond the linear stability regime, see [94, 72]. The theoretical
treatment to include the nonlinear effects is made possible by assuming the density ratio across the
flame is close to unity. The normal propagation of the flame front attributes a weakly nonlinear
term to the MS equation. Besides the flame propagation, the thermal expansion and the effect of the
flame curvature are also included. Therefore, the MS equation reveals the equilibrium among these
three factors, which collectively result in the corrugated structure that is observed in the unstable
premixed flames. It is well known that the thermal expansion is the source of the Darrieus-Landau
instability. The instability is damped by the flame curvature and saturated eventually by the
nonlinear term of the flame propagation.
In this chapter, we derives a modified MS equation that describes the nonlinear development
of a sheared premixed flame in the weak thermal expansion limit. The transverse shear introduces
new terms in the MS equation. These additional effects due to shear are studied numerically
and investigated in parametric studies. It is found that, in the limit of vanishing density jump,
shear neither enhances nor suppresses the hydrodynamic stability. Nevertheless, hydrodynamically
unstable flames lose the symmetricity of the flame structure due to shear and become skewed at
the steady state. The presence of a shear also causes the steady-state flame to translate along the
transverse direction.
4.1 The modified Michelson-Sivashinsky equation
The distinguished limit of vanishing density jump is examined in the linear stability analysis.
Equation (3.32) indicates that the growth rate of disturbances is of the order of ǫ = σ − 1 ≪ 1.
The flame development of unstable modes occurs at the slow time scale τ = (σ − 1)t = ǫt. The
amplitude of the flame displacement is also small. If one attaches the frame of reference to the
flame, the perturbed flame front is described by F (x, y, τ) = y−ǫϕ(x, τ) = 0. Consider perturbative
expansion of hydrodynamic variables
u = ū+ ǫ2u′ +O(ǫ3), v = v̄ + ǫ2v′ +O(ǫ3), p = p̄+ ǫ2p′ +O(ǫ3), (4.1)
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where quantities with overbar denote the planar laminar base solutions Eq. (2.9). To leading order,




















The kinematic condition Eq. (2.6) and the hydrodynamic flame model Eq. (2.7), to leading
order, give
ϕτ = v










Note that the Markstein length L has a characteristic lengthscale of the laminar flame thickness
lf ∼ ǫ, therefore, Lǫ ∼ O(1). The variable v′
∗ is determined by solving the flow field, that obeys
on the unburned side
ǫ3u′τ + (Sy + ǫ
2u′)ǫ2u′x + (SL + ǫ
2v′)(S + ǫ2u′y) = SLS − ǫ2p′x, (4.6)
ǫ3v′τ + (Sy + ǫ
2u′)ǫ2v′x + (SL + ǫ
2v′)(ǫ2v′y) = −ǫ2p′y, (4.7)
and on the burned side,
ǫ3u′τ + (Sy + ǫ
2u′)ǫ2u′x + (σSL + ǫ
2v′)(S + ǫ2u′y) = σ(SLS − ǫ2p′x), (4.8)
ǫ3v′τ + (Sy + ǫ
2u′)ǫ2v′x + (σSL + ǫ




y = 0. (4.10)








The resulting equations, when normalized by SL, are given by
ikû+ v̂ = 0, (4.12)
ikSyû+ û+ Sv̂ = −ikp̂, (4.13)
ikSyv̂ + v̂ = −p̂. (4.14)
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For k = 0, the solution is
v̂ = C0, û = −SC0y, p̂ = C1. (4.17)
Enforcing that the fields have no perturbations upstream of the flame, we have






|k|y |k| − iS(1− |k|y)
k
, (4.20)



































Imposing the jump conditions (linearized at the interface), we obtain
C1 = −C2 = −
ik











|k| eik(x−ξ)ϕ(ξ, τ)dkdξ = SL
2
I{ϕ}. (4.25)
The operator I{ϕ} is a linear operation that magnifies all Fourier coefficients of wavenumber k by
|k| and it can also be understood as a Hilbert transformation for −ϕx in the wavenumber space.
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Normalization with respect to the hydrodynamic length L and the laminar speed SL leads to




ϕ2x − αϕxx + (ϕ− α)Sϕx −
1
2
I{ϕ} = 0. (4.26)
This modified MS equation depends on the Markstein number α = L(σ−1)L and the shear parameter
S. The additional term due to shear can be written in two terms separately where Sϕϕx is
nonlinear and the other −αSϕx is linear. The nonlinear term is the modification of shear to the
flame propagation. Being associated with the hydrodynamic strain, the linear term would not
appear if the flame speed model does not include the strain.
Applying normal mode analysis ϕ = A exp(ikx+ ωτ) to the linearized form of Eq. (4.26), the




k − αk2 + iαSk. (4.27)
The dispersion relation is consistent with the linear stability analysis and suggests that the trans-
verse shear does not modify the stability bifurcation. The shear parameter only appears in the
imaginary part of the amplification factor ω, indicating a phase shift.
4.2 Pole solution of the MS equation
The original Michelson-Sivashinsky equation for the zero-shear case admits an exact solution [102]
in the form of






These poles in the complex plane always come in conjugate pairs zm = xm± iym and are governed








− i sign(yn). (4.29)
The real part xm of the pole corresponds to the location of a cusp on the flame front and the
imaginary part ym is the displacement amplitude. At the equilibrium, the flame front propagates
constantly with a stable flame shape ϕ = −Uτ + ΦN (x), where the flame shape function ΦN (x)
is the superposition of a finite number N of poles. The solution is known as the coalescent pole
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solutions, because N poles all have common real parts (the same location of cusps). Therefore, the
flame front has a single peak structure that fills over the entire domain. A representative case is
a premixed flame with α = 0.005 displayed in Fig. 4.1a and Fig. 4.2a. Starting from an arbitrary
initial condition, after some transient, disturbances coalesce, and the premixed flame develops into
a cusp-like shape that matches the exact pole solution. The stability analysis [106, 107] shows
that as the Markstein number decreases, a flame front experiences a cascade of bifurcations and
prefers the pole solutions that have greater number of poles. Correspondingly, the flame has a
sharper cusp and propagates at a faster speed. The black curve in Fig. 4.3a shows the steady-state
propagation speed of premixed flames of different Markstein numbers. When the reciprocal of the
Markstein number α−1 is relatively small, the flame pattern is planar and corresponds to the trivial
pole solution. The N -pole solutions arise in the range of 4π(2N − 1) < α−1 < 4π(2N + 1) where
the propagation speed is UN = 2παN(1 − 4παN).
4.3 Numerical solution of the modified MS equation
In this section, we integrate the modified MS equation numerically and demonstrate the devel-
opment of a premixed flame front subject to a transverse shear in a periodic domain x ∈ [0, 1].
Numerical experiments are carried out using a modified pseudo-spectral code, see [89] (and Ap-
pendix A). In order to fully resolve the cusp-like structure for the Markstein numbers considered,
a uniform mesh of N = 212 grid points is used. The flame profile ϕ(xn, τ) is represented by discrete





where n = 1, . . . , N , the wave number kj = 2πj, and −N2 +1 ≤ j ≤ N2 . Evidently, the zeroth mode
ϕ̂0 with k0 = 0 corresponds to the mean flame displacement. The transverse shear is centered
around the mean flame position, illustrated in Fig. 4.2b. The imposed transverse shear is given by
v = S(x − x0), where x0 = ϕ̂0. The burned side of the flame is subjected to a positive transverse
velocity v > 0 (to the right). Figure 4.1b and Fig. 4.2b show the early and late time behaviors of
a premixed flame with α = 0.005, started from an arbitrarily perturbed shape and subjected to
a shear S = 0.5. Similar to the zero-shear case, at the initial stage, small scale wrinkles diminish
quickly. The long-wave wrinkle emerges and fills the entire domain. Unlike the zero-shear case,
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(a) S = 0.
(b) S = 0.5.
Figure 4.1: The development of a premixed flame in the weak thermal expansion limit. The vertical
axis is the flame displacement ϕ and the horizontal plane is the space and time. The short-wave
disturbances are damped by the diffusive process while the flame is initially propagating at a slow
speed. The long-wave disturbances grow considerably and accelerate the flame propagation due to
the DL instability before the saturation.
apart from the coalescent process, all wrinkles translate along the transverse direction (the same
direction of the shearing flow on the unburned side). The translation becomes obvious at the late
time after the formation of the single-peak structure. The long time behaviors of a premixed flame
under the influence of shear include both steady downward propagation and leftward translation.
Additionally, the flame front appears to be slightly left-skewed, resulting an increase in the flame
area and the propagation speed.
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(a) S = 0.







(b) S = 0.5.
Figure 4.2: Evolution of the flame profile (black solid curves) based on the numerical solutions
of the modified MS equation (α = 0.005), starting with an arbitrary initial data. The flame
propagates along the negative vertical axis. In the no-shear case, the flame profile matches the
exact pole-solution of the original MS equation (red dotted curve).
Next, we characterize the long-time behaviors at various shear and Markstein numbers. The
propagation speed is computed from U =
∫
ϕ2xdx, and the translation speed is obtained by tracking
the displacement rate of the crest V = dxsdt , where xs = argmaxx ϕ, shown in Fig. 4.3a and Fig. 4.3b,
respectively. When the shear parameter is very small (S = 0.01), the dependence of the flame
propagation speed U on the reciprocal of the Markstein number α−1 is nearly identical to that of
the pole solutions. The flame front experience a series of bifurcations and transitions to the solution
of more poles, when α−1 increases as described in the previous section. The location of the cusp
is almost time-independent. Wrinkles on the flame front begin to translate as the shear increases.
The presence of transverse shear accelerates the propagation and the translation. When the shear
is relatively small, the dependence of the flame propagation and translation speeds on α−1 has a
transitional character. One may conjecture that the modified MS equation also admits a solution
analogous to the pole solution. The observed transitional effect implies that the pole dynamics
dominates over the weak effect of the shear. Nevertheless, it is unclear if the modified MS equation
is pole-decomposable. The theoretical treatment of this equation is beyond the research scope of
this thesis, but worthy of investigation in future work.
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(a) Incremental propagation speed U .








(b) Translation speed V .
Figure 4.3: The steady-state propagation speed U and the translation speed V based on the
numerical solutions of the modified MS equation. The propagation speed is calculated as U =
∫
ϕ2xdx and the translation speed is characterized by the displacement rate of the peak V =
dxs
dt
where xs = argmaxx ϕ.
Both flame propagation and translation speeds depend on the shear rate linearly. The depen-
dences, dUdS and
dV
dS , approach to 0.04 and 0.14 as α
−1 becomes large. Compared to the propagation,
the shear-induced translation motion is slow when S is small, but it can be much faster when S is
large.
From Fig. 4.3a and Fig. 4.3b, we also observe that the shear does not have any impact on
the condition where a flame bifurcates from the subcritical state to the supercritical state. The
subcritical flames with α−1 < 12 are planar and propagate at the laminar flame speed SL. The
profiles of those supercritical flames with α−1 = 100 are illustrated in Fig. 4.4. The increase in the
shear leads to stronger skewness of the flame front. Due to shear, the flame front is less curved at
the left side of the crest, but becomes very steep at the right side. When the shear increases, the
slope dϕdx right next to the cusp asymptotes to infinity. We speculate that for sufficiently large shear,
the flame might develop into a breaking-wave-like shape. However, the MS model can not describe
a multi-valued flame displacement function ϕ. Note that the shear parameter is associated with
the characteristic time scale of the lateral flow. If the shear is sufficiently large, the asymptotic
analysis on which the MS model is based may not be applicable. The limitation of the current
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Figure 4.4: Flame front shapes of a premixed flame of α−1 = 100 subject to increasing shear rates.
analysis must be addressed in future work.
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CHAPTER 5
COMPUTATIONAL FRAMEWORK FOR NONLINEAR STABILITIES
This chapter presents the computational approach used in the studies of the premixed flame stability
in the fully nonlinear regime. Here, the problem of interest is to simulate premixed deflagration in
the low Mach number limit. The fluid motion is relatively slow compared to the speed of sound
but the density does not remain constant throughout owing to the combustion process. Using the
fully compressible formulation to simulate this type of flows is computationally expensive due to
the stiffness introduced by the need to resolve small-scale acoustic waves that play little role in the
dynamics. Therefore, it is more suitable to employ the variable-density Navier-Stokes equations in
the zero-Mach number approximation, where the variable-density feature is retained but acoustic
waves are filtered out [64].
The primary objective of this thesis is to understand the hydrodynamic stability of a premixed
flame subjected to a transverse shear. The linear and weakly nonlinear analysis of previous chapters
have been studied from from the point of view of the hydrodynamic length scales. The effects of
diffusion and reaction processes within the flame zone are incorporated into the premixed flame
speed model in the context of the hydrodynamic theory. The computational framework for the
nonlinear stability research is built with the same treatment for the flame structure and flame
propagation.
The level-set method [77, 97] is employed to capture the evolution of the premixed flame,
where the zero level-set coincides with the flame front and propagates at a speed obtained from
the hydrodynamic flame model. The level-set method allows us to investigate the propagation of
premixed flames on a Cartesian grid without explicit parametrization of their arbitrary shapes.
The zero-Mach Navier-Stokes/level-set approach does not need to resolve all species transport or
rely on any chemistry model. When problem configurations are appropriately set, the simulation
results can be compared to the analytic results derived in the previous chapters. Therefore, we can
accurately and efficiently perform numerical experiments while maintaining a theoretical base.
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5.1 Governing and derived equations
Here we consider the non-conservative variable-density Navier-Stokes equations in the zero-Mach
limit in the domain Ω, given non-dimensionally by
∂ρ
∂t





+ u · ∇u
)
= −∇p+∇ · τ + ρf . (5.2)
Density, velocity, and pressure are denoted by ρ, u, and p, respectively. A body force f(x, t)
is included for generality. The pressure p is assumed to include the isotropic viscous dilata-





is assumed to reduce to ∇ · τ = 1Re∇
2u; under the constant viscosity µ
assumption. The non-dimensional formulation of Eqs. (5.1)-(5.2) is obtained using the unburned




















To simplify the notation, we have dropped the ‘*’ superscript since it will not induce any confusion
later.
In this work, the premixed flame is treated as a gas-discontinuity interface that separates the
unburned and burned gases. The evolution of the premixed flame interface is captured via a level-
set approach. The level-set function ψ(x, t) is defined on the Cartesian grid as the signed distance
function to the premixed flame interface where ψ = 0. Furthermore, we designate the densities of









ρu ψ < 0,
ρb ψ > 0.
(5.4)
The motion of the flame surface is governed by the level-set equation
∂ψ
∂t
+ Vf |∇ψ| = 0, (5.5)
where Vf = − 1|∇ψ|
∂ψ
∂t denotes the flame speed with respect to the fixed Cartesian coordinates. The
flame speed Vf also obeys the kinematic condition at the interface, provided by
Sf = u
∗ · n− Vf , (5.6)
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where the flame speed Sf here is defined as the normal velocity of the flame front relative to the
incoming mixture, u∗ is the flow velocity just ahead of the flame front, and the flame normal





= 1− MK, K = κ+Ks, (5.7)
where M = L /L is the Markstein number normalized w.r.t. the hydrodynamic length and K
represents the flame stretch rate. The flame stretch is a measure of the flame front deformation,
resulting from both flame surface dilatation and velocity gradient along the flame surface. The for-
mer is reflected in the local curvature κ = −∇·n. The latter is characterized by the hydrodynamic
strain Ks = n ·∇×(u×n) = ∇s ·us at the flame front, where us is the velocity component tangent
to the flame surface and ∇s is the surface gradient. Having assumed that the laminar flame speed
SL = 1 is the reference speed, we do not differentiate S
∗
f and Sf and consider all quantities are
non-dimensional in the following text.
The Rankine-Hugoniot (RH) jump condition across the interface ψ = 0 relates the hydrody-
namic variables of unburned and burned gases, provided by
Jρ(u · n− Vf )K = 0, Jn× (u× n)K = 0, Jp+ ρ(u · n)(u · n− Vf )K = 0. (5.8)
The RH condition is a result of conservation laws across the flame surface. Instead of solving
two free-boundary problems and explicitly enforcing the RH condition, the level-set approach can
ensure that Eq. (5.8) holds true if the governing equations are consistently solved. The focus of this
chapter is to present the numerical methodology that solves all primitive variables at a uniform
order of accuracy in both time and space. The solution procedure here is a specialized case of the
more general method introduced in [62]. For ideal gases in the zero-Mach number limit, density
and temperature have a one-to-one mapping relation referred to as a state relationship (SR), where
the density discontinuity is mollified by a hyperbolic tangent function, according to










where h is numerical width; of the order of the grid spacing. Equation (5.9) is the SR in the present
formulation and establishes a one-to-one mapping between scalar variable ψ and density ρ.
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Now, the density can be obtained by either solving Eq. (5.1) or by using ψ in Eq. (5.9).
Both approaches are equivalent only if an additional compatibility condition is satisfied. The
compatibility condition between the scalar variable and velocity is obtained by successively taking
time derivative of the SR and substituting the governing equations of the primitive fields as needed.
















where q(ψ) = 1
2h cosh2(ψ/h)
and the heat release parameter α = ρu−ρbρu =
σ−1
σ . Substituting the
partial derivatives of ρ and ψ with respect to time from Eq. (5.1) and Eq. (5.5), respectively,
results in
C(ρu, ψ) = 1
ρ







∇ · (ρu) + αq(ψ)
ρ
Vf |∇ψ| = 0. (5.11)
The mass constraint Eq. (5.11) used in the following work is a special case of a more general
form




In the constant-density limit α = 0 in Eq. (5.11) or dρdψ = 0 in Eq. (5.12), the mass constraint
is reduced to the divergence-free condition (∇ · u = 0) for incompressible flow. This is also true
for fluid flows away from the flame surface in this problem. In regions adjacent to the flame
surface, flow variables are connected by the RH jump conditions, resulting from conservation laws
for a control volume that contains the interface. Equation (5.12) is a constraint for the mass flux
conservation, equivalent to
∇ · (ρu)n− Vf∇ρ = 0 (5.13)
which is consistent with the jump condition for mass flux Jρ(u · n− Vf )K = 0.
In addition, the mass conservation condition also takes a form of




























where ṁ = ρuSf and the right hand side highlights the contribution of gas expansion to the
dilatation. Some of the previous numerical methods that are concerned with low-Mach number






The pressure Poisson equation can be derived by taking the divergence of the momentum
equation. The effect of gas expansion is then injected into the pressure solver as a source term.
Equation (5.14) is equivalent to Eq. (5.11) in the continuous sense. However, the numerical dis-
cretization introduces subtle differences in the approximation of 1ρ
Dρ
Dt which affect the solution
accuracy and numerical stability.
Now, it is well known that the mass constraint, Eq. (5.11), is required to be held true initially,
t = 0, in order to prevent the appearance of spurious temporal transients, see [88] and [101], that if
not handled correctly may destroy the convergence of the solution under time and space refinement.
5.2 Numerical scheme

























∇ · (ρu) + αq(ψ)
ρ
Vf |∇ψ| = 0. (5.16)
The governing differential equations are discretized in space using the finite difference methods for
velocity u and pressure p and the WENO (weighted essentially non-oscillatory) scheme [48] for the
level-set field ψ, discussed in § 5.2.1. In § 5.2.2 and § 5.2.3, we advance u and ψ in time using the
second-order Adams-Bashforth/Crank-Nicolson method together with the mass constraint. The
determination of the interfacial data Vf is explained in § 5.2.4 and the solution procedure for
p is described in § 5.2.5. The boundary conditions are enforced with a penalty-based approach
known as the Summation-By-Parts/Simultaneous-Approximation-Terms (SBP/SAT) method, see
[95, 98, 70, 76]. The SBP/SAT method imposes boundary conditions in a weak sense by introducing
penalty terms into the governing equations and using finite-difference operators that preserve SBP
properties to ensure stability of the numerical discretization, see § 5.2.6. The implementation of the
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SAT boundary conditions in § 5.2.6 follows the procedure introduced in [76] and extended directly
for the variable-density setting.
The level-set method described in § 5.2.3 and § 5.2.4 was originally developed by Creta et al.
[21] and Creta and Matalon [19]. The implementation details have been improved over the years by
Fogla [32], Patyal [78], and Mohan [73]. Thanks to personal communication with Shikhar Mohan,
we obtained the original code and implemented the same level-set approach and the closest point
method. The original level-set/Navier-Stokes code solves the low-Mach number flows using the
method of Almgren et al. [2]. The new code of this thesis work solves the zero-Mach number
Navier-Stokes equations following procedures described in [62] and Appendix B.
5.2.1 Spatial discretization
The spatial discretization in the Navier-Stokes equations follows the usual central finite differencing
scheme. The discrete gradient, ∇h, and Laplacian, ∇2h, operators in two dimensions are defined by
∇h = Dx ⊗ Iy + Ix ⊗Dy, ∇2h = D2x ⊗ Iy + Ix ⊗D2y, I = Ix ⊗ Iy, (5.17)
respectively, where ⊗ denotes the Kronecker product. Similarly, this can be extended to three
dimensions. The subscript h denotes the characteristic grid spacing which may be different in
each direction. Ix ∈ RNx×Nx , Iy ∈ RNy×Ny and I ∈ RNxNy×NxNy denote the identity matrices,
where Nx and Ny are the collocation grid points along x and y direction, respectively. D and
D2 denote first- and second-order differentiation matrices, respectively, where subscripts x and
y denote the corresponding coordinate directions. The matrix D2 denotes the proper second-
order derivative approximation and it should not be confused by the matrix product DD. The
detailed differentiation matrices D and D2 can be found in [70] for the finite-difference methods
of different orders of accuracy. Note that the finite-differencing matrices have been extended to
include SBP boundary stencils. Next, it is understood that ρ, u and p denote the discrete grid
functions corresponding to their continuous fields in the equations above. This cannot lead to
confusion because the grid function and the continuous fields cannot appear in the same equations.


















where the density in the denominator denotes the value of the density at the grid location where
each operator (on the right-hand side) returns its value, i.e., the finite-difference convention (one
could also interpret it in terms of a diagonal matrix with the inverse of the density injected in the
diagonal).





[∇h · (ρu) + ρu · ∇h−∇h · (ρu) ] , (5.19)
where the symbol  stands as a placeholder for a given field, and the above form is preferred for
better stability properties as compared to the direct discretization of the continuous operator.
The level-set function may experience abrupt changes in certain regions. Special care must be
taken to the approximation of the surface normal propagation term Vf |∇ψ| to prevent undesirable
behaviors. In order to maintain stable and non-oscillatory solutions, the discrete gradient approx-
imation is upwinded and evaluated following a Hamilton-Jacobi WENO procedure. Introducing
the discrete upwinding gradient operator ∇∗h, we define the advection operator for the level-set
function, according to









x if the signal comes from the negative or positive
x, respectively. The biased derivative (ψ±x )i at grid point i is defined by
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are regularized with ε = 10−6.

























∇h · (ρu) +
αq(ψ)
ρ
A(u, ψ) = 0. (5.22)
The non-oscillatory boundary condition for the level-set function is given by
ψB = ψB−1 + sign(ψB−1) |ψB−1 − ψB−2| , (5.23)
where ψB lies on the boundary, see Fedkiw et al. [29]. The boundary information of the Navier-








Note that finite-difference operators have been extended with a set of boundary stencils, see [70].
Therefore, for each term that involves spatial discretization, there is a corresponding SAT term
[76]. Those introduced by advection, diffusion, and pressure gradient, are denoted with superscript
a, d, and g, respectively. The definitions of these SAT terms, their derivation for Navier-Stokes
equations, and other related aspects are explained in § 5.2.6.
5.2.2 Time marching scheme
The numerical scheme adopts the usual splitting of the equations where advection is treated explic-
itly using an Adams-Bashforth (AB) method while diffusion is treated implicitly using a Crank-
Nicolson (CN) method. Pressure is assumed to be defined at the intermediate (staggered) time
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n + 1/2. This time-discretization is second-order accurate and in principle has better stability
performance than a purely explicit method of the same order; see [51] for the stability and order-
of-accuracy analysis. Equation (5.15) discretized by the semi-implicit AB/CN with constant time

















































∇h · (ρn+1un+1) +
αq(ψn+1)
ρn+1
A(un+1, ψn+1) = 0, (5.28)
which will be further discussed in § 5.2.5.
5.2.3 Geometrical closest point method
The explicit treatment for the nonlinear advection term in Eq. (5.25) makes the update of the
level sets ψ straightforward if the flame speed Vf (u, ψ) is known. The flame speed ψ is computed
based on the flame topology and the flow field near the interface, as described in the next section.
However, the flame speed is only strictly defined at the flame front in the hydrodynamic theory,
whereas the level-set field evolves on the entire Cartesian grid. Therefore, one must extend Vf
off the interface so that ψ remains a signed distance function, i.e., |∇ψ| = 1. In this work, the
geometrical Closest Point Method (CPM) (see [11, 63]) is used to propagate surface data in a
direction normal to the local flame surface onto the Cartesian grid. The method closely follows the
implementation described by Saye [93] and Mohan [73] and is revisited briefly here.
First, the CPM scans through the computational domain and identifies irregular cells. A grid
cell is said to be irregular and contain a segment of the interface if the scalar ψ changes sign at
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PSfrag ψ(x) = 0
(a) The CPM method first scans through the Cartesian grid and tags




(b) Piecewise polynomials are constructed based on a stencil
of 24 adjacent grid points.
Figure 5.1: Sampling the interface and constructing piecewise polynomials.
any of its vertices, as shown in Fig. 5.1a. At each irregular cell, a fifth-order polynomial p(x) is
constructed locally to approximate the level-set function, based on a stencil of 24 grid points as
illustrated in Fig. 5.1b. The irregular cells are then divided into smaller sub-cells, and the centers
of sub-cells form the set of initial guess values for the coordinates of the zero level-set points. These
initial grid points are projected onto the zero level-set using the local polynomials, by iterating




The outcome of this sampling procedure is a set of scattered points S along with their associated





Figure 5.2: CPM narrow band: two narrow bands are created around the interface.
the sampling points of the set S.
Next, the CPM method creates two narrow bands. All grid points that lie within the distance
BW1∆x are labelled as the inner band points. Grid points at the distance between BW1∆x and
(BW1 + BW2)∆x are outer band points. Figure 5.2 shows an example using BW1 = BW2 = 2.
The interfacial quantities are extended only to the inner band using the high-order closest-point
method as explained below. The outer band data is populated using a less-accurate, but faster
hyperbolic PDE-based extension method [81]. It is known that the extension velocity method can
slightly perturb the position of the interface. The motivation of using the two-level narrow-band
approach in this work is to avoid this undesired effect without adding too much computational
effort.
Third, for an arbitrary query point xq in the inner mask, one first searches for its nearest
neighbor in the set S. This searching algorithm is optimized by employing a k-d tree data structure
to store the coordinates of sampling points. Note that the returned searching result x0 is a closest
point in the set S but not necessarily the closest point on the zero level set. The exact closest point


















Figure 5.3: Closest point searching: for each query point x (in the inner narrow band), the nearest-
neighbor searching finds the closest point from the sampling point cluster. The neighbor neighbor
x0 restricts the searching area into one cell whose local polynomial representation are available.
The closest point cp(x) is refined by solving the minimum distance problem Eq. (5.29).
The minimum distance optimization problem is solved using the Newton’s method and x0 as the
initial guess. The outcome of this procedure is that for each inner mask grid point, there is a
corresponding closest point on the flame surface i.e., cp(xq). The closest point evaluation extends
the surface data ξ(cp(x)) along the characteristics of the distance function by ξext(x) = ξ(cp(x)),
where ξ denotes a generic operation that computes the surface data. The generic operations ξ(x)
include extrapolating the flow velocity at the flame front and determining the local curvature
and the hydrodynamic strain. The detailed procedure of ξ is explained in the following section.
Illustrated in Fig. 5.3, query points in cyan searches their nearest neighbors among black points and
then refines the coordinates of the closest point on the zero level-set, represented by blue points.
At this point, the inner band grid has been filled with the surface data. Now, we consider the
extension to the outer band. Let us call the quantity to be extended Fext. The extension along the





|∇ψ| · ∇Fext = 0, (5.30)
in a pseudo time-marching, where S(ψ) is a smeared signum function on ψ.
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5.2.4 Flame speed calculations
The flame speed Vf is determined from the kinematic condition at the interface, according to
Eq. (5.6). Thanks to the high-order polynomial representation near the interface (ψ(x) = p(x)),
the flame normal n and the curvature κ are provided by
n(x) =
∇ψ(x)
||∇ψ(x)|| , and κ(x) = tr(∇n(x)),
where tr denotes the trace of a matrix. In determining the hydrodynamic strain Ks = n · ∇u∗ ·n,
the velocity of the surrounding flow must be extrapolated.
The flow velocity just ahead of the flame front u∗ is extracted, according to the local conser-
vation laws. To leading order, the mass flux is continuous across the flame, giving
ṁ = ρ(u · n− Vf ).
Therefore, multiplying the mass flux with a delta function δ(x− xf ), where x− xf represents the
distance to a point on the interface xf defined implicitly from ψ = 0, and integrating across the
entire domain yields
∫




ρVfδ(x − xf )dx. (5.31)
Assuming that the mass flux ṁ = ρuSf is constant and using ρ(0) =
ρb+ρu
2 from Eq. (5.9), Eq. (5.31)
gives
∫
ρ(u · n)δ(x− xf )dx = ρuSf +
ρb + ρu
2
(u∗ · n− Sf ). (5.32)
Therefore, the normal velocity component is
u∗ · n = 2
ρb + ρu
∫






The tangential velocity component does not experience a jump. Performing the described integra-
tion, leads to the following expression
n× (u∗ × n) =
∫
[n× (u× n)] δ(x− xf ) dx. (5.34)
In the above equations, it must be stressed that n represents the unit normal vector to the flame
surface and not the local level-set field. The gas velocity at the interpolation points can be evaluated
using a straightforward bi-linear (tri-linear in 3D) interpolation.
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In evaluating Eq. (5.33) and Eq. (5.34), Peskin’s interpolation function [82] is used as the

















0 |x| > mh,
where m is an integer and 2mh is the width of the discretized delta function in terms of the grid
spacing h. Therefore,
∫
ρ (u · n) δ(x− xf ) dx =
∑
i,j
ρi,j(u · n)i,jd(xi − xf )d(yj − yf )h2,
∫
[n× (u× n)] δ(x− xf ) dx =
∑
i,j
(n× (u× n))i,jd(xi − xf )d(yj − yf )h2.
The level-set update is completed according to Eq. (5.25), where Vf is calculated and extended
as described in this and previous sections.
5.2.5 Pressure projection method
This section returns to the discussion about the solution procedures for the flow field that is
numerically governed by Eq. (5.26) and Eq. (5.28). Let δu = un+1 − un and p̂ = ∆tpn+1/2, and
define the operators






















allowing Eq. (5.26) to be written as
Mρn+1δu+Gρn+1/2 p̂














with the mass-conservation constraint, Eq. (5.28), enforced at the end of the step, by
Qρn+1δu = −C(ρn+1un+1, ψn+1). (5.39)
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The non-incremental projection method in [43] that we favor consists of two steps, which has
been extended for variable-density flows. First, one solves for an intermediate velocity variable δu∗
by ignoring the contribution of the pressure gradient, like in a fractional step method, according to
Mρn+1δu
∗ = a. (5.40)
Second, the momentum equations are rearranged, subtracting Eq. (5.40) from Eq. (5.38) and using



























where δz = un+1−u∗ = δu− δu∗. Equation (5.41) exposes explicitly the well-known saddle-point
structure of the momentum-pressure coupling [9], highlighting here that in general Qρn+1 is not
the transpose of Gρn+1/2 for variable-density flows. The operator Qρ is reduced to the divergence
operator C and equal to the transpose of the gradient operator G in the constant-density case.
Simultaneous solution of the velocity and pressure typically requires a Krylov-subspace method,
e.g. GMRES, of large size owing to the indefiniteness of the system and therefore it is not desir-
able. This type of methods is often accelerated with specially designed preconditioners. Here, the
true Schur complement method [38] is also impractical because the inverse of Mρn+1 is dense and
changes in time. Therefore, a good strategy is to form an approximate factorization [5] to express
the system in a form that is amenable to block iteration.
Multiplying the first row of Eq. (5.41) by Qρn+1R, where R = [ρ
n+1]−1[ρn+1/2], and subtracting
































Observe that this system would be approximately in Schur-complement form if the viscous
term had been integrated explicitly in time because Mρn+1 would be the identity matrix and the
lower off-diagonal block matrix would be approximately zero since R = I +O(∆t). If an explicit
time integration is used, the Schur complement matrix is well-approximated by a Laplacian operator
(recall that ∇2 ∼ ∇h ·∇h = CG). Also note that the process to arrive at Eq. (5.42) is equivalent, in
the constant-density case, to taking the discrete divergence of the momentum equation. Therefore,
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it is reasonable to expect that a solution based on Eq. (5.42) may work as well as the true Schur
complement for the pressure. Now, Eq. (5.42) is in general ill-posed when using a collocated grid
and this can be made clear by expanding the lower diagonal term, which results in











Now, we observe that Eq. (5.43) is still not in a satisfactory form because the operator ∇h · ∇h is
too wide in a collocated mesh arrangement and it has a null space of dimension larger than one
(beyond the hydrostatic kernel mode). This is quite evident in the constant-density case where
α = 0, but a problem that is still present in variable-density flow, α 6= 0, and can result in an
ill-posed system since the convective term in Eq. (5.43) does not really remove the difficulty. It is
at this point that the approximate projection method is introduced. The wide operator ∇h · ∇h
is replaced with the narrow ∇2h that does not suffer from an enlarged null space and we admit
a discretization error of the size of the spatial approximation order. Therefore, we introduce the
modified operator












−Qρn+1RGρn+1/2 = −(Qρn+1RGρn+1/2)∗ + Tρn+1 , (5.45)
where
Tρn+1 = [ρ
n+1]−1(∇2h −∇h · ∇h). (5.46)
This procedure is commonly taken to reduce the dimension of the null space, see [91]. Note that
the commutator in Eq. (5.46) is of the order of the spatial discretization accuracy, and introducing
the approximate projection does not alter the convergence of the overall method as it is confirmed
numerically [62].
To sum up, the discretized equations for the velocity update δz = un+1−u∗ and the pressure


































The quasi-Newton method iteratively solves
xl+1 = xl + δx, J δx = b−Axl, (5.48)














The iterative equations are given by
− 1
ρn+1







Mρn+1(δzl+1 − δzl) = −Gρn+1/2 p̂l+1. (5.51)
5.2.6 Boundary condition treatment










u(x, 0) = u0, x ∈ Ω, (5.53)
Bu = g, x ∈ ∂Ω, (5.54)
where the diffusivity ν is a constant, and B is the boundary operator. The initial and boundary data
are given by u0 and g, respectively. We discretize this linear convection-diffusion equation using
finite differencing operators that have Summation-By-Parts properties (SBP). We demonstrate how
the Simultaneous Approximation Terms (SAT) are assembled in a way such that the total kinetic
energy is monotonously decreasing given a homogeneous inflow boundary condition u0 = 0.
The spatial discretization matrices are defined as: (1) D = H−1Q approximates ddx , (2) D
2 =
H−1(−M + BS) approximates d2dx2 . H is a norm operator, B = diag[−1, 0, . . . , 0, 1], and S is
a biased stencil at the boundary that provides approximation to ddx . Furthermore, Q and M
are spatial discretization of first and second order derivatives for interior points. They have the
properties of Q+QT = B andM =MT ≥ 0. The detailed matrices for different orders of accuracy
of Q, H, M , B, and S can be found in [70]. In this work, we use the diagonal norm operators, that
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being said, H is a diagonal matrix and SAT terms only enter the first and last rows in non-periodic
direction. Using the SBP finite differencing, the semi-discretized equation are given by
du
dt
= −H−1Qu+ νH−1(−M +BS)u+ τ1H−1e1 ⊗ Lu+ τNH−1eN ⊗ Lu, (5.55)
where L represents the discrete counterpart of the continuous boundary operator B and τ1 and τ2
are penalty parameters. e1 and eN denote vector [1, 0, . . . , 0] and [0, . . . , 0, 1], respectively. The
last two terms in Eq. (5.55) are penalty terms, which are referred to as SAT terms.
One can understand the summation-by-parts property of the spatial matrices by applying
discrete energy method to the governing equation as
d ‖u‖2H
dt
+ νuTMu = −1
2
uT (Q+QT )u+ νuT (BS + (BS)T )u
+τ1u
T e1 ⊗ Lu+ τNuT eN ⊗ Lu, (5.56)
= uT e1 ⊗ (
1
2




where the norm ‖u‖2H = uTHu. Note thatM =MT ≥ 0. The monotonicity of the energy norm can
be achieved only if the boundary terms at the right hand side have appropriate signs. Constructing




u1 − νBSu1 and LuN = −νBSuN , (5.58)
and setting the penalty parameters τ1 = −1 and τN = 1, the right hand side of Eq. (5.57) is −12u2
and always non-positive. This approach can also be applied to the Navier-Stokes equations, where
suitable SAT terms must be carefully derived.
The SAT/SBP boundary condition treatment for the Navier-Stokes equation follows the method-
ologies of [76]. Nordström et al. [76] derives the boundary conditions for the constant-density in-
compressible flow. The derived boundary condition leads to a solenoidal flow everywhere in the
domain. This is not the case with the zero-Mach number variable-density flow problem. Nonethe-
less, in propagating flame problems, density remains constant away from the flame surface, although
inflow and outflow are at two distinct densities. Here, we demonstrate a straightforward modifica-
tion for variable-density problems.
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p∇ · u+ ‖u‖
2
2
∇ · (ρu) + ρuT · f
)
dV,(5.60)
where the kinetic energy norm is the sum of its normal and tangential components ‖u‖2 = u2n+u2t .






























































ρun 0 1 −1 0
0 ρun 0 0 −1
1 0 0 0 0
−1 0 0 0 0
































+ 1, q2 = [0,−λ2, 0, 0, 1]T , (5.64)



















+ 2, q5 = [−λ5, 0,−1, 1, 0]T . (5.67)
The maximally dissipative form of the boundary conditions are constructed to suppress the negative











+ p = g5. (5.68)
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Equation (5.68) is a viable boundary formulation that leads to energy-stability. Other forms
are also possible, for instance, zero-gradient at the outflow boundary, see [54]. These formulations
define the continuous boundary operators B for normal and tangential velocities, and pressure. The








eN ⊗ L, (5.69)
where




Lun = λ5(un − un,bc)−
1
Re



















Note that in principle the gradient of primitive variables at the boundaries are assumed to be
zero. un,bc, ut,bc, and pbc are boundary data vectors, whose sizes are same as field variables, but
only non-zero at boundary points. Here we have also included the pressure terms for generality.
However, in practice, one may employ Neumann-type boundary conditions for pressure. In that
case, pressure term does not appear in the SAT terms.
Because of the semi-implicit time integration, the SAT terms associated with diffusion and
pressure gradient terms are treated implicitly whereas advection SAT terms are explicit. SAT




e1 ⊗ λ2(ut − ut,bc,1) +
τN
ρ















e1 ⊗ λ5(un − un,bc,1) +
τN
ρ
















e1 ⊗ (p̃− pbc,1) +
τN
ρ
eN ⊗ (p̃ − pbc,N), (5.77)
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where p̃ denotes the numerical boundary value of pressure. The procedure to compute p̃ can be
found in [76]. In practice, the pressure data for an inflow/outflow problem is usually unknown. As
mentioned above, when homogeneous Neumann boundary conditions are imposed to the pressure
Poisson equations and SAT terms associated with pressure do not enter the momentum equations.
That is to say, one or both of terms in Eq. (5.77) are zero.
5.2.7 Solution procedure summary
Algorithm 1 summarizes the solution procedure in determining the state variables ρn+1, ψn+1, un+1,
and pn+1/2. The numerical scheme is implemented in a massively parallel 3D code. Linear equations
Eq. (5.40) and Eqs. (5.50)-(5.51) are solved using the Krylov subspace solver (KSP) available in
the numerical algebra library PETSc, see [6]. The elliptic equation Eq. (5.50) is preconditioned by
the geometric-algebraic multi-grid preconditioned (GAMG) for better convergence performance.
5.3 Computational domain and boundary type











. The schematics is shown in Fig. 5.4. The boundaries at y = ±Ly/2
are inlet/outlet. At the inflow boundary, Dirichlet boundary condition is imposed to specify the
mean velocity of the incoming reactants. The homogeneous Neumann boundary condition is en-
forced at the outflow boundary. The width of the domain is selected as the reference hydrodynamic
length scale Lx = L = 1. The transverse direction are periodic such that the periodicity of dis-
turbance on the flame front is strongly enforced and longest possible wavelength is restricted. The
choice of enforcing the disturbance periodically is made to match the stability analysis using the
normal mode approach.
Introducing a transverse shear flow u = Sy to the Darrieus-Landau problem, the base pressure









0 ψ < 0,
−(σ − 1)S2L ψ > 0.
(5.78)
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Algorithm 1: The coupled level-set/Navier-Stokes solution procedure
Result: Determine state variables ρn+1, ψn+1, un+1, and pn+1/2 based on data available
at time tn
initialization: ψn = ψ0 and un = u0
if tn < tend then
Level-set solver:
construct piecewise polynomials p(x) for ψn = 0
compute the flame curvature κ and the hydrodynamic strain Ks and extrapolate the
flow velocities at the flame front uψ=0 using p(x) and u
n from § 5.2.4
compute Vf at the flame interface using uψ=0, n, κ, and Ks from Eq. (5.6)
extend Vf to the inner band using the CPM
extend Vf to the outer band using the extension velocity method from Eq. (5.30)
update ψn+1 using Vf (ψ
n,u) from Eq. (5.25)
compute density ρn+1 using ψn+1 from Eq. (5.9)
Navier-Stokes solver:
compute partial update δu∗ using un and ρn+1 from Eq. (5.40)
set δzl = 0 and p̂l = 0
while δz > tol. and p̂ > tol. do
call the level-set solver to evaluate the r.h.s. of Eq. (5.50)
compute p̂l+1 using u
∗ = un + δu∗, ψn+1, ρn+1, and p̂l from Eq. (5.50)
compute δzl+1 using u
∗, ψn+1, ρn+1, and p̂l from Eq. (5.51)
end
update un+1 = u∗ + δz




To reconcile the different boundary types of the flame disturbance and the pressure solution, we


























The pressure transverse gradient is incorporated in the forcing term fx = S and the periodic





































Figure 5.4: The computational configuration. The premixed flame interface is assumed to propagate
along the negative y direction. The bottom is the inflow boundary from which the fresh unburned
mixture enters and the top is the outlet.
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CHAPTER 6
NONLINEAR EVOLUTION OF PREMIXED FLAMES
In this chapter, we present some numerical simulations of premixed flames using the coupled level-
set/Navier-Stokes equation solver described in § 5. The nonlinear development of a premixed
flame is examined when it is propagating in a uniform flow first and then in a shear flow with a
transverse mean velocity gradient. The study covers the stability bifurcation, the early- and late-
time development of unstable modes, and the changes in the flame topology. Numerical solutions
are discussed and compared to the linear prediction in § 3, the MS model in § 4, and DNS results
[36].
6.1 Nonlinear development in a uniform flow
6.1.1 Planar and corrugated flames
In this section, we consider the premixed flame of a realistic density ratio σ = 5 that is freely
propagating into a quiescent flow. Provided initially with a small disturbance on the flame front,
the premixed flame evolves and prefers one of two propagation modes at equilibrium. For a hy-
drodynamically stable flame, wrinkles on the flame front gradually diminish until it becomes a
planar flame. In steady state, the flame constantly propagates at the laminar flame speed SL.
On the other hand, for a hydrodynamically unstable flame, the Darrieus-Landau (DL) instability
prevents the flame front from being too flat. Thus, the amplitudes of disturbances could grow
exponentially for some short time until the nonlinear effects cause saturation. The premixed flame
eventually develops into a corrugated shape with a sharp edge pointing towards the burned side.
The DL-induced premixed flame steadily propagate at an increased speed U > SL, which is com-
mensurate with the increase in the flame surface. The critical point where the transition occurs
from the hydrodynamically stable state to unstable state depends on the Markstein number M ,
the wavelength of the disturbance λ, and the thermal expansion ratio σ. For a premixed flame of
σ = 5, this premixed flame is stable for M−1 < 22 subject to the disturbance of the wavelength
λ = 1 (or wave number k = 2π) and unstable for M−1 > 22, according to the linear analysis.
Numerical simulations are conducted in the two-dimensional domain of Lx = 1 and Ly =
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Figure 6.1: The steady-state premixed flame shapes with decreasing Markstein numbers for σ = 5.0.
The flame front is initially perturbed by x = A0 cos(2πy/λ) and A0 = 0.01.
4 described in § 5.3 and Fig. 5.4. The premixed flame is slightly perturbed initially, given by
y = A0 cos(2πx) − y0 with A0 = 0.01 and y0 = Ly/4. Computation is carried out for premixed
interface with various Markstein number where M ranges from 0.01 to 0.05. Figure 6.1 shows some
representative steady-state flame front with different M−1. The subcritical flame (M−1 < 22) takes
a planar shape. As M−1 gradually increases, the supercritical flames subject to the DL instability
become corrugated with a single-peak cusp-like structure.
Similar to those in the weak thermal expansion limit σ → 1, the steady-state flame solution of
σ = 5 takes the form of y = −Ut+ψ(x, t), where U and ψ represent the constant propagation speed
and the flame interface (the zeroth level set), respectively. Figure 6.2 demonstrates the steady-state
propagation speed at various Markstein numbers. In the numerical simulations, the bifurcation
between the hydrodynamically stable state and the unstable state takes place around M−1c ∼ 24.
The propagation speeds of stable flames M−1 < M−1c is the laminar flame speed U = SL = 1. In
the supercritical conditions M−1 > M−1c , the flame propagation accelerates and asymptotes to a
constant value of U = 1.18 as M−1 → ∞. The results presented here are similar to those reported
in the recent work [79], reproduced as red curves in Fig. 6.2. To further facilitate the comparison,
we also examined the early development at three different Markstein numbers M−1 = 28, 30, 32.
The growth rates of disturbance amplitudes are numerically measured, given by ω = ddt log(A/A0),
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(a) Flame propagation speed.














Figure 6.2: Comparison of the bifurcation diagram showing the dependence of the flame propagation
speed U on the reciprocal of the Markstein number M−1 for σ = 5. The black circle represents
the exact bifurcation point at M−1c = 22. The right figure displays the incremental speed from the
planar flame speed owing to the instability.
plotted in Fig. 6.3. The slopes of fitted straight lines for increasing M−1 are 1.1, 1.3 and 1.5
whereas Patyal and Matalon [79] reported 1.3, 1.5 and 1.8, which matches the prediction of the
inviscid linear stability dispersion relation. The main difference between the present work and the
previous work [79] is the treatment of viscous dissipation. The upwinding Gudnov scheme for the
advection used by Patyal and Matalon [79] allows simulations to be performed at a significantly
higher Reynolds number (Re = 106) and match the inviscid limit assumed by the linear analysis.
The physical viscous dissipation is essentially negligible but the numerical dissipation owing to
the upwinding scheme is invoked as it becomes necessary to damp non-physical oscillations. The
current work is based on the same level-set flame solver but employed a slightly different strategy to
solve the zero-Mach number flow as discussed in the previous chapter. The numerical method does
not rely on any numerical flux-limited scheme but resolves all scales of a viscous flow at Re = 104.
Despite the additional viscous effect and the consequential deviations from inviscid linear analysis,
the present numerical solver is able to obtain an accurate numerical solution and in general match
the theoretical predictions. In addition, the laminar flame speed measured in the current numerical
simulations is exactly unity whereas the previous work admits a 3 ∼ 5% error. It is believed that
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Figure 6.3: The early-time growth rates of disturbance amplitudes for different Markstein numbers.
the improvement of the laminar flame speed measurement is primarily benefitted from the improved
mass conservation properties and the more accurate pressure solution in the non-solenoidal flow
region. The numerical considerations regarding to the mass conservation and pressure solvability
are discussed in details in [62] and Appendix B.
Figure 6.4 shows one representative example of the steady-state flow solution of a freely prop-
agating corrugated flame, featuring the normal component of the velocity and the vorticity field.
Streamlines are parallel in the far-field but deflected owing to the continuities of mass flux and tan-
gential velocity component across the flame surface, resulting a non-zero vorticity field in the post-
flame region. The non-uniformity of the local flow near the crest are reflected in the convergence
of the streamlines, indicating the negative hydrodynamic straining. The interfacial quantities such
as the flame curvatre, the hydrodynamic strain, and the net flame stretch are plotted in Fig. 6.15.
As noted in [32], the hydrodynamic strain and the local flame curvature act synergistically. The
premixed flame experiences a negative hydrodynamic strain near the negatively curved flame front
(the cusp).
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(a) normal component of velocity and streamlines. (b) flame shape and vorticity.
Figure 6.4: Steadily propagating cusp-like flame in a uniform flow (σ = 5 and M−1 = 40)
6.1.2 Comparison with Direct Numerical Simulations
The recent work of Giannakopoulos et al. [36] studied the displacement and consumption speeds of
stretched premixed flames and provided a detailed comparison between the predictions of Direct
Numerical Simulation (DNS) and the hydrodynamic flame-sheet theoretical model. Thanks to pri-
vate communication with Dr. George K. Giannakopoulos, we obtained the dataset for a premixed
lean combustion situation of propane/air mixtures of equivalence ratio φ = 0.8 at unburned tem-
perature Tu = 298 K and pressure p = 1 atm. In this section, we perform the simulation of the
same configuration using the level-set/zero-Mach fluid solver described in § 5.
As described in [36], the adiabatic planar flame solution is obtained by the third-party package
[52], giving the unburned-to-burned density ratio σ = ρu/ρb = 7.1555 and the Markstein length
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L = 0.2563 mm. Besides the geometrical configuration, only two parameters are required in
the asymptotic model: the density ratio and the Markstein number. Other combustion-related
parameters can be found in [36]. In the DNS, the thermal flame thickness defined from lT =
(Tb − Tu)/max(dT/dx) is selected as the reference length. The numerical experiment is conducted
in a 2D computational domain of width 20lT and length 100lT . In the asymptotic model, we
consider the domain width as the hydrodynamic lengthscale L = 20lT , giving the Markstein number
M = L /L = 0.0326.
In the present work, the hydrodynamic flame-sheet is situated in a domain [−Lx/2, Lx/2] ×
[−Ly/2, Ly/2] with Lx = 1 and Ly = 5 and propagating along the negative y axis. Initially,
the flame front ψ(x, y, t = 0) = 0 is located at y0 = 1.0 and perturbed to a small-amplitude
y = A0 cos(2πx) − y0 with A0 = 0.01. The inflow boundary introduces a uniform mean flow
that is equal to the laminar flame speed SL = 1. If the flame were unperturbed, the flame front
would remain stationary at the original location because the normal propagation of the flame is
offset by the incoming flow velocity. For the flame studied here, the condition of σ = 7.1555 and
M = 0.0326 leads to a supercritical flame, resulting from the Darrieus-Landau instability. After
initial development, the flame evolves into a single-peak structure that resembles the analytic result
discussed in § 4.
In steady state, the flame propagation speeds measured by tracking the motion of the flame
front are U = 1.278SL from the DNS and U = 1.184SL from the hydrodynamic flame-sheet
model. These two solutions match fairly well with a 7% difference. The slower propagation in
the hydrodynamic flame-sheet simulation can be understood by comparing the flame structure
in Fig. 6.5a. The iso-contours show normal component of the velocity field near the flame front
obtained from two numerical approaches. Note that the mean inflow velocity is subtracted to
highlight the free propagation of the flame. The flame structure of the DNS has a sharper edge
pointing towards the burned gas side, indicating a stronger flame stretch at the flame front crest,
compared to the flame-sheet result.
The flame stretch rate K of the hydrodynamic flame-sheet and its constitutive components
(the hydrodynamic strain Ks and the flame front curvature κ) are shown in Fig. 6.6a. The results
are nearly identical to those reported in Fig. 12a of [36] (reproduced in Fig. 6.6b). The numerical
solution of the hydrodynamic flame-sheet shows the hydrodynamic strain and the flame curvature
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(a) One-step chemistry DNS.
(b) Hydrodynamic flame-sheet model.
Figure 6.5: Steady-state flame structure of a premixed lean (φ = 0.8) propane/air mixtures. Iso-
contours show the flow velocity component in the horizontal direction.
have the same distribution as the flame stretch rate. Both hydrodynamic strain and the curvature
are negative and act to compress the negatively stretched flame surface at the crest. At the troughs
where the flame stretch is positive, the hydyrodonamic strain and the curvature are both positive
and expand the flame surface.
In the fully resolved DNS, the flame zone where the temperature rises from Tu to Tb has a finite
width and the isotherms are not parallel to each other; individual isotherm across the flame has its
own profile. The flame stretch and its constitutive components must be defined w.r.t. a selected
isotherm across the flame zone. The DNS results of the flame stretch and the flame front curvature
at T̃ ≡ T/Tu = 2, 4, and 6.5 (reproduced in Fig. 6.6c) are qualitatively the same as that of the
hydrodynamic flame-sheet model. But the isotherms that are close to the burned gas are much
smoother than those on the unburned side. Both flame stretch rate and the curvature at T̃ = 6.5
are significantly lower than those at T̃ = 2. The main difference between the one-step chemistry
flame and the hydrodynamic flame-sheet model is observed when we compare the hydrodynamic
strain. The DNS result reveals that the flow is negatively strained ahead of the flame near the
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(a) Asymptotic model. (b) Asymptotic model (image from Gian-
nakopoulos et al. [36]).
(c) DNS (image from Giannakopoulos et al. [36]).
Figure 6.6: Comparison of flame stretch rate with Giannakopoulos et al. [36].
crest. When the selection of the isotherm approaches the burned side, the flow becomes positively
strained with an increasing strength. The hydrodynamic strain and the curvature have opposite
signs and act against each other in stretching or compressing the flame surface. Contrary to the
DNS, in the present simulation, the distribution of the hydrodynamic strain and curvature are
positively correlated.
The displacement of various isotherms within the flame zone are assessed in [35]. The work
shows that the asymptotic theory yields a different expression from Eq. (2.7) for the flame speed
due to the significant density variation, suggesting the use of a density-weighted displacement speed
given by
Ŝd = ρ/ρuSd, (6.1)
where ρ and Sd are the density and displacement speed of the selected iso-therm, respectively. The
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Figure 6.7: Density-weighted flame displacement speed evaluated with different Markstein numbers
across the flame.
density-weight flame displacement speed can be expressed in term of Ŝd = SL−LsKs −Lcκ. The
Markstein numbers associated with the hydrodynamic strain Ls and the curavture Lc are distinct
and depend on the underlying isotherm, see also [7]. For the premixed flame studied here, these two
Markstein numbers at various isotherms are provided in [36]. Figure 6.7 shows the displacement
speed of several isotherms based on the flame curvature and the hydrodynamic strain determined
from the flame-sheet model. In general, the isotherms of higher temperatures are relatively close
to each other; the same conclusion drawn in [36]. The flame displacement speeds of isotherms on
the unburned side are sensitive to its precise location, largely becuase of the sudden change in the
values of Ls on the unburned side.
6.1.3 Interaction with a turbulent incoming flow
Lastly, we perform a numerical simulation for the premixed flame with a time-dependent inflow
velocity. Instead of having the flame propagate freely, we employ a closed-loop control strategy to
anchor the mean flame position at a reference location by changing the inflow mean velocity. The
normal component of the mean flow is calculated from a PID (proportional-integral-derivative)
control system, given by






and e(t) = yf (t)− y0, (6.2)
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Figure 6.8: Comparison of flame displacement speed (blue) and the propagation speed (orange)
determined by the PID control system.
where the instantaneous mean flame position is termed by yf (t) and the reference position is y0. The
PID coefficients Kp (proportional), Ki (integral), and Kd (derivative) are appropriately tuned such
that the equilibrium can be reached effectively. The integration and differentiation follow the simple
trapezoidal rule and the backward finite difference approach, respectively. This practice maximizes
the efficiency of the computational domain and minimizes the boundary condition effects on the
flame dynamics. When a steady state is achieved, the flame is stationary at the target location and
the inflow mean flow velocity equals the propagation speed of the flame. Figure 6.8 displays the
time history of inflow mean velocity returned by the PID controller along with the instanteneous
displacement speed of a freely propagating flame. The two flame speeds are eventually equal
(Uin = U = 1.84). Therefore, in practice, one can use either approach to determine the flame
propagation speed. In the following studies, we prefer the PID-controlled approach such that the
transverse shear can be imposed around the mean flame position statically.
Numerical simulation of the lean premixed propane/air flame described in the previous section
is further extended to include a continuous pseudo-turbulent excitation. A homogeneous isotropic
turbulent signal with the turbulence intensity of u′/SL = 0.25 and the integral length of L/L = 0.25
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(a) t=1.233 (b) t=1.938 (c) t=3.144 (d) t=4.233 (e) t=6.315
Figure 6.9: Numerical simulation results of a lean propane/air premixed flame responding to con-
tinuous turbulent excitations. Iso-contours represents the vorticity field and the black curve is the
premixed flame interface modelled by the zero level-set.
is superimposed on the inflow and convected into the computational domain. The vorticity field
and the premixed flame interface at various times are displayed in Fig. 6.9. The premixed flame
exhibits a restoring character where the DL-induce flame structure is mostly maintained given the
relatively weak turbulent excitation. The interaction between the turbulence and the DL-induced
flame has been studied in [21, 19, 32, 78]. The present results are qualitatively consistent with
the findings of the previous work. Instead of pursuing the detailed analysis, the goal here is to
demonstrate that the numerical code and the hydrodynamic flame model are capable of giving a
dynamical description for turbulent premixed flames.
71
6.2 Nonlinear development in a shear flow
6.2.1 Comparison with the modified Michelson-Sivashinsky model
The nonlinear development in shear flows is studied first by taking a small density ratio of σ = 1.1.
In this situation, the numerical simulation results are comparable to the asymptotic solution of the
modified Michelson-Sivashinsky (MS) model, where the perturbation parameter ǫ = σ − 1 = 0.1.
Numerical experiment is conducted for the premixed flame interface of L /L = 0.01 subject
to three different shear rates S = 0, 1, and 2. The premixed flame is initially weakly perturbed
according to y = A cos(2πx/L) with a small amplitude A = 0.01. In the numerical simulation,
the inflow mean velocity is dynamically adjusted using an appropriately tuned PID controller,
according to Eq. (6.2). Thus, the shear is imposed transversely around the mean flame position.
Figure 6.10 depicts the steady-state flame profiles ψ obtained by solving the level-set/Navier-
Stokes equations (dotted curves) and ϕ by integrating the modified MS equation Eq. (4.26) (solid
curves). These two flame solutions obtained from different strategies match fairly well. A slight
deviation is observed around the crest of the premixed flame, especially when the shear parameter
becomes large. The reason is that the dissipative effect and the thermal gas-expansion tend to
smoothen the sharp edge. Note that the modified MS equation is strictly valid in the inviscid limit
Re → ∞ and vanishing density jump σ− 1 → 0. On the other hand, the coupled level-set/Navier-
Stokes code solves the premixed flame of σ = 1.1 in the viscous flow of Re = 104.
6.2.2 Premixed flames in the fully nonlinear regime
In this section, we discuss how a premixed flame of a realistic density ratio responds to a transverse
shear. The linear analysis of § 3 has shown that in the zero strain case (the Markstein’s flame speed
model), the transverse shear plays a role in stabilizing the premixed flame interface. Provided with
a sufficiently large rate, the shear can completely suppress the Darrieus-Landau instability and
results in a stable flame that is unstable if the shear is absent. The present numerical investigation
concerns about this effect and reveals the dynamical behaviors of the flame at low-to-moderate shear
rates. It is known that at even larger shear rate, the effect of shear can change from stabilizing to
destabilizing and trigger the instability. This topic is not covered in the present work due to the
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Figure 6.10: Comparison between numerical solutions of the modified MS equation and the level-
set/Navier-Stokes equations (M−1 = 100 and σ = 1.1). The dotted curves are the numerical
solutions of the zero level-set. The solid curves represent the flame displacements provided by the
MS equation.
need for extremely small time steps, see the discussion in the next section § 6.2.3.
The studies here focus on the premixed flame of σ = 5 and M = L /L = 0.05. Introducing
a single-mode disturbance at the wavelength λ = L = 1 (or the wavenumber k = 2π), the linear
stability dispersion relation provides the growth rate of the perturbation. Figure 6.11a shows the
stability diagram of the premixed flame subject to various shear rates, ranging from S = 0 to
S = 25, where the vertical line is k = 2π.
The numerical simulations are carried out under the same condition of the linear stability
analysis. The instantaneous amplitude growth A/A0 of the flame displacement is plotted over the
time axis. The early-time development shown in Fig. 6.11b indicates the exponential growth rate
which agrees with the normal mode ansatz. One can observe that the shear slows down the growth
of unstable modes. The numerical growth rate (the slope in Fig. 6.11b) in the case of S = 20 is
about half of that in the case of S = 10. In the case of S = 25 and k = 2π, the interface is almost
neutrally stable. Numerical measurements are in general consistent with the linear prediction and
confirms the stabilizing effect of the shear.
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(b) Early development of a perturbation of wave length λ = 1.
Figure 6.11: Linear stability diagram and numerical measurement of initial growth rate for a
premixed flame of σ = 5 with different shear parameters.
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(a) S = 0















(b) S = 5













(c) S = 25
Figure 6.12: Early development of a perturbed flame shape of wave length λ = 1, unburned-to-
burned density ratio σ = 5, and Markstein length L = 0.05. Curves of different colors reprensent
the instantaneous flame profile at different time.
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(a) normal component of velocity and streamlines. (b) flame shape and vorticity.
Figure 6.13: Steadily propagating cusp-like flame in a transverse shear flow (σ = 5, M−1 = 40,
and S = 5).
The flame profiles are plotted in Fig. 6.12 for the case of S = 0, S = 5, and S = 25. Absent
from the shear, the amplitudes progressively grow and the crest and trough remain at the same
locations. With a shear of S = 5, the perturbation growth rate is approximately same but also
exhibits a traveling wave character. When the shear is relatively large S = 25, the premixed
flame surface becomes neutrally stable with a constant amplitude but shifts along the negative
horizontal axis. This observation is consistent with the sign of phase speeds determined from the
linear dispersion relation, c.f. Fig. 3.2b.
Beyond the initial stage of exponential growth, the nonlinear hydrodynamical effects eventually
saturate the instability, the premixed flame steadily propagates without further change in the shape.
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Due to shear, the flame stretch may be enhanced in some region and consequently accelerate the
flame propagation and also modifies the surrounding flow. We now discuss the late-time solution
of a hydrodynamically unstable flame in a shear flow.
Here, the hydrodynamic flame speed model takes both curvature and hydrodynamic strain into
consideration and uses the Markstein number M = 0.025. The transverse shear and the thermal
gas expansion are S = 5 and σ = 5, respectively. For the convenience of imposing the transverse
shear that is centered at the mean flame position, the inflow mean speed is PID-adjusted such
that the flame is anchored at x = 0. The simulation configuration is the same as that used in
§ 6.1.1, except the inclusion of shear. The late-time solutions of the flame and the flow are shown
in Fig. 6.13 when the steady state is reached. Similar to Fig. 6.4 where S = 0, the premixed flame
shape is also cusp-like. Nevertheless, the flame topology is no longer symmetric as it is in a uniform
flow. The premixed flame front is left-skewed where the right side (w.r.t to the crest) has a greater
slope than the left side. The flame shape also resembles to those determined from the modified MS
model where σ → 1. The effect of thermal gas-expansion makes a difference mostly in the cusp
region and smoothens the sharpe edge, compared to those flames in the weak thermal expansion
limit.
Some representative streamlines are also delineated to reflect the change in the flow pattern
near the flame front. In the uniform flow, the flow pattern is perfectly symmetric. The streamlines
are converging to the cusp region of the unburned side and become parallel to each other after they
cross the flame surface. Due to shear, these streamlines on the unburned side are leaning leftward,
especially as it moves away from the flame surface. They immediately turn to the right side across
the flame-sheet, seemingly following the imposed shear flow direction. The vorticity field produced
in the post-flame region is also tilted along the direction of the imposed shear flow. Note that
tangential velocity is positive on the burned side for the present positive shear parameter S = 5.
The negative vorticity region spreads wider than the positive counterpart, owing to the leftward
translation.
The flame propagation speeds U are plotted in Fig. 6.14 for both cases of S = 0 and S = 5.
By tracking the average displacement of the flame front U =
dyf
dt , the freely propagating flame into
the uniform flow gradually accelerates from the laminar flame speed SL = 1.0 to U = 1.5 as the
corrugated flame shape is formed. The propagation speed of the flame in shear flow of the steady
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Figure 6.14: Propagation speed of a premixed flame sheared by a transverse flow.













κ, S = 0
Ks, S = 0
κ, S = 5
Ks, S = 5
Figure 6.15: The flame stretch and the hydrodynamic strain of a premixed flame with the influence
of a transverse shear. Colors represent different shear parameters. Dashed and dotted lines are for
the curvature and the hydrodynamic strain, respectively.
state is approximately 20% faster. Note that the speed here is the inflow mean speed uin returned
from the PID controller. Thus, in the initial transient stage, the blue curve does not immediately
reflect the instantaneous propagation speed. It is the steady state value that matters.
In the hydrodynamic flame-sheet model, the flame displacement speed is linearly dependent of
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the flame stretch rate, which consists of the local flame curvature and the hydrodynamic strain of
the adjacent flow field. Figure 6.15 shows these two constitutive components of the flame stretch.
Compared to the zero-shear case, both curvature and strain are amplified by about 20% at the
crest due to shear. This change is commensurate with the acceleration in the propagation speed.
The skewness observed in Fig. 6.13 corresponds to the change in the curvature distribution along
the flame front. The curvature at the left hand side of the cusp are lowered due to shear, although
it still remains the same sign. The change is more evident at the right hand side, where the flame
becomes positively curved at a small region just next to the cusp.
6.2.3 Remarks on premixed flames subjected to very high shear
The linear stability analysis of § 3 shows that the role of transverse shear can transition from
stabilizing to destabilizing effect to a premixed flame interface with a realistic density jump, as
the shear rate increases sufficiently. Numerical experiments of this chapter do not explore the
second region of instability. The reason is that numerical simulations must be carried out under
the Courant condition so that all motions are fully resolved in time. When a very high shear flow
is present, the motion of tangential flow is significantly faster than the flame propagation. There
exists a separation in time scales between the flow in the flame normal direction and the flow in the
transverse direction. The dimensionality of the shear rate is matter-of-factly a frequency. Take the
stability diagram Fig. 3.2 for example and consider a premixed flame with density ratio of σ = 7.
The second region of instability is observable when the reduced shear parameter s = S/σ > 5 (that
is S > 35). The mathematical formulation and the computational framework have consistently
used the laminar flame speed as the reference speed, that is, SL = 1. To solve the transverse
shear flow given by u = Sy with S = 35 in a domain of Lx = 1 and Ly = 4, the maximum or
minimum tangential speed is approximately v = ±70, compared to the maximum normal speed
u = 7 on the burned side. The computational cost of the numerical integration increases tenfold
because the time-step size must resolve the ten-time faster motion of shear flow. Similarly, the
previous DNS of premixed flames in turbulent shear flows using one-step chemistry [104] can only
run simulations for very short time. This thesis is interested in the premixed flames at equilibrium.
Thus, a short-time simulation may not produce meaningful results.
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The typical strategy to overcome this computational burden is to decompose the primitive
variables to eliminate time-averaged mean fields from the governing equations. This usually involves




The thesis examined a new problem configuration, which idealizes the interaction between the
shear-driven turbulence and premixed flames in many practical premixed combustion systems. We
extend the classical Darrieus-Landau stability problem based on the hydrodynamic flame theory.
The research examined the hydrodynamical behavior of a premixed flame sheet responding to
an inhomogeneous fluid flow with a mean velocity gradient in the flame transverse direction. A
systematic study is carried out in three steps with progressively more complexities.
The first part of the work analyzed the linearized system. The perturbative study using the
normal mode analysis determined the leading order solutions for the flow and the premixed flame
interface as well as the dispersion relation. The linear stability dispersion relation relates to the
wavelength of a small-amplitude disturbance and its temporal growth rate. Several distinguished
limits were then studied to identify the effect of each independent parameter, including the Mark-
stein length, the thermal expansion parameter, and shear. The effect of the Markstein length is
always stabilizing, which is also known from many previous work. In the weak thermal expan-
sion limit, shear does not affect the growth rate of disturbances; there is no stabilization effect.
Nevertheless, as shear couples with thermal expansion, it is found that the it can suppress the
Darrieus-Landau instability, even resulting in unconditional stability to any mode of perturba-
tions. However, if shear is sufficiently strong, there exists a second region of instability. Despite its
similarity with the Kelvin-Helmholtz (KH) instability, when the tangential flow is dominant over
the normal flow, the interface exhibits different behaviors than the KH type.
The second part of the work studied a weakly nonlinear system. The mathematical treatment
considers a premixed flame with vanishing thermal expansion subject to a shear flow. Following the
work of Sivashinsky [94], we derived the modified MS model where the effect of the transverse shear
is included. The shearing of the transverse flow brings two additional terms into the MS model.
Numerical experiments based on the modified MS model found all disturbances initially introduced
to the flame front will eventually merge. The premixed flame always forms a single-peak cusp-like
shape, similar to the no-shear situation. Due to shear, the cusp flame of the steady-state becomes
skewed with an enlarged flame area, propagating at an increased speed. A hydrodynamically
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unstable flame will simultaneously translate as a whole in the transverse direction at a shear-
dependent speed.
The third part of this work first developed a computational framework for the fully nonlinear
stabilities of a premixed flame-sheet. The zero-Mach number Navier-Stokes solver is coupled with a
narrow-banded level-set based flame-sheet model. The numerical code can efficiently and accurately
simulate the premixed flame evolutions at various conditions. The convergence, stability, and other
numerical properties have been extensively assessed and summarized in [62].
The third part of this work then performed an exploratory survey of premixed flames in the
fully nonlinear regime using the coupled Navier-Stokes/level-set solver. Consistent with the linear
analysis, shear can stabilize the premixed flame interface. The growth rates of disturbances on
the flame front are measured numerically at various conditions and show good agreement with
the analytic prediction. The shear-dependent translation and propagation are also observed in the
numerical simulations. The numerical code also provided a quantitative description of the change
of the flame topology due to shear.
Findings from each part of this work are self-coherent. This provides a complete description
for the hydrodynamical behaviors of a premixed flame subject to shear. In the present work,
the focus is the response of the hydrodynamic stability to mean shear. This was evaluated in
a two-dimensional setting in the laminar flow regime. Nevertheless, it is possible and beneficial
to extend the work to the third dimension and include other physical mechanisms, for example,
temperature-dependent transport coefficients, gravity, and realistic turbulence.
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APPENDIX A
NUMERICAL INTEGRATION OF THE MODIFIED MS EQUATION
Consider a periodic domain y ∈ [0, L] that is discretized by a uniform mesh of N grid points,
yj =
n








where ϕ̂j = ϕ̂(kj , τ) denotes j
th Fourier mode to be determined. The wavenumber kj =
2π
L j and
−N2 + 1 ≤ j ≤ N2 .

















+ NLT1 +NLT2 = 0. (A.2)
Non-linear terms (NLT) produce shorter waves than those representable by the mesh. The pseudo-
spectral method computes non-linear terms in physical space and then transforms the result back















Applying the orthogonality relation of Fourier basis functions on Eq. (A.2), which is reduced to
∂ϕ̂j
∂τ
= −αk2j ϕ̂j +
1
2








− S(̂ϕϕy)j . (A.4)


















































where superscript m denotes the time step.
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APPENDIX B
ON MASS CONSERVATION AND SOLVABILITY OF THE DISCRETIZED
VARIABLE-DENSITY ZERO-MACH NAVIER-STOKES EQUATIONS
B.1 Governing and derived equations
Variable-density flows in the zero-Mach limit are governed by the conservation laws of mass, mo-
mentum, and energy. Here we consider the governing equations in non-conservation form in the
domain Ω, given non-dimensionally by
∂ρ
∂t





+ u · ∇u
)










∇2φj +̟j , . (B.3)
where the boundary and initial conditions are given in the generic form
(u, φj) = h0, x ∈ Ω, t = 0, (B.4)
BD(u, φj) = gD, x∈ ∂ΩD, t ≥ 0, (B.5)
BN (u, p, φj) = gN , x∈ ∂ΩN , t ≥ 0. (B.6)
Density, velocity, pressure, and scalars are denoted by ρ, u, p, φj , respectively, where j = 0, ...,m.
A body force f(x, t) and scalar source term ̟j(x, t, φl) are included for generality. It is assumed
that φ0 denotes temperature and that p includes the isotropic viscous dilatation term (valid in
the constant viscosity simplification). The viscous stress tensor τ = 1Re
(
∇u+∇uT − 23∇ · u
)
is
assumed to be equivalent to ∇ · τ = 1Re∇
2u; constant viscosity and corresponding reinterpreta-
tion of the pressure. The Reynolds and Peclet numbers, Re and Pej, are assumed constant, but
temperature-dependent transport coefficients can also be considered by employing the appropriate
expressions if needed. It is equally possible to use the conservation form of the equations, although
This section was published in Journal of Computational Physics, Volume 404, Xiaoyi Lu and Carlos Pantano,
On mass conservation and solvability of the discretized variable-density zero-Mach Navier-Stokes equations, Pages
109132, Copyright Elsevier 2019.
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some authors prefer the non-conservation form for variable density flows [87]. The numerical so-
lution procedure of these equations discussed in this paper apply to both formulations (which are
equivalent in the continuous form). The mathematical statement of the problem also requires suit-
able conditions at the boundary ∂Ω, which is decomposed into Dirichlet and Neumann parts ∂ΩD
and ∂ΩN , respectively. The Dirichlet-type and Neumann-type conditions are expressed in terms of
boundary operators BD and BN , respectively, along with the corresponding boundary data vectors
gD and gN . h0 denotes the initial fields for all variables inside the domain Ω.
For ideal gases in the zero-Mach number limit, density and temperature have a one-to-one
mapping relation referred to as a state relationship (SR), which ignoring changes in mean molecular





with the corresponding thermal expansion coefficient α (here considered constant). We have pur-
posely ignored many subtle details of the governing equations such as temperature-dependent trans-
port coefficients and variation of mean molecular weight with composition to avoid distraction from
the fundamental difficulties of solving these equations. It is fully acknowledged that these details
need to be included for accurate predictions, which will require straight-forward modifications to
the subsequent discussion.
Now, the density can be obtained by either solving Eq. (B.1) or by using φ0 in Eq. (B.7). Both
approaches are equivalent only if an additional condition is satisfied. To extract this condition, we


















∇2φj − ρu · ∇φj +̟j















which introduces the operators D(φj) and N (u) for convenience, and we have omitted denoting
that N depends on ρu for simplicity. These governing equations form a system of DAEs when
Eq. (B.7) is included. The compatibility condition between temperature and velocity is obtained
by lowering the differentiation index of the DAE system (a measure for the distance between
DAEs to ODEs, see [14]). This is accomplished by successively taking time derivative of SR and
substituting the governing equations of the primitive fields as needed. This process will lead to the
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then substitute the partial derivatives of ρ and φ0 with respect to time from Eq. (B.1) and Eq. (??),




∇ · (ρu) + α[̟0 −D(φ0)] = 0. (B.10)
Note that the counterpart of the mass constraint, Eq. (B.10), in constant-density flows is the
divergence-free condition, which can be obtained by setting α = 0 above. In general, the expres-
sion of the mass constraint depends on the underlying SR. Without loss of generality, the numerical
methods presented in the paper use Eq. (B.7) as an example. For other forms of SRs, the depen-
dence of the density on temperature ∂ρ∂φ0 in Eq. (B.9) may be different, resulting in different terms
that relate the dilatation of the flow and the convection and dissipation of the temperature field.
As it is well known, the pressure is responsible of enforcing mass conservation. The consis-
tent pressure equation for variable-density flow is derived by further time-differentiating the mass
constraint, Eq. (B.10), and substituting governing equations for the partial derivatives of u and φ0


























where the second term in the right-hand side employs the functional derivative of ̟0 with respect to
φ0 and the temporal derivative in the last term is assumed to contain contributions of the partial
time derivatives of φj for j = 1, ...,m. Once again, the PPE for constant-density flows can be
retrieved by simply setting α = 0 above. Note also that we have not implied or used the chain rule
of differentiation in spatial derivatives at any stage in order for these expressions to remain valid
when the equations are semi-discretized. It is evident that explicitly calculating the right-hand side
of Eq. (B.11) can be computationally intensive and cumbersome. This paper presents a numerical
method for Eq. (B.8) and Eq. (B.10) which is obviously an index-1 DAE system.
Now, it is well known that the mass constraint, Eq. (B.10), is required to be held true initially,
t = 0, in order to prevent the appearance of spurious temporal transients, see [88] and [101], that if
not handled correctly may destroy the convergence of the solution under time and space refinement.
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Furthermore, directly using the variable-coefficient Laplacian operator in Eq. (B.11) to compute
the pressure introduces high computational cost in large-scale simulations, see [40]. Therefore, for
computational efficiency reasons, one would like to avoid solving Eq. (B.11) directly and instead
apply an appropriate temporal numerical approximation that enforces Eq. (B.10). One typical
numerical discretization that avoids high computational cost is discussed next. The choice below
is dictated by its popularity in CFD solvers, but modifications to other time integrators of similar
structure can also be carried out without difficulties. The large literature on DAE discusses other
choices and convergence results for more general problems, see [14, 88]. Here, we focus on specific
difficulties of the variable-density (non-dilatation-free) Navier-Stokes problem.
B.2 A numerical method
The numerics of constant-density Navier-Stokes equations are well understood [46, 25, 100, 38] but
their corresponding variable-density details are more subtle [59, 60]. Here, as a generic approach,
we consider the popular semi-implicit second-order Adams-Bashforth/Crank-Nicolson (AB/CN)
time marching method. Nevertheless, other time integration strategies are also possible with the
corresponding modifications in the formulae below. At the same time, we will consider spatial
central differentiation approximations of 2nd, 4th, and 6th order as well as a pseudo-spectral method
for periodic problems. The focus is on the collocated discretization, implying an approximate
projection method, because it can result in efficient solvers for large problems when correctly
formulated. We will focus on some subtle difficulties that one encounters when solving the system
of Eq. (B.8) and Eq. (B.10) numerically.
B.2.1 Semi-discretization
The governing differential equations are discretized in space using a pseudo-spectral approximation
for periodic problems or by finite differences for non-periodic problems. In the latter case, the
boundary conditions are enforced with a penalty-based approach known as the Summation-By-
Parts/Simultaneous-Approximation-Terms (SBP/SAT) method, see [30, 98] for the overview of
this family of methods. The SBP/SAT method imposes boundary conditions in a weak sense by
introducing penalty terms into the governing equations and using finite-differencing operators that
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preserve SBP properties [95, 70] to ensure numerical stability of the boundary treatment.
The discrete gradient, ∇h, and Laplacian, ∇2h, operators in two dimensions are defined by
∇h = Dx ⊗ Iy + Ix ⊗Dy, ∇2h = D2x ⊗ Iy + Ix ⊗D2y, I = Ix ⊗ Iy, (B.12)
respectively, where ⊗ denotes the Kronecker product. Similarly, this can be extended to three
dimensions. The subscript h denotes the characteristic grid spacing which may be different in
each direction. Ix ∈ RNx×Nx , Iy ∈ RNy×Ny and I ∈ RNxNy×NxNy denote the identity matrices,
where Nx and Ny are the collocation grid points along x and y direction, respectively. D and
D2 denote first- and second-order differentiation matrices, respectively, where subscripts x and
y denote the corresponding coordinate directions. The matrix D2 denotes the proper second-
order derivative approximation and it should not be confused by the matrix product DD. The
detailed differentiation matrices D and D2 can be found in [70] for the finite-difference methods
of different orders of accuracy. Note that the finite-differencing matrices have been extended to
include SBP boundary stencils. Next, it is understood that ρ, u and φj denote the discrete grid
functions corresponding to their continuous fields in the equations above. This cannot lead to
confusion because the grid function and the continuous fields cannot appear in the same equations.




















where the density in the denominator denotes the value of the density at the grid location where
each operator (on the right-hand side) returns its value, i.e., the finite-difference convention (one
could also interpret it in terms of a diagonal matrix with the inverse of the density injected in
the diagonal). The scalar operators for different j are not identical owing to the possibly different
Peclet numbers of each species. However, we have omitted the subscript j as long as it does not
cause confusions.





[∇h · (ρu) + ρu · ∇h−∇h · (ρu) ] , (B.14)
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where the symbol  stands as a placeholder for a given field, and the above form is preferred
for better stability properties as compared to the direct discretization of the continuous operator;
see [99] for the constant-density and [74] for the conservative form of the governing equations for
variable density. Here, we use the non-conservative form of the skew-symmetric operator. The
difference between the conservative skew-symmetric operator and the non-conservative above is
















Kρφj −Nρ(u, φj) + 1ρ̟j + Sρ(φj)









∇h · (ρu) + α [ρ (Kρφ0 −Nρ(u, φ0) + Sρ(φ0)) +̟0] = 0. (B.16)
The boundary information is incorporated in the SAT penalty terms which are given by
Sρ(φj) = S
a
ρ (φj) + S
d







Note that finite-difference operators have been extended with a set of boundary stencils, see [70].
Therefore, for each term that involves spatial discretization, there is a corresponding SAT term
[76]. Those introduced by advection, diffusion, and pressure gradient, are denoted with superscript
a, d, and g, respectively. The definitions of these SAT terms, their derivation for Navier-Stokes
equations, and other related aspects are explained in [62]. As for periodic problems, without
boundary stencils, SAT terms simply vanish.
Now, we adopt the usual splitting of the equations where advection is treated explicitly using
an Adams-Bashforth (AB) method while diffusion is treated implicitly using a Crank-Nicolson (CN)
method. Pressure is assumed to be defined at the intermediate (staggered) time n + 1/2. This
time-discretization is second-order accurate and in principle has better stability performance than
a purely explicit method of the same order; see [51] for the stability and order-of-accuracy analysis.
Equation B.15 discretized by the semi-implicit AB/CN with constant time step ∆t, generalization
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although the arithmetic mean is also possible. The equations are advanced in time subject to a




< constant ∼ 1, (B.21)
independent of viscosity (owing to the semi-implicit treatment of diffusive terms). In order to
focus on the main issue here, which is how to solve Eqs. (B.18)-(B.19), SAT penalty terms (for
the non-periodic problems) are omitted in the following discussion, although they are incorporated
in the examples later. We emphasize that the problem we address here is that although one can
construct discrete equations by many different approaches, this does not mean that the equations
have a solution. This is the focus of the paper.
Inspection of the equations shows that one can solve for scalars at the next time level first,
before the velocity is updated; one of the desirable features of the AB/CN splitting. Algebraic




























where δφj = φ
n+1
j − φnj and





0 ] K̃ρ = Kρn j = 0, (B.23)






j > 0. (B.24)
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Note that we have used the relation 1
ρn+1
− 1ρn = −αδφ0 to define Ĩ0 and denote by [ψ] the diagonal
matrix constructed from the vector ψ (being arbitrary). The equation for the temperature is
nonlinear in general because it involves Kρn+1 and requires iteration. In all our examples, we
simply use a Picard iteration to solve for δφ0 and update the density at the next time level, ρ
n+1,
using φn+10 = φ
n
0 + δφ0 and Eq. (B.7). After convergence of this iteration, the remaining scalar
equations are linear and can be solved at once. Note that a Strang splitting technique is better
suited when the source term is stiff [96, 108, 75]; something not considered here.










, Qρn+1 = [ρ
n+1]−1∇h·(ρn+1)−α[ρn+1]Nρn+1(, φn+10 ),
(B.25)
allowing Eq. (B.19) to be written as















with the mass-conservation constraint, Eq. (B.16), enforced at the end of the step, by
Qρn+1δu = −C(ρn+1un, φn+10 ). (B.27)
There are numerous strategies to solve the velocity-pressure coupled system, Eqs. (B.26)-
(B.27), and we discuss the pressure projection approach next. Other formulations have been dis-
cussed by [5, 43] but the problem we address below is generic and it will apply to other formulations
as well.
B.2.2 Pressure projection
In this section we focus on a strategy that can be implemented efficiently to solve large-scale
variable-density flow problems and avoid discussion of other methods that require the assembly or
inversion of large matrices. An overview of pressure projection methods for constant-density incom-
pressible Navier-Stokes equations can be found in [43]. The non-incremental projection method in
[43] that we favor consists of two steps, which has been extended for variable-density flows. First,
one solves for an intermediate velocity variable δu∗ by ignoring the contribution of the pressure
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gradient, like in a fractional step method, according to
Aρn+1δu
∗ = a. (B.28)
Second, the momentum equations are rearranged, subtracting Eq. (B.28) from Eq. (B.26) and using



























where δz = un+1 − u∗ = δu − δu∗. Equation B.29 exposes explicitly the well-known saddle-
point structure of the momentum-pressure coupling, highlighting here that in general Qρn+1 is not
the transpose of Gρn+1/2 for variable-density flows. The corresponding system of equations for












































where we have eliminated the subscript ρ since the density is constant. As previously mentioned,
operators Qρ and Cρ are both reduced to the divergence operator C and equal to the transpose of
the gradient operator G in the constant-density case.
The systems of equations like Eq. (B.29) and Eq. (B.30) are saddle-point problems [9]. Si-
multaneous solution of the velocity and pressure typically requires a Krylov-space method, e.g.
GMRES, of large size owing to the indefiniteness of the system and therefore it is not desirable.
This type of methods is often accelerated with specially designed preconditioners. Here, the true
Schur complement method [38] is also impractical because the inverse of Aρn+1 is dense and changes
in time as shown in Eq. (B.30). Therefore, a good strategy is to form an approximate factorization
[5] to express the system in a form that is amenable to block iteration. It is postponed to § B.2.3
the subtle solvability issue of the linear systems, which depends on the boundary conditions.
Multiplying the first row of Eq. (B.29) byQρn+1R, whereR = [ρ
n+1]−1[ρn+1/2], and subtracting

































Observe that this system would be approximately in Schur-complement form if the viscous term
had been integrated explicitly in time because Aρn+1 would be the identity matrix and the lower
off-diagonal block matrix would be approximately zero since R = I +O(∆t). The first equality of
Eq. (B.30) shows the Schur complement form for the incompressible problem. If an explicit time
integration is used, the Schur complement matrix is well-approximated by a Laplacian operator
(recall that ∇2h ∼ ∇h ·∇h = CG). Also note that the process to arrive at Eq. (B.31) is equivalent, in
the constant-density case, to taking the discrete divergence of the momentum equation. Therefore,
it is reasonable to expect that a solution based on Eq. (B.31) may work as well as the true Schur
complement for the pressure. Now, Eq. (B.31) is in general ill-posed when using a collocated grid
and this can be made clear by expanding the lower diagonal term, which results in





Observe that Eq. (B.32) is still not in a satisfactory form because the operator ∇h · ∇h is too wide
in a collocated mesh arrangement and it has a null space of dimension larger than one (beyond
the hydrostatic kernel mode). This is quite evident in the constant-density case where α = 0,
but a problem that is still present in variable-density flow, α 6= 0, and can result in an ill-posed
system since the additional term Nρn+1 in Eq. (B.32) does not really remove the difficulty. One can
circumvent the solvability issue by resorting to the staggered method, at a cost. It is often not a
trivial task to couple the staggered flow solver with other computational components and extend to
3D coordinates. Although some previous researchers have achieved this [24], the staggered method
still constantly requires interpolations while constructing nearly every nonlinear term. It is conceiv-
able that a collocated method is computationally more efficient. As for the collocated method, the
solution of the system Eq. (B.31) is obtainable only if one applies a residual minimization method
and accepts the least-square solution.
It is at this point that the approximate projection method is introduced. The wide operator
∇h · ∇h is replaced with the narrow ∇2h that does not suffer from an enlarged null space and we
admit a discretization error of the size of the spatial approximation order. Therefore, we introduce
the modified operator







−Qρn+1RGρn+1/2 = −(Qρn+1RGρn+1/2)∗ + Tρn+1 , (B.34)
where
Tρn+1 = [ρ
n+1]−1(∇2h −∇h · ∇h). (B.35)
This procedure is commonly taken to reduce the dimension of the null space, see [91]. Note that
the commutator in Eq. (B.35) is of the order of the spatial discretization accuracy, and introducing
the approximate projection does not alter the convergence of the overall method as it is confirmed
in § B.3.1.
Note that if we allow commutation of the spatial operators in Nρn+1 or use a purely convective
discretization, i.e., Nρn+1 = u · ∇h, then the last three terms in Eq. (B.32) can be combined into
−Qρn+1RGρn+1/2 = −[ρn+1]−1∇h · ∇h + α∇hφn+10 · ∇h = −∇h · [ρn+1]−1∇h, (B.36)
which is the other common form of the pressure-Poisson equation sometimes used in variable-density
flows. Subsequently, we will not use this form Eq. (B.36) owing to the cost of assembly and solution
of variable-coefficient Poisson equations and instead prefer the discretely consistent Eq. (B.33), that
uses skew-symmetric discretization, and formulate an iteration that is more efficient. In this work,
effort is also made to propose several iterative approaches for this velocity-pressure coupled system
Eq. (B.31). The discussion can be found in [62].
B.2.3 Solvability considerations
Now, we consider the solvability of Eq. (B.31) with the approximate projection modification,

































It is well known that Eq. (B.37) cannot be uniquely solved for arbitrary b in those situations
involving periodic domains or with Neumann pressure boundary conditions; this is not a problem
if one disposes of Dirichlet pressure boundary conditions. This happens because the pressure admits
a single hydrostatic (constant) mode that belongs to the null space of A; all other spurious pressure
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modes have been precluded by Eq. (B.33). This is routinely handled in CFD by either setting the
pressure of one point in the domain or the average pressure to a constant. While this works well in
constant-density flows, the situation is more difficult in variable-density flow, as we explain now.
Before setting the magnitude of the hydrostatic pressure mode, one needs to ensure solvability
of the system. The well-known procedure to ensure solvability of Eq. (B.37) is described by the
Fredholm alternative theorem [38] and it involves two parts: first, the enforcement of a solvability
condition on b and second, the specification of the magnitude of the hydrostatic mode (typically set
to zero). These two steps ensure a unique solution of Eq. (B.37). Previous approaches remedy the
solvability issue by introducing cell-face velocity interpolation or flux splitting to b, see [26, 92, 91].
Despite the lack of a physical interpretation to the modification on b, Here, linear algebra theory is
used to provide a general solution to the problem. Concretely, one needs to find the null eigenvector
w (since there is only one in our case) associated with the adjoint of A, say
wTA = 0, or ATw = 0, (B.38)
where T superscript denotes transpose, and then enforce that b is orthogonal to w, i.e.,
bTw = 0. (B.39)
It is a simple excercise to show that Eq. (B.39) is ensured by construction in the constant-density
flow where w is the constant vector that also equals to the hydrostatic pressure mode because A is
self-adjoint. Unfortunately, A is not self-adjoint for the variable-density situation and the determi-
nation of w is anything but trivial. Removing the part of b that projects onto w is accomplished
by
b → bw = P (w)b, (B.40)
where P (w) = (I −wwT ) and we have assumed that ||w||2 = 1; || ||2 denotes the Euclidean norm.
One then solves Ax = bw and set the hydrostatic pressure mode to a constant (preferably zero)
to obtain a unique solution. This is the second part of the solvability requirement which can be
handled by most modern linear algebra packages. Now, we will proceed to the determination of w
to show that indeed it is not constant in the variable-density flow.
It is easy to check that the null vector of A is the constant vector, i.e., the hydrostatic mode.
We will now detail the calculation of the null vector of AT , Eq. (B.38), and subsequently derive an
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approximation to highlight that this vector is not constant. Let the null vector of AT be denoted
by w = [wu, wp]





















Equation B.41 can be reduced to a single scalar equation in terms of wp, by observing that Aρn+1
is not singular, giving
wu = −A−Tρn+1(I −RAρn+1)
TQTρn+1wp. (B.42)





Gρn+1/2 + Tρn+1) = 0. (B.43)
The general solution of Eq. (B.43) depends on the order of discretization, the boundary conditions
for the pressure, and the grid and the time step. An explicit general solution is not expected.
Nevertheless, we can derive an approximate solution that is accurate for α and ∆t asymptotically
small by expanding wp according to
wp = w0 + αwα +∆tw∆ +O(α2, α∆t,∆t2), (B.44)
and retaining terms to order α and ∆t only. The vectors w0, wα and w∆ are to be determined by
matching terms of the same order. Expanding A−1
ρn+1











= 1 + αφn0 +O(α2). (B.47)
Substituting the series expansions Eqs. (B.44)-(B.47) into Eq. (B.43) and retaining terms of the
corresponding orders, one arrives at

















where we have used the property that ∇2h is self-adjoint. The solution of Eqs. (B.48)-(B.49) are
w0 and w∆ proportional to the constant vector 1 = [1, 1, ...]
T , while wα needs to be determined
numerically since the source on the right-hand side is not zero in general. Note that we have not
assumed that the discrete approximations for spatial derivatives commute in Eqs. (B.48)-(B.50). If
we had, as if they were continuous operators, one would obtain that the null vector of the adjoint
of A is constant since ∇2 is self-adjoint and the right-hand side of Eqs. (B.48)-(B.50) are all zero.
Now, in the discrete non-commutative case, only w0 and w∆ are constant, while wα is not and
it depends on φn. This is important because wp is needed to enforce Eq. (B.39) or equivalently
to determine bw. In an actual simulation, for finite α and ∆t, one should find the null vector of
the transpose of A from Eq. (B.41) (at each time step). Note that one only needs wp since wu is
always zero but it is undesirable to use Eq. (B.43) because it requires the inverse of Aρn+1 . The
preferred approach is to solve a linear system using Eq. (B.38) directly by setting one element of
wp to a constant and moving that element to the right-hand side; after the solution is found, the
vector can be normalized. This is possible because we know that the dimension of the null space
is exactly one.
We will show in later examples some typical wp and also highlight that it is very important
to enforce solvability to ensure convergence of the iterative method used to solve Eq. (B.37). We
observe that the convergence rate of the iterative linear solver stalls if the solvability condition
is not enforced. In this state, the solution returned by the linear solver may be the least-square
solution, which is the same as that obtained when enforcing the solvability condition, but at a much
higher computational cost. However, if the iterative linear solver quits too soon, and the least-
square solution is not reached, the simulation can become quickly unstable. We speculate that most
problems observed in variable-density solvers at sufficiently high density ratios are a consequence of
the attempt to solve the singular Eq. (B.37) without paying attention to the solvability condition.
Finally, note that these problems do not arise in the pseudo-spectral method, since the spatial
commutation properties can be applied and wp is constant, which is consistent with the observation
that spectral codes for variable-density flows work relatively well.
Figure B.1 shows a comparison of the vectors wp obtained exactly (left column) and asymptot-
ically (right column) for two values of α: -0.05 and -3. The scalar φ0 is the manufactured solution
described in § B.3. The grid size is set to 16×16 and ∆t = 10−4 for the exact vector. The constant
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component of the exact wp is removed from the figures to aid the comparisons. We observe that
the asymptotic approximation is very close to the exact null vector for small α and it necessarily
deviates for larger magnitudes of α; although it retains the qualitative features of the vector.



















(a) Exact for α = −0.05



















(b) Asymptotic for α = −0.05

























(c) Exact for α = −3


























(d) Asymptotic for α = −3
Figure B.1: Exact wp (left) and asymptotic wp (right) for α = −0.05 (top) and α = −3 (bottom)
on a mesh of 16x16 grid points.
B.3 Numerical experiments
Here, we evaluate some of the quantities discussed previously using a manufactured solution prob-
lem in two dimensions that can be controlled carefully. The focus is on demonstration of some
of the numerical properties of the discrete variable-density equations discussed in § B.2. Unlike
the constant-density problem, the manufactured solution to the variable-density zero-Mach Navier-
Stokes equations cannot be chosen arbitrarily because the mass constraint relates the temperature,
density, and velocity among themselves. The manufactured solution serves as a benchmark in the
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code verification for convergence rates and mass conservation in § B.3.1. Nonlinear stability is as-
sessed subsequently in § B.3.2 with a different forced variable-density mixing problem; more suitable
for long time integration. These tests are chosen to provide some guidelines representative of actual
applications but we should keep in mind that all results in this section are problem-dependent. It
is very difficult to establish results of general validity in non-solenoidal variable-density flow owing
to the strong coupling (nonlinearity) of the equations.
B.3.1 Convergence study
The first test uses the manufactured solution given by


















(ρmax − ρmin) sin(ωt), Q(t) = cos(ωt),
in a two-dimensional periodic domain [0, 2π]2. As emphasized in the previous discussion, the mass
constraint should be satisfied initially to ensure consistency of the fields at later times. There-
fore, the scalar field needs to be compatible with the above manufactured hydrodynamic fields.
Substituting the manufactured velocity fields into the continuity equation, Eq. (B.1), leads to a
differential equation for the density, given by
∂ρ
∂t
− 2 sin(x) sin(y)H(t) = 0, (B.54)
which has the solution
ρ(x, y, t) =
ρmax − ρmin
2




where the integration constant is chosen to set the density in the range between ρmin and ρmax.
Finally, the scalar field is determined from the SR, Eq. (B.7). This manufactured solution is
periodic in both space and time and suitable for the numerical assesment below. The source terms
that correspond to these manufactured fields are not reported for sake of space but they can be
calculated explicitly from Eqs. (B.51)-(B.55).
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The convergence study is carried out for α = −3, which corresponds to a density ratio r =
ρmax/ρmin = 4, ω = 2π, Re = 100, and Pe = 100. The spatial accuracy of the finite-difference
discretization is tested by fixing ∆t = 10−4 and integrating all fields for one period. The mesh is
refined successively from 16× 16, 32× 32, 64× 64, to 128× 128 grid points, and the global spatial
errors are calculated with the known manufactured solutions and presented in terms of the L2
norm. Bootstrapping with explicit Euler is used in the first three iterations, at the corresponding
smaller time steps, since the Adams-Bashforth time integrator cannot self-start. In this section,
the linear systems of equations, Eq. (B.37), are always solved using classical GMRES with a Krylov
subspace dimension that is sufficiently large in order to avoid restarts.
Figure B.2 show the spatial convergence rates for the 2nd, 4th, 6th order finite-difference dis-
cretization and the pseudo-spectral method. The reference orders of accuracy are plotted in black
solid lines in these plots. It is observed that all fields converge at the expected rate for each
discretization. The pseudo-spectral discretization converges to the threshold set by the time inte-
gration method, of the order of 10−6 for velocity, except for the coarse 16×16 grid where we do not
have sufficient grid points to resolve the solution well. Note that pressure has a higher error in all
cases but still converges at the correct rate while the smallest error is observed in the temperature,
φ0.
The temporal order of accuracy is shown in Fig. B.3 for a mesh with 64 × 64 grid points
and using the 2nd and 4th order finite-difference discretization (similar results are obtained for the
other spatial discretizations we consider). It is observed that the temporal error for all the variables
converges at a rate of O(∆t2) uniformly when the time-step size decreases from 0.1, 0.05, 0.025,
to 0.0125. This order of accuracy verifies the implementation of the second order AB/CN time
integrator as well as the pressure projection approximation.
Finally, an assesment of mass conservation is carried out on a mesh using 64× 64 grid points,
4th-order spatial discretization, and time-step sizes: ∆t = 10−2, 5×10−3, 2.5×10−3, and 1.25×10−4
corresponding to initial CFL numbers of 0.8, 0.4, 0.2, and 0.1, respectively. The total mass is defined
by M =
∑
i,j ρ(xi, yi)∆x∆y. Fig. B.4 shows that M converges at a rate of O(∆t2), which is the
same as the order-of-accuracy of the AB/CN time-integrator, as expected. Figure B.4 includes
the time history of the scaled total mass errors, M(t)−M0M0 CFL2 , where M0 is the total mass at t = 0
(observe that CFL contains ∆t). Because the convergence tests are carried out in the same grid
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(a) 2nd order finite difference






























(b) 4th order finite difference






























(c) 6th order finite difference














































































(b) 4th order finite difference
Figure B.3: Temporal convergence of 2nd order AB/CN using 2nd and 4th order spatial finite
differences on a mesh with 64× 64 grid points.
and same manufactured solution, the scaling factor for the total mass errors is solely controlled
by the refinement of ∆t. When the total mass errors are scaled by ∆t2, all curves in Fig. B.4
collapse into one, indicating the second order convergence in time. Note that if the approximate
pressure projection method is working correctly, the total mass must converge at the same rate
as the temperature, which is shown previously to be also second-order accurate in time. Fig. B.5
shows also the total mass variation using a fixed time-step size (∆t = 5 × 10−3) and different
spatial discretizations and grid sizes. It is clearly seen that the total mass variation (owing to the
approximate projection nature of the algorithm) is exclusively controlled by the time integrator
(order and step size) and not by the order of the spatial discretization error or the mesh size.
This highlights that the approximate projection method has desirable properties and that the
commutation error, Eq. (B.35), is not a controlling factor as long as it is of higher order than that
of the temporal integrator.
B.3.2 Nonlinear stability assessment
The stability of a numerical scheme for the variable-density flows in the zero-Mach limit could
degrade as the density variation increases. Numerical simulations can only be performed with a
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Figure B.4: Total mass error scaled by ∆t2 for the fixed mesh of 64× 64 grid points for 4th-order
spatial discretization.
































2nd 4th 6th CFL = 0.2
0.4
0.8
Figure B.5: Total mass error with different spatial discretizations and grids for constant ∆t =
5× 10−3. Dash, dotted dash, and solid lines correspond to 2nd, 4th, and 6th order finite-difference
methods, respectively. The different colors represent different CFL numbers or grid size (32 × 32,
64× 64, 128 × 128).
significantly small time step size which offsets the performance gain compared to the fully com-
pressible equations; this finding is largely based on perusal of published simulations. This is further
complicated by the observation that the difficulty seems to be on the nonlinearity induced in the
equations by the varying density. It is believed that a discrete scheme is more likely to trigger
the onset of numerical stabilities when it is designed to sacrifice temporal convergence in exchange
for the solvable pressure in the variable density flows. As shown in the convergence studies, the
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proposed numerical method converges all variables at a uniform order of accuracy which should
in principle enhance the numerical stability to some extent. Studying stability by linearizing the
equations is not always practical, and seldom of sufficient generality since the result depends on
the base density field about which stability is analyzed. Therefore, we assess nonlinear stability
with a forced variable-density flow with initial conditions defined by
u(x, y) = cos(x) sin(y), v(x, y)= − sin(x) cos(y), φ0(x, y) =
1
2
(1 + sin(x) sin(y)) , (B.56)
while the time-dependent force and source terms that maintain the motion of the flow are given by
fx(x, y, t) = 2 cos(x) cos(y) sin(πt), fy(x, y, t) = 2 sin(x) sin(y) sin(πt), (B.57)
̟(x, y, t) =
0.4√
r
(0.5 + 0.5 tanh(t− 2)) cos(x) sin(y) sin(πt). (B.58)
We integrate the equations for a long time at several Reynolds numbers with the Peclet number
fixed at 200 using all previous spatial discretizations: 2nd, 4th, 6th, and pseudo-spectral on a mesh
with 32×32 grid points. It is difficult in this problem to compute the errors of all variables and
determine precisely where the onset of numerical instability takes place since the exact solution to
this variable-density Navier-Stokes flow is not known. Nonetheless, it is expected that the fields
and kinetic energy should remain within a reasonable range if the flow is stable. Therefore, we
use the following procedure to monitor the simulations and determine if the solution shows any
indication of numerical instability by:
(1) for a given cell Reynolds number, defined by
Recell = Re
ρmin(|u|max /∆x+ |v|max /∆y)
(1/∆x2 + 1/∆y2)
,
and density ratio, attempt the numerical integration with a fixed time-step size ∆t,
(2) if the kinetic energy exceed 10 times the initial value, we consider the flow to be unstable
and the program aborts and restarts the test with a smaller ∆t,
(3) if the temperature maximum and minimum exceed their expected limits by more than %2,
the program aborts and restarts the test with a smaller ∆t,
(4) continue this procedure until all cell Reynolds numbers and density ratios are explored.
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(b) Minimum and maximum values of temperature
Figure B.6: Examples of stable (S) and unstable (U) nonlinear numerical tests.
These stopping criteria capture most of the numerically unstable situations correctly. Figure B.6
shows sample results from simulations on a mesh of 32× 32 grid points using the 4th order finite-
difference method. The flow parameters correspond to ρmaxρmin = 4, and Recell = 25, 50, 100. Note
that one should not infer that higher cell Reynolds number should become unstable earlier because
in these nonlinear stability tests the time step is being changed differently in each simulation to
detect the onset of instability; Recell is independent of time step.
Nonlinear stability curves shown as maximum CFL number as a function of cell Reynolds
number, Recell(t = 0), and density ratio, r, are shown in Fig. B.7 for this test problem. It is observed
that the maximum CFL number that can be stably maintained decreases somewhat as the order of
accuracy of the spatial discretization increases, owing to the better modified wavenumber behavior,
as expected. This is observed also in linear problems, with the pseudo-spectral method requiring
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(a) 2nd order finite difference
















(b) 4th order finite difference
















(c) 6th order finite difference

















Figure B.7: Maximum CFL attenable as a function of cell Reynolds number and density ratio for
different spatial discretizaitons.
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the most stringent time step restriction for a given time integration method. The figure also shows
that the maximum CFL decreases with increasing density ratio owing to stronger variable-density
nonlinearity. This happens uniformly for all spatial discretization orders. The 6th order spatial
discretization shows a slightly larger limit at r = 15 and Recell = 100, which we attribute to
the discrete nature of the stopping criterion. The result is still monotonic with increasing r but
somewhat higher than visual inspection would suggest. Note the 2nd order case shows similar
behavior but not as pronounced. The tests are shown up to r = 20, although higher density
ratios are possible (not reported) with the subsequent decrease of maximum CFL, because that is
a practical upper limit for typical miscible or combustible fluids; obviously immiscible fluids can
have much larger density ratios.
B.3.3 Consequences of enforcing the solvability requirement
Here, we consider in more detail the effect of enforcing the solvability condition, discussed in § B.2.3,
on the pressure-velocity system, Eq. (B.37). As before, we consider the iterative solution using
GMRES when the solvability condition is enforced, Eq. (B.40), and also when it is not enforced.
In the latter case, GMRES can generate a solution that is optimal in a least-square sense, where
the residual ‖Ax− b‖2 saturates prematurely to a constant value and cannot be decreased further.
We investigate the behavior of the residual in the iterative linear solver using meshes with 16× 16,
32×32, and 64×64 grid points with ∆t = 0.01 and 4th order finite-difference discretization (similar
results are obtained for the other orders of spacial accuracy).
Fig. B.8 and Fig. B.9 show the evolution of the residual in the iterative linear solver during the
first time step using the manufactured solution, § B.3.1, and the variable-density mixing problem,
§ B.3.2, respectively. In these plots, the horizontal axis is the iteration number l of the GMRES
solver. One observes that the residuals of Eq. (B.37) stall after about 50, 100, and 200, iterations
for the 16 × 16, 32 × 32, and 64 × 64 meshes, respectively. The final magnitude of the residual is
connected with the order of spatial discretization, and reaches around 10−3, 10−5 and 10−7 for the
previous meshes, respectively, if the solvability condition is not enforced. The same figures show
how the residual keeps decreasing if the solvability condition is enforced from the outset. Note that
the residuals are identical before saturation when the solvability condition is not enforced. The
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level at which the residual saturates in the GMRES iteration can be determined from our previous
analysis. The residual of the linear system ‖Ax− b‖2 can be expanded as





where we have used the orthogonality of Ax − bw and bw − b. Fig. B.8 and Fig. B.9 show as




∣, which evidently match. For
completeness, the figures also show the initial null vector wp for these two cases on the left-hand
side. These figures are illustrative of an important behavior that one should be aware. First, one
cannot solve the linear system of equations associated with the pressure by a direct linear solver or
one relying on the existence of an exact (to within machine accuracy) solution of the equations if
the solvability condition is not enforced explicitly. Second, conjugate-gradient or its generalization
based on Krylov-space methods will produce a (least-squares) solution but only after the iteration
stopping criterion is reached. This can represent a substantial waste of computational time since
all iterations performed after saturation of the residual are useless. Third, choosing a loose residual
tolerance to induce early termination of the iteration is also not reliable because residual saturation
depends on the order of the numerical method and the size of the mesh. Therefore, in conclusion,
the computational cost savings gained by enforcing the solvability condition can vary between zero,
if one so happens to chose a tolerance just before the saturation of the residual error, to essentially
infinite if the tolerance is below the saturation point. In other terms, if the tolerance of the iterative
linear solver is chosen below 10−7 in Fig. B.8 and Fig. B.9, the computational cost is infinite, only
limited by the maximum number of linear iterations chosen, not by a convergence criterion.
The inner product of the null-vector and the right hand side vector of pressure equation wTb
decrease as one refines the grid spacing ∆x and time-step size ∆t. Figure B.10 shows wTb when
integrating the manufactured solution for the first time-step using different discretization and grids.
It is observed that the magnitude of this correction term decreases at approximately the same rate
as the order of the spatial error. Manufactured solutions are also integrated for one period of time
with different ∆t on a 64 × 64 mesh using 4th order finite-difference method. As shown in the
right plot of Fig. B.10, wTb varies as density ratios change but it converges in time at a faster rate
(approximately 3rd order) than the time integration scheme. This indicates that correcting b by
enforcing the solvability constraint does not impact the order-of-accuracy of the overall method;
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(b) Residuals of linear system
Figure B.8: Null-vector of the manufactured solution (left) and the effect of solvability enforcement
(or not) on linear solver convergence (right) for § B.3.1. P∗ and P denotes periodic problem with
solvability not enforced and enforced, respectively.






















































(b) Residuals of linear system
Figure B.9: Null-vector of the variable-density mixing problem (left) and the effect of solvability
enforcement (or not) on linear solver convergence (right) for § B.3.2. P∗ and P denotes periodic
problem with solvability not enforced and enforced, respectively.
which is a consequence of consistency of the overall discretization.
Finally, Fig. B.11 shows temporal convergence tests using 2nd order finite-difference spatial
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(a) |wTp bp| using different discretizations






























(b) |wTp bp| scaled by CFL
3 over one period using different
∆t
Figure B.10: Comparison of wTp bp using different ∆x (left) and ∆t (right).
discretization, without enforcing the solvability condition, when setting the maximum number of
iterations in GMRES to 20 and 40 iterations (arbitrary but not unusual numbers for this small
problem). One finds that the temporal convergence rate is not affected if the linear solver is
allowed to find the least-square solution, here needing more than 200 iterations, and the results
are indistinguishable from those in Fig. B.3. On the other hand, if the solver is configured to
perform a reduced number of iterations, then the temporal convergence rate is affected. It is
observed that with only 20 iterations all fields are first-order accurate in time except the pressure
that is zeroth-order accurate. Using 40 iterations reproduces the second-order temporal accuracy
for all fields except the pressure that converges at a lower order. As well known, the pressure is
a set of Lagrangian multipliers if one casts the equation Eq. (B.31) into the Karush-Kuhn-Tucker
system. The pressure does not directly involve in time advancement but is responsible to minimize
the residual of the mass constraint. Therefore, despite that the pressure convergence is degraded,
other flow fields are still converge at a specified order of accuracy. The purpose of this paper is to




























































(b) 40 GMRES iterations
Figure B.11: Effects of not enforcing the solvability condition on the temporal convergence for 2nd
order spatial discretization.
B.4 Numerical simulations
In this section, we showcase the capabilities of the numerical solver. It is shown that the pro-
posed numerical method can be easily extended to include buoyancy effects, chemical reactions,
inflow/outflow boundaries and that the method is indeed applicable for large-scale 3D simulations.
B.4.1 Two-dimensional Reyleigh-Taylor flow
The interface between two fluids of different densities subject to a constant background body force
(gravity) is known to exhibit the so-called Rayleigh-Taylor instability (RTI) when the fluid above
is heavier than the fluid below. It is one of the important canonical applications of the zero-Mach
Navier-Stokes equations; see [8, 39, 15, 42, 40, 17, 18, 59, 60]. In this section, we compare with
published results [42] and consider a 2D domain of size Lx = 1 and Ly = 4 that is discretized by a
mesh of 200× 800 grid points using the 4th order finite-difference method. Gravity (f = [0,−1]T )
points downward along the y direction. The flow is periodic in its transverse direction and no-slip
boundary conditions are enforced at y = ±12Ly while the pressure employs the Neumann-type
condition ∂p∂n = ρf , where n denotes the normal direction to the boundary. The initial density is
111
given by












where h is the thickness of initial density layer. The maximum density ρmax and the minimum





The first test sets ρmax = 1, ρmin = 1/3, and h = 0.01Lx. The Reynolds number and Schmidt
number (the ratio between viscous diffusion rate and mass diffusion rate) are set to Re = 1000
and Sc = 2. This choice of parameters is the same as that in [42]; note that that study considers
divergence-free flow and advects the density itself instead of species concentration or temperature as
in the present case. Furthermore, there is no Schmidt or Prandtl number defined there. Nonetheless,




At , and 1.75/
√
At match well those reported
in [42]. The late-time solutions (beyond t ≈ 2/
√
At) differ slightly, because of the treatment of
mass diffusion, where [42] used artificial non-linear viscosity for numerical stability, see [41], but
we employ the physical diffusion.
Using the same mesh and flow parameters, the second testing case increases the density ratio
to 12.5, that is, ρmax = 1, ρmin = 0.08, and At = 0.85 and the initial density layer thickness
h = 0.04Lx. Numerical solutions Fig. B.12b show that the heavy fluid above moves downward at
a faster rate and a longer “spike” is formed. The inertial effect dominates the fluid motion and the
development of shear-induces vortices is slower compared to the low density ratio case.
B.4.2 Freely propagating premixed flames
Here, we consider a two-dimensional freely propagating premixed flame subject to incoming flow
forcing. The flame propagates vertically, along the y direction, and it is periodic along the x direc-
tion. The domain size is Lx = 12 and Ly = 32 with a mesh of 192×512 grid points. The flow is first
initialized with a steady-state laminar planar premixed flame solution and perturbed sinusoidally.
The laminar one-dimensional premixed flame solution is calculated with higher numerical accuracy
using a one-step reaction chemistry model with reaction rate of Arrhenius type, provided by







(a) At = 0.5
(b) At = 0.85













At (from left to right respectively).
where Da denotes the Damköhler number, the reduced temperature is φ0 =
T−Tu
Tb−Tu (T , Tu, and Tb
represent the local, unburned side, and burned side temperatures, respectively), where φ0,a denotes
the reduced activation temperature, and φ1 is the mass concentration of reactant. Using these
scaling, one can deduce α = −Tb−TuTu .
At the inlet, synthetic isotropic quasi-turbulent velocity perturbations are convected into the
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domain at a dynamically adjusted mean flow speed to maintain the mean position of the flame
within the domain. Dirichlet velocity boundary conditions are used at the inflow where u = ũ and
v = sf + ṽ; ũ and ṽ denote the velocity fluctuations and sf is the mean flame speed. The energy
spectrum of the velocity fluctuations is given by









where L = 2 is the turbulence integral length-scale, u′ is the root-mean-square of velocity fluctuation
and k denotes wavenumber kj =
2π
L j with j ∈ Z, . The flow parameters are Re = 180, Pe0 = 1.82,
and Pe1 = 1.82, velocity intensity u
′/sL = 0.5, thermal expansion α = −1.82, and Damköhler
number Da = 128, 000. The mean inflow speed sf is dynamically adjusted by a closed-loop PID







at a nominally fixed location yof = −2.
Fig. B.13a shows a snapshot of the vorticity field and flame profile after the stationary state
is achieved. The parameters chosen for this flame situate it in the wrinkled flamelet regime,
similar to results reported by [31]. Here, the flame surface continuously experiences external flow
perturbations that induce flame deformations, but the flame retains a structure that is mostly
like that predicted by asymptotic techniques. The figure also shows the laminarization of the
flow after it traverses the flame, since the density is smaller (lower Reynolds number) and viscous
decay consumes most the small scale vorticity that comes across the flame. Fig. B.13b shows
multiple instantaneous flame profiles over time to highlight the unsteady nature of the flow and
the characteristic thickness of the flame brush. Fig. B.13c shows the mean location of the flame as
a function of time, where the stabilization of the flame at about yof is clearly seen.
B.4.3 Isotropic turbulent flow
Finally, one three-dimensional direct numerical simulation of variable-density turbulence subject
to stationary isotropic forcing of momentum and temperature was carried out to showcase that the
issues discussed previously in two dimensions can also be addressed in three dimension. The forcing
is chosen to ensure statistical stationary conditions. The simulation is conducted using a 5123 grid,
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Figure B.13: (a) Flame profiles and vorticity fields (red and blue represent counter-clockwise and
clockwise rotations respectively). (b) Instantaneous flame profiles (T = 0.9) with turbulent inten-
sity of u′/sL = 0.5 and L = 2 (c) The time history of flame position.
reaching a microscale Reynolds numbers of approximately 150, and α = −0.5. Figure B.14 shows
the temperature and density at one instant in time after the flow has reached stationary conditions
and fully developed flow is obtained. In this configuration the problem is periodic in all directions
allowing the use of pseudo-spectral discretization. This and other 3D simulations are documented
in detail in [83]. We will not repeat the details here, simply to indicate that the approach introduced
in earlier sections can be carried out without modifications to larger problems.
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[16] Paul Clavin and José C. Graña-Otero. Curved and stretched flames: the two markstein
numbers. Journal of Fluid Mechanics, 686:187–217, 2011.
[17] Andrew W. Cook and James J. Riley. Direct numerical simulation of a turbulent reactive
plume on a parallel computer. Journal of Computational Physics, 129(2):263 – 283, 1996.
[18] Andrew W Cook, William Cabot, and Paul L Miller. The mixing transition in Rayleigh-
Taylor instability. Journal of Fluid Mechanics, 511:333–362, 2004.
[19] F. Creta and M. Matalon. Propagation of wrinkled turbulent flames in the context of hydro-
dynamic theory. J. Fluid Mech., 680:225–264, 2011.
[20] F. Creta and M. Matalon. Strain rate effects on the nonlinear development of hydrodynami-
cally unstable flames. Proceedings of the Combustion Institute, 33(1):1087 – 1094, 2011.
[21] F. Creta, N. Fogla, and M. Matalon. Turbulent propagation of premixed flames in the
presence of darrieus–landau instability. Combustion Theory and Modelling, 15(2):267–298,
2011.
[22] G. Darrieus. Propagation d’un front de flamme. In La T‘echnique Moderne and Congr‘es de
M’echanique Appliqu’ee (1945), 1938.
[23] B. Denet and P. Haldenwang. A numerical study of premixed flames darrieus-landau insta-
bility. Combustion science and technology, 104(1-3):143–167, 1995.
[24] Olivier Desjardins, Guillaume Blanquart, Guillaume Balarac, and Heinz Pitsch. High order
conservative finite difference scheme for variable density low mach number turbulent flows.
Journal of Computational Physics, 227(15):7125 – 7159, 2008.
[25] Michel O Deville, Paul F Fischer, and Ernest H Mund. High-order methods for incompressible
fluid flow, volume 9. Cambridge university press, 2002.
[26] Erik Dick. A flux-vector splitting method for steady navier-stokes equations. International
journal for numerical methods in fluids, 8(3):317–326, 1988.
[27] P. G. Drazin and W. H. Reid. Hydrodynamic Stability. Cambridge University Press, 2 edition,
2004.
[28] J.F. Driscoll. Turbulent premixed combustion: flamelet structure and its effect on turbulent
burning velocities. Progress in Energy and Combustion Science, 34(1):91–134, 2008.
[29] Ronald P Fedkiw, Tariq Aslam, Barry Merriman, and Stanley Osher. A non-oscillatory
eulerian approach to interfaces in multimaterial flows (the ghost fluid method). Journal of
Computational Physics, 152(2):457 – 492, 1999.
[30] David C Del Rey Fernández, Jason E Hicken, and David W Zingg. Review of summation-by-
parts operators with simultaneous approximation terms for the numerical solution of partial
differential equations. Computers & Fluids, 95:171–196, 2014.
118
[31] N. Fogla, F. Creta, and M. Matalon. Influence of the darrieus-landau instability on the
propagation of planar turbulent flames. Proceedings of the Combustion Institute, 34(1):1509
– 1517, 2013.
[32] Navin Fogla. Propagation of large scale premixed turbulent flames. PhD thesis, University of
Illinois at Urbana-Champaign, 2015.
[33] ML Frankel and GI Sivashinsky. The effect of viscosity on hydrodynamic stability of a plane
flame front. Combustion Science and Technology, 29(3-6):207–224, 1982.
[34] Christos E Frouzakis, Navin Fogla, Ananias G Tomboulides, Christos Altantzis, and Moshe
Matalon. Numerical study of unstable hydrogen/air flames: shape and propagation speed.
Proceedings of the combustion institute, 35(1):1087–1095, 2015.
[35] George K Giannakopoulos, Athanasios Gatzoulis, Christos E Frouzakis, Moshe Matalon, and
Ananias G Tomboulides. Consistent definitions of “flame displacement speed” and “markstein
length” for premixed flame propagation. Combustion and Flame, 162(4):1249–1264, 2015.
[36] George K. Giannakopoulos, Christos E. Frouzakis, Shikhar Mohan, Ananias G. Tomboulides,
and Moshe Matalon. Consumption and displacement speeds of stretched premixed flames -
theory and simulations. Combustion and Flame, 208:164 – 181, 2019.
[37] Gabriel B. Goodwin and Elaine S. Oran. Premixed flame stability and transition to detonation
in a supersonic combustor. Combustion and Flame, 197:145 – 160, 2018.
[38] PM Gresho and RL Sani. Incompressible flow and the finite element method., volume 2. John
Wiley and Sons, Inc., New York, NY (United States), 1998.
[39] J.-L. Guermond and L. Quartapelle. A projection FEM for variable density incompressible
flows. Journal of Computational Physics, 165(1):167 – 188, 2000.
[40] J.-L. Guermond and Abner Salgado. A splitting method for incompressible flows with variable
density based on a pressure poisson equation. Journal of Computational Physics, 228(8):2834
– 2846, 2009.
[41] Jean-Luc Guermond and Richard Pasquetti. Entropy-based nonlinear viscosity for Fourier
approximations of conservation laws. Comptes Rendus Mathematique, 346(13):801 – 806,
2008.
[42] Jean-Luc Guermond and Abner Salgado. A fractional step method based on a pressure Pois-
son equation for incompressible flows with variable density. Comptes Rendus Mathematique,
346(15):913 – 918, 2008.
[43] Jean-Luc Guermond, Peter Minev, and Jie Shen. An overview of projection methods for
incompressible flows. Computer methods in applied mechanics and engineering, 195(44):
6011–6045, 2006.
[44] Peter E Hamlington, Alexei Y Poludnenko, and Elaine S Oran. Interactions between turbu-
lence and flames in premixed reacting flows. Physics of Fluids, 23(12):125111, 2011.
[45] Peter E Hamlington, Alexei Y Poludnenko, and Elaine S Oran. Intermittency in premixed
turbulent reacting flows. Physics of Fluids, 24(7):075111, 2012.
119
[46] Francis H Harlow and J Eddie Welch. Numerical calculation of time-dependent viscous
incompressible flow of fluid with free surface. The Physics of Fluids, 8(12):2182–2189, 1965.
[47] E.R. Hawkes, O. Chatakonda, H. Kolla, A.R. Kerstein, and J.H. Chen. A petascale direct
numerical simulation study of the modelling of flame wrinkling for large-eddy simulations in
intense turbulence. Combustion and Flame, 159(8):2690–2703, 2012.
[48] Guang-Shan Jiang and Chi-Wang Shu. Efficient implementation of weighted eno schemes.
Journal of computational physics, 126(1):202–228, 1996.
[49] Satoshi Kadowaki and Tatsuya Hasegawa. Numerical simulation of dynamics of premixed
flames: flame instability and vortex–flame interaction. Progress in energy and combustion
science, 31(3):193–241, 2005.
[50] L Kagan, G Sivashinsky, and G Makhviladze. On flame extinction by a spatially periodic
shear flow. Combustion Theory and Modelling, 2(4):399–404, 1998.
[51] George Em Karniadakis, Moshe Israeli, and Steven A Orszag. High-order splitting methods
for the incompressible Navier-Stokes equations. Journal of Computational Physics, 97(2):
414–443, 1991.
[52] Robert J Kee, Joseph F Grcar, Mitchell D Smooke, James A Miller, and Ellen Meeks. Premix:
a fortran program for modeling steady laminar one-dimensional premixed flames. Sandia
National Laboratories Report, (SAND85-8249), 1985.
[53] Y. Kortsarts, I. Kliakhandeler, I. Shtilman, and G. Sivashinsky. Effects due to shear flow on
the diffusive-thermal instability of premixed gas flames. Quarterly of Applied Mathematics,
56(3):401–412, 1998.
[54] Heinz-Otto Kreiss and Jens Lorenz. Initial-boundary value problems and the Navier-Stokes
equations, volume 47. SIAM, 1989.
[55] L.D. Landau. On the theory of slow combustion. Acta Physicochim (USSR), 19:77–85, 1945.
[56] A.N. Lipatnikov and J. Chomiak. Turbulent flame speed and thickness: phenomenology, eval-
uation, and application in multi-dimensional simulations. Progress in Energy and Combustion
Science, 28(1):1 – 74, 2002.
[57] AN Lipatnikov and Jerzy Chomiak. Molecular transport effects on turbulent flame propaga-
tion and structure. Progress in energy and combustion science, 31(1):1–73, 2005.
[58] AN Lipatnikov and Jerzy Chomiak. Effects of premixed flames on turbulence and turbulent
scalar transport. Progress in Energy and Combustion Science, 36(1):1–102, 2010.
[59] D. Livescu and J. R. Ristrorcelli. Buoyancy-driven variable-density turbulence. Journal of
Fluid Mechanics, 591:43–71, 2007.
[60] Daniel Livescu and JR Ristorcelli. Variable-density mixing in buoyancy-driven turbulence.
Journal of Fluid Mechanics, 605:145–180, 2008.
[61] Xiaoyi Lu and Carlos Pantano. Linear stability analysis of a premixed flame with transverse
shear. Journal of Fluid Mechanics, 765:150–166, 2015.
120
[62] Xiaoyi Lu and Carlos Pantano. On mass conservation and solvability of the discretized
variable-density zero-mach navier-stokes equations. Journal of Computational Physics, 404:
109132, 2020.
[63] Colin B. Macdonald and Steven J. Ruuth. The implicit closest point method for the numerical
solution of partial differential equations on surfaces. SIAM J. Sci. Comput., 31(6):4330–4350,
2009.
[64] Andrew Majda and James Sethian. The derivation and numerical solution of the equations
for zero mach number combustion. Combustion Science and Technology, 42(3-4):185–205,
1985.
[65] Ernest Mallard and HL Le Chatelier. combustion des melanges gaseux explosifs. Ann. mines,
8(4):274–568, 1883.
[66] G.H. Markstein. Nonsteady flame propagation. Macmillan, 1964.
[67] M. Matalon and B. J. Matkowsky. Flames as gasdynamic discontinuities. Journal of Fluid
Mechanics, 124:239–259, 1982.
[68] M. Matalon, C. Cui, and J. K. Bechtold. Hydrodynamic theory of premixed flames: effects of
stoichiometry, variable transport coefficients and arbitrary reaction orders. Journal of Fluid
Mechanics, 487:179–210, 2003.
[69] Moshe Matalon. On flame stretch. Combustion Science and Technology, 31(3-4):169–181,
1983.
[70] Ken Mattsson and Jan Nordström. Summation by parts operators for finite difference ap-
proximations of second derivatives. Journal of Computational Physics, 199(2):503–540, 2004.
[71] C Meneveau and T Poinsot. Stretching and quenching of flamelets in premixed turbulent
combustion. Combustion and Flame, 86(4):311–332, 1991.
[72] DM Michelson and GI Sivashinsky. Nonlinear analysis of hydrodynamic instability in laminar
flames—ii. numerical experiments. Acta Astronautica, 4(11-12):1207–1221, 1977.
[73] Shikhar Mohan. Nonlinear developement of centrally ignited expanding flames in laminar and
turbulent mediums. PhD thesis, University of Illinois at Urbana-Champaign, 2020.
[74] Yohei Morinishi. Skew-symmetric form of convective terms and fully conservative finite differ-
ence schemes for variable density low-mach number flows. Journal of Computational Physics,
229(2):276 – 300, 2010.
[75] Habib N Najm and Omar M Knio. Modeling low mach number reacting flow with detailed
chemistry and transport. Journal of Scientific Computing, 25(1-2):263, 2005.
[76] Jan Nordström, Ken Mattsson, and Charles Swanson. Boundary conditions for a divergence
free velocity–pressure formulation of the navier–stokes equations. Journal of Computational
Physics, 225(1):874–890, 2007.
[77] Stanley Osher and James A Sethian. Fronts propagating with curvature-dependent speed:
Algorithms based on hamilton-jacobi formulations. Journal of Computational Physics, 79(1):
12 – 49, 1988.
121
[78] Advitya Patyal. Influences of the Darrieus-Landau instability on premixed turbulent flames.
PhD thesis, University of Illinois at Urbana-Champaign, 2017.
[79] Advitya Patyal and Moshe Matalon. Nonlinear development of hydrodynamically-unstable
flames in three-dimensional laminar flows. Combustion and Flame, 195:128–139, 2018.
[80] Pierre Pelce and Paul Clavin. Influence of hydrodynamics and diffusion upon the stability
limits of laminar premixed flames. Journal of Fluid Mechanics, 124:219–237, 1982.
[81] Danping Peng, Barry Merriman, Stanley Osher, Hongkai Zhao, and Myungjoo Kang. A
pde-based fast local level set method. Journal of computational physics, 155(2):410–438,
1999.
[82] Charles S Peskin. The immersed boundary method. Acta numerica, 11:479–517, 2002.
[83] D. Petty and C. Pantano. A semi-lagrangian direct-interaction closure of the spectra of
isotropic variable-density turbulence. Journal of Fluid Mechanics, 876:186–236, 2019.
[84] T Poinsot, D Veynante, and S Candel. Quenching processes and premixed turbulent com-
bustion diagrams. Journal of Fluid Mechanics, 228:561–606, 1991.
[85] Thierry Poinsot and Denis Veynante. Theoretical and numerical combustion. RT Edwards,
Inc., 2005.
[86] Thierry Poinsot, Sébastien Candel, and Arnaud Trouvé. Applications of direct numerical
simulation to premixed turbulent combustion. Progress in Energy and Combustion Science,
21(6):531–576, 1995.
[87] Andrea Prosperetti and Grétar Tryggvason. Computational methods for multiphase flow.
Cambridge university press, 2009.
[88] Patrick J. Rabier and Werner C. Rheinboldt. Theoretical and numerical analysis of
differential-algebraic equations. In Solution of Equations in ân (Part 4), Techniques of Sci-
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