Message Passing Interface (MPI) has become the standard programming paradigm in high performance computing. It is challenging to verify MPI programs because of high parallelism and nondeterminism. This paper presents MPI symbolic verifier (MPI-SV), the first symbolic execution based tool for verifying MPI programs having both blocking and non-blocking operations. MPI-SV exploits symbolic execution to automatically generate path-level models, and performs model checking on the models w.r.t. expected properties. The results of model checking are leveraged to prune redundant paths. We have implemented MPI-SV and the extensive evaluation demonstrates MPI-SV's effectiveness and efficiency.
INTRODUCTION
The Message Passing Interface (MPI) [21] has been widely adopted for developing high performance computing applications. Complex program features, such as non-determinism and non-blocking, make MPI programs error-prone. How to improve the reliability of MPI programs has been a challenging problem [11] .
Static approaches [1, 2, 14, 19] perform analysis on soundly abstracted models, and suffer from false positives, manual effort, or complex MPI features. In addition, Dynamic approaches [18, 23] run the program concretely and exploit the runtime information for analysis. As a result, dynamic methods are confined by the poor input coverage. Compared with static and dynamic approaches, Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. ICSE ' symbolic execution [9, 13] achieves better abstraction precision and input coverage, respectively. TASS [20] and MPISE [8] are existing symbolic execution based approaches, but they do not support non-blocking MPI programs, which are ubiquitous in real world MPI programs.
This paper presents MPI-SV, the first symbolic execution based tool for verifying MPI programs having both non-blocking and non-deterministic MPI operations. To improve the scalability, MPI-SV integrates symbolic execution with model checking [5] . More precisely, symbolic execution systematically abstracts control and data dependencies to generate verifiable path-level models for model checking, and the results of model checking are leveraged to prune redundant paths for symbolic execution.
We have implemented MPI-SV for MPI C programs based on Cloud9 [3] and PAT [22] , and evaluated it on 11 real world programs w.r.t. deadlock freedom property. The evaluation results are promising and demonstrate MPI-SV's effectiveness and efficiency.
MPI SYMBOLIC VERIFICATION
An MPI program runs in many processes, which communicate through message passing in either blocking or non-blocking manner. First, we introduce three key MPI operations: Send(i) sends a message to the ith process, and the process blocks until the message is copied into the local sending buffer 1 ; Recv(i) receives a message from the ith process, and the process blocks until the message from the ith process is received; and IRecv(*,req) receives a message from any process, and the process returns immediately after the operation is issued, where req is the handler of the operation. Non-blocking operations can cause out-of-order completion, and wildcard receives can cause non-determinism.
IRecv(*,req); Recv(3)
Figure 1: A motivating example of MPI programs.
The motivation example is run under 4 processes. Process P 0 , P 2 and P 3 simply send a message to P 1 and terminate. If input x is not a, P 1 receives a message from P 0 in a blocking manner, otherwise receiving a message from any process in a non-blocking manner. Then P 1 uses a blocking receive to receive a message from P 3 . Obviously, if x equals a and IRecv(*,req) matches the Send(1) in P 3 , a deadlock happens because the Recv(3) in P 1 has no matching. 2 MPI Symbolic Execution. Considering MPI processes are memory independent, MPI-SV will select a process to execute in a roundrobin manner to avoid exploring full interleavings. Specifically, a process keeps running until blocks or terminates, and the encountered MPI operations are recorded instead of executed. Once all processes block or terminate, MPI-SV handles the possible message passings w.r.t. the MPI standard [7] . To ensure soundness, in addition to branches, symbolic execution forks states for different message matchings and essential process interleavings, e.g., in the false branch, since IRecv(*,req) can match the send operation from P 0 , P 2 or P 3 , three states will be forked. Hence, symbolic execution detects the deadlock in the 4th iteration.
CSP Modeling based Boosting. Once a violation-free path p is generated, MPI-SV automatically builds a Communication Sequential Process (CSP) [17] model M that represents the equivalent paths of p by changing the interleavings and matchings of the communication operations in p. The key idea of modeling is : (1) using channel reading and writing to model the message send and receive;
(2) using external choice to model the non-determinism of wildcard receive; and (3) using parallel composition to model the parallelism. We have proved that the CSP modeling method is sound and complete. Given a property φ, if M |= φ, MPI-SV can prune the states forked by different matchings and interleavings along p due to the soundness; otherwise, if model checker gives a counter-example, MPI-SV reports a violation due to the completeness.
Violation detection. After exploring the first path in the false branch, where IRecv(*,req) matches the Send(1) in P 0 , MPI-SV builds a model M, and feeds it to the CSP model checker PAT to verify deadlock freedom. Obviously, PAT reports a counter-example where IRecv(*,req) matches the Send(1) in P 3 . Hence, MPI-SV only needs 2 iterations to detect the deadlock.
Pruning. Suppose we replace the Recv(3) with Recv(*), the program becomes deadlock free. Pure symbolic execution needs 8 iterations to complete verification, i.e., 2 paths for the true branch and 6 paths for the false branch. While MPI-SV builds a CSP model after exploring the first path in either the true or false branch. The model is verified deadlock free by PAT, and MPI-SV prunes the states forked by different matchings of wildcard receives. Hence, MPI-SV only needs to explore 2 paths to verify deadlock freedom.
Properties. Symbolic execution using partial order reduction (POR) [10] is sound w.r.t. global reachability properties, e.g., deadlock freedom. However, with the help of CSP modeling and model checking, MPI-SV can soundly verify any model checker supported properties of communication behaviors, except existential path quantifier properties [4] , which can be supported by adjusting MPI-SV's framework.
EVALUATION
To evaluate MPI-SV, we apply it to verify 11 real-world open source MPI C programs (shown in Table 1 ) and their mutants 3 w.r.t. deadlock freedom. The time threshold of verification is 1 hour, and we 2 According to the MPI standard, if two receive operations can match the same message, the message should match the first issued one. 3 We randomly replace a deterministic receive with a wildcard receive, and vice versa. We generate five mutants for a program if possible. run each task under two configurations: pure symbolic execution using DFS and MPI-SV. [12] . Compared with them, MPI-SV adopts CSP constructs to simulate a path, which enables a more expressive modeling, e.g., supporting the conditional completes-before [23] . Besides, MPI-SV can verify safety and liveness properties in LTL [16] . CIVL [15] uses symbolic execution to build a model for the whole MPI program, and performs model checking on the model. While MPI-SV uses symbolic execution to extract path-level models, which can ease the burden of model checking. In addition, CIVL does not support non-blocking MPI operations.
We have presented MPI-SV, a framework that integrates symbolic execution with model checking for verifying real world MPI programs having non-blocking and non-deterministic operations. We have implemented MPI-SV, and the experimental results demonstrate MPI-SV's effectiveness and efficiency. Future work lies in two directions: (1) improving MPI-SV to handle more complicated MPI programs, e.g., the programs using dynamic scheduling; and (2) enhancing the feasibility, usability and robustness of MPI-SV, and releasing it to benefit the community.
