This in-depth survey of 30 companies reveals actual goings-on in software production. Results show that, while practice is 10 years behind research, we have the tools to narrow the gap.
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The term software engineering first appeared in the late 1960's to describe ways to develop, manage, and maintain software so that resulting products are reliable, correct, efficient, and flexible. I The 15 years of software engineering study by the computer science community has created a need to assess the impact that numerous advances have had on actual software production. To Data was collected in a two-step process. A detailed survey form was sent to each participating company. When the form was returned, a follow-up visit was made to clarify the answers given. We believe that this process, although limiting the number of places surveyed, allowed us to present more accurate information than if we had relied on the returned forms alone.
Each survey form contained two parts. Section one asked for general comments on software development for the organization as a whole. The information typically represented the standards andpractices document for the organization. In addition, several recently completed projects within each company were studied. Each project leader completed the second section of the survey form, which described the tools and techniques used on that project.
Several companies were concerned that the projects we were looking at were not typical of them. (Interestingly, very few companies claimed to be doing typical software.)
However, since the companies selected the projects they described on the form, we believe we saw the better developed projects-if there is any bias to our report, it is that the average industry project is probably worse than what we describe here. Thirty organizations in both the US and Japan participated in the study: five IBM divisions, 12 other US companies, and 13 Japanese companies. About half the Japanese companies were not interviewed, while the other half were interviewed to varying degrees of detail. All US companies were interviewed. The "Acknowledgments" section at the end of this article lists the US participants.
Some of the Japanese participants never responded to our request for permission to use their names, so only a few Japanese companies are listed. Table I characterizes the companies visited, divisions within a company, and the projects studied, arbitrarily 0018-9162/84/0600-0057$01.00 (11984 IEEE classifying projects and teams into four groups according to sizes: small, medium, large, and very large. Projects are classified according to the number of staff-months needed to complete them, and teams according to the number of members. All companies listed with zero projects were Japanese companies that submitted part one of our form only. We interviewed at least one manager in depth in all surveyed US companies, in addition to general project management personnel.
After reviewing the basic data, we recognized the following three software development environments:
(I) contract software. Department of Defense and NASA aerospace systems;
(2) data processing applications. Software produced by an organization for its own internal business use; and Since project management is rated according to whether current costs and schedules are met, tool use must be amortized across several projects to be effective. Consequently, a project manager building and using a new tool will almost always stand out as unproductive. Companies often work on different hardware, so tools are not transportable, limiting their scope and their perceived advantage. The most striking example of this handicap was one system in which one million dollars was spent building a database, yet no one ever thought of using that database on another system. The need to maintain large existing products (written in the past in assembly code) makes it hard to introduce a new tool that processes a new higher level langauge. Finally, many of the tools are incomplete and poorly documented. Because such tools fail to live up to promises, project managers are justifiably reluctant to adopt them or consider subsequently developed tools.
Review process. At the end of each phase, the evolving software product is subject to a review process to try to uncover problems as soon as possible. A review might be either an inspection or a walk-through, without regard to the distinctions made in the software engineering 4 Nearly everyone agrees that reviews work, and nearly everyone uses them, but the ways reviews are conducted differ greatly. Most agree that software projects can be routinely completed within time and budget constraints that only a few years ago could be managed only by luck and sweat. Reviews were instituted first for code, then extended to design. Extensions to requirements and test-case design are not universal, and some feel that the technique may have been pushed beyond it usefulness. Managers would like to extend the review process, while the technical people are more inclined to limit it to the best understood phases of development.
Two aspects of reviews must be separated: managerial control and technical utility. Managers must be concerned with both aspects, but technical success cannot be assured by insisting that certain forms be completed. If the tasks assigned to the reviewers are ill-defined, or the form of the product reviewed inappropriate, the review will waste the time of valuable people. Lower level managers prefer to use reviews only when they think reviews are appropriate.
The technical success of the review process rests on the expertise and interest of the people conducting the review, not on the mechanism itself. The review process must be continually changed to reflect past successes and failures, and much of this information is subjective, implicitly known to experienced participants. Some historical information is encoded in review checklists, which newcomers can be trained to use. However, subjective items like the completeness of requirements are of little help to a novice.
New and old companies differed considerably in their approaches to reviews. New companies were less committed to reviews, treating code reviews as training exercises for junior employees or as verification aids for particularly difficult modules. Since the newer companies did not have a large existing software base, they emphasized rapid development rather than maintenance. However, as companies grew and aged, accumulating software, reviews seemed to take on added significance as an important verification aid. 
General life cycle. The life cycle of a project consists of the requirements and specification phase, the design phase, the code and unit test phase, and the integration test phase.
Requirements and specification phase. At all places contacted, requirements were in natural language text. Some projects had requirements documents that could be processed by machine, but tool support was limited to screen-oriented text editors. No analysis tools (like SREM and PSL/PSA were used except on toy projects. 8,9 Projects were either too small to justify the use of a processor or too large to make such use economical.
Reviews determine if the system architecture is complete, if the specifications are complete, the internal and external interfaces are defined, and the system can be implemented. These reviews are the most difficult to perform, and their results depend greatly on the quality of people doing the review because the specifications are not formal. There is little traceability between specifications and designs. 
Much of the code and unit test phase lacks proper machine support. Code auditors could greatly enhance the code review process. We studied one code review form and found that 13 of 32 checks could be automated. Manual checks are currently performed for proper indentation of the source code, initialization of variables, interface consistency between the calling and called modules, etc.
Most unit testing could be called adversary testing. The programmer claims to have tested a module and the manager either does or doesn't believe the programmer. Almost no unit test tools are used to measure how effectively the tests devised by a programmer exercise the source code. While a test coverage measure like statement or branch coverage is nominally required during the review of unit test, mechanisms are rarely available to ensure that such criteria have been met.
Integration test phase. Integration testing is mostly stress testing-running the product on as much real or simulated data as is possible. The data processing environment had the highest level of stress testing during integration testing. Testing in the systems software environment was not as rigorous compared to integration testing in the data processing environment.
Resources. Office space for programmers varied from one to two programmers sharing a Santa-Teresa style office with a terminal to large bullpens divided by low, movable partitions. I1l Terminals were the dominant mode for computer access. Some sites had terminals in offices, while others had large terminal rooms. The current average seems to be about two to seven programmers per terminal. Newer companies had two terminals per programmer and some were replacing terminals with personal computers. Within the last two years most companies have realized the cost-effectiveness of giving programmers adequate computer access via terminals but have still not provided adequate response time. A response time of 10 to 20 seconds was considered good at some places, where a subsecond response time was possible. 12 Most companies are willing to invest in hardware, such as terminals, to assist their programmers but are reluctant to invest in software that might be as beneficial.
Education. Most Assembly applications little or no follow-up experience, so what they learned was rarely put into practice and often forgotten; and (2) Some sites were far away from any quality university, and the isolation caused problems.
Data collection efforts. The data typically collected on projects includes the number of lines of PDL for each level of design, the number of lines of source code produced per staff-month, the number and kinds of errors found in reviews, and a variety of measures on program trouble reports. As Table 3 shows, the range in productivity was from 75 to 280 lines of code per month for different products using relatively similar development methods. This discrepancy illustrates that using lines of code as a measure of productivity is unwise and that more refined productivity measures are needed. Because of the differing application areas, we cannot really compare numbers in Table 3 . However, it does seem obvious that the difficulty of the application area has more impact on productivity than the implementation language used (operating systems and other real-time programs being the most difficult).
One location reported that two major and five minor errors per 1000 lines were found during reviews in the design phase, and five major and eight minor errors per 1000 lines US software developers are primarily producing applications, systems, or data processing software.
were found during reviews in the code phase. Realistically, though, the classification of errors into categories like major and minor may be useful for quality control in product distribution, but it sheds little light on the causes and possible treatments of these errors and their prevention in future systems.
Development environments. The development environments centered on three types of projects: applications software, systems software, and data processing.
Applications software. We studied 13 projects in four companies that produce applications software. In this area, software is contracted from the organization by a Federal agency, typically the Department of Defense or NASA. Software is developed and "thrown over the wall" to the agency for operation and maintenance. Typically, none of the organizations we surveyed were interested in maintenance activities. All believed that the payoff in maintenance was too low and that smaller software houses could do whatever maintenance was necessary.
Since contracts are awarded after a competitive bidding cycle initiated by a "Request for Proposal," and requirements analysis is typically charged against company overhead, analysis is kept to a minimum before the contract is awarded. Requirements are written in English, and no formal tool is used. In addition, since the goal is to win a contract, there is a clear distinction between cost and price. Cost is the amount needed to build a product-a technical process that most companies feel capable of handling. On the other hand, price is a marketing strategy needed to win a bid. The price has to be low enough to win, but not so low that either money will be lost on the project or the company will be deemed "not responsive" to the requirements of the RFP. Thus, many ideas of software engineering developed during the 1970's on resource estimation and workload characterization are not meaningful in this environment because of the competitive process of winning bids.
In addition, two distinct types of companies emerged within this group-system developers and software developers. The system developers would package both hardware and software for a government agency into products such as a communications network. In this case, most of the costs were for hardware, and software was not considered significant. On the other hand, the software developers simply built systems on existing hardware systems. DEC's PDP/l series seemed to be the most popular with system builders that were not hardware vendors.
All companies surveyed had a methodology manual; however, they were either out of date, or were just in the process of being updated. In this environment, Department of Defense MIL specifications were a dominant driving force, and most standards were oriented to government policies. The methodology manuals were often policy documents outlining the type of information to be produced by a project but not how to obtain that information.
Tool use was relatively sparse. Fortran was the dominant programming language. Two tools did seem to be used. In compliance with DoD specifications, most had some sort of management reporting forms on resource utilization. However, these generally did not report on programmer activities. PDL was the one programming tool that many companies did depend on, probably because the cost was low.
Staff turnover was uniformly low, generally five to 10 percent a year. Space for programmers seemed adequate, with one to two per office being typical. All locations except one used terminals for all computer access, and that one site had a pilot project to build private offices connected to a local minicomputer.
Systems software. We studied 18 projects produced by 11 vendors. Most of the projects were for large machines although some projects for microprocessors were included. Operating systems for those machines were the most important projects studied. The other projects, mostly compilers and utilities, did not follow the development rules for operating systems projects because the other projects were considered small, and hence their designs would be well understood.
Many companies are heading towards a policy of never building a large product. Development effort is limited to no more than two years and 10 programmers on any particular product. A great deal of effort is expended in the design of traditionally large pieces of software like operating systems to segment them into pieces of this size. Japanese companies also seem quite proficient at designing and assembling small projects only.
Software is generally written on hardware similar to the target machine. Terminals are universally used and the ratio of programmers to terminals varies from 1:2 to 3:1. Getting a terminal is frequently less of a problem than getting CPU cycles to do development.
In most places, software support is generally limited to text editors and interactive compilers. High-level development languages exist, and in most cases, the policy is that they be used; however, a substantial portion of operating systems remains in assembly language (20 to 90 percent depending on the company). The reasons are partly good (such as the prior existence of assembly code) and partly the usual: alternatives have never been considered at the technical level. Text formatting programs are in wide use, but analysis of machine-readable text other than source code is virtually nonexistent.
We studied 18 projects produced by 11 vendors. Most of these were for large machines, with operating systems being the major product.
Most testing is considered part of the development effort. There may be a separate test group, but it reports to the development managers. Only a final field test may be under the control of an independent quality control group. One company assigned the quality control person directly to the development group, but group members believed that the independence of that individual in testing the system had been compromised as a result.
Maintenance is usually handled by the development staff. A field support group obtains trouble reports from the field and forwards them to the development organization for correction. In most cases, the developers, even if working on a new project, handle errors.
Programmers are usually organized into small teams by project, and usually stick with a project until it is completed. The term chiefprogrammer team is used incorrectly to describe conventional organizations: a chain of managers (the number depends on project size) who do not program, and small groups of programmers with little responsibility for organization.
Staff turnover is relatively high (up to 20 percent per year) compared with that in the applications software area. Most programmers typically have private cubicles parceled out of large open areas. The lack of privacy is often stated as a negative factor.
Software engineering practices vary widely among the projects we investigated. Not surprisingly, the older the system, the fewer software engineering techniques used.
Data processing. We studied seven data processing projects at five locations, although every location had some data processing activities for internal use. Most data processing software that we studied was developed in Cobol, although some systems were written in Fortran. There is a need to maintain the code throughout the life cycle.
Requirements were mostly in English and unstructured, although one company structured specifications by user function. Designs, especially for terminal-oriented products, were similar-a prototype set of simulated screen displays and menus to which the user could respond. The most striking difference in the data processing environment was the heavy involvement of users in the two development steps. The success of the project depended on how much the user was involved before integration testing. One site clearly had a success and a failure on two different projects that used the same methodology. The company directly attributed the success to the high level of interest on the part of the user assigned to the team during development.
All data processing was done at terminals. Office space was more varied than in the other two environments we observed. Some places used one-and two-person offices, while others partitioned large open areas into cubicles. Stress was often high in that overtime was more common, and turnover was the highest in this environment-often up to 30 percent per year. One location had a low turnover rate, which they attributed to their salaries being higher than those offered by comparable companies.
Data processing environments often use a phased approach to development, and quality control is especially important. One company, which had had numerous failures, attributed its recent successes to never attempting any development that would require more than 18 months. Since these systems often managed the company's finances, the need for reliability was most critical, and stress testing was higher than in other areas.
Japan and US comparisons
Unlike the recent survey by Kim 
Observations
We identified several approaches for improving software productivity althoLugh they are not strictly supported (or contradicted) by the data we collected. We offer these to stimulate discussion on this important topic. In preparing this article for publication, we were grateful for the thoughtful insights and comments from the reviewers. However, two issues kept on creeping into their reviews, and we suspect that the reader might have similar opinions.
(1) The comment was made that the reviewer (or his colleagues) used more or better tools, thus the survey was not representative. However, as we stated at the beginning, the goal was to look at production programmers-not research laboratories.
We suspect that most reviewers and probably many readers of Comnputer also represent the research category. (2) Names were sometimes given to demonstrate that industry is doing something about the problem. However, every person mentioned by the reviewers was interviewed by us and is included in this article. They either represent a research environment, and are not involved in "revenue-producing" software, or are considered an anomaly within their own company. We are not saying here that software practices are dismal in the US. Technology transfer takes time, and it appears that the current level in industry represents the research environment of the mid-1970's-a delay of only 10 years. However, certain practices we mentioned do hinder technology transfer. We hope that this article is an impetus to address those issues so that discussions can start within companies to improve the process and shortenstill further-the time it will take to adopt good practices in industry. *
