The development of low-cost sensors and novel calibration algorithms offer new opportunities to supplement existing regulatory networks to measure air pollutants at a high spatial resolution and at hourly and sub-hourly timescales. We use a random forest model on data from a network of low-cost sensors to describe the effect of land use features on local-scale air quality, extend this model to describe the hourly-scale variation of air quality at high spatial resolution, and show that deviations from the model can be used to identify particular conditions and locations
Introduction
The South Coast Air Basin is one of the most polluted air basins in the United States (Epstein et al., 2017) . The pollution problem in this region is driven by high emissions, unfavourable meteorological conditions (low wind speed, strong temperature inversions, abundant sunshine, infrequent rainfall), sea breezes and complex terrain that limits pollutant dispersion (South Coast AQMD, 2016) . Spatially and temporally dense information about local scale air pollution is necessary to mitigate air pollution effectively (Vizcaino and Lavalle, 2018) . While regulatory air quality monitoring networks offer important insights about long-term air quality trends, the data must be supplemented with additional measurements and models to obtain geographically more detailed air pollution information (Li et al., 2019a) . This is of importance given that air pollutants vary considerably over small distances (Kumar et al., 2015; Weissert et al., 2019a) .
Association of average pollutant concentration with land use variables (e.g. distance to major roads, length of major roads within different buffers, bus stops) is a frequently used approach to model time-averaged pollutant concentrations with high spatial resolution (Hoek et al., 2008) . A limitation of land use regression (LUR) models is the risk of overfitting the data when only few measurement sites are used to train the model. Further, LUR modelling is based on the assumption that relationships between air pollution and predictor variables are linear and that there are no interaction effects between different predictors. Given these limitations, researchers have considered using other algorithms that account for some of these limitations (e.g. Generalized Additive Model (GAM), Least Absolute Shrinkage and Selection Operator (LASSO)) to fit a land use model to pollutant concentrations . Some studies have also used machine learning algorithms such as Random Forest (RF) (Brokamp et al., 2017; Hu et al., 2017; Zhan et al., 2018) . LUR models are usually developed from dense diffusion tube monitoring over a few weeks during different seasons and lack temporal resolution at the hourly or sub-hourly scale. To overcome this, LUR models have been combined with temporally variable predictors to obtain hourly models (Masiol et al., 2018; Miskell et al., 2018b; Son et al., 2018; Yeganeh et al., 2018) .
The development of low-cost sensors has created new opportunities for air quality measurements and modelling. If deployed in dense networks, low-cost sensors have the potential to provide near real-time measurements of pollutants at a spatial resolution representative of the neighbourhood scale. They can offer insights into the influence of local pollution sources at different temporal and spatial scales that may not be detected by the usually sparsely distributed regulatory monitoring networks (Feinberg et al., 2019; Li et al., 2019b; Popoola et al., 2018; Weissert et al., 2019a) . Hence, the increasingly available data from lowcost sensor networks has led to new research aimed at combining continuous measurements obtained from a low-cost sensor network with land use data to get spatially and temporally dense air pollution information (Deville Cavellin et al., 2016; Lim et al., 2019; Masiol et al., 2019; Miskell et al., 2018b; Schneider et al., 2017) . In Montreal and Vancouver, Canada mobile measurements with low-cost sensors were used to map air pollutants during different seasons (Deville Cavellin et al., 2016) and times of the day (Miskell et al., 2018b) , respectively. Schneider et al. (2017) combined air quality data obtained from a low-cost sensor network (24 units) with an urban-scale air quality dispersion model to map NO2 concentrations at near realtime. A network of ten low-cost sensors was used in New York to develop 24 LUR models representative of each hour of the day (Masiol et al., 2019) . In a recently published pilot study, we presented another approach to combine NO2 concentrations obtained from a microscale low-cost sensor network (eight sensors) with land use information to identify site and time specific effects of urban design features that disproportionately contribute to population exposure (Weissert et al., 2019a) .
Such attempts to fuse land-use and sensor network data face the challenge of demonstrating plausibility of data from low-cost sensor networks (Williams, 2019) . A considerable amount of research has focused on sensor performance. A specific issue is drift of sensor signals over time (Clements et al., 2017) . Thus, an increasing number of researchers are focusing on developing procedures that allow remote sensor calibrations (Delaine et al., 2019) , which is critical for the long-term deployment of large low-cost sensor networks. In our recent work, we developed calibration and remote drift detection procedures for O3 and NO2 sensors deployed in hierarchical networks consisting of well-maintained regulatory sites and low-cost sensors. The approaches were successfully applied and tested at co-located sites (Miskell et al., 2019; Miskell et al., 2016; Miskell et al., 2018a; Weissert et al., 2019a) and were extended to a larger network in Southern California. The corrected sensor data provide a spatially and temporally dense data set of NO2 and O3 concentrations that can claim reliability with an root mean-square error (RMSE) of 7.4 and 5.4 ppb, respectively. Here, first we use this dataset to develop a land-use model for concentrations averaged over two months, and then apply the simple approach described by Weissert et al. (2019a) to model concentrations on an hourly time-scale, both for NO2 and O3. Subsequently, we use an analysis of differences between measured and modelled concentrations to identify local urban conditions that are poorly captured by the static land use model. We show that these deviations have reasonable explanations which in turn reinforces confidence in the original dataset (Williams, 2019) .
Methods

Sensor network
We used the AQY micro air quality monitors from Aeroqual Ltd., Auckland, New Zealand, which are described in detail in Weissert et al. (2019a) . The data correction procedures have been comprehensively described elsewhere (Miskell et al., 2019; Miskell et al., 2018a , For the model building, we used data from 31 low-cost sensor sites during April and May 2018, when most data were available. Pollutant (i.e., NO2 and O3) concentrations were averaged across the two months to develop the 'average' model.
Predictor variables
Publicly accessible land use data from Open Street Map and traffic data (Caltrans, 2019) were used as predictor variables. Altitude data was extracted from the SRTM 90m Digital Elevation data (http://srtm.csi.cgiar.org/). We used three variable selection methods to assess the effect of different predictor numbers offered to the model. First, we used all available predictors 6 (Chen et al., 2019), second we optimized buffer distances (Su et al., 2009; Vizcaino and Lavalle, 2018) and third, we removed variables that did not follow the expected direction of effect (Beelen et al., 2013; Vizcaino and Lavalle, 2018) . To optimize buffer distances, the correlations between the pollutant concentrations and the predictor variable at each buffer distance were calculated and the one with the highest value of correlation was used in the model. 
Model building and validation
We used a random forest (RF) model. RF models have successfully been used in previous studies aiming to predict NO2 concentrations using land use (Araki et al., 2018; Chen et al., 2019; Hu et al., 2017; Zhan et al., 2018) . This approach was chosen to minimise the risk of overfitting given that there are relatively few monitoring sites and also to capture non-linear relationships observed between air pollutant concentrations and predictor variables (Araki et al., 2018; Chen et al., 2019; Vizcaino and Lavalle, 2018) . RF models are bagged decision tree models, where each tree consists of a random subset of predictor variables from the training dataset and where the final output is the average of multiple decision trees (Breiman, 2001; Grange et al., 2018; Vizcaino and Lavalle, 2018) .
We used the caret package in R (v3.5.3) to develop the RF (Kuhn, 2019) . Ideally, the data would be split into a training (80%) set, which is used to develop the model, and a test (20%) set, which is used to evaluate the performance of the model. However, given the small sample size of sites, we decided to use all sites to develop the model. Thus, we could not verify the performance of the model on held-out test data. Therefore, the model developed for the monitoring sites may not be representative of other sites. However, the focus of this paper is to assess local effects that result in deviations from the average modelled concentrations, which would not be as affected by the lack of test data. The model is evaluated using a 10-fold crossvalidation for resampling where the RMSE is taken as the metric to measure model performance.
Fusion of the RF model with hourly-averaged data
To build the model for the temporal variation at the hourly-averaged time-scale, we used the approach described in Weissert et al. (2019a) . In brief, we assume that the modelled concentrations ( ̅ , ) are linearly related to the hourly-averaged low-cost instrument data ( ) for any given hour on any given day ( ).
where � 1, is derived from a least-square regression of eq. 1. An analysis of at the different low-cost sensor sites, k, was then used to assess local effects that are not captured by the RF model.
Results and Discussion
Measured pollutant concentrations Figure 2 shows boxplots for the NO2 and O3 concentrations measured at the different low-cost sensor sites across the study period which shows that the intra-site variability tends to be larger than the variability between sites for both pollutants. Maximum 8-hour O3 was 120 ppb (site 184). The highest 1-hour average NO2 concentrations were recorded at site 124 (116 ppb). Table 2 shows a summary of the resampling results for different predictor selection approaches
Model results
(1: all predictors, 2: predictors with optimized buffers, 3: predictors with optimized buffers and that follow the expected direction of effect). It shows that the model performed well on the data, with a slightly better performance when using all predictors. When applied to all sensor sites, the R 2 between the modelled and measured NO2 and O3 concentrations was 0.93 (RMSE = 1.3 ppb) and 0.73 (RMSE = 1.8 ppb), respectively. Figure 5 shows the variable importance derived from the RF suggesting that location (latitude)
is the most important predictor for O3, followed by average truck traffic and the inverse distance from the nearest main road. The spatial variability of the measured pollutant concentrations confirms the higher O3 concentrations at higher latitudes at the bottom of the mountain range (Fig. 3) . NO2 concentrations were largely dependent on the main road length within 1 km, inverse distance to main road and elevation with a tendency for higher concentrations measured at higher altitudes.
The inverse distance to the nearest main road was also important; however, there was a lot of scatter and the relationship with NO2 concentrations was weak (R 2 < 0.1) and following the opposite direction of effect. While predictors following an unexpected direction of effect are excluded in standard linear regression models, RF models may also include predictors with counter-intuitive effects, for example, to compensate for over or under predictions by other predictors . Temporal variation results Figure 6 shows the hourly-averaged O3 concentrations measured at the low-cost sensor sites against the modelled and temporally updated O3 concentrations. The figure shows that across the entire study period, the model captured well the temporal variation measured at the lowcost sensor sites. This is to be expected since at most sites and times the variation was a regular diurnal cycle with the lowest value close to zero; hence, the hourly variation would be simply related to the mean. Figure 8 shows the unexplained variance for each site as a fraction of the total unexplained variance. O3 concentrations were generally well captured, which is partly due to the lower spatial variability of O3. Sites where the model did not predict temporal O3 concentrations as well include site 120, 124 ,116 and 167. The unexplained variance was slightly higher for NO2 ( Fig. 8b) and higher for sites 121, 120, 124 and 167. The spatial variation of the unexplained variance is shown in figure 8c -e suggesting that the model did not perform as well for O3 and NO2 for sites close to the mountain range, north and south of the valley. In an effort to analyse and discuss local effects that may have contributed to unpredicted variations, we also plotted the mean difference term (measured -modelled concentrations) across different wind direction-speed bins (Fig. 9) . Some examples for local effects are discussed below. Site 116 is located SW of Riverside at a high school and the O3 model tended to slightly overestimate O3 concentrations at this site, particularly when wind speed was low. This suggests that O3 concentrations at this school are lower than expected for sites at this latitude and sites with similar traffic and road patterns. Exploration for the reason might focus for example on hyper-local traffic patterns around the site that may be leading to local O3 titration.
Analysis of local effects
Site 120 is located in a residential area, east of the Sycamore Canyon Wilderness Park. Thus, the main road length within 1 km, one of the most important predictors for NO2, was relatively small. However, the site was also S/SW of a multi-lane motorway and it is likely that high NO2 and low O3 concentrations were measured when the site was downwind from the motorway as visible in figure 9 . Another site that showed distinct differences between measured and modelled NO2 concentrations is site 121. The polar-plot in figure 9 reveals that this was particularly the case when there was north wind direction. This site was located just south of the San Bernardino Santa Fe depot, a major road and rail transport hub (Fig. 8e ), which resulted in high NO2 concentrations at this site. Site 124 was located 100 m west from a major road, but measured O3 concentrations were higher and NO2 lower than typically expected within close proximity to a main road. The site is located within a golf-course, suggesting perhaps that nitric oxide (NO) was scavenged by grass and vegetation so O3 titration may have been lower. Site 167 is 400 m south-west from the San Bernardino National Forest, which explains the higher than modelled O3 concentrations and lower than modelled NO2 concentrations associated with wind from the forested area being lower in NO.
To further assess the temporal differences between modelled and measured concentrations, we examined the time-series for April for the sites with disproportionately high unexplained variances (see Figure 10 ). For O3, the temporally updated model followed the measured O3 concentrations relatively well, although some deviations are observed between the 9 th and 14 th of April at site 121 where O3 concentrations were lower than modelled. This site also showed large deviations for NO2 for the same time period, suggesting the local emission sources may have changed during this time period. Wind data for this period showed a change in wind direction from dominating south-westerlies to northerlies. Thus, the influence from the train depot north of this site would therefore have been stronger between the 9 th and 14 th of April, particularly on the 9 th and 13 th when measured NO2 concentrations were considerably higher than modelled. Similarly, site 167 showed larger deviations between the 9 th and 14 th of April, when measured air was mostly coming from the San Bernardino National Forest. 
Temporally variable pollution maps
Finally, the presented approach allows mapping pollutant concentrations for any given day and hour measurement data are available. An example for predicted NO2 concentrations for 10/05/2018 at 07:00 local time is shown in figure 11 . Given that the prediction success of the model developed here is limited due to the relatively small number of sites, the figure is focused on an area where measurements were relatively dense and the predictions likely more representative. It shows the expected high NO2 concentrations during the morning rush hour.
Spatially, NO2 concentrations were slightly higher north and south of the study area, which is partially due to higher altitudes. However, overall spatial differences were small. The spatial coverage and prediction power of the model may be improved by supplementing low-cost sensor networks with diffusion tube campaigns involving local communities or schools. This could then allow mapping pollutant concentrations with more confidence for any given day and hour at a neighbourhood scale and offer insights about pollution hotspots and their temporal variation. Figure 11 . Predicted NO2 concentrations at 500 m resolution for northern Riverside, where the low-cost sensor network was the densest network in the region, with measured NO2 concentrations at the sensor sites superimposed: 10 th May 2018 at 07:00.
Conclusions
This paper has presented results of a RF model to predict concentration values for O3 and NO2
based on LUR and a low-cost sensor network that was deployed in the Inland Empire region in Southern California. A previously described procedure was used to remotely calibrate the low-cost sensors using data from the more sparsely distributed regulatory network. We combined land use information and an RF model with hourly low-cost sensor data to identify local effects on O3 and NO2 concentrations at a high temporal resolution. The mean RF models performed well for NO2 and O3 concentrations (R 2 = 0.93/RMSE = 1.3 ppb and R 2 = 0.73/RMSE = 1.8 ppb, respectively) at the low-cost sensor sites. The mean modelled pollutant concentrations were successfully updated hourly using the low-cost instrument data. The model for O3 combined with the low-cost instrument data captured the spatial and temporal variation well. For NO2, variations from the model highlighted particular urban features, not accounted for by the general land-use modelling, that under particular circumstances resulted in significantly increased pollutant concentration. The model proved to be an effective and simple way to highlight the spatial and temporal distribution of local effects that may disproportionately contribute to pollutant concentrations. The findings may be associated with different meteorological conditions (e.g. higher pollutant concentrations expected for particular wind directions) offering support for local pollution alerts. If supplemented with more dense measurements, for example using diffusion tube campaigns, the model would allow for mapping pollutant concentrations for any given day and hour, which may be updated in near real-time as long as measurement data are available.
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