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ABSTRACT 
 
Full Name : Muhammad Waqar Ahmed 
Thesis Title : Power System Instability Prediction and Mitigation Using 
Synchrophasors. 
Major Field : Electrical Engineering 
Date of Degree : May 2014 
   
With the never ending growing needs for the human beings, the usage of electricity which is 
now essentially the backbone for every need, is growing. This growth in the demand of 
energy requires the expansion or new installations of current power reserves. Rather than 
achieving any of the fore mentioned tasks i.e. of expanding or installing new reserves for 
power, power system operators tend to push the existing power systems to the operating 
limits because of the cost constraint. This on one hand saves the cost but on other hand 
exposes whole of the power system to risk i.e. to operate the power system efficiently 
without a collapse or destabilizing the system. This makes the stability study of the power 
system critical. One of the vital outcome of this study is to detect the conditions that will 
make the system unstable and apply counter measures to mitigate it. In addition, the 
outcome of these studies are also used in designing and operating the power system to 
ensure stable operation under different probable contingencies. 
 
This thesis focuses on presenting a complete package for improving power system transient 
stability, starting from planning and designing phase till operational phase. From the 
design and planning perspective, a multi objective PMU placement technique to achieve 
maximum system observability with minimum cost is presented, along with this a new 
Kinetic Energy (KE) based Flexible Alternating Current Transmission System (FACTS) 
placement using Differential Evolution Algorithm (DEA) in order to improve transient 
stability of the power system; from the operational point of view, a novel strategy for 
operating the power system economically and feasibly along with the improvement in 
transient stability of the system. Moreover to this an Artificial Neural Network (ANN) 
based power system instability detector is designed to serve as an input to the PMU based 
Remedial Action System (RAS) namely braking resistor and Under Frequency Load 
Shedding (UFLS), which will take measures against the detected instability. The proposed 
algorithms and techniques have been simulated using MATLAB and SIMULINK and 
practically implemented using Real Time Digital Simulator (RTDS) with Power Hardware 
in Loop (PHIL) configuration. Simulation results revealed that the developed algorithms 
and techniques produce reliable and high-quality solutions. 
 
Master of Science Degree 
King Fahd University of Petroleum and Minerals 
Dhahran, Saudi Arabia 
May 2014 
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 الكهربائية الهندسة   التخصص:
 
 2014مايو   :تاريخ الدرجة العلمية
 
الآن بساسيا العميوا الرقيرك لكيل  تعتبير، واسيتخدام الكهربياا التيي  تنتهيي ببيداالمتزايدة للبشرية التي لا حتتياجات الامع 
منشيتت انشياا بو  احتتياطيات الطاقة الحاليةفي . يتطلب هذا النمو في الطلب على الطاقة في التوسع بشكل متزايدحتاجة 
مييل يتياطييات جدييدة للطاقية ، بدلا من تحقيق بك من المهام الميذوورة الديدارة بك توسييع بو تتبيي  احتو لكن جديدة . 
التكلرة. هذا من ناحتية يوفر تكلرية ولكين  قيدنظام الطاقة إلى افع بنظمة الطاقة القائمة على حتدوا التشغيل بسبب  مشغلو
نهييار بو تشغيل نظام الطاقة بكرااة اون حتيدو  امما يعني بهمية نظام الطاقة للخطر وامل على الجانب الآخر يعرض 
حيويية مين هيذ  النتيائ  الاراسية اسيتقرار نظيام الطاقية. واحتيدة مين  السيبب يوحيأ بهمييةهذا النظام.  زعزعة استقرار
الكشف عن الظروف التي من شيننها بن تجعيل النظيام  يير مسيتقر وتطبييق تيدابير مخيااة لتخرييف  لي .  يالدراسة ه
نظيام الطاقية لخيمان تشيغيل مسيتقر فيي  بالإحافة إلى  ل ، يتم استخدام نتائ  هذ  الدراسات بيخا في تدميم وتشغيل
 ظييييييييييييييييييييييييييييييييييييييل حتييييييييييييييييييييييييييييييييييييييالات الطييييييييييييييييييييييييييييييييييييييوار  المحتمليييييييييييييييييييييييييييييييييييييية مختلريييييييييييييييييييييييييييييييييييييية.
 
، بيداا مين التخطيي  و حتتيى مرحتلية اسيتقرار نظيام الطاقيةوتروز هذ  الأطروحتية عليى تقيديم مجموعية واملية لتحسيين 
 UMPهيزة تيم طيرن تقنيية متعيداة الاهيداف لوحيع اج، ناحتيية التديميم والتخطيي  تديميم المرحتلية التشيغيلية . مين 
الجدييدة لوحيع  ) EKالطاقة الحرويية   بالاحافة الى تقنية تحقيق بقدى قدر من قابلية الملاحتظة النظام بنقل تكلرة ، ل
 اسيتقرار) مين بجيل تحسيين  AED  باستخدام خوازمية التطور الترريقي  )STCAF( نظام نقل التيار المتراا المرن 
تشيغيل نظيام الطاقية اقتدياايا و عملييا تم وحع اسيتراتيجية جدييدة لشغيلية ، جهة النظر التومن  . اللحظي نظام الطاقة
فقيد تيم تديميم نظيام واشيف لعيدم الاسيتقرار فيي . وعيلاوة عليى  لي  تعمل بيخا على تحسين استقرار النظيام اللحظيي
 ) SAR  النظيام و الذك سيكون بمتابة ُمدخل لانظمة علاج )  NNAالشبكة العدبية الاصطناعية   النظام باستخدام 
و )  SLFU   التي هي عبارة عن مقاومات وابحة و قطع لتيار في حتيياة انخرياض التيراا UMPالموجواة في بجهزة 
تم محاواة خوارزميات وتقنيات المقترحتة باستخدام التي ستقوم باتخاا اجرااات من شننها معالجة حتالة عدم الاستقرار. 
اعيدااات ) ميع  SDTRرقميية   السيتخدام محاوياة الوقي  الحقيقيي وتنرييذها عملييا با KNILUMISو  BALTAM
جييواة عالييية يمكيين  حتلييوذ  اتقاميي  بانتيياج . وشيير  نتييائ  المحاويياة بن الخوارزميييات والتقنيييات المتقدميية )LIHP(
 الاعتماا عليها
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1 CHAPTER 1 
INTRODUCTION 
1.1 Overview 
The electrical grids are amongst the most complex systems worldwide. The power 
system planners and operators work hard to operate the system in a reliable manner to 
provide the safe and satisfied electric power to the customers. With the introduction of 
free marketing and deregulation of the power system, the economic factors are added to 
the power system operation, leading to new uncertainties and challenges to large 
interconnected power system. Power systems continue to be stressed as they are 
operated in many instances at or near their full capacities. In such a situation, power 
system protection and control becomes an important safeguard of power system and also 
the key enabler to meet the challenges of the electrical grid in the 21st century.[1] 
The technological advancement in this millennia has made us more dependent on 
electrical power than ever. Due to this dependency power systems are growing in size 
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and complexity which makes it more prone to failure as they are pushed to their limits by 
power system operators. Theses failures can prove to be disastrous and can lead to 
unamendable losses and system black outs. To know which failures will lead to make the 
system instable, power system stability studies are carried during the design, planning 
and even in the operational phase of the power system to figure out the actions to mitigate 
or avoid instability and time required to take these actions. These facts highlight the 
importance of the stability study of the power system. To add to these facts Table 1.1 [2] 
shows some history of blackouts in different parts of the world due to instability 
occurrence and failure to take action against it. To accurately identify the scenarios which 
will make the power system instable is still a challenging task even after such 
technological advancement in fields of measurement, protection and computation. 
Although it has been almost 80 years since the power systems came into being, stability 
is still a scorching topic for researchers. 
The lessons learned from several recent major blackouts revealed that current 
protection systems were not always sufficient to stop an uncontrolled cascading failure of 
the power system and, therefore, the application of existing protection system should be 
revisited. Phasor measurement units (PMUs) using synchronization signals from the 
satellite global positioning system (GPS) have recently evolved into mature tools with the 
potential to revolutionize the way electric power systems are monitored and controlled. 
Since PMUs were introduced into power system thirty years ago, their values have been 
proved by their extensive applications in power system operation and planning. In recent 
years, varieties of PMU application areas, including the area of power system stability, 
have been studied, proposed and implemented with their significant benefits. 
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TABLE 1.1: BLACKOUT HISTORY IN DIFFERENT PARTS OF WORLD 
 
Country 
Date of 
blackout 
Estimated time 
of blackout 
People affected 
Loss in 
USD 
New Zealand 20.02.1998 4 weeks 70,000 Not reported 
Brazil (70% of the 
territory) 
11.03.1999 5 hours 97,000,000 Not reported 
India 02.01.2001 12 hours 226,000,000 110 million 
U.S.A (North-
East) + Canada 
(Central) 
14.08.2003 4 days 50,000,000 6 billion 
Italy 28.09.2003 18 hours 56,000,000 (4 deaths) Not reported 
Indonesia 18.08.2005 7 hours 100,000,000 Not reported 
Spain 29.11.2004 
5 blackouts in 
10 days 
2,000,000 Not reported 
South West Europe 04.11.2006 2 hours 15,000,000 Not reported 
 
At present, a large number of PMUs have been installed and the wide area 
measurement system (WAMS) that gathers real-time phasor measurements by PMUs 
across broad geographical areas has been gradually implemented.[1] 
Flexible AC Transmission Systems (FACTS) is another worth specifying tool for 
power system enhancement. The emergence of facts some 20 years ago has changed the 
complete picture of power system operation. They have opened a new world in power 
system control. They have made power systems operations more flexible and secure. 
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They have ability to control, in fast and effective manner the three key players in power 
flow. These are circuit impedance, voltage magnitude and phase angle. This gain in 
flexibility in power flow is not a small achievement at all. The great economic and 
technical benefits of this to the power systems have been well proven. 
1.2 Thesis Motivation 
Due to the increasing importance, power system stability research studies have 
attracted widespread attention among researchers in power system technology. Accurate 
identification, detection and mitigation of instability in power network can reduce the risk of 
blackouts, speed up power restoration and thus enhancing the reliability and availability of power 
systems. A number of different areas for improving the power system stability are reconnoitered 
which are given as follows: 
1.2.1 PMU-based Instability detection and mitigation 
At present, PMUs have come out of their academic infancy with commercial 
viability. There are now about 24 commercial manufacturers of PMUs and pertinent 
industry standards have made possible the interoperability of units from different 
manufacturers [3], [4].A PMU has the potential to revolutionize the monitoring and 
control of electric power systems.  This device has the ability to measure current, 
voltage, and calculate the angle between the two. Phase angles from buses around the 
system can then be calculated in real time. This is possible because of two important 
advantages over traditional measurement; time stamping and synchronization. With 
the satellite GPS availability, digital   measurements at different part of power system can 
be performed synchronously to the accuracy of one micro-second. The ability of GPS to 
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provide a time reference signal, synchronized at widely separated locations has been 
widely recognized as having many applications in power-systems including the 
application for power system stability detection, monitoring and control. PMU-based 
instability detection and control algorithms are highly accurate and, therefore, needed to 
cope with the modern power system requirements. Being in very initial and crude stages 
these algorithms to identify and control power system instability are just simulated rather 
than being tested on real hardware. One of the biggest stimulus of this thesis is to develop 
and test such algorithm through real time simulations with real hardware in loop.  
1.2.2 Optimal Placement of FACTS Devices 
Another crucial player in the area of power system stability enhancement is FACTS 
devices. Installing FACTS devices in any power system is an investment issue. It offer 
flexibility in power flow at the expense of the cost. Therefore, it is necessary for any new 
installation of FACTS to be very well justified [5]–[9]. Most of the published literature 
on FACTS devices focuses on improving the small signal stability or voltage stability of 
the power system. There are rather very few papers being published on improving the 
transient stability of the power system. Being an under explored area, the ability of 
FACTS devices in the area of transient stability is still grim. This thesis aims to discover 
the ability of FACTS devices for improving power system transient stability and presents 
a new formulation for FACTS devices placement in power system for improving the 
transient stability. 
1.2.3 Transient Stable Optimal Power Flow 
In the past decade or so, the focus of the research has been to improve the transient 
stability of the power system without extra investment on the infrastructure of the power 
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system. Power system operators and researchers are continuously striving to achieve 
better transient performance of the system by altering the available control parameters of 
the system. This led to the formulation of Transient Stability Constrained Optimal Power 
Flow (TSCOPF). As from the literature this problem has been formulated as a single 
objective constrained optimization problem with targeted or selected faults. This kind of 
approach can improve the transient performance for the selected faults but for the faults 
other than the considered one, we cannot say anything about them. So, still we need an 
approach that can improve the global transient performance of the system. This thesis 
aims to present a novel true multi-objective formulation of the Optimal Power Flow, that 
will not only ensure that the system is operating economically, but will also improve the 
global transient performance of the system under consideration. 
1.3 Thesis Objectives 
With the motivations laid in the previous sub-section, the objective of this thesis are 
listed as follows: 
1. Proposing a novel approach for optimal placement of shunt FACTS device that is 
STATic synchronous COMpensator (STATCOM) in electrical network and solving it 
using population based technique and testing the placement for two control modes 
that are voltage control mode and reactive power control mode. 
2. Development of multi objective formulation for optimal PMU placement (OPP) 
problem and solving it using heuristic multi objective optimization algorithm. 
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3. Proposing a novel true multi objective optimal power flow in order to improve the 
transient stability of the power system with minimum cost and solving it using 
heuristic multi objective optimization algorithm. 
4. Development of PMU and Artificial Neural Network based transient instability 
predictor. 
5. Algorithm and prototype development of PMU based transient instability mitigation 
schemes namely braking resistor scheme and under frequency load shedding scheme 
(UFLS). 
1.4 Contributions: 
The main contributions of the work carried out under this thesis can be summarized as 
follows: 
 Proposal of novel kinetic energy and hybrid synchronism classifier based formulation 
for optimally placing shunt type FACTS devices in power system in order to improve 
the transient stability. 
 Development of optimal placement of shunt type FACTS device problem solver 
based on Differential Evolution Algorithm (DEA) to achieve maximum improvement 
in stability of the system with minimum number of FACTS devices. 
 Development of multi objective OPP problem solver based on Strength Pareto 
Evolutionary Algorithm (SPEA) to achieve full network observability with minimum 
PMU installation cost with maximizing PMU measurement redundancy. 
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 Proposal of novel multi objective Transient Stable Optimal Power Flow (TSOPF) 
based on kinetic energy and hybrid synchronism classifier to improve the transient 
stability of the system with minimum possible cost. 
 Development of multi objective TSOPF solver based on SPEA for maximizing 
transient stability and minimizing cost.  
 Implementation of real time hardware in loop schemes using RTDS and real time 
PMUs for transient instability mitigation. The said schemes will help to reduce the 
risk of blackouts and enhance power system’s availability and reliability. 
1.5 Thesis Organization 
The material of this thesis is organized in seven chapters. It starts, after this introductory 
chapter, with a literature survey addressing different problems that are under 
consideration in this work in Chapter 2. Chapter 3 is dedicated to the formulation of OPP 
problem formulation, SPEA Algorithm and its implementation on OPP problem. Chapter 
4 presents the formulation for STATCOM placement in the system and the Differential 
Evolution (DE) application for solving the STATCOM placement problem. Chapter 5 
present the formulation of Transiently Stable Optimal Power Flow and SPEA application 
for solution of the presented problem. Chapter 6 presents some overview of PMU 
technology and then PMU based transient instability detection and mitigation schemes 
are presented. Finally, Chapter 7 concludes the work with some highlights of the work 
and future pathways for the work are proposed.  
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2 CHAPTER 2 
LITERATURE REVIEW 
2.1 Transient Stability of Power System 
As per CIGRE Study Committee 38 and the IEEE Power System Dynamic Performance 
Committee [10] power system stability can be defined as follows: 
“Power system stability is the ability of an electric power system, for a given initial 
operating condition, to regain a state of operating equilibrium after being subjected to a 
physical disturbance, with most system variables bounded so that practically the entire 
system remains intact.” 
From the fore mentioned power system stability definition it is evident that for the 
preservance of integrity of most of the power system’s components should be in-service 
or intact other than those which has been isolated or tripped intentionally so as to counter 
the disturbance and to keep the system in operation. The ever changing loading 
conditions on the power system are considered small disturbance and the system is 
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capable enough to cope up with these small disturbances via load frequency control. The 
instantaneous tripping of significant portion of load or generation or a fault are 
considered as large disturbance and are referred as transient disturbance. In the post-
transient period the system reaches a new state of equilibrium provided if it is stable and 
usually human intervention or automatic controls are required to bring the system back to 
its original state (pre-disturbance period). 
Depending on the nature, the size of disturbance and the time span considered 
instability can take various forms. To device the method for countering the instability it is 
essential to identify the contributing factors, the categorization of stability greatly serves 
this purpose. Figure 2.1 [10] depicts the classification of power system stability in 
general and sub-classes. 
 
Figure 2.1: Classification of Power system stability [10].  
 
Historically the terms steady-state stability and dynamic stability has been used to 
refer different kind of stabilities, however IEEE and CIGRE [10], in order to avoid 
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confusion, merged the two fore mentioned terms as small disturbance stability. This 
survey emphasizes solely on the rotor angle stability analysis which is often regarded as 
transient stability analysis. 
IEEE and CIGRE [10] defines Rotor angle stability or Transient Stability as the 
ability of the interconnected system to remain in synchronism after being subjected to a 
severe disturbances. As a response to the disturbances the generator’s rotor angle 
experiences large excursions with an embedded nonlinear relationship between generator 
power and rotor angle. This kind of stability not only depends on the pre-fault conditions 
of the power system but also on the severity of disturbance.  
For modern power systems that are heavily interconnected by complex 
transmission network and large-scale with tens of synchronous machines, transient 
stability assessment or analysis is more suitably carried out by computer aided tools or 
simulations. For a particular system and specific disturbance the combination of 
differential and algebraic equations are solved iteratively. The dynamics governing the 
synchronous machine is represented by second order differential equation called as swing 
equation (2.1) and the network behavior i.e. power flow is represented by non-linear 
algebraic equation(2.2). 
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𝑃𝑒𝑖  = Electrical power output of generator i. 
𝑃𝑚𝑖  = Mechanical Power input of generator i. 
𝛿𝑖   = Rotor angle generator i. 
𝐸𝑖   = EMF behind transient reactance. 
𝑀𝑖  = Inertia constant of generator i. 
𝐺𝑖𝑗  = Transfer conductance between branch i and j. 
𝐵𝑖𝑗  = Transfer suseptance of branch i and j. 
𝑁𝐺      = number of generators in the network.  
2.2 Numerical Simulation method 
2.2.1 Numerical Integration Method 
These methods are based on solving the swing equation via numerical integration where 
the exact solution to the transient stability problem can be obtained. Many techniques 
exist for solving non-linear ordinary differential equations (ODE’s). The widely used 
techniques in power system stability studies are Euler’s method, trapezoidal method, and 
Runge-Kutta method. These algorithms employ step-by-step solving method. For solving 
swing equation by these methods it is decomposed into two single order differential 
equations as (2.3) and (2.4)  
   i i b
d
dt

     (2.3) 
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where, 
𝜔𝑖 = Speed of ith generator. 
𝜔𝑏 = Synchronous Speed. 
It is evident that for a system with ‘NG’ generators ‘2 NG’ equations must be solved. The 
following disadvantages are evident for these methods. 
1. For accuracy the time step should be as small as possible. This increases the 
computational time for assessing transient stability. 
2. Each of the fault must be dealt separately. 
3. CCT obtained by separate trials. 
These short comings make these method ill-fit for real time transient stability 
assessment. The usage of “Extended Equal Area Criterion (EEAC)” has shown promising 
results in this regards. Developed [12], [13] as a tool for online transient stability 
assessment. It employs the replacement of multi-machine by two machine equivalent and 
further amenable to single machine infinite bus turning the problem solely into algebraic 
equations. Ref. [14]  has successfully demonstrated the effectiveness of EEAC algorithm 
by assessing the stability of islanded power system and developed a priori transient 
stability indicator for the islanded power systems. Yang et al. [15] has presented a case 
study of Anhui power grid applying EEAC to assess the power system stability for a 
permanent 3 phase fault to ground at two terminal line of 500kV demonstrating the power 
 14 
 
of generalization of EEAC algorithm. Li et al  [16] shows the effectiveness of EEAC in 
real time based on wide area measurements and proposes an emergency EEAC to predict, 
analyze and to measure the degree of instability. Another real time application of EEAC 
can be found in [17] which determines the transient stability margin based on 
measurements from Wide Area Measurement System (WAMS). Ferreira et al [18] have 
shown the robustness of the algorithm by presenting the effects of topological changes 
like generator or line tripping etc. and assessing the transient stability using EEAC. 
Authors in [19] expose the speed of the algorithm and justifying its use in the online or 
dynamic stability assessment. Aside from all the advantages that EEAC provides, the 
aggregation of multi-machine into equivalent machine is not a simple task and also 
introduces numerical inaccuracies which may serve as a disadvantage in some studies to 
use EEAC. 
2.2.2 Direct/Lyapnov or Transient Energy Function Based Methods 
Unlike time domain simulation methods the direct methods assess the stability without 
explicitly solving the differential equation of the system. In power literature, the 
Lyapunov method has become the transient energy function method because the energy-
based methods are a special case of the more general Lyapunov second method or the 
direct method. The inkling behind this method is the replacement of post-fault system 
equations by a stability measure. P. Kundur [20] has depicted the concept of TEF in quite 
an excellent manner by an example of rolling ball in the inner surface of the bowl. As 
shown in Figure 2.2 [20] the bottom of the bowl is referred as Stable Equilibrium point 
(SEP) whereas the bowl’s rim is regarded as Potential Energy Boundary Surface (PEBS). 
The area inside the bowl is the region of stability whereas the region outside is called as 
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region of instability. PEBS has a number of Unstable Equilibrium Point (UEP). If the 
bowl is perturbed, the ball which is initially at SEP will move from its location due to the 
injection of kinetic energy and will roll up the bowl’s surface. If the ball is able to convert 
all the kinetic energy into potential energy before getting to the rim (PEBS), then it will 
eventually roll back and settles at SEP. On contrary to this, if the kinetic energy injected 
is high enough to make the ball roll over the rim then it will enter the region of instability 
and will never return to SEP. Conceptually similar to this are power system’s dynamics. 
At the fault occurrence, the generator speeds up, gains the kinetic energy and potential 
energy and moves towards the PEBS away from the SEP. After the fault clearance, same 
as in the case of ball rolling the kinetic energy is converted into potential energy. For the 
system to be stable it must be able to absorb the kinetic energy to make the generators 
operate at a new equilibrium point. 
The TEF method is well supported by the concept of equal area criterion and can 
be considered as analogy of each other as depicted in Figure 2.3.[20]. As in equal area 
criterion the equality of area A1 and A2 establishes the critical clearing angle (δcc), the 
critical clearing angle in TEF is specified in terms of kinetic and potential energy. 
 
Figure 2.2: Ball rolling example [20]. 
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To assess the transient stability of the system, a comparison is made between two 
energies, the energies being, the total energy (Ecl) injected in the faulted period i.e. the 
sum of kinetic energy gained during the fault and the potential energy at the 
corresponding rotor angle; and critical potential energy (Ecr) at δu, where δu being the 
rotor angle at the unstable equilibrium point. If Ecr > Ecl then the system is stable 
otherwise unstable.  
 
Figure 2.3: Equal Area criterion and TEF equivalence [20]. 
A number of TEF formulation has been used in the literature however (5) (details 
in [21]–[24]) is the most simplest and has been employed in most of the literature derived 
for the power system in the reference of Center of Inertia (COI) given by (6) and (7) [23] 
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𝐼𝑖𝑗 is the path dependent integral. Approximated using straight line approximation, where 
a and b are the starting and ending points respectively of the path. 
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where, i = 1,…,NG 
The angular displacement 𝜃𝑖 and angular velocity ῶ𝑖 are defined as 
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𝑀𝑇  = Inertia constant of system. 
A large number of papers are published on utilization of Transient Energy Function 
method for transient stability analysis. Chen et al [25] used the transient energy to 
effectively point out the source of oscillation in power system in case of 
electromechanical transient and has proposed wide area measurement based energy 
calculation method within the network. This not only shines out the use of TEF method in 
transient stability assessment but also provides ground to be used as real-time stability 
assessment tool. Another real time application of TEF method can be found in [26] which 
utilizes the rate of change of kinetic energy to assess the transient stability in real time. 
The authors in [26]  has also used resistive dynamic braking to improve the transient 
stability margin for the simulated power system. To take into account the ever growing 
renewable energy sources for transient stability, a structure preserved stochastic transient 
energy function method is proposed in [27] proving the generality of TEF method with 
the developing diversified energy resources. Yorino et al [28] proposed a new method for 
direct CCT computation. This method utilizes TEF to compute the critical trajectory 
where the transient stability problem has been formulated as a minimization problem with 
critical synchronism conditions to assess the stability of the system in different 
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contingencies. Ref. [29] presents an example of integration of HVDC dynamics in the 
transient energy function to assess the stability of hybrid (AC/DC) transmission system. 
Author has derived a new TEF for HVDC dynamics inclusion and a new algorithm to 
compute Transient Energy Margin so as to reduce the computational time. [30] presents 
the integration of FACTS devices. The author has developed energy function for Unified 
Power Flow Controller (UPFC) and has tested to prove the authenticity in different 
conditions and scenarios. Jing Shi et al [31] has diversified the use of energy function 
method by proposing an energy based controller for Superconducting Magnetic Energy 
Storage (SMES) system in order to improve the transient stability of the power system. 
The author has first analyzed the energy interaction between SMES and power system 
and then designed an energy based controller for optimal utilization of SMES in transient 
stability enhancement. Similarly, Ref. [32] presents the use of energy function to develop 
the control  strategy for Interline power flow controller (IPFC). Despite of the frequent 
usage and advantages the TEF method has certain drawbacks as follows: 
 The equations of the system during the fault period must be integrated for 
obtaining post-fault SEP and CCT. 
 If the system is initialized outside the stability region, nothing can be said about 
stability of the system. 
2.3 Hybrid Methods 
To overcome the deficiencies in both the numerical integration method and transient 
energy function method a hybrid method was introduced by [33] combining the accuracy 
of numerical integration method and generalization power and speed of TEF methods. 
 20 
 
One of the major advantage of the hybrid method is incorporation of details of models 
like higher order generator model, auxiliary controls and other aids within the power 
system and there is no need to compute the UEP[34]. After the hybrid method proposal 
for transient stability assessment many forms of hybrid methods are reported in the 
literature, however there are three major forms that have been used extensively a) the 
hybrid method [33], b) the two phase method  [35] and c) the second kick method [36]. 
The details of the methods can be found in references cited. 
Al Marhoon et al [37] presented a hybrid method by simulating the system step-
by-step up to the fault clearance point and then divides the machines into two groups, 
based on accelerating power the generators are classified as severely disturbed. The 
decision on stability is made on the basis of comparison of the potential energies of one 
group to the kinetic energies of the other group. A unique hybrid of Single machine equal 
area criterion and TEF method has been presented in [38]. The proposed method selects 
the critical couple of generator based on energies of the machine and applies time step 
simulation to assess the stability of the system. This saves the computation time and 
reduces the complexity as there is no need for network reduction and generator 
aggregation as in EEAC. The concept of transient stability for distributed generators is 
given in [39] which uses a hybrid of TEF and equal area criterion. The author has also 
proposed a control strategy for countering the transient phenomena for distributed 
generators. Ref. [40] have proposed to study the energy balance of critical machines only 
to determine the stability of the system and has proposed a new method to determine the 
stability margin in order to give a quantitative insight for the stability of the system. Ref. 
[41] have used clustering analysis techniques and hybrid TEF to assess the stability of a 
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large power system. The authors have described a real time transient stability assessor 
which requires information only from the step by step simulation. The author has also 
derived a transient stability index based on hybrid TEF and has depicted its performance 
with the application on a practical power system of UK. Kwok et al [42] has used a new 
approach named Marginally Unstable Injection (MUI) to formulate an accurate transient 
stability index based on the hybrid TEF method and has illustrated it with an application 
on a huge network of 700-buses, highlighting its accuracy and reliability. The author has 
also presented the conceptual differences between applied approach and few of the earlier 
hybrid approaches. 
2.4 Artificial Neural Network based Methods 
With the advancement in the computational capabilities and metering technology the 
application of the artificial intelligence for the power system problems has gained a 
significant boost. The power of these systems lies in the fact of mimicking the natural 
phenomenon giving them ability to generalize and predict. One example of this can be 
neural networks which tries to replicate the structure of human brain to solve the problem 
for which it is designed for. 
For transient stability assessment problem different intelligent techniques have 
been formulated and applied. Among the different techniques applied the Artificial 
Neural Networks (ANN) has shown promising prospect in this regards. 
Artificial Neural Networks (ANN) composed of highly interconnected network of 
nodes called as neurons which are the main elements responsible for processing the data. 
ANN presents a complete replica of human brain. Just as in the human brain the neurons 
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are connected via links called synapse, similarly the ANN neurons are also interconnected 
by weighted synapse. These networks are to be trained rather than to be programmed. 
 
Figure 2.4: Basic structure of ANN. 
There exist many architectures for ANN, although the core elements (neurons and 
synapse) remains the same, the variants differ in training algorithm or structure. Multi-
Layer Perceptron (MLP) with Back-propagation (BP) training algorithm is the most 
commonly used architecture and training algorithm respectively as shown in Figure 2.4.  
The precise objective of ANN is to develop a functional association between the 
data presented during the training phase. ANN once trained with selected data for a 
particular problem has the ability to classify or can recognize the data pattern to produce 
a specific output. The fore mentioned objective of developing a functional association is 
achieved in two phases. 
 Selection / Extraction of feature. 
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 Classification of the system. 
In the first phase the training set is generated for stable and unstable system 
conditions based on the offline simulations for each of the contingency and operating 
condition. Data is generated for each of the state (feature) of the system. For a given 
contingency a classifier function (rules) is applied online to declare the system stable or 
unstable. 
As no calculations are to be done, the ANNs are fast and do not depend on the 
system initial conditions. Due to this ability ANN has proven to be a viable candidate for 
Dynamic Stability Assessment (DSA) of power system, as it can be used in classification 
as well as prediction of power system stability. Different training vectors has been used 
in literature to assess the stability of power system. Usually a stability index or a 
manipulated state proves to be good choice for the training vector. 
Hashiesh and Mostafa [43] has designed a real time intelligent wide area phasor 
measurement unit based stability predictor. The authors have used a two layer feed-
forward neural network with the input vector 𝑋 =  {
𝑑𝑉𝑖
𝑑𝑡
,
𝑑𝛿𝑖
𝑑𝑡
}, the rate of change of 
generator i bus voltage and rate of change of generator i bus voltage angle. The predictor 
takes 6 reading after the fault clearance at an interval of each cycle to predict the stability 
status of the system. Xu et al [44] have applied Extreme Learning Machine (ELM) theory 
to assess the power system stability in real time. ELM is essentially an ANN differing 
from the conventional one in training algorithm which reduces the computational efforts 
required during training. The authors have shown the effect of feature selection of ELM 
through reduction in training time and accuracy of the network. The training vector used 
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is the maximum relative rotor angle during the fault-on period. If the angle is within pre-
specified limits then the system is classified stable otherwise unstable. Gomez et al [45] 
have presented yet another variant of the ANN called Support Vector Machine (SVM) to 
overcome the disadvantages of orthodox ANN. The SVM unlike the ANN can learn from a 
very small training set also it is easily applicable to large system without any increase in 
complexity that depends on the support vector rather than on dimensionality of the 
training vector. Other benefits of SVM includes more prone to over fitting and has a better 
performance if the data presented is outside the training data. The authors [45] have used 
transient stability index η to classify the power system as stable or unstable. If η is 
positive then system is stable and unstable otherwise. η is defined as 
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where, |𝛥𝛿|𝑚𝑎𝑥is the maximum separation angle between two generators during the post 
fault period. Another application of Neural Networks in power system stability 
assessment can be found in [46]. The author has used voltage magnitude at all buses and 
power flow through the lines as an input pattern to predict the Critical clearing time and 
hence the transient stability of the system.[47] has used TEF method based neural 
network to assess the transient stability of the system. The input vector used is the 
normalized transient stability margin ΔVn calculated from the TEF method of transient 
stability assessment. If the value of ΔVn > 0 then the system is stable and if ΔVn < 0 the 
system is classified unstable. The reason behind using such classifier is that it not only 
gives a qualitative measure but also gives a quantitative (degree of stability) measure of 
the system stability. Another approach to intelligent transient stability prediction is 
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presented in [48], which predicts the rotor angle stability by using voltage trajectories in 
the post fault period. The author has used SVM as a classifier and generator bus voltages 
as the input vector. Ref. [49] presented a novel Synchronism Status Index (SSI) based on 
hyperbolic functions. 
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where, tgh(.) is the hyperbolic tangent function. 
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First the measured rotor angles are transformed into COI reference and then SSI is 
calculated by applying hyperbolic transformation. This SSI is then presented to a hybrid 
classifier to predict the synchronism status of the system. The author has also shown the 
use of the algorithm to detect the tripped generators. 
Sawhney and Jeyasurya [50] has presented a neural network classifier based on 
aggregated equal area criterion application on multi-machine to device a transient 
stability classifier. The classifier η lies between -100 to 100 and is defined as 
 
 
 100 ,    (  )
 
 100 ,    (  )
dec inc
dec inc
dec
dec inc
dec inc
dec
A A
systemstableif A A
A
A A
systemstableif A A
A


 

 
  

  (2.21) 
 26 
 
Another training vector i.e. the active and reactive power of critical generator 
buses has been used in [51] to assess the transient stability. The authors has made use of 
the Support Vector machine and a binary classifier is used to classify the system stable or 
unstable. 
Sanyal [52] has applied a unique strategy in feature selection. The author has used 
6 features that represents the whole of the system effectively. The features being a) 
Accelerating parameter (AC) [53], b) Asynchronous Kinetic Energy [54] (AE), c) 
Transmission Power Margin [54] (TMAR), d) Fault clearing time, e) Location of fault 
and f) Critical clearing time. 
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Each of the above parameter is calculated in the fault on period. The author has shown 
the application of proposed method on a test system to validate its authenticity. Despite 
the advantages of less computational time and modelling requirement, the AI based 
methods still have some room for improvement in the area of extensive training 
requirement and validation. The main vulnerability lies in the fact that if a data out of the 
training data is presented to the network, what would be the output or response of the 
network. Due to this these techniques are rarely applied in a practical system and 
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conventional techniques are preferred over these in spite of the heavy computational 
requirements. Based on this it is possible to apply these algorithms in practical system as 
secondary line of defense with the conventional protection system to mitigate with the 
instability of the system. In future with the advancement in the technologies an increase 
in the capabilities of AI system is expected making it a real contender for the online and 
practical stability assessment. 
2.5 Transient Stability Constrained Optimal Power Flow 
Unlike the transient stability problem, optimal power flow (OPF) [55] is a steady state 
nonlinear programming (NLP) problem that involves the determination of optimal control 
parameters in order to achieve the desired objectives subjected to a number of system 
constraints [8], [56] . The results from the conventional OPF may lead to infeasibility in 
terms of transient stability, as usually the objective of OPF is to minimize operating cost 
of the power system. In today’s deregulated market environment, the reconciliation of 
transient stability and economics is achieved by embedding the transient stability 
constraints with in the optimal power flow which gives rise to Transient Stability 
Constraint Optimal Power Flow (TSC-OPF) [57], [58], achieving a set of control 
parameters that not only makes the system to withstand severe contingencies also to 
achieve the desired objectives. As with the addition of constraint the resulting cost is 
naturally higher than the conventional OPF case. Therefore, the power market 
participants and operators has a great interest in depressing this additional cost to 
maximum extent, which in turn demands improvement in the quality of solution of TSC-
OPF. 
 28 
 
The TSC-OPF is a highly non-linear optimization problem that involves algebraic 
and differential constraints that are difficult to handle even for a small power system, due 
to which the conventional mathematical optimization techniques are ill-fit for solving 
such kind of a problem. 
Various ad hoc algorithms and its variants have been proposed for solving TSC-
OPF. Xin et al. [59] presents a critical review of different variants of TSC-OPF. Ref. 
[60]–[62] have employed a constraint transcription based on the functional 
transformation technique to convert the original TSC-OPF into an optimization problem. 
Ref. [63] and [58], have transformed the differential equations governing the 
transient stability constraint into algebraic equations, which are introduced in OPF as a 
constraint, at each time step. This technique on one hand helps in simplifying the problem 
but at the same time results in a larger size of problem. This problem was only 
formulated for a single contingencies case. Ref. [64] extends this problem to include 
multiple contingencies. Also [64]  and [65], reduced the size of the problem considerably 
from the usage of reduced bus admittance matrix. 
Another technique to handle the transient stability constraint is presented in [66]–
[68]. The proposed technique introduced bounds, with in the standard OPF problem, on 
power generation capacity of selected generator or a group of selected generators by 
using the results of transient stability assessment that is done separately. Due to separate 
handling of transient stability problem higher order models of the system can easily be 
incorporated. The only drawback being the non-guarantee of obtaining an optimal 
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solution as the stability limits were only imposed on the power generating capacity of the 
gensets. 
One of the highlighting facts in all the above mentioned techniques (except for 
[68])is the stability criteria used to determine the stability status of the system. Ref. [58], 
[60], [62], [64]–[67], [69] uses the relative machine rotor angle deviations to assess the 
stability of the system. The limits imposed are arbitrary and differ from reference to 
reference. Table 2.1 depicts the stability criteria used in different references. A change in 
the criterion may lead to sub optimal results. 
Ref. [61] and [63] uses the energy function criterion to assess the stability of the 
system. This type of assessment criteria cannot ensure the instability status of the system, 
also heavy computation is required if higher order models are considered. Ref. [68] 
proposed an objective based stability criteria by transforming multi-machine system to 
SIngle Machine Equivalent (SIME) to avoid arbitrary stability criteria. This technique 
can introduce numerical inaccuracies, whereas transforming the multi- machine system 
into a SIME is not an easy task. 
TABLE 2.1: ROTOR ANGLE DEVIATION LIMITS USED IN LITERATURE 
 
Reference Rotor angle deviation limit [degrees] 
[58], [64], [65], [70] 100 
[62] 120 
[60] 144 
[67] 180 
[66] 270 
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3 CHAPTER 3 
OPTIMAL PMU PLACEMENT (OPP) PROBLEM 
It is neither economical nor necessary to install a PMU at each bus of a wide-area power 
network.  To  achieve  the  fault-location  observability  over  the  entire  network,  it  is 
important to examine minimal PMU placement considering the installation cost of PMUs 
in the PMU-based applications. The optimal PMU placement (OPP) problem concerns 
with where and how many PMUs should be installed in a power system to achieve full 
observability at minimum number of PMUs. [71][72]  
When a PMU is placed at a bus in a power system, the voltage phasor at that bus 
and current phasors in all branches that are incident on that bus can be obtained. A bus is 
said to be observable if the voltage phasor at that bus is known and the power system is 
said to be completely observable when all the buses are observable. Clearly, installation 
of a PMU at a bus makes that bus observable. Since all branch currents at such a bus are 
also known, the voltage phasors at buses adjacent to this PMU bus can be calculated from 
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knowledge of the line parameters. Therefore, a PMU placed at a bus makes that bus and 
all buses adjacent to it observable.[73]–[76] 
Being an area of a great research interest, different techniques have been used to 
solve OPP problem as summarized in [77], [78]. References [73], [79]–[81] propose an 
integer linear programming formulation to solve OPP problem. In [79] OPP problem is 
solved under different cases of redundant PMU placement, full observability and 
incomplete observability. 
In [80], OPP problem is solved considering not only the base case operating 
conditions but also the contingency cases. The proposed method makes use of a voltage 
stability based contingency ranking method and a graph theoretic approach to modify the 
constraints under contingency. Reference [81] proposes a procedure for multistage 
scheduling of PMU placement in a given time horizon taking into account the zero 
injection constraints. In [73], the problem of joint OPP and conventional measurements to 
ensure full network observability is addressed. The problem is first formulated as a 
nonlinear integer programming problem and then recast into an equivalent integer linear 
programming problem by introducing auxiliary variables and constraints. The branch and 
bound optimization method is adopted in [82] to solve OPP problem considering 
secondary voltage control. Constraint functions considering adjacent zero-injection buses 
are constructed using a novel hybrid topology transformation nonlinear constraint 
method. References [83], [84] propose solution methods to OPP problem based on 
particle swarm (PSO) optimization. The objective in [89] is to solve OPP problem using 
the minimum number of PMUs while maximizing the measurement redundancy at the 
power system buses. In [90], the performance of the proposed PSO algorithm is 
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compared with that of adaptive GA, CLONALG and adaptive CLONALG. An integer 
quadratic programming approach is used in [85] to solve OPP problem by minimizing the 
total number of PMUs required and, at the same time, maximizing the measurement 
redundancy at the power system buses.  The proposed formulation considers the existing 
conventional measurements, outage of a single transmission line or a single PMU.  The 
binary search method, proposed in [86], accounts also for single branch outages and 
seeks to maximize the measurement redundancy with minimum number of PMUs. An 
evolutionary-based approach is proposed in [87] to solve OPP problem for a power 
system such that a minimum mean square error (MSE) for state estimation is gained in 
normal operating conditions. The proposed approach employs differential evolution (DE) 
algorithm to do a state estimation for a power system, calculate the corresponding MSE 
and then determine the minimum number of PMU needed to make a minimum MSE for 
the system. Convex relaxation method is proposed in [88] to solve the OPP problem. 
Different OPP problem formulations considering probabilistic cost/benefit analysis [89], 
a defined number of PMUs [90] and existing smart meters [91] have also been proposed. 
 This chapter presents a multi objective formulation for OPP problem to achieve 
full network observability with minimum number of PMUs which reflects the cost of 
investment. At first the OPP problem is described a constrained minimization problem 
with single objective to achieve full network observability using minimum number of 
PMUs. Then the formulation is extended to include another objective to increase the 
redundancy of measurement in the system. Strength Pareto Evolutionary Algorithm 
(SPEA) is applied to the extended formulation and results are compared with published 
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literature in the field of PMU placement. This chapter also details several topological 
observability rules which are applied to assess the electric network observability. 
3.1 OPP Problem Formulation 
While formulating the OPP problem, one might require to PMUs to be installed at 
particular buses due to their specific importance or to better suit a certain PMU 
application. The two end of a tie line connecting two areas of a power system represent 
an example falling under the set of “must place” buses. Moreover we may sometimes 
need to prohibit PMU installation at some buses to meet the problem constraint. Power 
system buses lacking communication facilities and virtual buses that are nonexistent in 
reality represent some of the example falling under the set “don’t place” buses. Based on 
the above the OPP problem is treated as a constrained minimization problem and it is 
mathematically formulated as shown in equation (3.1). 
 
 
 
1 1 1
 
    
     ,    
b b bN N N
i ki r kr k k
k k k
MP DP
Min F x
F x C n C n W U
suchthat S S S S
  

  
  
     (3.1) 
where 
𝑁𝑏 : Number of buses 
𝐶𝑖   : Investment Cost of a new PMU 
𝐶𝑟   : Removal and relocation cost of an existing PMU 
𝑛𝑘𝑖       : Binary bit to indicate PMU installation at bus ‘k’. nki = 1 if a new PMU is     
installed at bus ‘k’ otherwise nki = 0 
𝑛𝑘𝑟       : Binary bit to indicate PMU removal at bus ‘k’. nkr = 1 if a PMU is     
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removed from bus ‘k’ otherwise nkr = 0 
𝑊𝑘         : Penalty factor for bus unobservability. Since the aim is to place the PMUs 
to have a completely observable system, 𝑊𝑘 is set be very high in case of 
incomplete observability. 
𝑈𝑘          : A binary number to indicate unobservability of bus ’k’. it is set to 0 if bus 
‘k’ is observable and 1 other wise 
𝑆𝑀𝑃 : A set of “must place” buses, if any. 
𝑆𝐷𝑃  : A set of “don’t place” buses, if any. 
𝑆            :   A candidate solution represented by a set of binary numbers indicating 
PMU installation at system buses. Mathematically it can be represented as 
follows 
𝑆 = {𝑥1   𝑥2   𝑥3 … ..  … … … . . 𝑥𝑁𝑏} 
   Such that 𝑥𝑖 = 1 𝑖𝑓 𝑖 ∈  𝑆𝑀𝑃 and 𝑥𝑖 = 0 𝑖𝑓 𝑖 ∈  𝑆𝐷𝑃 
3.2 Extended OPP Problem Formulation 
Traditionally, OPP problem is formulated with a single objective to find the minimum 
numbers of PMUs and their respective locations, required to have power system fully 
observable. A natural extension of such formulation is to combine two or more 
objectives.  In this section OPP is formulated to achieve dual objectives, to minimize the 
number of PMUs and to maximize the PMU measurement redundancy at the power 
system buses. The following topological observability rules are applied for network 
observability analysis.[92]–[95] 
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1. If a PMU is installed on a bus, voltage phasor of that bus and currents phasors of 
all incident branches to that bus are known. These are called as direct 
measurements. 
2. If voltage phasors of both ends of a branch are known then the current phasor of 
this branch can be obtained directly. These are called pseudo measurements. 
3. If there is a bus whose all incident branches current phasors are known but one, 
then the current phasor of the unknown one can be obtained using KCL equations. 
Based on the above rules an index called as Observability Redundancy Index ORI is 
defined which serves as measure of the redundancy. Higher the value of ORI more is the 
redundancy of measurement. Therefore, extended OPP problem is mathematically 
formulated as shown below. 
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where, 
𝑅𝑘     : An integer number to indicate bus ‘k’ observability redundancy index.  If 
𝑁𝑘 indicates number of times bus ‘k’ is observed, then: 
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3.3 Strength Pareto Evolutionary Algorithm (SPEA) 
3.3.1 Multi-Objective Optimization Overview 
Multi-objective optimization is a very important research topic for engineers, not only 
because of the multi-objective nature of most real-world problems, but also because there 
are still many open questions in this area. In fact, there is not even a universally accepted 
definition of “optimum” as in single-objective optimization.[96], [97] 
The principles of multi-objective optimization are different from that in a single 
objective optimization. The main goal in a single objective optimization is to find the 
global optimal solution, resulting in the optimal value for the single objective function. 
However, in a multi-objective optimization problem, there is more than one objective 
function, each of which may have a different individual optimal solution. If there is 
sufficient difference in the optimal solutions corresponding to different objectives, the 
objective functions are often known as conflicting to each other.[98] 
Multi-objective optimization with such conflicting objective functions gives rise 
to a set of optimal solutions, instead of one optimal solution. The reason for the 
optimality of many solutions is that no one can be considered to be better than any other 
with respect to all objective functions. These optimal solutions have a special name of 
Pareto optimal solutions. 
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A general multi-objective optimization problem consists of a number of objectives to be 
optimized simultaneously with a number of inequality and equality constraints. It can be 
formulated as follows: 
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Where, fi is the ith objective function, x is the set of parameter to be optimized, Nobj is the 
number of objectives, M and K are the number of equality and inequality constraints 
respectively. 
3.3.2 Dominance and Pareto Optimal Solutions 
For a multi-objective optimization problem, any two solutions x1 and x2 can have one of 
two possibilities: one dominates the other or none dominates the other. In a minimization 
problem, without loss of generality, a solution x1 dominates x2 if and only if the following 
two conditions are satisfied: 
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If any of the above condition is violated, the solution x
1 
does not dominate the solution 
x
2
. If x
1 
dominates the solution x
2
, x
1 
is called the nondominated solution. The solutions 
that are nondominated within the entire search space are denoted as Pareto optimal 
solutions and constitute the Pareto-optimal set or Pareto-optimal front 
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From the theory of multi-objective optimization [99] the main objectives of multi-
objective optimization algorithm are: 
 Lead the exploration towards Pareto-optimal frontier. 
 Maintain the population’s diversity in Pareto-optimal frontier. 
The first task is a natural goal of any optimization algorithm. The second task is unique to 
multi-objective optimization. Since no one solution in the Pareto-optimal set can be said 
to be better than the other, what an algorithm can do best is to find as many different 
Pareto-optimal solutions as possible. 
3.3.3 Pareto Set Reduction by Clustering 
Generally, the Pareto optimal set can be extremely large. Therefore, reducing the set of 
nondominated solutions without destroying the characteristics of the trade-off front is 
desirable from the decision maker’s point of view. An average linkage based hierarchical 
clustering algorithm [100] is employed to reduce the Pareto set to manageable size. It 
works iteratively by joining the adjacent clusters until the required number of groups is 
obtained. It can be described as: 
“Given a set P for which its size exceeds the maximum allowable size N, it is required to 
form a subset P* with the size N” 
The algorithm is illustrated in the following steps.[99] 
Step 1: Initialize cluster set C; each individual i ∈ P 
constitutes a distinct cluster. 
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Step 2: If number of clusters ≤ N, then go to Step 5, 
else go to Step 3. 
Step 3: Calculate the distance of all possible pairs of 
clusters. The distance dc  of two clusters c1 and 
c2 ∈ C is given as the average distance between 
pairs of individuals across the two clusters 
 1 2
1 2 1 1 2 2,
1
( , )c
i c i c
d d i i
n n  


   
Step 4: Determine two clusters with minimal distance dc. 
Combine these clusters into a larger one. Go to 
Step 2. 
Step 5: Find the centroid of each cluster. Select the 
nearest individual in this cluster to the 
centroid as a representative individual and 
remove all other individuals from the cluster. 
Step 6: Compute the reduced nondominated set P* by 
uniting the representatives of the clusters. 
3.3.4 Best Compromise Solution Extraction 
On completion of evolution process the multi objective algorithm must offer a best 
compromise solution to the decision maker. Fuzzy concepts are applied to model the 
impreciseness in ruling of the decision maker. The membership function μi for ith 
objective function Fi is given as 
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where, 𝐹𝑖
𝑚𝑖𝑛 and 𝐹𝑖
𝑚𝑎𝑥 are the minimum and maximum of the ith objective function 
among all nondominated solutions, respectively. The membership function value ranges 
from 0 to 1 as shown in Figure 3.1. The maximum of normalized membership function μk 
gives the best compromise solution [99], whereas normalized membership function for kth 
nondominated solution is given as 
 
1 1
1
Obj
Obj
N
NM
k i
k
i
k i
k
i



 



  (3.9) 
where, M is the number of nondominated solutions in Pareto set. 
 
Figure 3.1: Membership function of the objective functions 
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3.3.5 SPEA Overview 
Zitzler and Thiele [97] presented SPEA as a potential algorithm for multi objective 
optimization. This technique stores externally the individuals that represent a 
nondominated front among all solutions considered so far. All individuals in the external 
set participate in selection. SPEA uses the concept of Pareto dominance in order to assign 
scalar fitness values to individuals in the current population. 
3.3.6 Basic Definitions 
The basic elements of the SPEA technique are briefly stated and defined as follows: 
External set: - It is a set of Pareto optimal solutions. These solutions are stored externally 
and updated continuously. Ultimately, the solutions stored in this set represent the Pareto 
optimal front. 
Strength of a Pareto optimal solution: - It is an assigned real value s є [0,1) for each 
individual in the external set. The strength of an individual is proportional to the number 
of individuals covered by it. 
Fitness of population individuals: - The fitness of each individual in the population is 
the sum of the  strengths  of  all  external  Pareto  optimal  solutions  by  which  it  is  
covered.  It is  worth mentioning that, unlike NSGA [96] and NPGA [96], the fitness of a 
population member is determined only from the individuals stored in the external set. 
This reduces significantly the computational burden of the fitness assignment process. It 
is worth mentioning that the strength of a Pareto optimal solution is at the same time its 
fitness. 
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3.3.7 The Algorithm 
Generally, the algorithm can be described in the following steps.  
Step 1) (Initialization): Generate an initial population and 
create the empty external Pareto-optimal set. 
Step 2) (External set updating): The external Pareto-optimal set 
is updated as follows. 
i. Search the population for the nondominated 
individuals and copy them to the external 
Pareto set.  
ii. Search the external Pareto set for the 
nondominated individuals and remove all 
dominated solutions from the set. 
iii. If the number of the individuals externally 
stored in the Pareto set exceeds a pre-
specified maximum size, reduce the set by 
means of clustering. 
Step 3) (Fitness assignment): Calculate the fitness values of 
individuals in both external Pareto set and the 
population as follows. 
i. Assign the strength s for each individual in 
the external set. The strength is 
proportional to the number of individuals 
covered by that individual. 
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ii. The fitness of each individual in the 
population is the sum of the strengths of 
all external Pareto solutions which dominate 
that individual. A small positive number is 
added to the resulting sum to guarantee that 
Pareto solutions are most likely to be 
produced. 
Step 4) (Selection): Combine the population and the external 
set individuals.  Select two individuals at 
random and compare their fitness. Select the 
better one and copy it to the mating pool. 
Step 5) (Crossover and Mutation): Perform the crossover and 
mutation operations according to their 
probabilities to generate the new population. 
Step 6) (Termination): Check for stopping criteria. If anyone 
is satisfied then stop else copy new population 
to old population and go to Step 2. In this 
study, the search will be stopped if the 
generation counter exceeds its maximum number. 
3.3.8 Implementation 
The fore mentioned algorithm is implemented and coded in MATLAB. Due to 
difficulties of binary representation when dealing with continuous search space with large 
dimensions, the proposed approach has been implemented using real-coded genetic 
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algorithm (RCGA) [101]. A decision variable xi is represented by a real number within its 
lower limit ai and upper limit bi, i.e. 𝑥𝑖  ∈ [𝑎𝑖, 𝑏𝑖]. The RCGA crossover and mutation 
operators are described as follows: 
 
Figure 3.2: General outline of SPEA. [97] 
Crossover:-  To proceed onto the next generation as in any evolutionary algorithm first 
step is to perform crossover operation on the current generation. Different crossover 
techniques exist for crossover, however a blend crossover (BLX-α) is employed in this 
study. In this type of crossover, a random number is selected from the interval given as 
 [ ( ), ( )]i i i i i ix y x y y x       (3.10) 
where xi and yi are the ith parameter values of the parent solutions and xi < yi . α is chosen 
to be 0.5 to ensure exploration and exploitation. 
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Figure 3.3: Blend Crossover Operator (BLX-α) 
Mutation:- Mutation is applied in the evolutionary algorithm in order to diversify the 
solutions and to avoid premature convergence. A non-uniform mutation technique is 
applied in this study. The mutated child 𝑥𝑖
′ for parameter 𝑥𝑖 at for a specific generation ‘t’ 
is given as 
 
' ( , ),  0
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i i i
i
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
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    
 
    
  (3.11) 
and 
 max
(1 )
( , ) (1 )
t g
t y y r
     (3.12) 
where r is a random number r ∈ [0,1], τ is a binary random number, gmax is the maximum 
number of generations and β is a random number selected arbitrarily, in this study β = 5 
is selected. During the start of evolutionary process when t is small the search is uniform 
as the algorithm advances the probability of having a mutated child 𝑥𝑖
′ close to the parent 
𝑥𝑖, increases. 
Finally, Figure 3.4 shows the detailed computation flow of SPEA. 
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Figure 3.4: SPEA Computational Flow 
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3.4 SPEA Implementation for OPP Problem: 
The extension of the OPP problem makes it a multi objective optimization problem with 
conflicting objectives. One trivial way of handling a multi-objective or vector objective 
problems is to combine the desired goals of the optimization problem and construct a 
scalar function and then use a common scalar optimization approach to solve the 
problem. The major problem of this methodology is the unavailability of any 
straightforward methods for combining the objectives or goals of the problem while they 
vary constantly. The other approach is to use a multi objective based heuristic or 
intelligent technique as it is a non-convex optimization problem to determine the optimal 
solution(s). As from the extended formulation, (3.2) and (3.3), it is clear that two 
objectives under consideration are conflicting to each other, i.e. one is to be minimized 
and other need to be maximized. A SPEA minimization code is implemented in 
MATLAB as described in section (3.3.7). Without the loss of generality, one of the 
objective i.e. F2 is taking as inverted as shown below. 
    2 2 Max F x Min F x     (3.13) 
Making use of formulation, observability rules and algorithm as described in equations 
(3.2), (3.3) and (3.13), section (3.2) and section (3.3.7) respectively the OPP problem is 
solved by finding the minimum number of PMUs, required to have full network 
observability, their location with maximizing the measurement redundancy for IEEE 14- 
and IEEE 30- bus systems. The next subsections presents the simulation results obtained 
and compare them with those obtained and published in literature using some other 
optimization techniques. 
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3.4.1 Application to IEEE 14-bus test system 
Figure 3.5 shows the one line diagram for the IEEE 14-bus test system. The SPEA 
parameters that are population size Npop, desired size of Pareto set NDes, crossover 
probability PCROSS and mutation probability PMUT are set as 30 (almost twice the size of 
buses in the system), 10, 0.8 and 0.01 respectively. 
 
Figure 3.5: IEEE 14-bus test system 
The result of optimization for IEEE 14-bus case is tabulated in Table 3.1. The 
location of the PMUs and required number of PMUs i.e. NPMU and the respective ORI are 
also incorporated in Table 3.1. As described in 3.3.1 for multi objective optimization 
rather than existence of one optimum there exist a set of optimal solutions. The Pareto 
front obtained as a result of optimization is shown in Figure 3.6. One of the advantage 
that can be seen for formulating OPP problem as multi objective optimization problem, is 
the solutions presented by the algorithm are unique and the decision maker has 
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opportunity to choose from variety of solutions rather than only one solution. Another 
advantage being unlike in single objective optimization (where there are two or more 
objective) e.g. weighted sum or goal programming, there is no need to make number of 
runs to find the optimum solution. 
 
Figure 3.6: Pareto front for IEEE 14-Bus Test System 
 
TABLE 3.1: OPP FOR IEEE 14-BUS TEST SYSTEM 
 
PCROSS PMUT NPMU Location ORI 
0.8 0.01 4 2, 6, 7, 9 5 
  
It is considered that each of the PMU installed or replaced incurs a cost of $150. 
Simulation results reveal three solutions that are minimum cost solution, best 
compromise solution and maximum ORI solution. The minimum cost i.e. $0, results 
naturally when there are no PMUs placed in the system, the solution presented in the best 
compromise case is the one we are interested in, as it gives balanced importance to each 
objective. The cost associated with this solution is $600 which in turn means 4 PMUs are 
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required to completely observe the system with a redundancy index of 5, which means 
some of the buses in the system are observed more than once as per equation (3.3). For 
maximum ORI solution the cost incurred is the highest, this kind of solution can be used 
as reference for future installations of PMUs in the system which results in maximum 
measurement redundancy. 
Another run is made for 14-bus test system OPP problem, without maximizing the 
ORI. Table 3.2 compares the effect of maximizing the ORI case with the case where ORI 
was not considered as an objective. It can be seen that for the case where the ORI is 
maximized bus 4 is observed 3 times whereas bus 5, 7 and 9 are observed twice. 
Physically it can be seen as, for the case where ORI is maximized, a failure of PMU on 
bus 2 will make bus number 1, 2 and 3 unobservable, on the other hand for the case 
where ORI is not maximized, a failure of PMU on bus number 2 will make bus number 1, 
2, 3, 4 and 5 unobservable. More number of buses are affected due to the failure of 
PMU(s) when ORI is not maximized as compared to the case where ORI is maximized. 
TABLE 3.2: EFFECT OF MAXIMIZING ORI FOR IEEE 14-BUS TEST SYSTEM 
 
Case NPMU Location ORI Nk 
With maximizing 
ORI 
4 2, 6, 7, 9 5 1,1,1,3,2,1,2,1,2,1,1,1,1,1 
Without 
maximizing ORI 
4 2,8,10,13 0 1,1,1,1,1,1,1,1,1,1,1,1,1,1 
 
3.4.2 Application to IEEE 30-bus test system 
Figure 3.7 shows the one line diagram for the IEEE 30-bus test system. The SPEA 
parameters that are population size Npop, desired size of Pareto set NDes, crossover 
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probability PCROSS and mutation probability PMUT are set as 60 (twice the size of buses in 
the system), 20, 0.8 and 0.01 respectively. 
 
Figure 3.7: IEEE 30-bus test system. 
The result of optimization for IEEE 30-bus case is tabulated in Table 3.3. The 
location of the PMUs and required number of PMUs i.e. NPMU and the respective ORI are 
also incorporated in Table 3.3. The Pareto front obtained as a result of optimization is 
shown in Figure 3.8.  
It is considered that each of the PMU installed or replaced incurs a cost of $150. 
Simulation results reveal three solutions that are minimum cost solution, best 
compromise solution and maximum ORI solution. The minimum cost i.e. $0, results 
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naturally when there are no PMUs placed in the system, the solution presented in the best 
compromise case is the one we are interested in, as it gives balanced importance to each 
objective. 
 
Figure 3.8: Pareto Front for IEEE 30-bus Test System. 
TABLE 3.3: OPP FOR IEEE 30-BUS TEST SYSTEM 
 
PCROSS PMUT NPMU Location ORI 
0.8 0.01 10 
2, 4, 6, 10, 11, 12, 
19, 24, 26, 27 
17 
 
The cost associated with best compromise solution is $1500 which in turn means 
10 PMUs are required to completely observe the system with a redundancy index of 17, 
which means some of the buses in the system are observed more than once as per 
equation (3.3). For maximum ORI solution the cost incurred is the highest, this kind of 
solution can be used as reference for future installations of PMUs in the system, which 
results in maximum measurement redundancy. 
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3.5 Comparison with other optimization techniques 
To validate the results obtained using SPEA algorithm a comparison is made with the 
published  results  obtained  using  other  optimization  techniques, namely Differential 
Evolution (DE) namely  Branch  and Bound (B&B), Binary Particle Swarm Optimization 
(BPSO), Integer Quadratic Programming (IQP), Binary Search Algorithm (BSA), Integer 
Linear Programming (ILP) and  Genetic  Algorithm  (GA). Table 3.4 shows an 
acceptable performance of DE algorithm when compared to these optimization 
techniques. 
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TABLE 3.4: NUMBER AND LOCATION OF PMUS FROM SPEA AND OTHER OPTIMIZATION 
ALGORITHMS 
 
Algorithm 14-Bus 30-Bus 
SPEA 
No. 4 10 
Loc. As per Table 3.1 As per Table 3.3 
DE 
[102] 
No. 4 10 
Loc. 2,6,7,9 1,5,6,9,10,12,18,24,25,27 
ILP [79] 
No. 4 10 
Loc. Not reported Not reported 
ILP 
[73], 
[103] 
No. 4 -- 
Loc. 2,6,7,9 -- 
B&B 
[82] 
No. -- 10 
Loc. -- 1,5,6,9,10,12,15,19,25,29 
BPSO 
[104] 
No. 4 10 
Loc. 2,7,10,13 1,5,6,9,10,12,15,19,25,27 
IQP 
[85] 
No. 4 10 
Loc. 2,7,10,13 2,4,6,9,10,12,15,19,25,27 
BSA 
[86] 
No. 4 10 
Loc. 2,6,7,9 1,2,6,9,10,12,15,19,25,27 
GA 
[105] 
No. 4 10 
Loc. 2,6,7,9 2,4,6,9,10,12,15,19,25,27 
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4 CHAPTER 4 
OPTIMAL STATCOM PLACEMENT AND SIZING 
PROBLEM 
Series capacitor, shunt capacitor, and phase shifter are different approaches to increase 
the power system load ability. In past decades, all these devices were controlled 
mechanically and were, therefore, relatively slow. They were very useful in a steady state 
operation of power systems but from a dynamical point of view, their time response was 
too slow to effectively damp transient oscillations. If mechanically controlled systems 
were made to respond faster, power system security would had significantly improved, 
allowing the full utilization of system capability while maintaining adequate levels of 
stability. This motivation led to the changes in the structure and control of these devices. 
With emergence of power electronics and continual advancement in this field led to a 
new approach introduced by the Electric Power Research Institute (EPRI) in the late 1980 
called Flexible AC Transmission Systems or simply FACTS. Generally, the main 
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objectives of FACTS are to increase the useable transmission capacity of lines and 
control power flow over designated transmission routes.[106] 
 Hingorani and Gyugyi [106] and Hingorani [107], [108] proposed the concept of 
FACTS. Edris in [109] proposed terms and definitions for different FACTS controllers. 
Flexible AC Transmission System (FACTS) is an alternating current transmission system 
incorporating power electronic-based and other static controllers to enhance 
controllability and increase power transfer capability [106]. FACTS devices have become 
very important applications of power electronics in controlling power flow by controlling 
any of the AC transmission system parameters, that are voltage magnitude, phase and 
load impedance [110]. 
 FACTS devices were the solution to the difficulties arising with the 
geographically irregular growing power demand. FACTS met the transmission system 
requirement to use the existing power facilities without decreasing system availability 
and security. In addition, the use of FACTS provides voltage support to prevent voltage 
collapses when the electricity network is under heavy loading. The main objectives of 
FACTS are to increase transmission capacity of lines and to control the power flow over 
chosen transmission routes [111]. As supplementary functions, damping the inter-area 
modes and enhancing power system stability using FACTS controllers have been 
extensively studied and investigated. Generally, it is not cost-effective to install FACTS 
devices for the sole purpose of power system stability enhancement. 
 A FACT offers the possibility of meeting many recent power demands. FACTS 
devices are routinely employed in order to enhance the power transfer capability of the 
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otherwise under-utilized parts of the interconnected network [112]. To install FACTS 
devices in realistic system, it is necessary to study the power network to choose the best 
locations for them for power stability improvement and voltage regulation during 
dynamic disturbances [113]. 
4.1 First Generation FACTS Devices 
Developments in the field of high voltage power electronics have made possible the 
practical realization of FACTS controllers. By the 1970s, the voltage and current rating 
of Thyristor had been increased significantly making them suitable for applications in 
high voltage power systems [116]. This made construction of modern Static Var 
Compensators (SVC), Thyristor Controlled/Switched Series Capacitors (TCSC/TSSC), 
and Thyristor Controlled Phase Shifter Regulators (TCPS). A fundamental feature of the 
thyristor based switching controllers is that the speed of response of passive power 
system components such as a capacitor or a reactor is enhanced, but their compensation 
capacity is still solely determined by the size of the reactive component. 
4.2 Second Generation FACTS Devices 
The field of FACTS devices was completely revolutionized with emergence of Gate 
Turn-Off (GTO) Thyristor in start of 1990s. The basic difference between the first and 
second generation of FACTS devices was the use of switching devices, the first 
generation FACTS devices used conventional thyristor which requires gate pulse to turn 
on but no control was there to turn it off, whereas second generation of FACTS devices 
employed Gate Turn-Off Thyristor which uses Pulse Width Modulation (PWM) to be 
switched on or off allowing more flexibility in control. This allowed to give birth to more 
 58 
 
dynamic family of FACTS devices. STATCOM, UPFC and IPFC are to be named as a 
few in this class.  Only STATCOM is given consideration in this survey as the scope of 
this study is to optimally place them to improve power system transient stability. 
4.2.1 STATic synchronous COMpensator (STATCOM) 
STATCOM is a shunt-connected FACTS controller, which can be utilized to control the 
voltage at the point of connection [117], [118]. It senses the AC system terminal voltage 
and compensate for the voltage difference across the coupling transformer connecting it 
to the AC system by exchanging active and reactive power. If the output voltage is 
greater than the AC voltage, it supplies power to the AC system and if the output voltage 
is less than the AC voltage, it absorbs power from the AC system. 
The building block for STATCOM is a six-pulse voltage-sourced DC to AC 
inverter (VSI). The output voltage waveforms of this block have high harmonic contents. 
To reduce these harmonics, a number of six-pulse VSI’s are combined to generate a 
balanced three-phase voltage whose amplitude and phase are controllable by power 
electronic devices such as Gate Turn-Off (GTO) thyristor and Integrated Gate-
Commutated Thyristor (IGCT). 
STATCOM can be used to obtain desired reactive power compensation and 
regulate the bus voltage. It can dramatically increase the stability of electric power grid 
and decrease disturbance to the rest of the electric power grid [115]. Regulating the 
reactive and active power transferred by STATCOM to the network controls the power 
flow in the line and the DC link voltage inside STATCOM. Compared to the old style 
 59 
 
reactive power support methods using capacitor banks and thyristors, STATCOM can 
offer much higher dynamic performance. These benefits are well-recognized [119].  
CDC
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
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Figure 4.1: Basic structure of STATCOM 
Compared to SVC and other conventional reactive power compensators, 
STATCOM has several advantages. STATCOM has a dynamic performance far 
exceeding the other VAR compensators. The overall system response time of STATCOM 
can reach 10 ms and sometimes less than that. STATCOM can maintain full capacitive 
output current even at low system voltage. Thus, it is more effective than SVC in 
improving transient stability. Also, STATCOM has a smaller installation space, about 
half of that for SVC. STATCOM controllers are generally Pulse Width Modulated 
(PWM) controllers that are used to control the output voltage of STATCOM to supply or 
absorb reactive power [120].  
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The optimal location of the STATCOM in a four-machine power system and its 
coordinated design with power system stabilizers for power system stability improvement 
has been studied by Panda and Narayana in 2008 [121]. The location of the STATCOM 
has been formulated as an optimization problem to improve transient stability and particle 
swarm optimization has been used to search for its optimal location. In addition, the 
optimal parameters of the STATCOM have been determined. Genetic algorithm 
technique was used to design STATCOM controllers. Other intelligent techniques were 
also used, such as particle swarm optimization [120] in and fuzzy logic in [119].  
 Although it has been 15 years since the advent of the STATCOM, it has mostly 
been used to enhance the voltage stability or to increase the low frequency oscillation 
damping in the power system as the main objective behind the installation of these 
devices is to support the bus voltage where it is installed, by injecting or absorbing 
reactive power. As FACTS has capability to change the network conditions very abruptly 
these devices can be exploited to enhance the transient stability of the power system. To 
the best of knowledge of author there is none work being done in the field of optimal 
placement of STATCOM to enhance transient stability of the power system. In the 
subsequent section a novel formulation for placing the STATCOM optimally is 
presented, which is an optimization problem solved using Differential Evolution 
Algorithm (DEA). 
4.3 Optimal STATCOM Placement and Sizing Problem Formulation 
Whenever a solid three phase fault occurs in a power system on a bus, the voltage of that 
bus decreases and eventually goes to zero, this results in machine acceleration as a result 
of imbalance between electrical and mechanical power of the machines. From the theory 
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of energy functions of the power system it is known that, if a system is stable after 
contingency the Kinetic Energy (KE) and Potential Energy (PE) are positive and small; 
otherwise, if the system goes unstable the KE increases drastically and PE drops rapidly 
to keep the Total Energy (TEF) constant [22]. 
 TEF KE PE    (4.1) 
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𝜃𝑖
𝑆𝐸𝑃  :  Rotor angle of the ith machine for post fault system’s SEP. 
𝑃𝐴𝐶𝑖
𝑃  :  Accelerating power of ith machine for post fault period. 
From equation (4.2) it can be observed that KE is in proportion to square of the speed ω 
of the machines, therefore the increment rate of KE is very large. Using this characteristic 
of the energy functions the transient stability of the system is quantified and regarded as 
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an objective to place the STATCOM in the system in order to improve the transient 
stability of the system. Now the objective for the problem can be given as follows 
 ( ( ))clF Minimize max KE    (4.6) 
 : . .
STATCOMBus
Subject to V p u     (4.7) 
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i
i
clicl
KE M 

    (4.8) 
𝐾𝐸𝑐𝑙  :  Kinetic Energy of the system at instance of fault clearance. 
?̃?𝑖𝑐𝑙  :  Speed of i
th machine at instance of fault clearance. 
A voltage limit constraint is imposed on the objective function to keep the system under 
physical constraint. As too high value of STATCOM or overcompensation may result in 
overvoltage at the bus at which the STATCOM is installed. 
 Until now we have quantified the transient stability of the system, so another 
constraint of system stability is added to check the feasibility i.e. if the system is stable or 
not. Although the stability status of the system can be determined by energy functions, 
but the computational requirement for calculating PE serves as a drawback for this 
scenario. Instead a hybrid system synchronism classifier “η” is introduced for each 
machine in the system given as 
 
180
180 i
i
i




  (4.9) 
𝜃𝑖  :  Rotor angle of i
th machine in COI reference frame. 
The value of ηi varies from -1 to 1. For a stable system ηi ≥ 0. 
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Now the complete formulation for the problem can be written as 
 
( ( ))
: . .
0
STATCOM
cl
Bus
im
F Minimize max KE
Subject to V p u

  
  
 
  (4.10) 
where, im  denotes the synchronism status of ith generator for m
th contingency. 
From equation (4.10) it is evident that it is a single objective constrained 
minimization problem, in this study Differential Evolution Algorithm (DEA) for 
optimization is applied which is briefly described in the section to follow.  
4.4 DE Optimization Algorithm 
DE is a relatively new population-based optimization technique as it was first proposed 
by Storn and Price at Berkeley over 1994–1996. Since then, DE has been attracting 
increasing attention for a wide variety of engineering applications including power 
engineering. Unlike the conventional evolutionary algorithms (EAs) that depend on pre- 
defined probability distribution function for mutation process, DE uses the differences of 
randomly sampled pairs of objective vectors for its mutation process. As a result, the 
object vectors’ differences will pass the objective functions topographical information 
toward the optimization process and therefore provide more efficient global optimization 
capability. DE is a stochastic direct search optimization method.  In general, it is 
considered to be simple, accurate, reasonably fast and robust. It is easy to use in solving 
optimization problems that require a minimization process with real-valued and 
multimodal objective functions. DE uses a non-uniform crossover that makes use of child 
vector parameters to guide through the minimization process. In comparison with GAs, 
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the mutation operation with DE is performed by arithmetical combinations of individuals 
rather than perturbing the genes in individuals with small probability.  Another main 
advantage of DE over many basic EAs is its ability to search with floating point 
representation instead of binary representation [87], [122]–[124] 
4.4.1 DE Fundamentals 
Being a member of the EA family, DE also depends on the initial population generation, 
mutation, recombination and selection through repeated generations until the stopping 
criteria is met. DE uses a population of NP parameter vectors for each generation. At 
each generation G, the population PG is composed of 𝑥𝑖
𝐺 , 𝑖 = 1,2, … , 𝑁𝑃. If there is 
nothing known about the problem to be optimized, the initial population PG0 can be 
chosen randomly under uniform probability distribution [122], [125]. 
The key characteristic of a DE is the way it generates trial parameter vectors 
throughout the generations. A weighted difference vector between two individuals is 
added to a third individual to form a new parameter vector. The newly generated vector 
will be evaluated by the objective function. The value of the corresponding objective 
function will be compared with a pre-determined individual. If the newly generated 
parameter vector has lower objective function value, it will replace the pre-determined 
parameter vector. The best parameter vector is evaluated for every generation in order to 
track the progress made throughout the minimization process. The random deviations of 
DE are generated by the search distance and direction information from the population. 
This adaptive approach is associated with the normally fast convergence properties of a 
DE. [122], [125] 
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DE generates, for each parent parameter vector, a candidate child vector based on 
the distance of two other parameter vectors. For each dimension ∈ [1,𝑑] this process is 
shown in equation (4.11). 
 
3 1 2
' ' ( )G Gr r rx x F x x      (4.11) 
where the random integers 𝑟1 ≠ 𝑟2 ≠  𝑟3 ≠ 𝑖  are used as indices to index the current 
parent object vector. F is a real constant positive scaling factor, normally 𝐹 ∈ (0, 1), that 
controls the scale of differential variation
1 2( )
G G
r rx x  . Selecting this newly generated 
vector is based on comparison with another control variable, the crossover constant 𝐶𝑅 ∈
[0, 1], to ensure the search diversity. Some of the newly generated vectors will be used as 
child vector for the next generation and others will remain unchanged. The selection 
process of DE follows the typical EA process. Each new vector 
'x  is compared with 𝑥𝑖. 
The new vector 
'x  replaces 𝑥𝑖 as a member of next generation if it produces a better 
solution than 𝑥𝑖 [122], [125]. 
4.4.2 DE Key Operators 
In this section, some specific operators of DE are analyzed in more details to achieve 
better understanding and application of the technique. These include mutation, crossover 
and other operators. The  objective  of  mutation  is  to  enable  search  diversity in  the 
parameter  space  and  to  direct  the  existing  object  vectors  with  suitable  amount  of 
parameter variation in a way that will lead to better results at a suitable time. It keeps the 
search robust and explores new areas in the search domain. In DE, the mutation vectors 
are generated by adaptively scaling and correlating the output of pre-defined, multivariate 
probability distribution. The mutation operation is considered as the first step towards the 
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generation of new solutions. After initial population generation, for every solution 
(individual) in the population in Gth generation 𝑋𝑖
(𝐺)
, 𝑖 = 1, … , 𝑁𝑃 a mutant vector 𝑉𝑖
(𝐺+1)
  
is generated [122], [125], [126] given as  
 
( 1) ( ) ( ) ( ) ( ) ( )
1 2( (
G G G G G G
i i best i r rV X F X X F X X
           (4.12) 
where,  𝑋𝑟1
(𝐺)
, 𝑋𝑟2
(𝐺)
 are randomly selected solution vectors from the current generation 
(different from each other and the corresponding 𝑋𝑖) and 𝑋𝑏𝑒𝑠𝑡
(𝐺)
 is the solution achieving 
best value. F ∈ (0, 1) is a mutation constant and plays an important role in controlling the 
convergence speed.  
To further perturb the generated solutions and enhance the diversity, a crossover 
operation is applied by the DE shown in Figure 4.2. In this step the parameters of the 
generated mutant vector and its corresponding vector I in the original population are 
copied to a trial solution according to a certain crossover factor 𝐶𝑅 ∈ [0, 1]. For each 
parameter, a random number in the range [0, 1] is generated and compared with CR, and 
if its value is less than or equal to CR, the parameter value is taken from the mutant 
vector, otherwise, it will be taken from the parent. Crossover process is shown in 
Figure 4.2. However, in case CR was defined to be zero, then all the parameters of the 
trial vector are copied from the parent vector 𝑋𝑖, except one value (randomly chosen) of 
the trial vector is set equal to the corresponding parameter in the mutant vector. On the 
other hand, if CR is set equal to one. Then, all parameters will be copied from the mutant 
vector, except one value (randomly chosen) of the trial vector is set equal to the 
corresponding parameter in the parent vector. The factor CR plays a role in controlling 
the smoothness of the convergence. As CR becomes very small, it becomes very probable 
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that the trial solutions would have characteristic of their parent vectors and therefore, 
slow the convergence. 
 
Figure 4.2: Crossover process. 
Among other operators, population size and selection operation are considered to be the 
most important. DE usually employs fixed population size NP throughout the search 
process. Selection of the population size NP involves conflicting objectives. The 
population size should be as small as possible to achieve fast computational speed. 
However, too small may lead to premature convergence or stagnation. Figure 4.3 shows 
the typical computational flow of the Differential Evolution.  
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Figure 4.3: Typical DE Optimization Process 
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4.5 DE Application to Optimal STATCOM Placement Problem 
A MATLAB program is developed to simulate a DE-based algorithm to solve the 
optimal STATCOM placement problem formulated as described in section (4.3). The 
system under consideration is Western System Coordinating Council. (WSCC) Three 
Machine Nine Bus System given in Figure 4.4. 
2
Generator 2
Generator 3
Generator 1
7
5 6
8
4
9 3
1
 
Figure 4.4: WSCC 3 Machine 9 Bus Test System. 
As per section (4.4), for each STATCOM in the system, there are two control parameters, 
one is the location or bus number at which STATCOM need to be placed and other is the 
STATCOM size or rating. Before the optimization, a priority list of all the possible faults 
in the system is created, to determine the faults that have the lowest critical clearing time 
and make the system instable. A group of top faults is created and is named as critical 
fault group. The priority list of the faults cleared by subsequent isolation of the lines, for 
WSCC 3 Machine 9 Bus Test System is given in Table 4.1  
 
 
 70 
 
TABLE 4.1: PRIORITY LIST OF FAULTS FOR WSCC 3 MACHINE 9 BUS TEST SYSTEM. 
Faulted Bus 
Line 
tripped 
Critical 
Clearing Time 
(CCT) (sec) 
7 5-7 0.1620 
7 7-8 0.1813 
9 6-9 0.2142 
9 8-9 0.2350 
8 7-8 0.2579 
4 4-5 0.3004 
8 8-9 0.3017 
4 4-6 0.3098 
5 5-7 0.3171 
5 4-5 0.3573 
6 6-9 0.3895 
6 4-6 0.4494 
 
As it can be seen in Table 4.1, fault on bus number 7 is the worst with reference to the 
critical clearing time. For the purpose of demonstrating the said formulation top four 
faults are selected as critical fault group for optimization. To treat each of the fault fairly 
an average clearing time for faults is used in optimization. Also as a worst case scenario 
it is assumed that the STATCOM is working at full capacity prior to the fault application. 
Moreover to this the STATCOM only works in reactive power injection mode. 
As the primary purpose of FACTS is not the improvement of stability, therefore 
the number of STATCOMs in the system for this purpose are limited. For a small system 
such as the WSCC 3 Machine 9 Bus System one or two STATCOMs are sufficient 
depending on the primary requirements (minimization of losses or voltage support). In 
this study it is assumed that the maximum allowable number of STATCOM in the system 
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is two. First only one STATCOM is allowed and is optimally placed and test are carried 
out to see the effect of placement, if the placement is able to achieve global improvement 
in transient stability then it is declared optimal, otherwise the number of STATCOMs are 
increased by 1 and optimization is carried out again. Figure 4.5 shows the complete 
computational flow of DE for Optimal STATCOM Placement. 
At first, only one STATCOM is allowed to be placed in the system. Table 4.2 
shows the location and size of the STATCOM obtained after optimization. Table 4.3 
shows the effect of STATCOM on CCT of all the possible faults in the system. 
TABLE 4.2: OPTIMAL STATCOM LOCATION AND SIZE 
No of 
STATCOM 
Mutation 
Factor (F) 
Crossover Ratio 
(CR) 
Location Size (MVA) 
1 0.8 0.4 9 76.15 
 
 As it is evident from Table 4.3, the placement is able to improve the CCT for 
most of the faults except fault at bus 9 and bus 6 cleared by line 6-9 and 4-6 isolation 
respectively. As the aim of our placement is to improve the global transient performance 
of the system, therefore this placement is regarded as infeasible. 
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Figure 4.5: DE for Optimal STATCOM Placement. 
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TABLE 4.3: EFFECT OF STATCOM PLACEMENT ON WSCC 3 MACHINE 9 BUS SYSTEM 
Faulted Bus 
Line 
tripped 
Critical 
Clearing Time 
(CCT) (sec) 
without 
STATCOM 
Critical 
Clearing Time 
(CCT) (sec) 
with STATCOM 
Percentage 
Improvement 
(%) 
7 5-7 0.1620 0.1742 7.53 
7 7-8 0.1813 0.1743 -3.86 
9 6-9 0.2142 0.2193 2.38 
9 8-9 0.2350 0.2452 4.34 
8 7-8 0.2579 0.2602 0.89 
8 8-9 0.3017 0.2980 -1.22 
4 4-5 0.3004 0.3030 0.86 
4 4-6 0.3098 0.3160 2.00 
5 5-7 0.3171 0.3400 7.22 
5 4-5 0.3573 0.3810 6.63 
6 6-9 0.3895 0.3925 0.77 
6 4-6 0.4494 0.4499 0.11 
 
 The optimization is carried out again but with increased number of STATCOMs 
in the system Table 4.4 summarizes the simulation results obtained for WSCC 3 machine 
9 bus test system. Three different values of mutation factor or probability F, namely 0.9, 
0.8 and 0.7 are considered. For each value of F, the crossover constant CR is varied from 
0.4 to 0.9 with an increment of 0.1. The population size is fixed throughout the search 
process and it is selected as 100. Table 4.4 also incorporates the location and size of 
STATCOMs for each combination of F and CR values. It can be seen that for WSCC 3 
machine 9 bus test system, the location of the two STATCOMs is similar for different 
combination of F and CR. Figure 4.6-Figure 4.8 depicts the convergence curves for 
different values of F and CR. At first instance the curves seems to converge at different 
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points but the difference is in the order of 10−4. It can also be seen that the combination 
F = 0.7 and CR = 0.7 produces the best result i.e. 0.9829 p.u., within 100 generations. 
Finally Table 4.5 shows the effect of STATCOM placement on the CCTs of all the 
possible faults for WSCC 3 machine 9 bus test system. This placement is able to improve 
the global transient performance of the system hence it is declared as optimum number of 
STATCOMs required to improve the global transient stability of the system. 
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TABLE 4.4: OPTIMAL STATCOM LOCATION AND SIZE 
F CR 
Optimum 
Location 
(Bus no.) 
Size/Rating(MV
A) 
Location (Bus 
no.) 
Size/Rating(MVA) 
0.7 0.4 6 75.6 7 69.05 
0.7 0.5 6 75.33 7 69.11 
0.7 0.6 6 76.43 7 68.09 
0.7 0.7 6 75.85 7 68.25 
0.7 0.8 6 76.11 7 69.6 
0.7 0.9 6 75.76 7 68.27 
0.8 0.4 6 75.36 7 68.87 
0.8 0.5 6 75.03 7 69.45 
0.8 0.6 6 76.27 7 69.56 
0.8 0.7 6 76.41 7 68.62 
0.8 0.8 6 75.87 7 68.94 
0.8 0.9 6 76.38 7 68.23 
0.9 0.4 6 76.24 7 69.28 
0.9 0.5 6 75.31 7 69.32 
0.9 0.6 6 76.02 7 68.36 
0.9 0.7 6 76.12 7 68.96 
0.9 0.8 6 76.4 7 68.44 
0.9 0.9 6 76.23 7 68.19 
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Figure 4.6: Convergence curves for F = 0.7 with different values of CR. 
 
Figure 4.7: Convergence curves for F = 0.8 with different values of CR. 
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Figure 4.8: Convergence curves for F = 0.8 with different values of CR. 
TABLE 4.5: EFFECT OF STATCOM PLACEMENT ON WSCC 3 MACHINE 9 BUS SYSTEM 
Faulted Bus 
Line 
tripped 
Critical 
Clearing Time 
(CCT) (sec) 
without 
STATCOM 
Critical 
Clearing Time 
(CCT) (sec) 
with 2 
STATCOM 
Percentage 
Improvement 
(%) 
7 5-7 0.1620 0.1818 12.22 
7 7-8 0.1813 0.1953 7.72 
9 6-9 0.2142 0.2233 4.24 
9 8-9 0.2350 0.2390 1.70 
8 7-8 0.2579 0.2730 5.85 
8 8-9 0.3017 0.3109 3.04 
4 4-5 0.3004 0.3090 2.86 
4 4-6 0.3098 0.3226 4.13 
5 5-7 0.3171 0.3420 7.85 
5 4-5 0.3573 0.3630 1.59 
6 6-9 0.3895 0.3905 0.25 
6 4-6 0.4494 0.4553 1.31 
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4.6 Dynamic Performance Evaluation 
During the placement of the STATCOMs it was considered as a worst case scenario that 
the STATCOM placed in the system is loaded up to its full capacity prior to the 
occurrence of the fault. To worsen the scenario no dynamics (controllers) were 
considered during or after the fault. In order to simulate the dynamics involved and to see 
the reasonable effect of STATCOM placement in the system, STATCOM dynamics are 
also considered in this section. The simulations considering the dynamics of the system 
and STATCOMs are carried out on SIMULINK® module of MATLAB. Few details of 
the modelling of STATCOM is provided in the following subsections. 
4.6.1 STATCOM Modelling 
The Static Synchronous Compensator (STATCOM) is a shunt device of the Flexible AC 
Transmission Systems (FACTS) family using power electronics to control power flow 
and improve transient stability on power grids [106]. The STATCOM regulates voltage at 
its terminal by controlling the amount of reactive power injected into or absorbed from 
the power system. When system voltage is low, the STATCOM generates reactive power 
(STATCOM capacitive). When system voltage is high, it absorbs reactive power 
(STATCOM inductive). 
The variation of reactive power is performed by means of a Voltage-Sourced 
Converter (VSC) connected on the secondary side of a coupling transformer. The VSC 
uses forced-commutated power electronic devices (GTOs, IGBTs or IGCTs) to 
synthesize a voltage VS from a DC voltage source. The principle of operation of the 
STATCOM is explained on the Figure 4.9 showing the active and reactive power transfer 
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between a source Vm and a source VS. In this Figure 4.9, Vm represents the system 
voltage to be controlled and VS is the voltage generated by the VSC. 
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
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Figure 4.9: Operating Principle of STATCOM. 
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( )m m sV V V CosQ
X

   (4.14) 
where, 
𝑉𝑚  :  Line to line voltage of source m 
𝑉𝑆  :  Line to line voltage of VSC 
𝛿  :  Phase Angle of voltages 
𝑋  :  Reactance of interconnecting transformers and filters. 
Although the STATCOM has the capability of interchanging real power as well with 
reactive power but this capability is limited. Therefore, in steady state operation, the 
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voltage VS generated by the VSC is in phase with Vm (δ=0), so that only reactive power 
is flowing (P=0). If VS is lower than Vm, reactive power is flowing from Vm to VS 
(STATCOM is absorbing reactive power). On the reverse, if VS is higher than Vm, 
reactive power is flowing from VS to Vm (STATCOM is generating reactive power). The 
amount of reactive power is given by 
 
( )m m sV V VQ
X

   (4.15) 
A capacitor connected on the DC side of the VSC acts as a DC voltage source. In steady 
state the voltage VS has to be phase shifted slightly behind Vm in order to compensate for 
transformer and VSC losses and to keep the capacitor charged. 
 In this study, an IGBT - based STATCOM (fixed DC voltage) is modelled, no 
power electronics details e.g. switching inertia and delays, are incorporated as the aim of 
this study is to perform transient analysis of STATCOM and power system. 
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Figure 4.10: Single line diagram of a STATCOM and its Control System Block Diagram 
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 Figure 4.10 shows a single-line diagram of the STATCOM and a simplified block 
diagram of its control system. The control system consist of: 
 A phase-locked loop (PLL) which synchronizes on the positive-sequence 
component of the three-phase primary voltage Vm. The output of the PLL (angle 
Θ=ωt) is used to compute the direct-axis and quadrature-axis components of the 
AC three-phase voltage and currents (labeled as Vmd, Vmq or Imd, Imq on the 
Figure 4.10). 
 Measurement systems measuring the d and q components of AC positive 
sequence voltage and currents to be controlled as well as the DC voltage Vdc. 
 An outer regulation loop consisting of an AC voltage regulator and a DC voltage 
regulator. The output of the AC voltage regulator is the reference current Iqref for 
the current regulator (Iq = current in quadrature with voltage which controls 
reactive power flow). The output of the DC voltage regulator is the reference 
current Idref for the current regulator (Id = current in phase with voltage which 
controls active power flow). 
 An inner current regulation loop consisting of a current regulator. The current 
regulator controls the magnitude and phase of the voltage generated by the PWM 
converter (Vsd Vsq) from the Idref and Iqref reference currents produced respectively 
by the DC voltage regulator and the AC voltage regulator (in voltage control 
mode). The current regulator is assisted by a feed forward type regulator which 
predicts the VS voltage output (VSd VSq) from the Vm measurement (Vmd and Vmq) 
and the transformer leakage reactance. 
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4.6.2 STATCOM V-I Characteristics 
The STATCOM can be operated in two different modes: 
 In voltage control mode (the voltage is regulated within limits). 
 In VAR control mode (the STATCOM reactive power output is kept constant). 
When the STATCOM is operated in voltage regulation mode, it implements the 
following V-I characteristics [106]. 
VrefSlope XS
-Imax
Capacitive
Imax
Inductive
I
V
Reactive 
Current
 
Figure 4.11: STATCOM V-I Characteristics 
As long as the reactive current stays within the minimum and minimum current values    
(-Imax, Imax) imposed by the converter rating, the voltage is regulated at the reference 
voltage Vref. However, a voltage droop is normally used (usually between 1% and 4% at 
maximum reactive power output), and the V-I characteristic has the slope XS indicated in 
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the Figure 4.11. In the voltage regulation mode, the V-I characteristic is described by the 
following equation: 
 ref SV V X I    (4.16) 
where, 
𝑉  : Positive sequence voltage (p.u.) 
𝐼  : Reactive current (p.u./Pnom). (I > 0 indicates an inductive current). 
𝑋𝑆  : Slope or droop reactance (p.u./Pnom) 
𝑃𝑛𝑜𝑚  : Three-phase nominal power of the converter. 
4.6.3 Simulation and Results 
A WSCC 3 Machine 9 Bus Test System is implemented in SIMULINK®. Simplified 
synchronous machine models i.e. a constant voltage source behind a transient reactance, 
is used without models of governor or Automatic Voltage Regulator (AVR). Pi-models of 
the transmission lines and breaker are modelled as ideal switching devices. Two 
STATCOM are placed in the system with the modelling described in 4.6.1). The ratings 
and locations of the STATCOM are decided based on the best solution from the 
optimization i.e. F = 0.7 and CR = 0.7, which gives ratings as ±76.43 MVA and ±68.09 
MVA for bus number 6 and 7 respectively, whereas the control parameters are arbitrarily 
selected, as the aim of this study is demonstrate the effect of the STATCOM in the 
system. Naturally, if the control parameters are optimized a better performance can be 
expected. Two faults that are fault on bus 7 with line 5-7 isolation and fault on bus 9 with 
line 6-9 isolation, are simulated in the system. 
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Arrangement is made such that prior to the fault the two STATCOMs are in 
floating state i.e. no power is exchanged between the system and two STATCOMs. Two 
different control strategies for controlling the STATCOMs are also evaluated based on 
the CCTs of the faults. Two fault cases are simulated in the system namely case A which 
is fault on bus 7 with line 5-7 cleared and case B which is fault on bus 9 with line 6-9 
clearance. Table 4.6 summarizes the improvement of CCT in the presence of STATCOM 
in the system. It can easily be seen that the STATCOMs in voltage control mode has 
outperformed the STATCOMs in VAR control mode in both the cases. 
TABLE 4.6: CCT WITH DYNAMIC RESPONSE OF STATCOM 
Case 
CCT without 
STATCOM 
(sec) 
CCT with STATCOM (sec) 
Voltage 
Control mode 
Improvement 
(%) 
VAR Control 
mode 
Improvement 
(%) 
A  0.1834 0.2221 21.10 0.2157 17.6 
B 0.2480 0.2718 9.59 0.2716 9.51 
 
Figure 4.12 - Figure 4.25 shows the comparison of system without STATCOM and with 
STATCOM in terms of generator relative rotor angles, generator rotor angle in COI 
reference frame and voltages on bus 7 and 9 in each case. The fault applied in each case 
has a clearing time equal to that to CCT of fault without STATCOM. For each of the 
scenario under consideration it can be seen that for the system without STATCOM the 
first swing peak is much higher than the system with STATCOM optimally placed. It can 
also be seen that the first swing peak in each case when the STATCOM works in voltage 
control mode is lower than the first swing peak when the STATCOM operates in reactive 
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power control mode. Another advantage of operating the STATCOM in voltage control 
mode is increase in the damping as well as prevention of over voltages on the system.  
 
Figure 4.12: Generator 2 Relative Rotor Angle Response Comparison for Case A 
 
Figure 4.13: Generator 3 Relative Rotor Angle Response Comparison for Case A  
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Figure 4.14: Generator 1 COI Reference Rotor Angle Response Comparison for Case A. 
 
Figure 4.15: Generator 2 COI Reference Rotor Angle Response Comparison for Case A. 
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Figure 4.16: Generator 3 COI Reference Rotor Angle Response Comparison for Case A. 
 
Figure 4.17: Voltage Comparison at bus number 7 for Case A.  
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Figure 4.18: Voltage Comparison at bus number 9 for Case A. 
 
Figure 4.19: Generator 2 Relative Rotor Angle Response Comparison for Case B. 
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Figure 4.20: Generator 3 Relative Rotor Angle Response Comparison for Case B. 
 
Figure 4.21: Generator 1 COI Reference Rotor Angle Response Comparison for Case B. 
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Figure 4.22: Generator 2 COI Reference Rotor Angle Response Comparison for Case B. 
 
Figure 4.23: Generator 3 COI Reference Rotor Angle Response Comparison for Case B. 
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Figure 4.24: Voltage Comparison at bus number 7 for Case B. 
 
Figure 4.25: Voltage Comparison at bus number 9 for Case B. 
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5 CHAPTER 5 
TRANSIENTLY STABLE OPTIMAL POWER FLOW 
In order to improve the transient stability of the power system without extra investment 
on the infrastructure of the power system, researchers are continuously striving to achieve 
better transient performance of the system by altering the available control parameters of 
the system. This led to the formulation of Transient Stability Constrained Optimal Power 
Flow (TSC-OPF) [57],[58]. TSC-OPF merges the transient stability, which is a dynamic 
problem, with steady state economic and feasible operations of power system.  
With inclusion of transient stability constraint the optimal power flow problem 
becomes more complex due to inherent high non linearity of the power system and results 
in higher cost naturally due to constraint addition. Unlike conventional OPF problem the 
constraint in TSC-OPF are differential as well as algebraic. After emergence of TSC-OPF 
on the scene as an effective countermeasure [63], a number of different variants, in order 
to effectively solve TSC-OPF, have been proposed in literature. In general they can be 
classified as “traditional methods” [2], [4]–[8], “direct methods” [67], [68], [127]–[130] 
and “Evolutionary Algorithm (EA) based methods” [131]–[134]. The philosophy behind 
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traditional method is conversion of differential constraints into algebraic one by 
fundamental functional transformation of swing equation, which allows the application of 
classical mathematical programming techniques for solving transformed optimal power 
flow problem. In direct method transient stability constraint is handled via direct stability 
assessment method e.g. SIngle Machine Equivalent (SIME) or Transient Energy function 
(TEF) method. This method employs rescheduling of generation to stabilize the system 
for contingency under consideration. Although traditional and direct methods helps in 
simplifying the TSC-OPF but suffer from poor numerical convergence, sub optimality, 
outsized inaccuracy due to number of approximation employed for simplification and 
heavy computation requirements. Whereas, EA based methods suffer from problem of 
inconsistency, due to which it mislays its chances of practical application. 
This chapter aims to present a novel formulation for Optimal Power Flow (OPF) 
which improves the overall transient stability of the power system. To overcome the fore 
mentioned short comings of the techniques in the literature, this study formulates OPF as 
a true multi-objective optimization problem. One objective is to operate the system 
economically within the system’s physical bounds, other being, to with stand severe 
contingencies. Strength Pareto Evolutionary Algorithm (SPEA) is employed for solving 
multi-objective optimization which overcomes the inconsistency and sub optimality 
problems, hybrid time domain simulation employed for handling transient stability 
problem which knocks out the numerical inaccuracies and convergence problem and to 
speed up the computation a hybrid stability classifier is employed. 
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5.1 Multi Objective Transiently Stable Optimal Power Flow 
Formulation 
The transient stable optimal power flow problem requires to obtain optimal parameter 
settings for two conflicting objective functions, minimizing operating fuel cost and 
maximizing the system stability, without violating the system physical constraints. The 
problem is formulated as follows [135]. 
5.1.1 Minimization of Operating Cost 
Quadratic cost curve modelling is used to represent the generators’ operating cost, given 
as follows: 
 2
1
1
G
i i
N
i i G i G
i
f a b P c P

     (5.1) 
where, NG is the number of generators’; ai , bi and ci are the cost coefficients of the ith 
generator; and PGi is the real power output of the ith generator. PG is the real power 
outputs of the generators and defined as 
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[ , ,..., ]
NG
T
G G G GP P P P   (5.2) 
5.1.2 Maximization of Transient Stability Index 
The estimation of power system capability to survive the stated contingencies by 
withstanding the succeeding transient events and attain a stable steady state operating 
condition is called Transient Stability Assessment [136]. Different techniques have been 
used to assess the transient stability of power system. In general these techniques can be 
classified into numerical time domain simulation (TDS), direct assessment methods or 
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transient energy function (TEF) method and hybrid method. The time domain simulation 
method lacks to quantify the stability of the system, an arbitrary value for relative rotor 
angle deviation is selected as a threshold based on the experience and trials. Different 
threshold values have been used in literature; e.g. 100 degrees [58], [60], [64], [65] and 
180 degrees [67]. The threshold of 180 degrees has proven to be a logical and effective 
choice as any system is sure to loose synchronism if the rotor angle deviation reaches 180 
degrees.  The TEF methods, unlike time domain simulation can quantify the stability but 
suffers from convergence problem, limited modelling capability and high computation 
requirement. In order to overcome these problems a hybrid of TDS and TEF is used in 
this paper. The TEF method allows to quantify the stability of system effectively, 
whereas the TDS is utilized for fast classification of system’s synchronism. Following 
describes the formulation for transient stability maximization and its handling procedure. 
From the theory of energy functions [136],[22], in post contingency case if the 
system is unstable the KE of the system increases drastically as it is proportional to the 
square of machines’ speed. Therefore, KE of the system at the point of fault clearance is 
an effective measure of system’s stability. Now defining the objective function for 
transient stability improvement as minimizing the maximum of KE at fault clearance for 
the selected weakest faults in the system, given as 
 2 min(max( ))clf KE   (5.3) 
where 
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where, ?̃?𝑖𝑐𝑙 is the angular speed of ith machine at point of fault clearance. 
In order to avoid extensive computation involved in PE calculation a synchronism 
status classifier “η” is associated with each of the generator for post fault period, given as 
 
180
180 i
i
i




  (5.5) 
The value of ηi varies from -1 to 1. For a stable system ηi ≥ 0 for 𝑖 =  1, … , 𝑁𝐺 . 
5.1.3 Constraints 
1) Generating Units Constraint:  
Each generating unit is limited by it generating capacity upper and lower bounds, given 
as 
 min max , 1,...,
i i iG G G G
P P P i N      (5.6) 
 min max , 1,...,
i i iG G G G
Q Q Q i N      (5.7) 
2) Power Balance Constraint:  
For a power system to operate satisfactorily the total generation must be enough to meet 
up the load demand and also cover the losses in the transmission line. Therefore, 
 
1
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     (5.8) 
Calculating Ploss requires solving the load flow problem which imposes following 
constraints.  
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where, 𝑖 = 1,2, … , 𝑁𝐵; NB is the number of buses; 𝑄𝐺 and 𝑃𝐺  are the reactive and real 
power generation at bus i respectively. 𝑉𝑖 and 𝑉𝑗 are the voltages at bus i and j 
respectively; 𝐺𝑖𝑗 and 𝐵𝑖𝑗 are the transfer conductance and suseptance between bus i and j 
respectively; 𝛿𝑖 and 𝛿𝑗 are the voltage bus angles at bus i and j respectively. Solving (5.9) 
and (5.10), voltage magnitudes and angles can be found at each bus. Then the power loss 
in transmission network can be calculated as 
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loss k i j i j i j
k
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      (5.11) 
where NL is the number of transmission lines in the network and gk is the conductance of 
the kth line connecting bus i and j. 
3) Security Constraint: 
To ensure secure operation each branch flow is limited by its upper limit as follows 
 max , 1,...,
k kl l L
S S k N     (5.12) 
4) Voltage Constraint: 
Each of the bus voltage is constrained by its upper and lower limit for reliable operation 
of power system, given as 
 
min max
i i iV V V    (5.13) 
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Accumulating the constraints and objectives, the complete formulation for transient 
stable optimal power flow can be stated as 
 1 2Minimize [ ( ), ( )]f f u, x u, x   (5.14) 
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where x and u denotes the vector of dependent parameters on u and control parameters 
respectively, whereas im  denotes the synchronism status of ith generator for mth 
contingency; g and h are the equality and inequality constraints respectively. 
5.2 SPEA Implementation on Transient Stable Optimal Power Flow 
5.2.1 Control Parameters 
The control parameters selected in this study are the generators’ active power except for 
the slack bus and the voltages at the voltage controlled buses and the slack bus in the 
system. Therefore, the set of control parameter can be given as follows 
 
2 1
[ ,..., , ,..., ]
N NG G
T
G G G GP P V Vu   (5.16) 
where 𝑃𝐺1 is the real power output of the slack generator which is a dependent parameter 
calculated from the load flow of the system. 
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5.2.2 Constrained Feasible Initialization 
To avoid unnecessary computation, the control parameters are initialized randomly 
according to (5.17) with a uniform distribution within its given bounds to form the parent 
population for the first generation. 
 
0 min max
, ( , )i j j ju Rand u u   (5.17) 
where i ∈ {1,2,…,Npop}, j ∈ {1,2,…,Nvar}; 𝑢𝑖,𝑗
0  is the control parameter j in individual i at 
the first generation; Npop is the population size and Nvar is the number of control 
parameters in the system. Each individual in the initial population is checked for 
feasibility against each objective. First the load flow is conducted and parameters’ 
bounds are checked, if feasible it is checked for transient stability objective, if solution is 
still feasible then it is included in the population otherwise it is discarded and a new 
solution is generated and checked for feasibility. This not only lightens the computational 
efforts as only load flow feasible solution goes under transient stability assessment and 
only feasible population is presented for crossover and mutation operators to produce 
new generation which speeds up the algorithm. 
5.2.3 Transient Stability Objective Handling 
The strategy employed in this study to improve the transient stability of the system, 
involves determination of priority list of faults according to their severeness. The 
severeness criteria being the critical clearing time (CCT) of the fault, which is the largest 
allowable fault clearing time after which the system loses stability. The lower the CCT of 
a fault higher is the priority. A group of most severe faults called critical fault group is 
selected, the number of faults in the group can vary according to the system and operator 
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requirements. Naturally, as the size of this group grows, the operating price will increase. 
During the optimization process, each of the load flow feasible individual goes under 
transient stability assessment, the selected faults in the group are applied one after 
another with an average fault clearing time of the faults under consideration and 
respective KEs are recorded at the point of fault clearance. For worst case each fault is 
cleared by tripping the subsequent line. The feasibility of the individual under 
consideration is checked according to (5.5) if feasible then the maximum of recorded KE 
is substituted as the objective function value otherwise the solution is discarded and a 
new solution is generated. 
5.3 Performance Evaluation 
The proposed SPEA based transient stable optimal power flow performance is evaluated 
in this section. The approach is applied on WSCC 3 machine 9 Bus system and New 
England 10 machine 39 bus system. As a worst case scenario the synchronous machine in 
each system is modelled using classical two state model whereas the loads are modelled 
as constant impedance type load. To solve the differential equation in transient stability 
assessment third order Runge-Kutta method with adaptive time step is applied. Transient 
stability time window is selected as 5 sec which is large enough to observe multiple 
swings of the system. For SPEA, the population size, the maximum size of Pareto set and 
the maximum number generations are selected as 100. The probabilities for crossover and 
mutation we selected as 0.8 and 0.01 respectively.  All the simulations are performed on 
codes developed in MATLAB® environment running on an Intel® Core i7 2.00GHz 
CPU and 6GB RAM. 
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5.3.1 Simulation Results for WSCC 3 Machine 9 Bus Test System 
Figure 4.4 shows the single line diagram of WSCC 3 machine 9 bus test system. The 
system data is  taken from [137]. The fuel cost coefficients are available in [67]. The 
voltage upper and lower bounds are set as 0.95 and 1.05 p.u. respectively. Generator 1 is 
the chosen as the slack generator. Therefore, according to (5.16) there are 5 control 
parameters, being real power outputs of generator 2 and generator 3 and voltages at each 
of the generator buses. 
 As per the procedure stated in (5.2.3) the priority list for the 3 Machine 9 Bus 
system is given in Table 4.1. As a method to depict the effectiveness of the proposed 
algorithm the critical fault group consist of the top four faults in the priority list. The 
optimization is done for an average clearing time of faults under consideration i.e. 0.2 
sec. 
 As stated earlier, the algorithm successfully achieves the desired objectives of 
finding the pareto front with preservance of diversity. The minimum cost solution comes 
out to be 1133$/h which is well in accordance with the literature [67], [133]. The pareto 
front is shown in Figure 5.1. Results extracted from Figure 5.1 are tabulated in Table 5.1. 
As discussed, the algorithm suggests three solutions; best compromise solution, solution 
for minimum cost and solution for minimum K.E. Unlike the algorithm presented in 
[133], the proposed approach covers the whole search space and the decision maker has 
freedom to choose from wide variety of solutions depending on the system conditions 
and requirements, rather than having only one solution to choose from.  
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Figure 5.1: Pareto-Front for WSCC 3 Machine 9 Bus Test System 
TABLE 5.1: PARETO SOLUTIONS FOR WSCC 3 MACHINE 9 BUS TEST SYSTEM 
Parameters 
Solution 
Best Compromise Min. Cost Min. K.E 
1
( )GP MW  162.476 106.478 242.448 
2
( )GP MW  98.074 115.898 53.3127 
3
( )GP MW  57.617 96.228 24.351 
1( . .)V p u  0.9811 0.9951 0.9888 
2( . .)V p u  1.0101 0.9958 1.0021 
3( . .)V p u  1.026 1.0078 1.0189 
($ / h)Cost  1169.54 1133.59 1326.85 
. .( . .)K E p u  0.2959 1.054 0.0143 
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TABLE 5.2: CCT COMPARISON FOR WSCC 3 MACHINE 9 BUS TEST SYSTEM 
Faulted 
Bus 
Line 
tripped 
CCT(sec) 
for base 
case 
CCT(sec) 
for Best 
compromise 
solution 
CCT(sec) 
for Min. 
cost  
solution 
CCT(sec) 
for Min. 
KE 
solution 
CCT(sec) 
Reported in 
[133] [67] 
7 5-7 0.1620 0.4080 0.2317 0.8246 0.3897 0.5556 
7 7-8 0.1813 0.3932 0.2389 1.1265 0.4075 0.5244 
9 6-9 0.2142 0.4044 0.2239 0.9755 0.2454 0.2184 
9 8-9 0.2350 0.3579 0.2212 0.9810 0.2308 0.2111 
Cost ($/h) 1132.30 1169.54 1133.59 1326.85 1140.06 1191.56 
 
Improvement in transient stability of the system is shown in Table 5.2. For the 
case of best compromise solution, a balance between economics and stability is 
maintained by the proposed algorithm, the solution obtained improves the transient 
stability of the system with the best possible cost. Naturally, the cost in this case is higher 
than the base cost as the economy is sacrificed for transient stability enhancement. In 
case of minimum cost solution, more emphasis is given to economy of the system. This 
solution is unable to improve the overall transient stability of the system as shown in 
Table 5.2, for minimum cost case the CCT for the fault at bus 9 cleared by tripping line 
8-9 the CCT comes out to be 0.2212 sec whereas it was 0.2350 sec for base case. The 
third solution that maximizes the transient stability of the system has the highest cost 
compared to all the solutions as more emphasis is laid on improving the transient 
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performance of the system. These kind of solutions can be extremely helpful in case of 
emergency scenarios. Table 5.2 also compares the proposed approach with the state of 
the art transient stability constrained OPF published in literature. The proposed approach 
is robust enough to improve the overall transient stability of the system unlike the 
algorithms presented in [67] and [133], which relies on improving the transient stability 
of one fault. Comparing the best compromise solution of proposed approach with 
reported results. Ref. [133] has employed DE for solving transient stability constrained 
optimal power flow for fault at bus 7 cleared by tripping line 5-7. The CCT for this 
particular fault is greatly enhanced as compared to the base case but the rescheduling has 
deteriorated the CCT of fault at bus 9 cleared by line 8-9 tripping. It is worth mentioning 
that the base case referred here is original system settings without any optimization 
applied. The cost of the proposed approach is higher as compared to [133] as the aim of 
approach presented in this study is to improve the overall transient performance of the 
system rather than for a single fault. Similarly, in [67] a trajectory sensitivity approach is 
applied to reschedule the generators for fault at bus 7 cleared by line 5-7, this approach 
also improves the CCT for the fault under consideration but has depreciated the CCT 
from the base case of fault at bus 9 cleared by tripping line 8-9 proving the solution 
presented is suboptimal. 
To illustrate the effectiveness of the proposed approach a comparison has been 
made with state of the art methods in the field of TSCOPF. To make a fair and logical 
comparison, the SPEA optimization routine is executed again with fault at bus 7 with line 
5-7 clearance as a critical fault and fault at bus 9 with 6-9 clearance as a critical faults for 
case A and B respectively. The pareto fronts resulted from optimization are shown in  
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Figure 5.2: Pareto Front for 3 Machine 9 Bus Test System for Case A. 
 
Figure 5.3: Pareto Front for 3 Machine 9 Bus Test System for Case B. 
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Figure 5.2 and Figure 5.3 for Case A and Case B respectively. The pareto solutions for 
the two cases are shown in Table 5.3.  
TABLE 5.3: PARETO SOLUTIONS FOR INDIVIDUAL CRITICAL FAULTS CASES 
Solution 
Case A  Case B  
Best 
Compromise 
Min. 
Cost 
Min. K.E 
Best 
Compromise 
Min. 
Cost 
Min. K.E 
Parameters 
1
( )GP MW  175.0859 128.7672 242.6353 156.6279 132.4447 207.1070 
2
( )GP MW  57.2989 92.7405 44.4828 127.3337 126.4623 89.3018 
3
( )GP MW  85.9137 96.7918 32.9123 34.3801 59.3990 22.488 
1( . .)V p u  0.9887 0.9792 0.9965 0.9836 0.9809 0.9925 
2( . .)V p u  1.0123 1.0118 1.0225 1.0331 1.0162 1.0233 
3( . .)V p u  1.0482 1.0308 1.0366 1.0210 1.0215 1.0245 
($ / )Cost h  1190.98 1140.44 1326.89 1183.21 1151.39 1249.35 
. ( . )ClK E p u  0.1286 0.9096 0.0032 0.2766 1.0369 0.0407 
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TABLE 5.4: PERFORMANCE COMPARISON OF PROPOSED SPEA BASED APPROACH WITH 
DIFFERENTIAL EVOLUTION BASED TSCOPF 
Case 
Cost for 
SPEA 
(Min. 
Cost) ($/h) 
Cost 
reported 
in [133] 
Increment 
in cost (%) 
CCT for 
SPEA 
(Min. 
Cost) 
(sec) 
CCT 
reported 
in [133] 
Increment 
in CCT (%) 
A  1140.44 1140.06 0.0335 0.401 0.3897 2.899 
B  1151.39 1148.58 0.2443 0.3856 0.3707 4.019 
 
TABLE 5.5: PERFORMANCE COMPARISON OF PROPOSED SPEA BASED APPROACH WITH 
TRAJECTORY SENSITIVITY APPROACH 
Case 
CCT for SPEA (Min. 
K.E) (sec) 
CCT reported in [67] Increase in CCT (%) 
A  1.7300 0.5556 211.375 
B  1.1220 0.5725 95.98 
 
TABLE 5.4 compares the proposed approach with differential evolution based 
transient stability constrained optimal power flow (TSCOPF) [133]. Only the minimum 
cost solutions of SPEA is compared in these cases as the algorithm in [133] emphasize on 
minimizing the cost with increasing the transient stability. For both cases portrayed in 
TABLE 5.4 it can easily been seen that for a negligible increase in cost, the increment in 
CCT is quite higher proving the superiority of the proposed algorithm. In TABLE 5.5, 
another comparison has been rendered between the proposed approach and generator 
rescheduling through trajectory sensitivity approach [67]. The comparison is however 
 108 
 
made on grounds of CCT only as the technique in [67] focuses on making the system 
stable for the contingency under consideration without concerning the cost of solution. 
Comparing only the minimum K.E solutions, as cost is considered rather inconsequential, 
for both cases, it can easily been seen that the proposed approach far surpasses the 
technique presented in [67]. A significant improvement in CCT can be seen in case A 
where the CCT by proposed approach is nearly three times the CCT by technique in [67]. 
This speaks for the quality of solutions provided by the proposed approach. 
 Finally, Figure 5.4 - Figure 5.7 shows the stable system trajectories in Center of 
Inertia (COI) reference frame with the parameter settings as shown in Table 5.1 and the 
fault timings as depicted in Table 5.2 for best compromise solutions. 
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Figure 5.4: Stable trajectory for fault at bus 7 cleared by line 5-7 tripping, fault clearing time 
0.408 sec 
 
Figure 5.5: Stable trajectory for fault at bus 7 cleared by line 7-8 tripping, fault clearing time 
0.3932 sec. 
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Figure 5.6: Stable trajectory for fault at bus 9 cleared by line 6-9 tripping, fault clearing time 
0.4044 sec. 
 
Figure 5.7: Stable trajectory for fault at bus 9 cleared by line 8-9 tripping, fault clearing time 
0.3579 sec. 
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5.3.2 Simulation Results for New England 10 Machine 39 Bus Test System 
Figure 5.8 [67] shows the one line diagram for New England 39 Bus system. The system 
data is in accordance with [22], the fuel cost parameters are taken from [67], the 
generators’ rating and the system physical bounds are taken from [138]. As per equation 
(5.16) there are 19 control parameter that includes 9 generator active powers and voltage 
at each of the generator bus. 
 
Figure 5.8: Single Line Diagram for New England 10 Machine 39 Bus Test System 
According to the strategy described in section (5.2.3) a priority list of all possible 
faults in the system is formed first. Out of the 33 possible faults the top four faults as 
shown in TABLE 5.6 are selected as critical fault group. The optimization is done for an 
average clearing time of faults under consideration i.e. 0.0625 sec. 
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TABLE 5.6: CRITICAL FAULT GROUP FOR NEW ENGLAND 10 MACHINE 39 BUS TEST SYSTEM 
Faulted Bus Line tripped 
Critical Clearing Time (CCT) 
(sec) 
29 28-29 0.04849 
28 28-29 0.05656 
29 26-29 0.06906 
26 26-29 0.07620 
 
 
Figure 5.9: Pareto Front for New England 10 Machine 39 Bus Test System. 
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TABLE 5.7: PARETO SOLUTIONS FOR NEW ENGLAND 10 MACHINE 39 BUS TEST SYSTEM 
Solution 
Best Compromise Min. Cost Min. K.E 
Parameters 
1
( )GP MW  262.21 251.32 321.28 
2
( )GP MW  602.64 576.37 659.03 
3
( )GP MW  681.85 649.39 676.98 
4
( )GP MW  641.23 640.89 407.23 
5
( )GP MW  518.60 494.04 602.80 
6
( )GP MW  668.29 659.23 551.87 
7
( )GP MW  571.32 548.57 836.36 
8
( )GP MW  499.52 526.65 311.15 
9
( )GP MW  538.01 806.63 471.64 
10
( )GP MW  1146.21 983.77 1292.82 
1( . .)V p u  1.0264 1.0199 1.0350 
2( . .)V p u  1.0302 1.0204 1.0207 
3( . .)V p u  1.0324 1.0200 1.0142 
4( . .)V p u  1.0206 1.0221 1.0119 
5( . .)V p u  1.0365 1.0396 1.0260 
6 ( . .)V p u  1.0329 1.0319 1.0224 
7 ( . .)V p u  1.0366 1.0294 1.0450 
8( . .)V p u  1.0049 1.0273 1.0351 
9 ( . .)V p u  1.0314 1.0397 1.0078 
10( . .)V p u  1.0373 1.0149 1.0210 
($ / )Cost h  61855.87 60913.59 64965.12 
. ( . )ClK E p u  0.486 0.7432 0.4013 
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Figure 5.9 shows the pareto front obtained as a result of optimization and the results 
extracted are tabulated in TABLE 5.7. Again there are three possible solutions, minimum 
cost solution, minimum K.E. solution and best compromised solution, presented by the 
algorithm for decision maker. As depicted by pareto front in Figure 5.9 the proposed 
algorithm not only achieves the optimal solution but also covers the whole search space 
hence maintaining diversity. The influence of optimization towards the improvement in 
transient stability of the system can be seen in TABLE 5.8. To prove the claim of 
improving the overall stability of the system, a fault on bus 17 with line 17-18 clearance 
has been applied. It should be noted that this particular fault is not included in the critical 
fault group. The proposed algorithm is able to improve the CCT of this fault as well, as 
shown in TABLE 5.8. 
TABLE 5.8: CCT COMPARISON FOR NEW ENGLAND 10 MACHINE 39 BUS TEST SYSTEM 
Faulted 
Bus 
Line 
tripped 
CCT(sec) 
for base 
case 
CCT(sec) for 
Best 
compromise 
solution 
CCT(sec) 
for Min. 
cost  
solution 
CCT(sec) 
for Min. 
KE 
solution 
CCT(sec) 
Reported 
in [67] 
26 26-29 0.0762 0.2584 0.1007 0.2739 0.0743 
29 26-29 0.06906 0.2500 0.0893 0.2954 0.0672 
28 28-29 0.05656 0.2884 0.0857 0.3454 0.0539 
29 28-29 0.04849 0.2433 0.0730 0.2896 0.0462 
17 17-18 0.1293 0.1551 0.1226 0.1559 0.1873 
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A comparison is made between the proposed algorithm and trajectory sensitivity 
approach for improving stability of the system [67]. As in [67] fault at bus 17 with line 
17-18 clearance is selected as a critical fault. Figure 5.10 shows the pareto front obtained 
as result of optimization. TABLE 5.9 shows the comparison of CCTs of the fault for each 
approach 
 
Figure 5.10: Pareto Front for New England 10 Machine 39 Bus Test System for fault at bus 17 
TABLE 5.9: PERFORMANCE COMPARISON OF PROPOSED SPEA BASED APPROACH WITH 
TRAJECTORY SENSITIVITY APPROACH. 
Case 
CCT for SPEA (Min. 
K.E) (sec) 
CCT reported in [67] Increase in CCT (%) 
Fault: 17, Line 
cleared: 17-18 
0.2315 0.1873 23.59 
 
As in the case of three machine nine bus case only the minimum K.E. solution is 
compared as cost of the solution is considered secondary as compared to stability of the 
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system. Again the proposed approach presents a solution that far surpasses the trajectory 
sensitivity approach [67]. Finally, Figure 5.11 - Figure 5.15 shows the stable system 
trajectories with respect to COI for best compromise case with system operating 
conditions, faults applied and fault clearance time as depicted in TABLE 5.7 and 
TABLE 5.8 respectively. 
 
Figure 5.11: Stable trajectory for fault at bus 26 cleared by line 26-29 tripping, fault clearing 
time 0.2584 sec. 
 
  
 117 
 
 
Figure 5.12: Stable trajectory for fault at bus 29 cleared by line 26-29 tripping, fault clearing 
time 0.25 sec 
 
Figure 5.13: Stable trajectory for fault at bus 28 cleared by line 28-29 tripping, fault clearing 
time 0.2884 sec..  
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Figure 5.14: Stable trajectory for fault at bus 29 cleared by line 28-29 tripping, fault clearing 
time 0.2433 sec. 
 
Figure 5.15: Stable trajectory for fault at bus 17 cleared by line 17-18 tripping, fault clearing 
time 0.1551 sec.  
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5.4 RTDS Implementation 
The said SPEA based Transient Stable Optimal Power Flow is also implemented on Real 
Time Digital Simulator (RTDS) to prove the claim of robustness. An overview of RTDS 
hardware and software is given in Appendix A:. The WSCC 3 Machine 9 Bus System is 
implemented on RTDS and faults are simulated at bus number 7 and bus number 9 with 
line 5-7 and line 6-9 clearance respectively. Real time breaker models are implemented to 
simulate the actual real time scenario. The machines in the system are modelled as two 
axis machine without damper windings. All the machines are modelled with IEEE Type 1 
Speed Governor and Turbine model and IEEE Type 1 Static Excitation models. As the 
system is modelled in real time with different power system components and platform 
different than MATLAB® therefore the CCT of the faults obtained from RTDS are 
expected to be different than MATLAB®, but it is expected the same trend will be there 
as in MATLAB®. FIGURE shows the draft file implementation of WSCC 3 machine 9 
Bus test system on RTDS, also the fault and breaker logics are shown FIGURE II. The 
powers and voltages obtained from the optimization are plugged in one at a time and 
effects of optimization is seen on the basis of improvement in CCT of the faults. Faults 
are simulated and CCT for each fault is obtained by repeating the simulation over and 
over again. The stability of the system in RTDS is determined by the speed of the 
machines and per ANSI standards an over frequency instability is declared whenever one 
of the machine reaches 390 rad/sec.  
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Figure 5.16: RTDS Implementation of WSCC 3 Machine 9 Bus Test System  
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Figure 5.17: Fault and Breaker logic 
TABLE 5.10 shows the CCT for base case i.e. for original system settings, for minimum 
cost case, best compromise case and minimum K.E. case of the optimization. It can be 
seen in TABLE 5.10 that the similar trend as in MATLAB® platform is shown by the CCT 
of the system on RTDS platform. As for each of the case the min cost solution gives the 
worst CCT for all solutions in both the cases. As in both platform a similar trend that is 
worst CCT for min cost solution can be seen in TABLE 5.10 and Figure 5.18 and 
Figure 5.19. Similarly, a moderate improvement in CCT for both platform in case of best 
compromise solution can be seen in TABLE 5.10. The maximum improvement in CCT is 
for the minimum K.E. case as the stability of the system is given more importance over 
cost in the optimization algorithm. Finally Figure 5.20-Figure 5.27 show the machine 
speed trajectories, fault clearing time and breaker statuses for each breaker on the end of 
the line, for each fault with the clearing time as depicted in TABLE 5.10 for RTDS 
platform. 
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TABLE 5.10: CCT COMPARISON FOR MATLAB AND RTDS 
Solution CCT for Base Case 
CCT for Min. Cost 
Solution 
CCT for Best 
Compromise 
Solution 
CCT for Min. KE 
Solution 
Case MATLAB RTDS MATLAB RTDS MATLAB RTDS MATLAB RTDS 
A 0.1620 0.2589 0.2317 0.4605 0.4080 0.6286 0.8246 0.8500 
B  0.2142 0.3870 0.2239 0.4010 0.4044 0.6508 0.9755 1.1050 
 
 
Figure 5.18: MATLAB vs. RTDS for Case A. 
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Figure 5.19: MATLAB vs. RTDS for Case B. 
 
Figure 5.20: System response for base setting, fault at bus 7 line cleared 5-7.  
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Figure 5.21: System response for min cost solution, fault at bus 7 line cleared 5-7. 
 
Figure 5.22: System response for best compromise solution, fault at bus 7 line cleared 
5-7.  
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Figure 5.23: System response for min. K.E solution, fault at bus 7 line cleared 5-7. 
 
Figure 5.24: System response for base setting, fault at bus 9 line cleared 6-9  
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Figure 5.25: System response for min cost solution, fault at bus 9 line cleared 6-9. 
 
Figure 5.26: System response for best compromise solution, fault at bus 9 line cleared 6-9. 
 
 127 
 
 
Figure 5.27: System response for best compromise solution, fault at bus 9 line cleared 6-9. 
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6 CHAPTER 6 
PMU BASED TRANSIENT INSTABILITY PREDICTION 
AND MITIGATION 
The introduction of PMUs in power systems greatly improves the possibilities of power 
system monitoring and analyzing of its dynamics. PMUs can directly measure phase 
angles between corresponding phasors in different locations within the power system. 
With PMU improved monitoring and remedial action capabilities, network operators can 
utilize the existing power system in a more efficient way. Synchronized measurements 
not only allow fast and reliable emergency actions but also make it possible to reduce the 
need for relatively high transmission margins required by potential power system 
disturbances. 
 Synchronized phasor measurements are no longer an academic curiosity as they 
presently  provide  solutions  that  otherwise  would  have  been  too  expensive  or too 
complicated to implement with traditional approaches. This chapter provides a brief 
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introduction to PMU technology, its uses and application, later in the chapter a PMU 
based transient instability prediction algorithm is presented based on which Remedial 
Schemes are designed to mitigate with the detected instability. 
6.1 PMU Based Transient Instability Prediction Scheme 
One of the main feature of the PMU which gives it an upper hand over 
conventional measurement units is the ability of measuring phasors and time stamping, 
which allows faster and accurate control of the power system. Keeping this idea in mind, 
in this section a real time intelligent transient instability predictor based on the PMU 
measurements is developed and demonstrated. The proposed scheme is called intelligent 
as it makes use of intelligent computational technique i.e. Artificial Neural Networks and 
ability of PMUs to present the current and voltage measurements in form of phasors 
makes it real time. The output of the scheme will serve as an arming signal for the 
Remedial Action Schemes (RAS) which will take necessary action to mitigate with the 
predicted instability. An advantage of this kind of implementation is the risk reduction 
posed by the conventional detection and mitigation scheme i.e. to miss classify the event 
as stable or unstable. Figure 6.1 and Figure 6.2 shows the difference between the 
conventional and PMU based intelligent scheme. The arming signal in Figure 6.1 is 
decided based on offline simulations and pre-decided events, one example being the RAS 
will be armed when the power flowing through a line is more than the critical power, 
which may not always be case, where as in intelligent scheme RAS will be armed when 
actual instability is detected. Moreover to this stability information can be seen in case of 
fault event or disturbance as shown in Figure 6.3 and Figure 6.4. In the sections to follow 
first Artificial Neural Networks (ANN) are introduced and the predictor scheme design is 
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presented. The system under consideration is WSCC 3 Machine 9 Bus Test System. To 
test the performance of the proposed scheme the time domain simulation results are 
shown in conjunction with the ANN output to verify it. An Artificial Neural Network 
(ANN) is an information processing paradigm that is inspired by the way biological 
nervous systems, such as the brain, process information. The human brain consist of 
highly complex, nonlinear, parallel information processing system. Information is stored 
and processed in the biological neural network simultaneously, much faster than the 
fastest computers in existence today. Topologically a brain consist of interconnected set 
of nerve cells or basic information processing units called neurons and their connections 
called as synapses. There exist nearly 10 billion neurons and 60 trillion synapses in an 
average human brain. Each neuron has a very simple structure, but collection of such 
elements constitutes a tremendous processing power.   The key element of this paradigm 
is the novel structure of the information processing system. It is composed of a large 
number of highly interconnected processing elements (neurons) working in harmony to 
solve specific problems. ANNs, like people, learn by example. An ANN is configured for 
a specific application, such as pattern recognition or data classification, through a 
learning process. Learning in biological systems involves adjustments to the synaptic 
connections that exist between the neurons. This is true of ANNs as well. 
TABLE 6.1: ANALOGY BETWEEN BIOLOGICAL AND ARTIFICIAL NEURAL NETWORKS 
Biological NN Artificial NN 
Soma Neuron 
Dendrite Input 
Axon Output 
Synapse Weight 
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Figure 6.1: Conventional Remedial Action Scheme 
Arming Signal
 
Figure 6.2: PMU Based Remedial Action Scheme  
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Figure 6.3: Proposed Remedial Action Scheme 
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Figure 6.4: Proposed Structure of ANN based RAS  
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The most common type of artificial neural network consists of three groups, or layers, 
of units: a layer of "input" units is connected to a layer of "hidden" units, which is 
connected to a layer of "output" units. 
 The activity of the input units represents the raw information that is fed into the 
network. 
 The activity of each hidden unit is determined by the activities of the input units 
and the weights on the connections between the input and the hidden units. 
 The behavior of the output units depends on the activity of the hidden units and 
the weights between the hidden and output units. 
This simple type of network is interesting because the hidden units are free to construct 
their own representations of the input. The weights between the input and hidden units 
determine when each hidden unit is active, and so by modifying these weights, a hidden 
unit can choose what it represents. 
 To make a neural network that performs some specific task, we must choose how 
the units are connected to one another, and we must set the weights on the connections 
appropriately. The connections determine whether it is possible for one unit to influence 
another. The weights specify the strength of the influence. We can teach a three-layer 
network to perform a particular task by using the following procedure also shown in 
Figure 6.5: 
1. We present the network with training examples, which consist of a pattern of 
activities for the input units together with the desired pattern of activities for the 
output units. 
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2. We determine how closely the actual output of the network matches the desired 
output. 
3. We change the weight of each connection so that the network produces a better 
approximation of the desired output. 
Compare
Neural Network 
initialized with random 
weights
Target
Output
Weight 
Adjustment
Input
 
Figure 6.5: Back error propagation algorithm 
One way to change the weight is to use the Back-propagation algorithm which is 
described below, and has become nowadays one of the most important tools for training 
neural networks. 
6.1.1 Back-propagation Algorithm 
There is a real number associated with each connection, which is called the weight of the 
connection. We denote by Wij the weight of the connection from unit ui to unit uj. It is 
then convenient to represent the pattern of connectivity in the network by a weight matrix 
W whose elements are the weights Wij. Two types of connection are usually 
distinguished: excitatory and inhibitory. A positive weight represents an excitatory 
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connection whereas a negative weight represents an inhibitory connection. The pattern of 
connectivity characterizes the architecture of the network. 
 A unit in the output layer determines its activity by following a two-step 
procedure. 
First, it computes the total weighted input xj, using the formula: 
 j i ij
i
X y W   (6.1) 
where yi is the activity level of the j
th unit in the previous layer and Wij is the weight of 
the connection between the ith and the jth unit. 
Next, the unit calculates the activity yj using some transfer function of the total weighted 
input. The most commonly used transfer function is sigmoid function given as 
 
1
1
j jx
y
e



  (6.2) 
Once the activities of all output units have been determined, the network computes the 
error E, which is defined by the expression: 
  
21
2
i i
i
E y d    (6.3) 
where yi is the activity level of the i
th unit in the top layer and di is the desired output of 
the ith unit. 
Now the back-propagation algorithm is given as 
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1. Compute how fast the error changes as the activity of an output unit is changed. 
This error derivative (EA) is the difference between the actual and the desired 
activity. 
 
j j j
j
E
EA y d
y

  

  (6.4) 
2. Compute how fast the error changes as the total input received by an output unit is 
changed. This quantity (EI) is the answer from step 1 multiplied by the rate at 
which the output of a unit changes as its total input is changed. 
 (1 )
j
j j j j
j j j
yE E
EI EA y y
x y x
 
    
  
  (6.5) 
3. Compute how fast the error changes as a weight on the connection into an output 
unit is changed. This quantity (EW) is the answer from step 2 multiplied by the 
activity level of the unit from which the connection emanates. 
 
j
ij j j
ij j ij
xE E
EW EI y
W x W
 
    
  
  (6.6) 
4. Compute how fast the error changes as the activity of a unit in the previous layer 
is changed. This crucial step allows back propagation to be applied to multilayer 
networks. When the activity of a unit in the previous layer changes, it affects the 
activation of all the output units to which it is connected. So to compute the 
overall effect on the error, we add together all these separate effects on output 
units. But each effect is simple to calculate. It is the answer in step 2 multiplied by 
the weight on the connection to that output unit. 
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By using steps 2 and 4, we can convert the EAs of one layer of units into EAs for the 
previous layer. This procedure can be repeated to get the EAs for as many previous layers 
as desired. Once we know the EA of a unit, we can use steps 2 and 3 to compute the EWs 
on its incoming connections. 
6.1.2 Stages needed to build an ANN predictor 
Following are the stages required generally to build any ANN. Each of the stage has its 
own importance and are briefly described for transient instability prediction algorithm for 
WSCC 3 machine 9 bus test system. 
Stage 1 (Input Selection) 
Before designing and deciding for the inputs of the prediction algorithm it is essential to 
know the location of PMUs in the system. For this purpose initially the PMU placement 
algorithm is applied as described in chapter 3) but with generator buses or buses directly 
connected to the generator as must place buses. For SPEA algorithm application on 
WSCC 3 machine 9 bus test system, the parameters chosen are Npop  = 20, NDES = 10, 
PCROSS = 0.8 and PMUT = 0.01. The application of SPEA algorithm on WSCC 3 machine 9 
bus test system results in a Pareto front as shown in Figure 6.6. Table 6.2 tabulates the 
results extracted from the Pareto front. It can be seen in Table 6.2 that the system can be 
fully observed with 3 number of PMUs in the system with the location specified in 
Table 6.2.  
 138 
 
 
Figure 6.6: Pareto front for WSCC 3 machine 9 bus test system 
TABLE 6.2: OPP FOR WSCC 3 MACHINE 9 BUS TEST SYSTEM 
PCROSS PMUT NPMU Location ORI 
0.8 0.01 3 4,7,9 3 
 
Using the features of the ANN and location of PMUs from the OPP as described above a 
transient instability predictor is proposed. In this study the algorithm for online 
determination of instability employs the separation of angle between the generator buses 
and center of angle of the system. The center of angle of a system is defined as 
 1
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  (6.8) 
𝑤ℎ𝑒𝑟𝑒 
𝑁𝐺  : Number of generators in the system 
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𝛿𝑖 : Rotor angle of the machine i (degrees/radians) 
𝐻𝑖 : Per unit Inertia constant of machine i (
𝑀𝐽
𝑀𝑉𝐴⁄ ) 
To decide whether a generator is stable or unstable, the hybrid classifier given in equation 
(5.5), repeated here for the reader convenience, is used to classify the generator as stable 
or unstable. 
 
180
180 i
i
i




  (6.9) 
The value of ηi varies from -1 to 1. For a stable system ηi ≥ 0 for 𝑖 =  1, … , 𝑁𝐺 . 
The input data is based on number of phasor measurements cycles window, which begins 
after the fault clearing. In this study as a method of demonstration a window of 6 cycle 
i.e. 0.1 sec for 60 Hz, is selected. As the location of PMUs are directly connected to the 
generator therefore, generator rotor angle can be directly measured. The difference of the 
generator rotor angle and the center of angle after the fault clearance for 6 cycles serves 
as the input for the ANN. 
Stage 2 (Selection of Training Data) 
After the input selection stage, it is necessary to collect the data for training. This data 
should be accurate and vast enough to cover all the possible operating points of the 
systems. In this study, fault on each bus is simulated from 0.01 sec to 5 sec one at a time. 
A training pair, i.e. each generator rotor angle difference from center of angle for 6 cycles 
after the fault clearance and stability status of the system, is formed. A total of 1200 pairs 
were formed and presented to ANN as training and validation data. 
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Stage 3 (Selection of ANN Size) 
The next stage in the ANN development is the selection of layers and neurons in the 
hidden layer. There is no hard and fast rule for the size of ANN. Generally we start from 
a small number of hidden neurons and one hidden layer, if these number of neurons are 
sufficient to produce desired performance, it is accepted; otherwise the number of 
neurons or number of layers are increased until the desired performance is achieved by 
the network. 
 In this study, a 3 layered ANN is used after extensive trails as shown in 
Figure 6.7. The first hidden layer consist of 6 neurons with sigmoid transfer function, the 
second hidden layer consist of 3 hidden neurons with sigmoid transfer function whereas 
the output layer consist of 2 hidden neuron with pure linear transfer function. Again, for 
the selection of type of neuron there is no criteria defined, rather it is dependent on the 
user and application. 
 The output of the ANN selected, is the stability status, given by neuron 1 in the 
output layer. Its value varies as follows 
0    System is stable after fault clearing 
1    System is unstable after fault clearing 
The detailed connections for each layer is given in Figure 6.8 - Figure 6.13  
 141 
 
 
Figure 6.7: Neural Network Architecture for proposed transient instability predictor. 
 
Figure 6.8: Layer 1 details 
 
Figure 6.9: Layer 2 details 
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Figure 6.10: Layer 3 details 
 
Figure 6.11: Layer 1 weight connections details  
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Figure 6.12: Layer 2 weight connections details 
 
Figure 6.13: Layer 3 weight connections details 
Stage 4 (Train ANN) 
The next stage in the development of ANN is the training of ANN from the data collected 
in the previous stage. The MATLAB Neural Network Toolbox is used for designing and 
training the ANN. For training, the back propagation algorithm as described in the 
previous section is used in this study, in order to minimize the mean square error (MSE) 
between the output produced by the . Out of total 1200 cases, 70% are selected randomly 
for training whereas 30% leftover cases are used in validation and testing in order to 
 144 
 
terminate the training when the termination criteria is met. The minimum MSE achieved 
for this case is 0.012 at 82nd iteration as shown in Figure 6.14. It is worth mentioning that 
in back propagation algorithm each iteration is called as Epoch. 
 
Figure 6.14: Performance of proposed ANN based predictor 
Stage 5 (Tests and result comparison) 
To test the proposed ANN for performance authenticity, faults on bus 7 and bus 9 are 
applied with line 5-7 and line 6-9 clearance respectively. For each of the fault a stable 
and unstable case is presented to the system which was not there in the training. 
Figure 6.15 shows the time domain simulation result for a stable case with fault on bus 7 
with line 5-7 cleared, whereas Figure 6.16 shows the ANN output for the same case. It 
can be seen in Figure 6.16 that the output produced by ANN is very near to zero 
declaring the system to be stable which complements with the time domain simulation 
result shown in Figure 6.15. The reason that the ANN doesn’t produce exactly zero 
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being, the ANN utilized in here is a function approximator rather than a classifier, 
therefore as the system moves towards instability the value of the output grows and 
become nearly equal to 1 when the system is unstable. This is shown in Figure 6.17 and 
Figure 6.18, which presents an unstable case for fault at bus 7. As discussed the ANN 
output again complements the time domain simulation declaring the system as unstable 
by producing an output very near to 1. Similarly, for bus 9 a stable case with ANN output 
is shown in Figure 6.19 and Figure 6.20 respectively, whereas for unstable case for bus 9 
are presented in Figure 6.21 and Figure 6.22. 
 
Figure 6.15: Time domain simulation for stable case for fault at bus 7 
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Figure 6.16: ANN output for stable case for fault at bus 7 
 
Figure 6.17: Time domain simulation for unstable case for fault at bus 7 
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Figure 6.18: ANN output for stable case for fault at bus 7 
 
Figure 6.19: Time domain simulation for stable case for fault at bus 9 
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Figure 6.20: ANN output for stable case for fault at bus 9 
 
Figure 6.21: Time domain simulation for unstable case for fault at bus 9 
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Figure 6.22: ANN output for stable case for fault at bus 9 
6.2 Remedial Action Schemes 
Based on the output produced by the ANN based transient instability predictor the 
Remedial Action Schemes can be armed and if needed can take action against the 
detected instability. These schemes include generator tripping, islanding, braking resistor 
insertion and under frequency or under voltage load shedding. As a method to 
demonstrate the power of PMUs in the application of these schemes only braking resistor 
and under frequency load shedding schemes are designed and applied in this study. Each 
of the RAS counter one type of instability; braking resistor counters the over frequency 
which occurs in case of faults or load loss, whereas under frequency load shedding 
(UFLS) counters the under frequency occurred due to generation loss or load addition. 
Each of the scheme is applied on WSCC 3 machine 9 bus test system and developed on 
 150 
 
SIMULINK for simulation purposes and is experimentally implemented on RTDS and 
SEL SYS-310 with power hardware in loop PMUs. 
6.2.1 Braking Resistor Scheme 
This scheme as name depicts is insertion of a dummy load or often called as Braking 
resistor in case the machines’ speeds in system goes beyond a certain set point. It is 
regarded as helpful tool in damping the transient energies injected as a result of large 
disturbances in the system. Usually modelled as a shunt load and is connected directly to 
the generator terminal, this is the point where the effectiveness of this resistor is 
maximum. The duty of these resistors are generally small ranging from 2 cycles to 10 
cycles limited by the thermal properties of the material from which the resistor is made 
up of. Some of the practical implementation includes the Peace river system, the four 
corner plant of the Arizona Public Service Company and the BPA. The insertion criteria 
of these resistor is done on the basis of open loop and pre specified control strategies. 
Different models, simulation and theories have been in reported in also on different test 
systems.  
 In this study the dynamic braking scheme is applied on WSCC 3 machine 9 bus 
test system. It is assumed that only generator number 2 and generator number 3 are 
equipped with braking resistors as from the analysis of WSCC 3 machine 9 bus test 
system, it is found that these two are most prone to instability. The effect of different 
values of braking resistors and their duty cycles are evaluated and optimal size and 
switching duty is found after analysis. 
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 Figure 6.23 shows the WSCC 3 machine 9 bus test system with two braking 
resistor installed as mentioned earlier. The location of the PMUs come from the OPP 
problem solution as depicted in the previous section. As per the introduction of PMUs in 
section previous sections the frequency information is directly embedded into the data 
packet. Using this feature of the PMUs a braking resistor switching scheme is designed 
on the basis of machines’ speed.  
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Figure 6.23: Proposed PMU based braking resistor scheme 
Figure 6.24 shows the PMU based algorithm for the breaking resistor insertion in case of 
over frequency. If a fault is applied and the ANN based predictor, predicts the instability 
in the system, the RAS will be armed or enabled. Once armed, the PMU measurements 
from the system are made available to the controller. The scheme to switch the resistor 
used in this study makes use of the frequency of the bus which is apparently the machine 
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frequency to which the bus is directly connected. If during the fault the frequency of the 
machine surpasses a certain set point i.e. 60.5 Hz in this study, the resistor is switched in. 
The switching frequency of the resistor is decided by a pulse generator connected directly 
to the breaker of the resistor. After fault is cleared which can easily be detected by the 
fault currents or the line switching, a delay of 6 cycles is introduced before the frequency 
is rechecked. If the maximum frequency during this window is less than the set point i.e. 
60.5 Hz, the arming signal is disabled otherwise the resistor keep on switching until the 
frequency is under 60.5 Hz. This kind of scheme allows the resistor only to be switched 
when there are large transient energies injected in the system as a result of large faults or 
disturbances.  
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Figure 6.24: Proposed braking resistor switching scheme 
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6.2.2 Results 
Three different sizes of resistors that are 50, 100 and 150 MW with three different 
switching duties namely. 2, 4 and 6 cycle switching are applied on generator 2 and 3. For 
each of the generator the severest of the fault i.e. fault on generator bus is simulated and 
effect of braking resistor is seen. Table 6.3 and Table 6.4 tabulates the improvement in 
the CCT for two different faults when the each resistor is switched individually the faults 
being, fault on bus 7 with line 5-7 clearance and fault on bus 9 with line 6-9 clearance. It 
can be seen that when the braking resistor at generator number is only allowed to switch 
as per the proposed scheme, the CCT for the fault increases as the resistor size and 
switching cycle increase. The maximum improvement in the CCT is there when 150 MW 
resistor is switched at a duty (on-off) of 6 cycle. This is reasonable, as the inertia of 
machine 2 is large more energy i.e. longer switching is required, to prevent the machine 
from speeding up in case of fault 
TABLE 6.3: CCT COMPARISON FOR FAULT AT BUS 7 AND RESISTOR AT GENERATOR 2 ONLY 
Switching Duty CCT without 
braking 
resistor (sec) 
CCT for 2 
cycles (sec) 
CCT for 4 
cycles (sec) 
CCT for 6 
cycles (sec) 
Size (MW) 
50 
0.1834 
0.1941 0.1965 0.2014 
100 0.2037 0.2049 0.2064 
150 0.2104 0.2111 0.2140 
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TABLE 6.4: CCT COMPARISON FOR FAULT AT BUS 9 AND RESISTOR AT GENERATOR 3 ONLY 
Switching Duty CCT without 
braking 
resistor (sec) 
CCT for 2 
cycles (sec) 
CCT for 4 
cycles (sec) 
CCT for 6 
cycles (sec) 
Size (MW) 
50 
0.2480 
0.2513 0.2501 0.2497 
100 0.2595 0.2525 0.2517 
150 0.2636 0.2618 0.2613 
 
From Table 6.4, it can be seen that when the resistor at generator 3 is allowed to switch 
only, the CCT of the fault improves with increase in size of the resistor but decreases 
with the increase in the switching duty. This physically can be interpreted as the machine 
3 is the lightest in the system so relatively small switching duties are sufficient to prevent 
it from over speed. A longer switching duty in this case with decrease the speed too much 
and in turn will depreciate the stability of the system. 
 From the CCT analysis it is found that the optimal size of the resistor at bus 
number 2 is 150 MW with an optimal switching duty of 6 cycles whereas for the resistor 
at generator 3 has an optimal size of 150 MW with 2 cycle switching frequency. To these 
optimal sizes and switching duties, the resistors are allowed to switch simultaneously on 
the application of fault with proposed switching scheme. Table 6.5 shows the 
improvement in CCT of fault at bus 7 with line 5-7 clearance and fault at bus 9 with line 
6-9 clearance when the resistors are allowed to switch simultaneously. 
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TABLE 6.5: CCT COMPARISON FOR OPTIMAL SIZE AND SWITCHING 
CCT for fault at bus 7 with line 5-7 cleared CCT for fault at bus 9 with line 6-9 cleared 
Without resistor 
Optimal size and 
switching 
Without resistor 
Optimal size and 
switching 
0.1834 0.2149 0.2480 0.2649 
 
Finally, Figure 6.25 - Figure 6.34 shows the comparison of system rotor angle trajectories 
for the system without resistor and with resistor as tabulated in Table 6.3, Table 6.4 and 
Table 6.5. It can clearly be seen that braking resistor serves as an effective tool in 
mitigating the instabilities of the system. 
 
Figure 6.25: Rotor angle response for generator 2 for individual resistor switching at 2 cycle 
switching frequency. 
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Figure 6.26: Rotor angle response for generator 2 for individual resistor switching at 4 cycle 
switching frequency. 
 
Figure 6.27: Rotor angle response for generator 2 for individual resistor switching at 6 cycle 
switching frequency.  
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Figure 6.28: Rotor angle response for generator 3 for individual resistor switching at 2 cycle 
switching frequency. 
 
Figure 6.29: Rotor angle response for generator 3 for individual resistor switching at 4 cycle 
switching frequency.  
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Figure 6.30: Rotor angle response for generator 3 for individual resistor switching at 6 cycle 
switching frequency. 
 
Figure 6.31: Rotor angle response for generator 2 for optimal and simultaneous switching for 
fault at bus 7  
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Figure 6.32: Rotor angle response for generator 2 for optimal and simultaneous switching for 
fault at bus 9 
 
Figure 6.33: Rotor angle response for generator 3 for optimal and simultaneous switching for 
fault at bus 7  
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Figure 6.34: Rotor angle response for generator 3 for optimal and simultaneous switching for 
fault at bus 9 
6.2.3 Experimental validation of Braking Resistor Scheme 
To verify the proposed braking resistor scheme experimentally, the WSCC 3 machine 9 
bus test system is implemented on RTDS with governor and AVR models, whereas the 
proposed braking resistor controller is implemented on Synchrophasor Vector Processor 
(SVP). Figure 6.35 shows the connection details between RTDS and SVP. 
 Simulated Current Transformers (CTs) and Potential Transformers (PTs) are 
placed on bus 7 and bus 9 with in the RTDS as shown in Figure 6.36. These simulated 
CTs and PTs signals are sent out as analog outputs of ±10VDC range from GTAO card in 
the RTDS rack. These signals are then amplified by Doble Amplifier to an appropriate 
level for the PMUs i.e. currents are converted to a range of ±1-5Amperes AC and 
voltages are converted to ±110 -150Volts AC. As shown in Figure 6.35 there are two 
PMUs in the system which are connected to a GPS clock.   
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Figure 6.35: RTDS and SYS-310 interconnection details  
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Figure 6.36: RTDS Implementation of WSCC 3 Machine 9 Bus Test System with braking 
resistors.  
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These PMUs reads in the voltages and currents from the amplifier and convert these 
measurements into standard IEEE 37.118C data. This data is then transferred to SVP 
which is the heart of processing in this scenario. SVP is a specialized hardware from SEL 
Inc. that allows the use of synchronized phasor measurements (synchrophasor) for real-
time power system monitoring, control, and protection. The SEL-3378 acquires and time 
correlates synchrophasor data from various Phasor Measurement and Control Units 
(PMCUs). The SEL SVP combines the power of synchrophasor data processing with 
customizable programmable logic controller (PLC). SVP can be programmed by standard 
IEC 61131-3 programming languages. The controller proposed earlier is implemented on 
SVP in Continuous Flow Configuration language (CFC) shown in Figure 6.37. 
 
Figure 6.37: SVP Implementation of proposed braking resistor controller 
Again, the two faults namely, fault at bus 7 with line 5-7 clearance and fault at bus 9 with 
line 6-9 clearance are simulated on RTDS and the effects of proposed scheme is 
compared with the system without braking resistor. Only the optimal size and switching 
frequency is implemented to show the effectiveness of the proposed scheme in the 
presence of governor and AVR. The fault clearing time for each fault is the CCT of the 
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fault without the braking resistor. Figure 6.38 compares the speed of machine 2 for the 
system with and without resistor, for fault at bus 7. It can clearly be seen that not only the 
first swing peak is decreased with the application of braking resistor, but also the system 
is damped faster. In the case of machine 3 and fault at bus 7 as shown in Figure 6.39, the 
peak magnitude is the almost the same but first peak in case of system with braking 
resistor has appeared much earlier than the system without braking resistor, also in this 
case the system damping has also improved. Figure 6.40 and Figure 6.41 shows the 
comparison of speed of machine 2 and 3 respectively with fault at bus 9 with line 6-9 
clearance. For this fault as well the system with braking resistor shows a better 
performance and highlights the effectiveness of proposed control scheme. 
 
Figure 6.38: Machine 2 Speed Comparison for fault at bus 7.  
 165 
 
 
Figure 6.39: Machine 3 Speed Comparison for fault at bus 7. 
 
Figure 6.40: Machine 2 Speed Comparison for fault at bus 9 
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Figure 6.41: Machine 3 Speed Comparison for fault at bus 9 
6.2.4 Under frequency Load Shedding Scheme 
On the occurrence of a transient disturbance such as generation loss or large load addition 
would cause the system frequency to decline due to the imbalance between generation 
and load. Whenever the state of the power system changes from normal operation to 
emergency under frequency conditions, under frequency load shedding (UFLS) becomes 
of extreme significance for restoring secure operation of power system.  UFLS is simply 
a harmonized set of control measures which results in decrement of the electrical load 
and thus balancing the electrical and mechanical power of the machines. Therefore, 
whenever the system frequency falls below a pre-specified threshold, some part of the 
load should be disconnected or shed in a number of steps to restore the power balance. 
The reason behind the protection of system against under frequencies being if the 
generators in the system operate below its nominal speed at a decreased frequency, a 
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aggregated damage is produced on turbine generator shaft due to excessive vibrations 
[148], [149]. Table 6.6 shows the maximum allowable operating time for a machine at 
different levels of reduced frequencies [148], [149]. 
TABLE 6.6: TYPICAL TIME LIMITS FOR THE OPERATION OF GENERATOR AT DECREASED 
FREQUENCY 
Percentage of rated frequency at full load 
(%) 
Maximum permissible time (min) 
99.0 Continuous 
97.3 90 
97.0 10 
96.0 1 
 
For a generator, if the limits depicted in Table 6.6 are not observed and the frequency is 
not restored to its optimum operating point, the related generator is disconnected which 
leads to further imbalance of load and generation and in turn reduces the frequency 
further which may cause tripping of other generators in the system and at last through this 
cascaded tripping of generators the system encounter a blackout. 
 Deeming to the importance of encountering the under frequency in the system, a 
PMU based under frequency load shedding scheme is designed and implemented on the 
WSCC 3 machine 9 bus test system. The system is simulated and tested on SIMULINK 
and experimentally verified by implementation on RTDS and SYS-310. 
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 Figure 6.42 shows the flow chart of the ULFS to be used in conjunction with 
ANN based transient instability detector. 
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Figure 6.42: Flow chart for under frequency load shedding 
Design Steps for Under Frequency Load Shedding Scheme 
1. First step towards the design of UFLS is the determination of anticipated 
overload. This is an important parameter for the representation of protection 
provided and the extent of service interrupted during the overloading event. The 
value of anticipated overload (p.u.) is calculated as 
 
Total Load Total Generation
L
Total Generation
  


  (6.10) 
This parameter L is decided during the design phase. The physical interpretation 
of (6.10) can be, if the system is balanced then there will be no overload. 
However, due to a fault or any other disturbance a loss of 33% of total generation 
will lead to 50% overload, similarly a loss of 50% generation will result in a 
100% overload. The value of anticipated overload is kept between 10-40% and a 
value over 50% is not recommended due to possible over shedding in case of 
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small magnitude of disturbance. In this study the anticipated overload is taken to 
30% [150]. 
2. Second step involves the determination of number of steps required for the load 
shedding. Typically the number of these steps vary from three to six [148]. The 
UFLS instigated in this work involves 4 steps, with steps of 20%, 20%. 30% and 
30% of the total load to be shed. 
3. The amount of load to be shed is the next step in the designing of UFLS in order 
to maintain operate able system frequency. The amount of load to be shed (LD) is 
given as 
 
min
min
1
(1 )
1 1
n
n
fL
d
L f
LD
f
d
f
 
  
  
 
  
 
  (6.11) 
where 
𝐿  :  Anticipated overload (p.u.) 
𝑓𝑚𝑖𝑛  :  Minimum allowed operating frequency (Hz) 
𝑓𝑛  :  Nominal system frequency (Hz) 
𝑑  :  Load reduction factor 
In this study 𝑓𝑚𝑖𝑛 is taken as 59.5 Hz, the point at which the load shedding will 
start, d is assumed to be 1.7 [151] [150] which is a design parameter and ranges 
from 1.5 – 1.8. Applying these values, result in LD as 0.440 p.u. of total 
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connected load in the system (138 MW). These makes the steps of 28MW, 
28MW, 41MW and 41 MW. The first three steps are applied on bus 5 and the 
other step is applied on bus 6. In this study, it is assumed that the overloading is 
produced by a connection of load of 100 MW at bus number 5. 
6.2.5 Results 
Figure 6.43 shows the layout of the scheme and it implementation. Whereas Figure 6.44 
shows the implementation of WSCC 3 machine 9 bus system with UFLS on SIMULINK. 
The PMU measurements of bus 1 are used as a criteria to determine the initialization of 
load shedding. In Figure 6.45 - Figure 6.47 the machine speeds are compared, whereas in 
Figure 6.48 the average system frequency is shown, when the system is equipped with 
UFLS and without UFLS. It can be seen that without UFLS the system is never able to 
recover from the frequency dip whereas the system frequency with UFLS is restored as 
soon as system hits the minimum allowable frequency limit of 59.5Hz. 
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Figure 6.43: UFLS Layout for WSCC 3 Machine 9 Bus Test System  
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Figure 6.44: UFLS Implementation on SIMULINK  
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Figure 6.45: Machine 1 Speed comparison for UFLS 
 
Figure 6.46: Machine 2 Speed comparison for UFLS 
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Figure 6.47: Machine 3 Speed comparison for ULFS 
 
Figure 6.48: Average System Frequency comparison 
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6.2.6 Experimental Validation of UFLS 
The said UFLS is also experimentally verified by WSCC 3 machine 9 bus test system 
implemented on RTDS shown in Figure 6.49 and load shedding controller implemented 
on SVP shown in Figure 6.50. Figure 6.50 also shows the steps taken to maintain the 
frequency at 60 Hz. Figure 6.51 - Figure 6.53 shows the machine speed comparison with 
the system without UFLS and with UFLS. It can be seen that in the presence of governor 
and AVR the system recovers from the frequency dip faster than without the governor 
and AVR as in the case of SIMULINK. 
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Figure 6.49: RTDS Implementation of UFLS  
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Figure 6.50: UFLS Controller implemented on SVP  
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Figure 6.51: Machine 1 Speed comparison for UFLS on RTDS and SYS-310 
 
Figure 6.52: Machine 2 Speed comparison for UFLS on RTDS and SYS-310 
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Figure 6.53: Machine 3 Speed comparison for UFLS on RTDS and SYS-310 
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7 CHAPTER 7 
CONCLUSIONS AND FUTURE WORK 
In this chapter some conclusions are drawn and findings of this thesis work are 
summarized. Future research pathways are also enlightened in the area of transient 
stability improvement and detection. 
7.1  Summary and Conclusions 
A true multi objective formulation for OPP was first presented which takes into account 
the cost of the placement and to maximize the observability redundancy. The aim is to 
achieve full network observability with minimum number of PMUs while taking into 
account the physical constraints for the application and the system. One example of this 
constraint may be to place the PMUs at certain buses while another could be to avoid 
placement on certain buses. A solution based on Strength Pareto Evolutionary Algorithm 
(SPEA) is presented which presents three solutions namely, minimum cost solution, best 
compromise solution and maximum measurement redundancy solution. Each of the 
solution has its own importance. The highlighting fact of this kind of formulation being, 
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the decision maker is not bound to one solution as in the case of single objective 
optimization, but a variety of solutions are presented and decision maker is free to choose 
any solution he desire according to his requirement and application. The formulation is 
applied on different IEEE test systems and results are compared with different 
optimization algorithm. The proposed SPEA based formulation produces satisfactory 
results. 
 A novel formulation for the placement of the STATCOM in the power system in 
order to improve the transient stability is proposed. The formulation makes use of the 
system energy to find the optimal size and location of the STATCOMs in the system. The 
said formulation is solved through Differential Evolution (DE) Algorithm. The DE based 
solution is applied on WSCC 3 machine 9 bus test system and the placement is then 
tested through dynamic simulations. 
 A novel multi objective formulation for Optimal Power Flow is presented as 
another approach for improving the transient stability of the power system. The 
formulation makes use of the Kinetic energy of the system to reschedule the generators 
within the system physical bound in order to improve the transient stability of the power 
system. The said approach is solved using Strength Pareto Evolutionary Algorithm 
(SPEA) and is applied on standard test systems. The results of the approach are compared 
to state of the art published literature in the field of transient stability constrained optimal 
power flow. Through simulations and comparison it is found that the proposed approach 
tends to produce better result than the published literature. 
 Finally, the usage of the PMUs in real time transient instability prediction and 
mitigation is shown. A real time ANN based transient instability predictor is devised and 
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used in conjunction with PMU based remedial action schemes. The remedial action 
schemes are not only simulated but are tested through power hardware in loop (PHIL) 
simulations. Experimental validation of the said schemes is done on RTDS and real time 
hardware PMUs. It is shown that the computer simulation and hardware simulations 
complement each other in every case. 
Generally speaking, the main findings and conclusions from this thesis can be drawn as 
follows 
 The comprehensive literature survey on transient stability assessment reveals that, 
although being one of the oldest problem encountered in power system but it still 
poses questionable challenges in the modern days. There is a high interest of 
researcher towards the better usage of modern technology to effectively tackle the 
problem of transient instability. The usage of PMUs in this regards is also 
highlighted. 
 It has been noted that a power system can be made observable by installing PMUs 
at approximately one third of its buses. The comparison of results produced by 
SPEA algorithm lies in conjunction with the published literature. 
 The ability of the STATCOM in case of transient events is discovered. Even for 
the worst case scenarios the STATCOM was able to improve the transient 
stability of the power system. 
 The ability within the power system to improve the transient stability is exposed 
in transient stable optimal power flow. Through simulations it was found that 
without any infrastructure investment transient stability can be improved by 
altering the available power system control parameters. 
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 The ability of PMUs to detect and mitigate with the instability is highlighted. The 
usage of the PMUs help in effective detection of instability and also to apply 
countermeasure against it. Real time hardware usage is shown in conjunction to 
the simulated PMUs. 
7.2 Future Work 
Following are some extensions that may be taken into consideration in future 
 Inclusion of more physical constraints in OPP problem. Also inclusion of more 
objectives such as maximizing the observability with one or two lines lost. 
 Formulating the optimal STATCOM placement as a multi objective problem may 
result in a better solution quality. 
 Inclusion of constraints in the Transient Stable Optimal Power Flow Problem 
such as transformer taps can result in better solution. Inclusion of FACTS in this 
formulation can also be another problem worth researching. 
 Hardware closing of the loop for ANN based predictor with closed loop PMU 
control can be an interesting research. 
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Appendix A: Real Time Digital Simulator (RTDS) Overview 
The RTDS solution algorithm represents power system in the basis of nodal analysis 
techniques. In order to calculate the instantaneous voltages at various nodes within the 
system, the inverse conductance matrix is multiplied by a column vector of current 
injections. The conductance matrix is generally a square, rather sparse matrix whose 
entries depend on the circuit components connected to the nodes. The ability to separate 
the conductance matrix into block diagonal pieces enables the simultaneous solution 
of the node voltages associated with each block. This so-called subsystem solution 
method is an important consideration in the parallel processing implemented in the 
RTDS. Each subsystem is simultaneously solved by different portions of the specialized 
hardware. The concept of mathematically isolated subsystems proved to be a significant 
consideration during the development of an interface to the analog simulator. [152] 
 
Figure A.1: RTDS Application areas 
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The RTDS simulator is a powerful computer that accomplishes the task of real- 
time simulation via parallel computation. Using trapezoidal integration and exploiting 
the delay in travelling waves on transmission lines, the system is capable of performing 
time domain simulation at real-time speed using time steps less than 50µs. Such small 
time steps enable the RTDS to accurately and reliably simulate power system 
phenomena in the range of 0 to 3 kHz. [152] 
 
Appendix A.1: RTDS Applications 
The  RTDS  technology  combines  the  real-time  operating  properties  of  analogue 
simulators with the flexibility and accuracy of digital simulation programs. Due to this, 
the RTDS simulator has found widespread applications in power systems. It is currently 
applied to many areas of development, testing and studying of power system planning, 
feasibility studies, system operation and behavior, integrated protection and control, etc. 
Furthermore, since the RTDS responds in real-time to events initiated through the user 
interface software (i.e. operator’s console), it provides an excellent method for training 
operators  and  educating  engineers  in  the  principles  of  power  system  operation.  In 
addition, because the RTDS is housed in one or more standard 19 inch cubicles, it can 
conveniently be taken to substation where equipment, such as protective relays, can be 
easily tested. [152]–[154] 
 When the RTDS is combined with suitable voltage and current amplification 
systems it can be used to perform closed-loop relay tests. A wide variety of tests can be 
performed, ranging from application of simple voltage and current waveforms through to 
complicated sequencing within a detailed power system model. Due to the availability of 
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an extensive power system component library, including measurement transducers, the 
relay can be tested under system conditions similar to those it will encounter in the real 
life. During all tests, the relay can be connected via analogue output channels to voltage 
and current amplifiers. Relay output contacts can in turn be connected back to circuit 
breaker models using the RTDS digital input ports. Closed-loop testing is unique to real- 
time simulation systems in that it provides a method of evaluating not only the 
performance of the relay, but also the response of the system to its reaction. [153], [154] 
Many of the wide area protection and control schemes proposed are based on or utilize 
PMU data. A PMU model has been developed for the RTDS simulator so new designs 
can be thoroughly tested under realistic network conditions. The PMU model allows 
eight  PMU’s to  be  represented per instance  so  an extensive WAMS can be simulated. 
A mechanism has been developed to synchronize the simulation time step to 1 pulse per 
second (PPS) timing signal so the RTDS simulator can be used for benchmark testing of 
PMU devices. The recent trend to adopt distributed generation schemes is another 
opportunity for the RTDS simulator. A number of manufacturers and utilities are now 
using the RTDS simulator to investigate the impact of distributed generation and smart 
grid concepts on their existing networks. With detailed models of wind, solar, fuel cell, 
etc. and implementation of required communication protocols, the RTDS is well suited 
for simulation of today’s modern power systems. [155], [156] 
 In a manner similar to that described for protection system testing, the RTDS 
simulator can be applied to the evaluation and testing of physical control equipment. 
Required analogue and digital signals produced during simulation of the power system 
can be connected directly to the control equipment. The controller outputs are then 
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connected to input points on the particular power system component model being 
simulated. This again closes the test loop and allows evaluation of control equipment 
performance on the system to which the equipment is tested. [153], [154] 
If appropriate interfacing points and methods are chosen, the RTDS can be used 
to expand and enhance the capabilities of traditional analogue simulators. A particular 
attention has been recently paid to expansion of HVDC analogue simulators to permit 
representation of larger ac networks at either end of the HVDC link. Because of the 
inherent difficulties associated with ac system modeling in analogue simulators, 
interfacing the RTDS to an analogue simulator offers a simple and relatively inexpensive 
alternative. [153], [154] 
 
Appendix A.2: RTDS Capabilities 
The Real Time Digital Simulator which developed at the Manitoba HVDC Research 
Centre in the late 1980’s is a fully digital electromagnetic transient power system 
simulator. The RTDS Simulator responsibility was transferred to RTDS Technologies in 
1994 where it has since undergone numerous hardware and software developments. It can 
be used to conduct close-loop testing of physical devices such as protection equipment 
and control equipment; to perform analytical system studies and to educate operators, 
engineers and students [157]. It is a cost-effective replacement for transient network 
analyzers and analogue/hybrid simulators. RTDS allows the user to investigate the effects 
of disturbances on power system equipment and networks to prevent outages or complete 
failure. Moreover, RTDS added the capability to improve the simulation accuracy and 
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better capture the switching events [158]. The simulator is now widely used in the 
electric power industry by utilities, equipment manufacturers and research organizations. 
 RTDS is generally designed to simulate power systems in real time with time 
step-sizes on the order of 50µs. The system uses a number of digital signal processors 
(DSPs) which operated in parallel. It provides a number of digital and analog I/O ports 
for interfacing hardware to the simulation. It features a more powerful processor 
combined with FPGAs which allow the simulation of a limited number of power 
electronics devices with time step as small as 1.4-2.5 µs embedded in the 50µs time-step 
environment. Therefore, it allows the simulation of power electronics converter operating 
at higher switching frequency with sufficient accuracy. In addition, its real time 
capability allows the user to incorporate real devices into the simulation in a closed loop 
environment. 
Appendix A.3: RTDS Design 
The beauty of the RTDS is that it works in continuous, sustained real time. This means 
that it can solve the power system equations fast enough to continuously produce output 
conditions that realistically represent conditions in the real network. Because the solution 
is real time, the simulator can be connected directly to power system control and 
protective relay equipment and adjust its calculations based on their operation [107]. 
RTDS is a combination of advanced computer hardware and comprehensive software. 
Real-time implementation setup using RTDS is shown in Figure A.2 
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Appendix A.3.1 Hardware 
The RTDS Simulator hardware is based on a customized parallel processing architecture. 
It is designed specifically to solve the electromagnetic transient simulation algorithm 
developed by Dr. Hermann Dommel [159]. The design is modular so that different size 
power systems can be accommodated by adding units to the simulator. These units are 
called racks. Each rack of hardware includes both communication and processor cards 
linked through a common backplane. A large network is divided into separate 
subsystems. Each subsystem is solved by one rack. Each rack has an Inter-Rack 
Communication (IRC) card to share the information between the subsystems and contains 
a Giga Transceiver Workstation Interface (GTWIF) or Workstation Interface (WIF) card 
to synchronize the simulation calculations and to coordinate the communication between 
processor cards as well as the communication between racks. 
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Figure A.2: RTDS Software and Hardware 
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Additionally the WIF provides Ethernet communication to and from the graphical user 
interface during real times simulations. The processor cards are responsible for 
calculating the overall network behavior. Different components are assigned to different 
processors so that their contribution to the subsystem response can be calculated in 
parallel. The current RTDS Simulator uses two different processor cards; the Triple 
Processor Card (3PC) and the Giga Processor Card (GPC) or PB5 Processor Card. Each 
3PC card contains three floating point Digital Signal Processors (DSP) running at 40 
MHz, a significant increase over the original Tandem Processor Card (TPC) which had 
only two DSP’s running at 11 MHz The processors can communicate directly to another 
one at any time via shared memory, without having to access the backplane, and can 
therefore be used independently or together to solve more complex component models. 
The GPC is recently developed processor card which contains two RISC processors 
running at 1 GHz, whereas PB5 is the newest and powerful of them all having two 
parallel processor running at 1.7 GHz with cache memories. 
Due to their computational power, the GPC and PB5 processors are often used to 
calculate more than one component model at the same time. Starting at the concept stage, 
the RTDS Simulator was intended for testing of physical protection and control 
equipment, thus making input/output (I/O) a primary design consideration. In some 
instances, hundreds of signals are passed to and from the simulator to external equipment. 
Great care was given to ensure that large amounts of I/O could be provided without 
significantly affecting the simulation time step. Instead of providing a central 
communication link, the processor cards and I/O were designed to communicate directly 
with another one to minimize the communication time. The Giga-Transceiver 
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Input/output (GT-I/O) cards are a family of I/O developed for the GPC card shown in 
Figure A.3 and Figure A.4  
 
Figure A.3: GPC and PB5 Processor Cards 
 
Figure A.4: Different GTIO cards 
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The GT-I/O cards connect to the GPC via 2 GHz fiber optic links and provide complete 
optical isolation from the simulator. The GT-I/O cards include analogue input and output 
with 16-bit data converters as well as digital input and output. Typically the simulation 
time step for real time operation of the RTDS Simulator is in the order of 50 µs. Hard real 
time is ensured by the WIF card. If any processor cannot complete the calculations and 
I/O required within the given time step, the simulation is stopped and an error message 
issued. The largest simulation ever run in real time provided a full electromagnetic 
transient representation for a network with over 500 three-phase buses and 90 generators. 
Special hardware, algorithms and technique have been developed to provide a high 
degree of accuracy in representing high speed power electronics that typically require a 
response in the order of 1 µs. 
 
Appendix A.3.2 Software 
There are several levels of software involved with the RTDS Simulator. At the lower 
level are the component models (i.e. lines, transformers, generators, etc.) which have 
been optimized for real time operation. Over the years a comprehensive library of both 
power system and control components has been developed and refined. The highest level 
of software is the graphical user interface known as RSCAD. RSCAD allows simulation 
circuits to be constructed, run, operated and results to be recorded and documented. The 
RSCAD Draft module shown in Figure A.5 allows simulations to be constructed 
graphically by copying and connecting generic components from the library. The 
parameters of a particular component can be entered through a data menu. After the 
network has been constructed, it is compiled to create the simulation code required by the 
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simulator. Once the compile process has been executed, the simulation can be run using 
RSCAD Run Time shown in Figure A.6 
 
Figure A.5: RTDS Draft File 
 
Figure A.6: RTDS Run Time File  
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Runtime, which operates on a PC or workstation, communicates back and forth with the 
simulator WIF cards via Ethernet. The bidirectional communication allows simulations to 
be downloaded and run as well as for simulation results to be transferred to the Runtime 
screen. The network can be operated from Runtime by changing switching states or set 
points. Slow moving signals such as power, RMS bus voltage, machine speed, etc. can be 
monitored on a continuous basis to allow transient behavior and state of the network to be 
observed. Detailed plots of transient events, with a resolution as high as every time step, 
can also be recorded by the simulator WIF cards and displayed in Runtime plots.  
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Appendix B: SYS-310: SEL Synchro-Phasor Measurement 
Visualization, Analysis and Control System  
Synchronized phasors (synchro-phasors) provide a real-time measurement of electrical 
quantities from across the power system. Applications include wide-area control, system 
model validation, determining stability margins, maximizing stable system loading, 
islanding detection, system-wide disturbance recording, and visualization of dynamic 
system response. Time-synchronized measurement can improve the system performance 
and reliability under consideration. Using time-synchronized measurements, we can 
improve local- and wide-area protection and control, state monitoring, power system 
modeling, and forensic event analysis. The SYS-310 at KFUPM is a complete synchro-
phasor monitoring and control solution provided by Schweitzer Engineering Laboratories 
(SEL). The components of the system are as below 
 SEL-2404 Satellite-Synchronized Clock (x 1). 
 SEL-421 Protection, Automation, and Control System (x 2). 
 SEL-3378 Synchrophasor Vector Processor (SVP) (x 1). 
 SEL-3530 Real-Time Automation Controller (RTAC) (x 1). 
 SEL-3354 Embedded Automation Computing Platform (x 1). 
 SEL-5073 SYNCHROWAVE® Phasor Data Concentrator (PDC) Software. 
 SEL-5078-2 SYNCHROWAVE® Central Software. 
The basic architecture of the system is shown in Figure B.1.  
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Figure B.1: SYS-310 Basic Architecture and Connections 
Each of the system’s component details is provided below 
Appendix B.1 : SEL-2404 Satellite Synchronized Clock 
 
Figure B.2: SEL 2404 Satellite Synchronized Clock 
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The role of satellite-synchronized clocks has grown from basic sequence-of-event and 
fault recorder time referencing to mission-critical roles such as synchro-phasor 
measurement and detailed event analysis. These new applications require that satellite 
clocks meet the same environmental standards and be as reliable as the protective relays 
and other high-reliability devices with which these clocks are used. The SEL-2404 is a 
satellite-synchronized time source with a high-visibility display. Applicable for synchro-
phasor, relay event correlation, and other high-accuracy timing needs. Demodulated 
IRIG-B outputs with ±100 ns accuracy meet requirements for existing and future timing 
applications. Can be installed in harsh environments. Exceeds IEEE C37.90 and IEC 
60255 protective relay standards. Accurate operation from –40° to +80°C. 
Appendix B.2 : SEL-421 Protection, Automation and Control System 
 
Figure B.3: SEL-421 Relay and Phasor Measurement and Control Unit (PMCU) 
The SEL-421 is basically a state of the art multi-function protection relay. Embedded 
with in this relay is Phasor Measurement Unit (PMU), which can only be used for the 
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functionality of the relay but also can be user configured to meet their applications. This 
not only makes this relay versatile but also cheap as it can act both as a protective relay or 
a PMU. In SYS-310 the SEL-421 is used as a PMU to measure different electrical 
quantities with time synchronization. The time synchronization signal is provided by 
SEL-2404 Satellite Clock. Some basic features of SEL-421 are as below 
 Compliance with IEEE 37.118 synchrophasor standards. 
 Supports SEL FAST Messaging protocol. 
 Variable synchrophasor message rate starting from 1 message per second (mps) to 
60 mps. 
 Each relay has effectively 2 PMUs built in it. The synchrophasor data elements 
consists of 6 x Current Transformer (CT) inputs, 6 x Voltage Transformer (VT) 
Input, 16 x analog channels and 64 x Digital channels. 
 IEC-61850 substation automation can also be implemented. 
Appendix B.3 : SEL-3378 Synchrophasor Vector Processor (SVP) 
 
Figure B.4: SEL-3378 Synchrophasor Vector Processor (SVP) 
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The SEL-3378 Synchrophasor Vector Processor collects synchrophasor messages and 
processes them using the built-in programmable logic capability for wide-area protection 
and control applications. It combines the power of synchrophasor message processing 
with flexible programmable logic for wide-area protection and control applications. The 
Synchrophasor Vector Processor (SVP), the first real-time synchrophasor programmable 
logic controller, collects synchrophasor messages from relays and phasor measurement 
units (PMUs). The SVP time-aligns incoming messages, processes them with an internal 
logic engine, and sends control commands to external devices to perform user-defined 
actions. Additionally, the SVP can send calculated or derived data to devices such as 
other SVPs, phasor data concentrators (PDCs), and monitoring systems. 
Appendix B.4 : SEL-3530 Real Time Automation Controller (RTAC) 
 
Figure B.5: SEL-3530 Real Time Automation Controller (RTAC) 
Suitable for use in utility substations or industrial control and automation systems, the 
SEL-3530 Real-Time Automation Controller (RTAC) provides complete and flexible 
 214 
 
system control with integrated security, seamless configuration, unified logic, and 
reliability. The RTAC converts data between multiple protocols, communicates with any 
configured and connected device, and comes with an embedded IEC 61131 logic engine. 
The SEL-3530 Real-Time Automation Controllers (RTACs) are powerful automation 
platforms, designed to provide years of service in tough substation and plant 
environments. The RTAC combines an embedded microprocessor-based hardware 
platform, wide operating temperature range, real-time operating system, and secure 
communications with flexible, feature-rich IEC 61131-compliant programmability. The 
RTAC can provide any degree of functionality from that of a simple intelligent port 
switch to the sophisticated communication and data handling required for advanced 
substation integration projects. 
Appendix B.5 : SEL-5073 SynchroWave® Phasor Data Concentrator (PDC) 
Software 
SynchroWAVe PDC Software connects to any IEEE C37.118-2005 compliant phasor 
measurement unit (PMU) or other client, such as the SEL-3378 Synchrophasor Vector 
Processor or SEL-5078-2 SynchroWAVe Central Software that adheres to the standard. 
Configure up to six different outputs, and send data to different locations or 
organizations, like an independent system operator or a regional coordinating council. 
Some key features are listed below. 
 Concentrates synchrophasor measurements from more than 500 PMUs. 
 Supports message rates from 1 message per second to 240 messages per second. 
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 Archives data using continuous and/or predefined triggers that provide both pre- 
and post-event PMU data.  
 Sends selected concentrated PMU data to up to six different users/locations.  
 Comes with PDC Assistant Software for easy setup and configuration.  
 Includes individual and role-based account authentication, strong passwords, and 
access logs for a secure solution. 
 Concentrates PMU or PDC inputs from multiple substations. 
Appendix B.6 : SEL-3354 Embedded Automation Computing Platform 
 
Figure B.6: SEL-3354 EACP 
SEL-3354 is an industry grade PC preloaded with necessary softwares for SYS-310 
functionality. It is used as a data concentrator in SYS-310 where data of 2 years with a 
message rate of 60mps for 4 PMUs can be archived. It has a windows based user 
interface makes it easy to use and interact. 
Appendix B.7 : SEL-5078-2 SYNCHROWAVE® Central Software 
synchroWAVe Central Software allows, to quickly translate synchro-phasor data into 
visual information. Central Software completes the synchro-phasor system with a 
powerful yet easy-to-use solution for visualizing and analyzing real-time streaming data 
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or archived data, and provides a time-synchronized, wide-area view of the system.  Some 
features are as follows: 
 View real-time synchro-phasor measurements for improved situational awareness. 
 Analyze and locate events of interest in historical data by utilizing “snapshot” 
event capture and zoom-and-pan features. 
 Create and save customized displays to optimize power system analysis through 
user-configurable displays. 
 Access Central Software simultaneously from one or more computers in your 
network. 
 
Figure B.7: SEL 5078-2 Software Graphical User Interface 
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