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Abstract-An electrochemical theory of the action potential is described, which takes 
into account the electric field produced by the ions themselves in the Debye layer. It 
is shown that under suitable conditions oscillations can arise, involving relatively large 
fluctuations of the concentrations of sodium and calcium at the internal surface of the 
neural membrane. It is possible in this way to account quantitatively for the general 
character, amplitude and frequency of the action potential, without postulating large 
variations in the ionic conductances of the membrane. Formulas for the available energy 
and information associated with a neuron are derived by a variational method. Problems 
which arise in the modelling of extended nervous systems are discussed, and methods 
are applied to model the experimental behavior of a ganglion of the leech. 
1. INTRODUCTION 
The modelling of the electrical activity of neural networks has been of interest for many 
years, not merely because of the obviously important biological applications, but because 
of the remarkable efficiency of such networks in the transmission and processing of 
information. At the level of the individual neuron these processes are associated with the 
action potential, in which fluctuations are observed in the potential difference across the 
neural membrane of the order of 0.1 V, and milliseconds in duration. These fluctuations 
under suitable conditions can be repeated almost indefinitely at more or less regular 
intervals, and their propagation along axons and dendrites to the synapses which connect 
different neurons is recognized as a primary means of communication throughout a neural 
network. 
The original models of the electrical activity, due to Rushton, Hill, Young, Rashevsky 
and others [l-61, were based on the concept of equivalent circuits, and made little pre- 
tence to elucidate the physical mechanisms involved. The first detailed ionic model was 
formulated by Hodgkin and Huxley [7,81 on the basis of a series of experiments in which 
a “voltage clamp,” or fixed potential difference, was applied across the membrane of the 
* Visiting Professor, Theoretical Physics Division and College of Engineering, University of Arizona, 1978- 
1979. 
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giant axon of the squid and the transient currents recorded. These experiments were 
analyzed in the light of a model in which the current i,I associated with ions of type (1 
(N = K, Na, etc.) was supposed to be proportional to the difference in the electrochemical 
potential across the membrane: 
(1) 
where ~1 is the difference of electrical potential, and ~3~~ is the difference of chemical 
potential per unit charge. However, it was found necessary to suppose also that the ionic 
conductances g,, following the application of the voltage clamp, were very much larger 
than the conductances in the resting state, and varied rapidly with the time as well as 13. 
Some neurophysiologists have taken the model seriously enough to suggest that this 
apparent enhancement and variation of the conductances could be due to the opening and 
closing of “gates,” or pores, in the otherwise almost impermeable membrane. 
There is a lack of direct evidence to support such an interpretation, and others, like 
Cole [91, regard the model of Hodgkin and Huxley simply as an empirical representation 
of experimental facts. Cole has pointed out that the sodium conductance ff” is required 
by the model to be negative under some circumstances, and thus incompatible with the 
interpretation of Equation (1) as a form of Ohm’s law. It could also be remarked that 
transient currents of the same type as have been observed in excitable membranes are 
of common occurrence in other ionized media, where they are associated with electro- 
static oscillations, and not with large variations of the conductances [ 101. There is, there- 
fore, no reason to attribute the apparent variability of the conductances to some extraor- 
dinary physical mechanism; all that is necessary is to take account of the electrostatic 
field generated by the ions themselves, as well as any applied fields. 
Nevertheless, for a number of reasons it would be incorrect to assume that the con- 
ductances associated with the action potential and the voltage clamp experiments have 
the same values as measured in the resting state. In some artificial membranes, it is found 
that the conductances in conducting channels are proportional to their values in the freely 
conducting electrolyte [ 111, and this is not true of the conductances of the resting state 
of the neural membrane, One obvious reason is that the resistance increases with the 
hydration of the ions, which is significant at the very slow rates of diffusion in the resting 
state. This effect is particularly important for divalent ions. There may also be other 
effects connected with the presence of fixed negative charge on the protein of the mem- 
brane, which is shielded and therefore has little effect on the diffusion of negative ions 
in the resting state, but not in the action potential. The variations in the conductances 
due to such effects are relatively small however, and could not account for the large 
fluctuations in the empirically determined coefficients g,. As we shall show below, there 
is a different and more satisfactory explanation for such fluctuations in terms of ion 
oscillations in the membrane. 
The present work had its origins in a quanta1 model introduced by the authors [ 12,131 
with the purpose of relating the electrical phenomena to the transfer of energy and in- 
formation between the nervous system and its extracellular environment. Subsequent 
work, with the participation of Vaccaro and Sherwood [14-161, has shown how to de- 
termine the transient ionic currents for any choice of concentrations in the intracellular 
and extracellular electrolytes, and how to model the behavior of simple nervous systems 
in realistic detail. In the present paper we shall extend the physical and mathematical 
bases of the model. The relation between energy and information is clarified, as is also 
the reason for the known sensitivity of the action potential to small concentrations of 
calcium or other divalent ions. The modelling of the synaptic interactions is discussed in 
the context of a particular application to the leech ganglion, for which considerable ex- 
perimental information is available. 
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2. PHYSICAL BASIS OF THE MODEL 
It is generally accepted that, although the electrolytic fluids inside and outside the 
neural membrane are excellent conductors, the poorly conducting membrane is itself the 
seat of the action potential. In spite of its poor conductivity there is abundant evidence 
from experiments with radioactive tracers that ions are able to diffuse through the mem- 
brane, and that the membrane should therefore be regarded a semielectrolyte, consisting 
partly or even mainly of nonconducting material, but capable nevertheless of providing 
effective paths for the exchange of ions over a period of several milliseconds, an interval 
that is short compared with the time required to regain the resting state, but very long 
compared with the relaxation times of the electrolyte. For the reasons already given we 
assume that, while there may be some variation of the actual conductances during this 
time, such changes are negligible compared with the large variations in the ionic currents. 
The theory of electrostatic oscillations is based on the following laws, which can be 
formulated as differential equations to determine the ionic potentials and currents. 
1. Coulomb’s law, which determines the electrostatic potential 4 associated with a 
charge density E in a medium of dielectric constant K. These variables satisfy Poisson’s 
equation 
KV24 = -47Te, (2) 
where V2 is Laplace’s differential operator. 
2. The law of conservation of ionic species, which relates the number density tl,, of 
ions of the rrth type to their mean velocity II,. This is expressible as the equation of 
continuity 
where dldt is the convective or Lagrangian time derivative. From this the equation of 
conservation of charge is easily derived, connecting the charge density E and the current 
density j, since 
where e, is the charge of an ion of the Nth type. 
3. The law of conservation of momentum, applied to each ionic constituent. If tn,, is 
the mass of the hydrated ion, its momentum is m,u,. The forces per unit volume are 
-VP,, arising from the partial pressure pn = n, l/3,, the electrostatic force - e, ~,,V$J, and 
the force -fjnnau,, arising from the resistance of the electrolyte; the corresponding con- 
servation equation is therefore 
dua 
mnnnz + VP, = -e,n,V4 - &nnua. (5) 
In the application to plasma physics this has been recognized as an appropriate gener- 
alization of Ohm’s law. In the membrane, the acceleration du,ldt is negligible, and the 
equation may be written in the form 
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is the conductance and 
flu = e,2n,/0, 
V& = -VPa/(e,n,) (8) 
defines the chemical potential per unit negative charge, 4,. It will be noticed that, by 
integration of (6) over unit area of the membrane, an equation similar in form to Hodgkin 
and Huxley’s Equation (1) is obtained; however, as previously remarked, no variable 
conductance is required. In equilibrium j, = 0, and Nernst’s law, wherein & differs from 
4 only by a constant, follows immediately. 
If the diffusion velocity u, is eliminated between (3) and (6), the second order equation 
Ya$f = w4a - 4) 
is obtained, with the inverse diffusion constant ya given by 
The coupled Equations (2), (4), and (9), with suitable boundary conditions, are sufficient 
to determine the electrical and chemical potentials and the ionic currents as functions of 
position and time. It is a consequence of (8) that 
na = aa0 exp(-&&d , (11) 
where nao is a constant, and the equations are in general nonlinear. However, if the 
variations of the potentials & are sufficiently small, as they are in the neighborhood of 
the resting state, and the constant nao is appropriately chosen, C& is also small locally, 
and the charge density can be represented as a linear function of the potential: 
e = -CaPaea2naof$a. (12) 
Of course this approximation, equivalent to .the approximation of Debye and Hueckel 
1171 in the application to electrolytes, is not good for the large variations observed during 
the action potential and in the voltage clamp experiments, where it is necessary to make 
use of the corresponding nonlinear form 
E = Leana exp(-kdd (13) 
to determine the correct shape and amplitude. However, such large variations of the 
potentials are of short duration, and a linearized theory based on (12) is adequate to 
predict both the conditions under which electrostatic oscillations may occur and their 
general characteristics, except in the vicinity of their maxima. 
A study of the position-dependent solutions of the linearized equations has been made 
by Vaccaro and Green l.151, who found that in spite of their parabolic character, the 
differential equations have oscillatory solutions which can be determined with the help 
of the ansatz 
V”c$, = L& = p% + q&3 (14) 
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where Lt is a position-dependent differential operator which can however, be approxi- 
mated well by a linear differential operator in the time. The coefficients p and q have a 
physical interpretation which requires that they should vary with position across the 
membrane, though not with the time. As we shall confirm subsequently, p is a mean 
inverse diffusion coefficient, and q is an inverse square shielding distance, which reduces 
to the Debye shielding distance in the resting state. By substitution from (14) into the 
linearized equations, the latter are reduced to the form 
where 
ga = Ya - P 
and 
va2 = 43rj3,e,2nao/~. (17) 
The separability of the position dependence allowed by the ansatz (14) represents an 
important, if not essential, simplification in the modelling of systems consisting of several 
neurons. In such systems the values of the potentials at the internal surfaces of the neural 
membranes are of primary interest, and their dependence on the time can be determined 
from (15) more or less independently of the values within and at the external surfaces of 
the membranes, which vary to a much lesser extent because of electrolytic contact with 
the extracellular fluid. The space dependence of the potentials can be determined from 
(14), but is not required for the practical modelling of extended nervous systems, as will 
be seen below. 
The numerical constants in the above equations are all experimentally determined. 
The & depend only weakly on the ionic concentrations and may be assumed to have the 
ideal value p = Il(kT), where k is Boltzmann’s constant and T is the absolute temper- 
ature. The use of unhydrated ionic masses, which are well known, is justified in the 
dynamical situation, and the only questions concern the values of the dielectric constant 
and the conductances for the transport mechanism involved and at the surface of the 
membrane. Due to the presence of the fixed negative charge and the resulting polarization 
of the molecules of the solvent, the dielectric properties are not isotropic, and the effective 
dielectric constant is expected to have a value about half that in the free electrolyte. The 
values of the vu2 are then given by 
if the charges e, are expressed in units of the electronic charge and the concentrations 
c, are expressed in moles per kg. The conductances of sodium and potassium are assumed 
to have a value slightly larger than in the resting state because of the reduced hydration, 
but the conductance of calcium and magnesium is expected to be appreciably greater in 
the dynamical situation, while the conductance of negative ions is somewhat diminished 
as a result of the breakdown of the shielding of the fixed charge. For a = (K, Na, Ca, 
Cl), values in the neighborhood of 
ya = (1, 6, 11, 20) x lo’* set/c* (19) 
have therefore been used in most of the calculations described below. 
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In the resting state, Equations (14) and (15) are easily solved. It follows from (15) that 
q = c, va2 . IS the inverse square of the Debye shielding distance, and from (14) that 4, 
varies like exp(- q&x) with the distance x from the surface of the membrane. From (18) 
it can be seen that y-1 is of the order lop7 c, which is only a small fraction of the thickness 
of the membrane. Beyond this distance there is effective electrical neutrality. However, 
we shall show subsequently that in a dynamical situation the value of q-4 is larger and, 
under suitable conditions, may be of the same order as the thickness of the membrane. 
Under such conditions, electrical neutrality no longer prevails within the membrane, and 
the apparent ionic conductances may be greatly enhanced. 
3. ENERGY AND INFORMATION 
We turn now to what is perhaps the most important aspect of the mechanical modelling 
of a nervous system: analysis of the processes of transfer of useful energy and information 
within the system. For this purpose it is necessary to identify the components of the total 
energy and entropy of the biological system which play a significant part in the transfer 
of information. There is a well-known relationship between entropy and information 1181; 
however, in the present context not all forms of entropy represent information to be 
gained. Thus, there is always an increase in the total entropy due to irreversible pro- 
cesses, including diffusion, but in the nervous system this is offset by the natural pro- 
cesses which maintain a thermal balance, and should be taken into account only insofar 
as it represents a loss of both available energy and information to the system. On the 
other hand, there are small fluctuations in temperature accompanying the action potential 
that are reversible, and are therefore presumably related to the fluctuations in the chem- 
ical potentials which are carriers of both useful energy and information. We shall make 
use of a variational formulation of equations (15) of the previous section to arrive at a 
satisfactory separation of the reversible processes involved. 
The utility of variational techniques is generally recognized in the modelling of re- 
versible processes, where useful energy is rigorously conserved. However, even where 
irreversible processes are present, the fundamental equations can be derived by a vari- 
ational method involving the use of Lagrangian multipliers 1191. To simplify matters we 
shall apply the method to the linearized equations, and simply state the obvious gener- 
alization of the results obtained in this way. 
The equations (15) for the chemical potentials are clearly derivable from the Lagrang- 
ian functional 
where i,, is the Lagrangian multiplier whose physical significance will shortly appear, +a,t 
represents the derivative of & with respect to time, the integration s . . . dV is over the 
volume occupied by the neuron and the adjacent thin Debye layers of the electrolyte, 
and the factor (~/87~)_has been included for subsequent convenience. The corresponding 
equation satisfied by xa, derived from (20) by the usual variational procedure, is 
-Yak, t = v2x, - v,“C*% . (21) 
This evidently is satisfied, if 
v2x, = va2& (22) 
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and 
so that & is a time-reversed solution of (15). As u,*& is a linearized form of -4z-e, n,l 
K, X0 is the time-reversed form of the electrical potential xn arising from ions of the ath 
type, and satisfies 
where $ is a time-reversed electrostatic potential. 
Of course the time-reversed potentials exhibit acausal behavior, and have no direct 
physical significance when irreversible processes are present. Nevertheless, the Lagrang- 
ian technique can be used to derive two different energy functionals in the usual way: 
&fi~,M = j w165%Y&&& - Z&&V 
LJ,~“?N,~ + XaV2(& - +)ldV. (25) 
The equivalence of these expressions is easily verified with the help of (9), (21), and (24), 
and it follows from the variational theory that they are both independent of the time. 
Now let us replace XIL in these expressions by xu, which satisfies 
YnXu.t = V2Xn - u,2z~xb. (26) 
We identify the resulting quantity 
E = Edxa A) = j (K/16~&rYa(xa,td’a - xahW' (27) 
with the “available energy” within the region of integration; and the corresponding for- 
mula 
-kTI = E2(xa,~,) = -j(~/167~)&lV~(x,~ - v,~+)& + xaV2(+, - +)ldV (28) 
defines the “available information” I. It should be noticed that, because Equation (26) 
for xa is different from that satisfied by Xn, the quantities E and I are not directly related 
to one another, and neither of them is independent of the time. 
To substantiate the above definition of information, we may establish a relationship 
with the entropy. If j, is the current associated with the ath ionic species, as defined in 
(4), the corresponding entropy current, disregarding thermal conduction, is &&(+, - +)/ 
T. Also, the rate of irreversible production of entropy per unit volume, again disregarding 
thermal conduction, is -Cd, * V($, - +)/ T. The rate of transfer of information to the 
neural system, excluding information lost by irreversible processes, is therefore given by 
kT$ = -1 I&($, - +)V * j,dV 
= (K/4+%‘a2($‘a - @)v”(h - cb)dV 
(29) 
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according to (6) and (7). By making use of (9), (12), and (17), this may be integrated in 
the form 
kTI = (fhr)~:,u,2~,2dV + ; 
I 
+dV. (30) 
The equivalence of this result with (28) follows from an integration by parts to eliminate 
xa with the help of (22). The two integrals on the right side of (30) may be identified with 
chemically coded information and electrically coded information, respectively. Although 
the linearized equations have been used to obtain this formula, a generalization is easily 
obtained by the elimination of u,: 
kTZ = ;]&(n$’ - n,)e,&dV + k l #adV. (3 1) 
The expression (27) for the available energy is already sufficiently exact, but is more 
easily interpreted after substituting from the linearized Equations (9) and (26) and making 
use of the ansatz (14): 
E = (dlW~dxn,td~a - x&&V. I (32) 
Comparison of this formula with (27) shows in what sense p can be regarded as a mean 
value of the ya. If we eliminate #J, in favor of xn, again using the ansatz, we obtain 
(KP~/~~~)~,,u,-~(x~,~x~,~ - xnxa,t,tW- (33) 
If the potentials vary harmonically with the time with frequency A, xa,t,t = -X2xn, and 
this formula reduces further to the form 
(~p~/167~)~~~~-~(& + h2xa2)dV, (34) 
which obviously is characteristic of simple harmonic oscillations. In the following section, 
we shall show that the energy of a neuron not too far removed from the resting state is 
necessarily of this form. The growth of such oscillations to the point where the linearized 
equations are no longer trustworthy accounts for the periodic character of the action 
potential. 
4. RESONANT OSCILLATIONS IN THE MEMBRANE 
We shall next investigate the conditions under which small oscillations of the potentials 
can develop in the neural membrane, and can be amplified to an extent consistent with 
the phenomena observed in the action potential and the voltage clamp experiments. 
Consider first the linearized equation (15), a solution of which can be obtained by 
substituting 
+ = Zbub2& = Ck$kehkt, (34) 
where the coefficients +I( are chosen to satisfy the initial conditions. The solution is 
(35) 
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where the A,, are the roots of the dispersion equation 
(36) 
For arbitrary values of p and q, the roots of this equation are complex. The roots 
therefore fall into three classes: 1) Rhk > 0 (where Rhk denotes the real part of Ak). Such 
roots are excluded by the condition that the & should remain bounded for large values 
of t. 2) Rk < 0. Such roots are admissible but, as numerical studies confirm, their con- 
tribution to the potentials is rapidly damped and effectively disappears within a few 
milliseconds. 3) RAk = 0. The contribution of such roots to the potentials is oscillatory, 
and so persists after the effect of roots of the second class have died away. However, 
pure imaginary roots are possible only when q is suitably related to p, and p lies within 
certain well-defined ranges. 
We are thus led to study the conditions for pure imaginary roots of the dispersion 
equation (36). If Ak = ih is such a root, it follows from the separation of the real and 
imaginary parts from (36) that 
~au,2(q2/A2 + g,‘)-’ = AZ/q 
TX .gau,‘(qYAz + g,2)-1 = 0. 
(37) 
The second of these equations can be used to determine 4*/A*, corresponding to a given 
value of p, with g:a = yu - p; the first equation then determines q = (q’/A*)(A*/q), and 
hence A*. Earlier numerical studies 114-161 indicate that any solution of the linearized 
equations which satisfies the required boundary conditions in the external and internal 
electrolytes can be represented as a superposition of solutions corresponding to different 
values of p. But, at a fixed point in the membrane, such a solution is effectively deter- 
mined by values of p restricted to one or two very small intervals, which may of course 
vary from point to point in the membrane. Assuming that, at the interior surface of the 
membrane, only one value of p is significant, the corresponding value of q can be deter- 
mined from (37), and the nonlinear equations 
can then be integrated numerically to determine the electrical and chemical potentials. It 
soon becomes evident that, because of the evanescence of the rapidly damped contri- 
butions from the solution, only two of the potentials are linearly independent. This is 
what would be expected from (34), but numerical calculation is needed to verify that it 
remains true during the short periods of time when nonlinearity prevails. As a result, it 
is possible to reduce the system of equations to a pair of coupled nonlinear differential 
equations, irrespective of the number of different ionic types. 
The solutions obtained in this way are in general oscillatory, but too small in amplitude 
to represent the variations of up to 0.1 V in the electrical potential which are often 
observed in biological systems. However, under certain conditions it is possible for the 
oscillations to be greatly amplified, as we shall now show. It is a simple consequence of 
(37) that q must satisfy the inequalities 0 I q I l&u,*, and that for arbitrarily chosen 
ionic concentrations the value of q is comparable with &u,*, which means that q-4, the 
thickness of the Debye layer, is only a small fraction of the thickness of the membrane. 
But provided q is small enough, the Debye layer, within which ions are incompletely 
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shielded, may be coextensive with the membrane, so that individual ions will experience 
relatively large electrostatic forces. This effect is also evident from (35), since if 9 is 
sufficiently small, the imaginary root A will also be small, and the amplitudes of 4, and 
$ are correspondingly amplified. In dispersion theory, the phenomena in the neighbor- 
hood of q = 0 are characterized as a resonance. It follows that an effective action potential 
requires a combination of ionic conductances and concentrations such that q is of the 
order lo-l3 c-‘. We shall next determine the limitations on the concentrations which 
must be imposed for this condition to be satisfied. 
Within biological membranes, potassium is the most abundant positive ion, with con- 
centrations usually in excess of 100 mM (0.1 mole/kg); in comparison, sodium is rela- 
tively sparse, since it is metabolized within the cell and ultimately removed by the met- 
abolic processes. The relative concentrations of potassium and sodium are, in fact, 
roughly inverse to those which are found in the external electrolyte. Divalent calcium 
ions are also present as a small fraction within the membrane. There is, in addition, a 
proportion of chloride, though the fixed negative charge on the protein is more important 
in maintaining the overall electrical neutrality of the cell. We shall therefore again consider 
four different types of mobile ions: K+, Na+, Ca++, and Cl-, as distinct from fixed charge. 
To be definite, let us suppose that the concentrations of K+ and Cl- are 135 and 10 mM, 
respectively. Examination of equations (37), in conjunction with the values (19) of the 
conductances, shows that the required small values of q will be found only when gn2/u,’ 
is small and gn is positive, for u = Na or Ca. These are, therefore, the necessary 
conditions for a resonance in the sense of dispersion theory. 
A resonance associated with the sodium ion is found for values of p somewhat less 
than yNa, i.e., for small positive values of gNa, which are roughly proportional to the 
concentration. Thus, with a concentration of free sodium of 5 mM, the resonance is found 
for values of p somewhat in excess of 5.81 x 10” set/c’ Some typical curves correspond- 
ing to p = 5.825 and p = 5.75 (in units of 10” set/c’) are shown in Figure 1. 
The variability of p corresponds to variations in the composition and thickness of the 
membrane; the lower value yields an amplitude of about 70 mV, and the higher value of 
about 50 mV, consistent with observed values in the T cells of the leech. The periods of 
oscillation range from 0.02 to 0.04 set, also consistent with observed values. However, 
5.75 5.825 
5.5 5.825 
8.25 5.75 
I III III I I I I I I I I I 
0 12 3 4 5 6 7 8 9 10 11 12 13 14 15 
10-2 set 
Fig. 1. Electrical potentials at internal membrane surface. Sodium concentrations in mM are shown on the left 
and p values on the right. 
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m2 5ec 
Fig. 2. Electrical potentials associated with calcium resonance at internal membrane surface. Calcium concen- 
trations in mM are shown on left. 
the stimulus needed to produce the resonance, starting from the resting state, is equivalent 
to a change in the concentration of the order of 0.25 mM, so that to account for the action 
potential in this way it is necessary to establish a mechanism whereby such relatively 
large fluctuations could arise. This could be only in association with some other reso- 
nance, and it is therefore essential to take into account the role of calcium in the action 
potential. 
The resonance associated with the calcium ion is found for values of p very near to 
yea. With the conductances shown in (19), (1 - ac)yca < p < yea, where C is the calcium 
concentration in mM and (Y depends on the sodium concentration, varying from 0.027 at 
4 mM to 0.024 at 15 mM. Potential curves corresponding to p = 10.9 X 10” set/c’ are 
shown in Figure 2. 
The periods of oscillation of the three upper curves are in excess of 0.03 set, consistent 
with values for the T, P and N cells of the leech. The amplitude associated with the 
calcium resonance alone is ohly about 10 mV, but linked with this are fluctuations in the 
sodium concentration of 5% or more, which are sufficient to excite the sodium resonance. 
Moreover, the calcium resonance can be excited by a variation in the concentrations of 
the other ions of 0.1% or less. The model therefore provides a precise explanation for 
the known effect of calcium, without which the action potential is ineffective. According 
to this explanation, the main variation in potential at the internal membrane surface is 
due to oscillations of the sodium ions within the membrane. However, such oscillations 
are initiated and preceded by the excitation of oscillations of the calcium ions. Such a 
mechanism is capable of accounting for the general shape, the period, and the amplitude 
of the fluctuations which occur in the action potential. 
As well as the variations of potential at the internal surface of the membrane, there 
are variations at the external surface which should be taken into account in more accurate 
calculations. Still more accurate calculations would be based on space-dependent solu- 
tions of the differential Equations (2), (9), and (13). In this way the limitations of adopting 
a single representative value of p could be avoided. But since our immediate object is 
the study of the transfer of energy and information in simple neural networks, the simple 
set of equations which we have adopted has obvious advantages. In the following section 
these equations will be utilized to model a system of neurons which, though simple, 
corresponds to a real biological system. 
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5. MODELLING OF EXTENDED SYSTEMS 
So far we have concentrated our attention on the action potential at the internal surface 
of the neural membrane. In the modelling of extended nervous systems, two additional 
problems must be considered. The first concerns the transmission of the action potential 
along the nerve processes which connect different cells; the other concerns the interaction 
mechanism of two cells at a synaptic junction. 
The transmission of the action potential along an axon is relatively simple in principle, 
and bears some resemblance to the propagation of an electrical signal along a transmission 
line, which fact was the basis of various earlier models 193. The axon has approximately 
cylindrical geometry, so that is is appropriate to adopt the usual radial and axial coor- 
dinates Y and z.. The electrolyte within the membrane is a much better conductor than 
the material of the membrane, and it is clear that the transmission will occur mainly in 
the Debye layer of the electrolyte adjacent to the surface of the membrane. The differ- 
ential equations satisfied by the electrical and chemical potentials within the electrolyte 
are those formulated earlier in (2), (3), and (5), but as the resistance is very much less, the 
inertial term on the left side of (5) is no longer negligible. By the elimination of u, we 
obtain 
instead of (9). The solution of this equation must agree locally with that already obtained 
at the surface of the membrane, and the time dependence is therefore given by 
(40) 
in linear approximation. More generally, the equation can be simplified by a Fourier or 
Laplace transformation on the time variable, and within the electrolyte there will be other 
relaxation times; but because of the small resistance, these will be very small and will 
have no influence on the action potential. For a similar reason, the Debye layer within 
the electrolyte rapidly attains its equilibrium structure, and the radial dependence of the 
potentials is given by 
(41) 
where a, is the Debye shielding distance within the electrolyte. Also, if v is the velocity 
of propagation along the axon, so that the wavelength is v/X, the dependence on the axial 
coordinate is given by 
if we neglect attenuation. More precisely, the attenuation is taken into account by the 
inclusion of an imaginary part of v. Thus (40) may be reduced to 
(PamaX + iyJ)$ = (a$ + A’/v~)~~ - Z,q,‘&,. (43) 
This yields a dispersion equation valid within the electrolyte. Since ya is quite small, this 
is compatible with oscillatory behavior which propagates with little damping along the 
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axon, with a velocity of the order of lo” c/set. This velocity is sufficiently large to justify 
the neglect, for most practical purposes, of the time of transmission of the action potential 
to the synapses. 
The remaining problem concerns the transmission of impulses across the synapse 
which separates two cells. This is known to be a complex process involving the partici- 
pation of relatively large molecules such as acetylcholine, and it does not seem appro- 
priate in the present context to attempt to model it in realistic detail. We have therefore, 
assumed simply that a change in the electrical and chemical potentials in one cell will 
result in a related change in a neighboring cell wherever they have a common synapse. 
It has already been observed that all of the electrical and chemical potentials are effec- 
tively determined by two of the chemical potentials. For this purpose, it is convenient to 
consider the combinations 
4r = 44” - PI 
,#,s = fl+K _ pK@I, 
(44) 
which are conjugate when the linearized equations are reduced to normal form. The most 
general linear relation between the potentials in two neighboring cells can then be rep- 
resented by a two-dimensional matrix C with elements C,,, C,,, C,,, and C,,, and the 
equations satisfied by the potentials #Jo and $ii’ of the ith cell will be 
This takes account of interactions with any number of other cells, the synaptic impulses 
being represented by matrices C’“‘, which can be chosen to simulate inhibitory or exci- 
tatory behavior. In the numerical study to be described below, we have replaced the 
linearized term -A”‘*#’ in (45) by the correct nonlinear expression derived from (38). 
The nervous system of the leech has been studied extensively in a series of experiments 
by Kuffler, Nicholls, Muller, and their associates 120-221, and it is a ganglion of this 
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Fig. 4. Stimulus/electrical response of leech preparation (after Nicholls and Baylor [23] and Nicholls and Purves [24]). 
system which we have chosen to model initially. The system has been found to incor- 
porate twenty-one semiautonomous ganglia of a similar type, each incorporating a subset 
of eighteen neurons which are responsive to stimuli of varying intensity on the skin. 
There are nine such neurons on each side of the body: three T-neurons responsive to 
touch, two P-neurons responsive to pressure, two N-neurons responsive to heavy or 
noxious pressure, one L-neuron responsible for the contraction of the large longitudinal 
muscle, and one AE-neuron responsible for localized skin ridging. The synaptic connec- 
tions between these neurons and with the corresponding neurons on the opposite side of 
the body are as shown in Figure 3. It will be noted that, because of cross-connections, 
impulses from P and N cells affect AE cells on both sides of the body, and due to these 
and other interconnections, the two sets of neurons are not completely independent, even 
at the local level. In modelling the system, we began by representing all six T cells 
separately, but soon observed an apparent redundancy, so that we were able to represent 
the entire system by only two T, two P, and two N cells, plus one L and one AE cell. 
Our principal objective was to trace the flow information through the system, and for 
this purpose we simulated the experiment shown in Figure 4, in which a localized pressure 
was applied to the skin of the leech. Initially the pressure was very light, but was sub- 
sequently increased in two distinct stages. Only the T cells were responsive to the lightest 
pressure; but the P cells responded when the pressure received its first increment, while 
the T cells ceased to respond. Eventually, when the pressure was increased to its final 
value, the N cells also began to fire. It will be noticed that the L cells and AE cells are 
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stimulated by the others, but experience a long elevation of potential, exhibiting only 
minor fluctuations, rather than a proper action potential. This type of behavior is evident 
in Figure 2, in cells which have a lower calcium concentration than the others. 
In Figures 5A and 5B we show the variations in the electrical potential in all eighteen 
neurons of the system, resulting from energy inputs to the model designed to simulate 
those described above. The equations described were integrated numerically using a 
modified Runge-Kutta technique, detailed elsewhere [14-161, and a CYBER 175 com- 
puter. 
It will be seen that the numerical simulation corresponds remarkably well to the ob- 
served experimental behavior, and encourages confidence that the transfer of energy and 
information can also be represented by the model. In particular, all notable qualitative 
features of the experimental curves, such as the rapid attenuation of the T cell firing train 
when the P neurons begin to fire (as opposed to the continued firing of the latter after the 
N cells become activated) are faithfully reproduced by the solution curves. Even the 
initial facilitation of the L and AE potentials is mirrored in the theoretical results, along 
with the successive peaks above the plateau value that produce the incremental increases 
in muscle tension actually observed. Moreover, detailed comparison establishes that the 
calculated amplitudes and frequencies match the measured values of these quantities 
within reasonable limits of error. 
In Figures 6A and 6B we show the variations in energy and information rate corre- 
sponding to the variations in potential shown in Figure SA, with selected portions of the 
first two sets of curves being displayed at expanded scale in Figure 6C. Transient vari- 
ations in the energy due to the arrival of sodium ions at the internal surface of the 
membrane is the most noticeable feature of 6A, while influx and efflux processes are 
featured in 6B. 
Examination of the T and P cell information rate responses in Figure 6C suggests, for 
example, that the inward transfer announcing the presence of the stimulus continues only 
until the potential reaches about half of its maximum value. A rapid, sharply peaked 
transmission outward then occurs, followed by a slower but larger transmission to the 
next set of neurons in the chain. The former probably emanates from electrical polari- 
zation effects and the latter from “chemical” ion displacements-which appear to dom- 
inate this mode of transmission, since the large rounded maxima fall entirely outside the 
region of the coincident potential, energy and information rate peaks. 
Superimposed, the curves of Figures 6A and 6B constitute a unique description of the 
coupled flow of energy and information through an important neural network in an actual 
living creature. Perhaps the most significant point to note, aside from the fact that no 
inhibitory synaptic interactions were required to reproduce the experimental results, is 
the relative magnitudes of the quantities involved. Less than 100 ergs of energy need be 
transferred to bring about information rate transfers in excess of 1015 bits/set. There can 
be no doubt that this essential nonlinearity is the central feature of nervous system op- 
eration. 
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