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Water vapor (H2 Ov ) is known to be a key agent in global scale processes, includ ing:
atmospheric circulation, weather, radiative forcing, and energy transfer. Anthropoge nic
modification of atmospheric H2 Ov , and the processes it influences are not as thoroughly
studied on the urban or regional scale, in comparison. Airborne measurements made aboard
the Purdue University

Airborne

Laboratory for Atmospheric

Research (ALAR)

investigated a series of science questions tied to atmospheric H2 Ov concentrations in
Indianapolis, IN, and the near megacity-sized urban area connecting the Washingon, D.C.Baltimore, MD area.
The first study described herein focuses on the intermittent urban H2 O v excess
signal that was investigated using multi-year airborne measurements in Indianapolis, IN,
and the Washington, D.C.-Baltimore, MD area. On days when an urban H2 Ov excess signal
was observed, H2 O v emissions estimates range between 1.6 × 10 4 and 1.7 × 105 kg s-1 , and
account for up to 8.4% of the total (background + urban excess) advected flow of
atmospheric boundary layer H2 Ov from the urban study sites. Estimates of H2 Ov emissions
from combustion sources and electricity generation facility cooling towers are 1-2 orders
of magnitude smaller than the urban H2 Ov emission rates estimated from observations.
Instances of urban H2 Ov enhancement could be a result of differences in snowmelt and
evaporation rates within the urban area, due in part to larger wintertime anthropogenic heat
flux and land cover differences, relative to surrounding rural areas.
The second study describes airborne measurements of H2 Ov stable isotopologues
made around two continental U.S. cities in February – March 2016. Research flights were
designed to characterize the δD, δ 18 O, and deuterium-excess (d-excess = δD – 8×δ18O)
vertical profiles extending from the surface to ≤2 km. Three case studies indicate that
anomalies

in the d-excess signature,

along

with complementary

meteorologica l

xvii

observations, can be used to identify the type of boundary layer, cloud, and mixing
processes present. The results of the study indicate that in situ H2 Ov stable isotope
measurements, and d-excess in particular, could be useful for improving the community’s
understanding of moisture processing, transport, andmixing between the boundary layer,
inversion layer, and free troposphere.
The third study describes airborne mass balance experiments conducted around the
Washington, D.C.-Baltimore area using several research aircraft to quantify emissions of
nitrogen oxides (NO x = NO + NO 2 ) and carbon monoxide (CO). The airborne
measurements supported the Wintertime INvestigation of Transport, Emissions, and
Reactivity (WINTER) campaign, an intensive airborne study of anthropogenic emissio ns
along the Northeastern United States in February-March 2015, and the Fluxes of
Atmospheric Greenhouse Gases in Maryland (FLAGG-MD) project which seeks to
provide best estimates of anthropogenic emissions from the Washington, D.C.-Baltimore
area. Inventory and observations-derived NO x emission rates are consistent within the
measurement uncertainty. However, observed CO emission rates are a factor of 2 lower
than reported by the NEI. A strong influence of CO seasonal trends, nationwide CO
reductions, or misrepresentation of CO emissions in models is likely responsible for the
discrepancy. There is a need for reliable observation-based criteria pollutant emission rate
measurements independent of the NEI. Such determinations could be supplied by the
community’s reporting of sector-specific criteria pollutant/CO 2 enhancement ratios, and
subsequent multiplication with currently available and forthcoming high-resolution CO2
inventories.
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CHAPTER 1.

1.1

INTRODUCTION

The Distribution of Water Vapor in the Atmosphere
Water is ubiquitous on Earth, yet atmospheric water vapor (H2 Ov ) only constitutes

~0.25% of the atmosphere and accounts for 0.001% of the planet’s total water molecules
[Chahine, 1992; Seidel, 2002; Quante, 2007]. Oceans hold over 97% of the earth’s water
and the remainder is present on land as surface and ground water, snow, ice, or in living
organisms [Chahine, 1992; Gat, 1996; Seidel, 2002]. Despite its small fraction relative to
oceanic and terrestrial waters, atmospheric H2 Ov is a key component in the climate
system. For example, H2 O v is responsible for the majority of the natural greenhouse
effect, due to its broad infrared absorption spectrum [Pierrehumbert et al., 2007]. In its
atmospheric condensed phase (i.e. clouds), it can impart a warming or cooling effect
depending on cloud altitude and optical properties [Sherwood et al., 2014]. Furthermore,
the transfer of energy in the form of latent heat associated with evaporation,
condensation, and precipitation drives global atmospheric circulations [Allan, 2012].
The distribution of atmospheric H2 Ov can vary drastically in the horizontal and
vertical dimensions on relatively short time scales, as its vapor pressure is exponentially
temperature dependent [Seidel, 2002]. Figure 1.1 shows the global distribution of total
precipitable water (i.e. the amount of water that would fall as rain if atmospheric H2 Ov
were condensed) in May 2009, as observed from the Atmospheric Infrared Sounder
(AIRS) on the National Aeronautics and Space Administration’s (NASA) Aqua satellite.
The highest H2 Ov concentrations are found near the equator, particularly over warm
ocean currents, where the majority of atmospheric H2 Ov originates via evaporation
[Seidel, 2002]. Oceanic evaporation exceeds marine precipitation, and contributes
approximately 35% to terrestrial rainfall via transport by winds [Chahine, 1992;
Trenberth et al., 2007; Rodell et al., 2015]. The atmosphere recycles its H2 Ov (calculated
as annual global precipitation divided by mean atmospheric moisture) approximately 33
times annually. This means that a H2 Ov molecule spends 9 days in the atmosphere on
average [Chahine, 1992; Seidel, 2002]. For comparison, water molecules can spend
thousands of years in terrestrial aquifers and at the lowest ocean depths. However, water
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molecules near the surface of the ocean or in vegetation have residence times on the order
of weeks and years, respectively [Chahine, 1992].

Figure 1.1. Global distribution of total precipitable water in mm observed by the
Atmospheric Infrared Sounder (AIRS) on the National Aeronautics and Space
Administration’s (NASA) Aqua satellite. The figure is a composite product for May 2009
(https://www.jpl.nasa.gov/spaceimages/details.php?id=PIA12096).

H2 Ov concentrations can vary by five orders of magnitude in the vertical
dimension of the atmosphere [Palchetti et al., 2008; Sherwood et al., 2010]. As an air
parcel ascends due to convection, convergence, or orographic lifting, it expands and
cools. Cooler air can accommodate less H2 Ov molecules than can warmer air, i.e. less
H2 Ov molecules are required for cooler air to become saturated than at warmer
temperatures (detailed discussion in Section 1.2) [Held and Soden, 2006].Figure 1.2
shows an example of the ambient temperature and H2 Ov vertical profile from the surface
to the stratosphere. The H2 Ov mixing ratio axis in Figure 1.2 is logarithmic. The decrease
in H2 Ov concentration with altitude is consistent with the idea that condensation of H2 Ov
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will continue along an air parcel’s ascent as temperature decreases and less H2 Ov
molecules can be accommodated.

Figure 1.2. Vertical distribution of ambient temperature and H2 O v concentration from the
surface to the stratosphere. Approximate altitudes corresponding to the troposphere,
which includes the boundary layer and free troposphere, and the stratosphere are
provided for reference. Figure is adapted from https://www.eso.org/genfac/pubs/astclim/espas/pwv/mockler.html.

Nearly half of the H2 O v molecules in the atmosphere exist below 850 hPa
(approximately 1.5 km) [Seidel, 2002]. This altitude corresponds to the average height of
the boundary layer [Stull, 1988], or the lowest layer of the atmosphere that is directly
influenced by Earth’s surface (Figure 1.2). Directly above the boundary layer is the free
troposphere. The boundary layer and free troposphere together constitute the troposphere,
which reaches to an atmospheric pressure of ~200 hPa (Figure 1.2). Most weather occurs
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within the troposphere, whose Greek root “tropein” means to turn or change. In terms of
earth’s radiation budget (discussed in Section 1.2), H2 O v is most powerful as an infrared
absorber in the upper troposphere despite its relatively low concentrations [Harries,
1996; Held and Soden, 2000; Palchetti et al., 2008; Ravishankara, 2012; Chung et al.,
2014]. Thus, understanding the factors that influence the vertical distribution of H2 Ov is
important for weather forecasting and evaluating the Earth’s radiation budget. Controls
on H2 Ov concentration in the stratosphere are different than in the troposphere, where
circulations are driven by surface heating, and the evaporation, condensation, and
precipitation of water redistribute H2 O v in the vertical and horizontal dimension [Allan,
2012]. The stratosphere is poorly mixed, and the H2 Ov concentration and distribution is
mainly a function of the transport of tropical moisture vertically from the troposphere,
and from methane oxidation [Seidel, 2002; Solomon et al., 2010]. This thesis focuses on
tropospheric H2 Ov .

1.2

The Role of Water Vapor in the Greenhouse Effect
H2 Ov is considered the most important greenhouse gas because it accounts for

approximately two thirds of the natural greenhouse effect [Willett et al., 2007;
Ravishankara, 2012]. The natural greenhouse effect is critical for life on Earth, because
without H2 Ov and other trace gases, Earth would be a block of ice. The equilibrium
temperature (𝑇𝑒) of the earth can be estimated by assuming the earth emits as a black
body, according to Equation 1.1.
𝑆 = 𝜎𝑇𝑒 4

(1.1)

Here 𝑆 is the amount of absorbed solar radiation (or the irradiance of the black body if
the system is in steady state), 𝜎 is the Stefan-Boltzmann constant. The Earth absorbs
approximately 70% of incoming solar radiation at the top of the atmosphere, or about 240
W m-2 averaged over the surface and all seasons [Held and Soden, 2000]. When we solve
for Te that would balance incoming sunlight with outgoing radiation, global temperautres
should average 255 K or -18 o C [Held and Soden, 2000].
Joseph Fourier is credited with being the first scientist to hypothesize that
atmospheric processes must be responsible for balancing incoming and outgoing
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radiation to maintain the earth’s average temperature of 15 o C [Fourier, 1827].
Continuing the work of Fourier, Eunice Foote and John Tyndall (separately)
experimentally determined that trace gases, atmospheric species constituting less than 1%
of the atmosphere, and in particular H2 Ov , are responsible for trapping a component of
the earth’s outgoing infrared radiation (Foote, 1856; Tyndall, 1861). If the earth is
assumed to emit as a black body (Equation 1.1), its effective temperature of emission (𝑇𝑒,
255 K) occurs at an altitude of ~5 km, rather than at the surface [Held and Soden, 2000].
This is due to the absorption of longwave radiation from the earth’s surface by infraredactive gases and clouds in the troposphere, which then emit that radiation in all directions
[Chung et al., 2014], including downward. That additional downward flux means that, at
equilibrium, the Earth's surface is warmer than it would be without the greenhouse effect.

Figure 1.3. The absorption spectrum of H2 Ov and other trace gases for atmospherica lly
relevant wavelengths of light. Vertical dashed black lines bracket the wavelength range of
radiation emitted from the surface of the Earth. Figure adapted from http://www.ice-a geahead-iaa.ca/scrp/pnga000.htm

6

Figure 1.3 shows the absorption spanning the microwave to ultraviolet portion of
the electromagnetic spectrum by H2 Ov and other trace gases in the atmosphere. H2 Ov and
CO 2 exhibit broad absorption spectra in the infrared region, consistent with the longwave
radiation emitted from the earth’s surface. H2 O v on average accounts for 0.25% of the
atmosphere, while CO 2 is approximately 0.04% [Seidel, 2002; Quante, 2007]. Outgoing
longwave radiation is 50% more sensitive to H2 Ov mole fraction than CO 2 mole fraction,
qualifying H2 Ov as the more important greenhouse gas in terms of radiative forcing
[Pierrehumbert et al., 2007]. However, CO 2 is the main anthropogenic “control knob” on
climate, whose presence is required to sustain H2 Ov , a strong “amplifier”, in the
atmosphere [Myhre et al., 2013]. The absorption of infrared radiation by H2 Ov is
approximately proportional to the logarithm of the column- integrated H2 Ov concentration
[Allan, 2012; Chung et al., 2014].
Despite its ranking as the most important infrared absorber, H2 Ov is not
considered a climate forcing agent, but rather a climate feedback agent [Myhre et al.,
2013]. This is because atmospheric H2 O v concentrations are largely modulated by
temperature. More water molecules partition to the vapor phase, exponentially, as
temperature increases. The saturation vapor pressure of air increases by approximately 67% per o C increase in temperature [Trenberth et al., 2011]. The exponential form of the
Clausius-Clapeyron equation (Equation 1.2) describes the relationship between saturation
vapor pressure, 𝑒𝑠 , for a specific temperature, 𝑇:
e𝑠 (𝑇 ) = e𝑠 (𝑇𝑜 ) 𝑒𝑥𝑝 {−

∆𝐻𝑣𝑎𝑝
𝑅

1

1

(𝑇 − 𝑇 )}

(1.2)

𝑜

Where 𝑅 represents the ideal gas constant, ∆𝐻𝑣𝑎𝑝 is the latent heat of vaporization (40 kJ
mol-1 ), and e𝑠 (𝑇𝑜 ) is the saturation vapor pressure at 𝑇𝑜 = 0 o C. The relative humidity
(RH) is the actual H2 Ov partial pressure divided by the saturation vapor pressure. On the
global scale, the earth maintains a relatively constant RH and the local H 2 Ov partial
pressure fluctuates as a function of temperature, effectively maintaining this average RH
[Soden et al., 2005; Held and Soden, 2006; Santer et al., 2007; Willett et al., 2007].
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1.3

Anthropogenic Impacts on Water Vapor and the Atmospheric Hydrological Cycle
Current global atmospheric CO 2 concentrations have reached 408 ppmv, as of

February 2018 (the most recently available global CO 2 average;
https://www.esrl.noaa.gov/gmd/ccgg/trends/global.html). This is approximately a 50%
increase relative to CO 2 concentrations, 270-275 ppmv, at the start of the Industrial
Revolution (ca. 1800) [Steffan et al., 2007]. The increase in anthropogenic CO 2 emissions
and increasing concentrations of other greenhouse gases also due to anthropogenic
emissions (e.g. methane, nitrous oxide) leads to more effective trapping of infrared
radiation and rising global temperatures [Myhre et al., 2013]. As a result, more water
evaporates to maintain the Earth’s average RH [Willett et al., 2007]. This process has
been observed in the atmosphere with indications that anthropogenic CO 2 emissions are
responsible for the moistening [Santer et al., 2007; Willett et al., 2007; Chung et al.,
2014]. Thus, CO 2 and other greenhouse gases are climate forcers, and H2 Ov participates
in positive feedback with global temperature rise. This theory was first put forth in the
late 1890s, with Svante Arrhenius and Thomas Chamberlain credited independently for
its development [Arrhenius, 1896; Chamberlain, 1899]. Some models indicate that, in the
absence of other feedbacks, the positive temperature-H2 Ov feedback increases the
sensitivity of surface temperature to CO 2 concentration by a factor of ~2 [Held and
Soden, 2000].
The implications of enhanced evaporation due to rising global temperatures
include both drought and flooding [Trenberth, 2011]. Increased terrestrial evaporation
reduces soil moisture. Furthermore, because the atmosphere can accommodate more
H2 Ov at higher temperatures, it takes longer for the air to become saturated, and prolongs
the time between precipitation events. Additionally, precipitation events bring larger
amounts of rainfall due to the greater amount of H2 O v in the atmosphere in warming
scenarios [Kunkel et al., 2013; Fischer and Knutti, 2015]. Figure 1.4 shows the predicted
change in global evaporation (increase), soil moisture (decrease), and precipitation
(increase) averaged over the years 2081–2100 relative to 1986–2005 [IPCC, 2014].
Fischer and Knutti [2015] predict that the fraction of extreme precipitation attributable to
anthropogenic influence rises by 40% for every 2 o C of warming. Many studies have
investigated the relationship of climate change and extreme weather [Trapp et al., 2007;
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Kunkel et al., 2013; Fischer and Knutti, 2015; Fujita and Sato, 2017], but there is also an
emerging hypothesis that changes in non-extreme events, such as the sequence and
persistence of dry and wet days, are occurring as a result of increasing global
temperatures. These non-extreme events have the potential to slowly modify ecosystems
and may have socioeconomic impacts [Roque-Malo and Kumar, 2017].

Figure 1.4. The simulated change in global evaporation, soil moisture, and precipitatio n
averaged over the years 2081–2100 relative to 1986–2005. Figure adapted from IPCC
[2014].

1.3.1

Urban Impacts
Reports of changes in extreme and non-extreme weather patterns resulting from

anthropogenic modification of global temperature and humidity leads to other questions
about anthropogenic impacts on H2 Ov in the atmosphere. For example, urban-rural
gradients in humidity are rooted in both structural and compositional differences between
urban and rural land cover [Grimmond, 2007]. High rise buildings, asphalt, manicured
lawns and parks associated with densely populated areas impact the Earth’s energy
balance by modifying the natural landscape through the use of manmade, low heat
capacity construction materials, respectively [Mahmood et al., 2014]. Urban-rural
differences in the exchange of energy between the surface to the atmosphere via heat
transfer (sensible heat flux) or evaporation (latent heat flux) have been investigated for
decades (see review in Kuttler et al. [2007]). Figure 1.5 shows the relative differences
between the magnitude of urban sensible and latent heat fluxes relative to rural areas.
Understanding urban modification of atmospheric humidity is important because over
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half of the world’s population resides in cities [World Health Organization (WHO),
2016]. But, cities only account for 3% of the Earth’s total surface area [Center for
International Earth Science Information Network, 2011].

Figure 1.5. Comparison of urban and rural energy balance including surface-atmosp here
energy exchange in the form of heat transfer (sensible heat and longwave radiation flux)
and evaporation (latent heat flux). The urban landscape has an additional source of heat
energy from energy generation and consumption (anthropogenic heat flux). Figure is
adapted from http://www.urbanclimate.gatech.edu/.

Typically, H2 Ov mole fractions in urban areas are lower than in rural areas
because cities are generally covered in impervious surfaces like asphalt and concrete, and
have less open soil and vegetation (which retain moisture and are capable of
evapotranspiration) than do rural areas [Arnfield, 2003; Shepherd, 2005; Kuttler et al.,
2007; Mahmood et al., 2014; Ramamurthy et al., 2014; Ao et al., 2016]. However, there
have been many reported instances when cities are more humid [Hage, 1975; Ackerman,
1987; Kuttler et al., 2007; Hall et al., 2016], or exhibit larger latent heat fluxes than does
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the surrounding rural areas [Oke, 1979; Grimmond, 1992; Oke and McCaughey, 1983;
Moriwaki and Kanda, 2004]. In many of these cases, reversal of the urban-rural humidity
gradient occurs when (1) the urban area has a source of moisture, whether it be from a
recent precipitation event or the accumulation of snow, and (2) faster rates of evaporation
(or snowmelt followed by evaporation) result in higher urban latent heat fluxes or
humidity [Oke, 1979; Oke and McCaughey, 1983; Offerle et al., 2006]. Rates of
evaporation are hypothesized to be positively impacted by cities’ larger spatial coverage
of impervious surfaces and low heat-capacity materials, coupled with larger rates of
anthropogenic heat flux from combustion engines in vehicles and energy generation and
consumption (Figure 1.5). The process described above leads to “indirect” sources of
anthropogenic H2 Ov emissions (i.e. human influences modifying natural processes),
however, direct anthropogenic H2 Ov emissions are also present in cities [Sailor, 2011].
These direct sources include the chemical formation of H2 Ov via fossil fuel combustion
and evaporative emissions from energy generating facility cooling towers and air
conditioning units [Sailor, 2011]. The importance of direct anthropogenic H2 Ov
emissions to the atmosphere, however, is generally dependent on the region and season
[Hage, 1972; Grimmond, 1992; Moriwaki et al., 2008; Bergeron and Strachan, 2012;
Gorski et al., 2015; Salmon et al., 2017].
The intermittent signal of elevated urban H2 Ov mole fractions from two United
States (U.S.) cities is explored in Chapter 3. The quantification of citywide H 2 Ov
emission rates is also discussed, along with the partitioning of possible sources
contributing to the urban signal, which include emissions from combustion sources,
power plant cooling towers, and enhanced urban snowmelt/evaporation. The results
discussed in Chapter 3 were first reported by Salmon et al. [2017], and represent the first
instance of daytime city-wide H2 O v emissions that have been observed, quantified, and
reported.
1.3.2

Predicting Anthropogenic Impacts on the Atmospheric Hydrological Cycle
Urban areas can also impact local and regional meteorology through perturbation

of atmospheric humidity and physical modification of the Earth’s surface. Many studies
have investigated how urban areas can influence the development and path of storms, as
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well as how cities influence cloud and weather formation in the areas downwind of the
cities [Trusilova et al., 2008; Shepherd et al., 2010; Niyogi et al., 2011; Schmid and
Niyogi, 2013]. Mölders and Olson [2004] quantified the impact of combined urban
effects, including urban surface modifications and emissions of H2 Ov , heat, and aerosol,
on downwind precipitation.
In order to evaluate how humans have and will continue to influence hydrological
cycling through anthropogenic greenhouse gas emissions (Section 1.1) and through direct
and indirect anthropogenic H2 Ov emissions (Section 1.2), it is important that scientists
can accurately model moisture processing for unperturbed (natural) scenarios and humaninfluenced scenarios. While there is agreement between global climate and circulation
models concerning the impacts of clear-sky H2 Ov feedbacks, uncertainties in cloud
distribution, longevity, and feedback represent one of the major sources of disagreement
between global climate models for the past several decades [Held and Soden, 2000;
Pierrehumbert et al., 2007; Sherwood, et al., 2014; Zhao et al., 2016]. The earliest
radiation models parameterized precipitation as a function of relative humidity, not on
cloud composition or cloud microphysics [Twomey et al., 1991]. Radiation and climate
models have improved greatly since earlier versions that modeled rain independently of
clouds, however, cloud physics parameterizations, such as how condensate is converted
to precipiration or the strength of convective mixing, in global climate models still
require refinement to better reflect reality [Sherwood et al., 2014; Zhao et al., 2016].
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Figure 1.6. Earth’s radiation balance is dependent on the magnitude of the absorbance of
incoming solar (shortwave radiation) relative to the amount of longwave radiation
emitted from the surface that escapes earth’s atmosphere. All values are in W m-2 , and are
the average of ten years of data. Figure is adapted from
https://www.nasa.gov/feature/langley/keeping-an-eye-on-earth-s-energy-budget.

Net warming or cooling is dependent on the magnitude of the absorbance of
incoming solar (“shortwave” radiation, mostly visible) relative to the amount of
“longwave” (infrared) radiation that escapes earth’s atmosphere. Figure 1.6 shows the
earth’s radiation budget. However, Figure 1.6’s simplicity in its representation of cloud
radiative impacts generalizes the intricacies of cloud- climate feedback. Each class of
clouds has unique physical and optical properties (Figure 1.7), that can influence
formation, precipitation, and evaporation schemes [Stephens, 2005]. Considering each
cloud classes unique physics is important because the sustainment or dissipation of cloud
layers influence radiative balance since the net radiative effect of clouds is also cloud
class dependent [Stephens, 2005; Sherwood et al., 2014]. For example, high altitude
clouds (e.g. cirrus clouds) have a net warming effect because they allow shortwave solar
radiation to pass through to the surface and are poor emitters of longwave radiation due
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to their low temperature (emission is temperature dependent; Equation 1.1) [Sherwood et
al., 2014]. Low level clouds (e.g. cumulus, stratocumulus) impart a net cooling effect on
the atmosphere. They typically have larger spatial coverage, and are more effective at
reflecting shortwave radiation relative to thinner, high altitude clouds [Wood, 2012;
Sherwood et al., 2014]. Additionally, low level clouds are effective emitters of longwave
radiation due to their higher temperatures (low altitude) [Wood, 2012]. Current global
circulation models divide clouds into two categories: moist convective and stratiform
[Schmidt et al., 2005; Blossey et al., 2010; Nusbaumer et al., 2017]. The resolution of
global circulation models can be too coarse to accurately simulate cloud processes for the
two cloud categories, particularly processes that influence maintenance of the cloud layer
[Schmidt et al., 2005].

Figure 1.7. Common clouds within the low, middle, and high cloud classification system.
Figure is adapted from http://www.climate4life.info/2016/01/mengapa-bentuk-awa nberbeda-beda.html.
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Developing models that resolve cloud-class specific microphysics is an active
area of research. For example, Zhao et al. [2016] describe updates to an existing cumulus
cloud parametrization to refine how cumulus cloud condensate is converted to
precipitation. Park et al. [2017] improved model simulation of the shortwave forcing of
low level clouds by defining a new class of clouds that bridge the gap between cumulus
cloud dissipation and stratus formation. Through in-cloud research flights, Gerber et al.
[2013] deduced that stratocumulus cloud droplet evaporation occurs due to detrainment,
i.e. cloud parcels being mixed into environmental air, rather than environmental air
mixing into the cloud layer (entrainment). Yamaguchi and Feingold, [2013] found that
stratocumulus cloud-top entrainment preferentially occurs within small cloud holes rather
than large ones. These recent studies have improved the field’s understanding of cloud
microphysics and the factors influencing cloud radiative forcing. Further model
development of moisture processing and cloud physics might progress more quickly or in
new directions if new investigation methods are employed [Stephens, 2005]. An
emerging method for interrogating cloud formation, evaporation, and precipitation
processes in the troposphere is with H2 Ov stable isotope measurements [Webster and
Heymsfield, 2003; Schmidt et al., 2005; Froehlich et al., 2008; Samuels-Crow et al.,
2014; Aemisegger et al., 2015; Lowenthal et al., 2016; Wang et al., 2016, Sodemann et
al., 2017].

1.4
1.4.1

Tracking the Atmospheric Hydrological Cycle with Water Vapor Stable Isotopes
Isotope Theory
Nine isotopic forms of water occur in nature and are composed of different

combinations of the stable hydrogen (1 H and 2 H (D)) and oxygen (16 O, 17 O, 18 O) isotopes.
The most abundant water isotopologues are H2 16 O (99.73098%), H2 18 O (0.199978%),
H2 17 O (0.037888%), and HD16 O (0.031460%) [Sharp, 2017]. The field of isotope
hydrology has historically focused on H2 16 O, H2 18 O, and HD16 O because H2 17 O
measurements have relatively high uncertainties and H2 18 O represents most of heavyoxygen signal [Franz and Röckmann, 2005]. The remaining five water isotopologues are
present in very small quantities, and are not measurable [Sharp, 2017]. Because the
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natural abundance of the heavier isotopologues are small relative to “light” water
(H2 16 O), ratios of heavy to light isotopologues (RD = HDO/H2 16 O or R18O = H2 18 O
/H2 16 O) in a sample are reported in δ-notation relative to the international standard:
Vienna Standard Mean Ocean Water (VSMOW) in ‰ units, as shown in Equation 1.3:
𝛿𝑠𝑎𝑚𝑝𝑙𝑒 =

𝑅𝑠𝑎 𝑚𝑝𝑙𝑒 −𝑅𝑉𝑆𝑀𝑂𝑊
𝑅𝑉𝑆𝑀𝑂𝑊

× 1000

(1.3)

The abundance of R18O and RD in VSMOW is 2005.2×10-6 and 155.95×10-6 , respectively
[Galewsky et al., 2016]. Negative (-) or “depleted” δ values indicate the sample contains
less of the heavy isotoplogue relative to VSMOW, and are commonly observed in
atmospheric H2 Ov for reasons discussed below. While δ-notation is useful for presenting
isotopic composition of samples, it introduces a non-linearity that can be problematic
when conducting calculations with isotopically-depleted samples [Welp et al., 2012;
Dütsch et al., 2017]. Performing calculations in R-notation can avoid non-linearity
introduced from the δ-notation (discussed further in Chapter 4).

Figure 1.8. Energy level diagram for the evaporation of a water molecule from the surface
of a body of water. The zero-point energy (ZPE) of the heavy and light isotopologue are
indicated by the solid and dashed line, respectively. Figure is adapted from Cappa et al.
[2007].
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The stable isotopologues of H2 O v differ from one another in mass, which results
in differences in hydrogen bond strength (different bond frequencies) and diffusive
velocity [Cappa et al., 2007; Galewsky et al., 2016]. These differences manifest
themselves in isotopic fractionation processes, i.e. any process through which the ratio of
heavy-to-light isolopologue in a sample is modified [Dansgaard, 1964]. Evaporation is a
common isotopic fractionation process. When liquid water evaporates, the δ value of the
evaporate (H2 Ov ) is depleted relative to the δ signature of the source water. This is
because heavier isotopologues have lower vapor pressures than do lighter isotopologues
[Cappa et al., 2007]. Figure 1.8 is a theoretical Morse potential energy diagram showing
that more energy is required to break a hydrogen bond to a heavy H2 Ov isotopologue
relative to hydrogen bonds between H2 16 O molecules [Cappa et al., 2007]. This
difference in energies required for evaporation increases as temperature decreases,
resulting in greater equilibrium fractionation at lower temperatures [Dansgaard, 1964].
The degree of equilibrium fractionation between the liquid (𝑅𝑙 ) and vapor phase (𝑅𝑣 ) is
described by the equilibrium fractionation factor, α, in Equation 1.4.
𝑅

𝛼 = 𝑅𝑙

(1.4)

𝑣

The equilibrium fractionation factor, 𝛼, for HDO and H2 18 O is temperature dependent,
and its calculation is discussed in Chapter 4.
Arguably the most relied upon assumption in atmospheric isotope hydrology is
the Rayleigh distillation theory [Dansgaard, 1964, Galewsky et al., 2016]. Rayleigh
theory, named for Lord Rayleigh (for whom Rayleigh waves and Rayleigh scattering are
also named), is used to predict the isotopic signature of vapor (H2 Ov ) and condensed
phase (i.e. precipitation) water as an air parcel is lifted from the surface. The theory
assumes that when the ascending air parcel reaches saturation, condensate will form and
be removed immediately from the system via precipitation. The open system (i.e. no
contact between the vapor and the condensate) Rayleigh equation to estimate the isotopic
signature of the remaining vapor (𝑅𝑟 ) in the dehydrating air parcel is given by Equation
1.5.
𝑅𝑟 = 𝑅𝑜 𝑓 𝛼 (𝑇)−1

(1.5)
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Here 𝑅𝑜 is the initial isotopic signature of the H2 Ov prior to ascent and 𝑓 is the fraction of
the original H2 Ov remaining in the ascending air parcel. Rayleigh theory only accounts
for equilibrium (temperature-dependent) fractionation. Figure 1.9 shows the H2 O v δ18 O
signature in a cooling air parcel. The δ 18 O value of the vapor and condensate become
more depleted as condensate is removed from the system because the heavy isotopologue
preferentially condenses.

Figure 1.9. The δ 18 O signature of the vapor and condensate of an ascending air mass
depleting according to the Rayleigh distillation model. The hypothetical air parcel’s initia l
δ 18 O value is −10‰ at a temperature of 25°C. The dashed lines indicate the transition from
rain to snow. The incongruity in the condensate curve at 𝑓 = 0.23, which corresponds to
0°C in this scenario, is due to the difference in saturation vapor pressure over liquid water
compared to ice. Figure is from Galewsky et al. [2016].
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The isotopic signature of precipitation exhibits a predictable, linear δD-δ18 O
relationship [Craig, 1961]. Figure 1.10 shows the isotopic signature of precipitation from
all over the globe plotted in δ 18 O-δD space. The linear regression of the plotted data is
called the Global Meteoric Water Line (GMWL), which on average is expressed by the
equation δD = 8 × δ18 O + 10‰ [Dansgaard, 1964]. The GMWL equation represents
equilibrium (Rayleigh) processes, although some caveats exist (discussed in Chapter 4).
Deviations from the GMWL slope or y-intercept are indicative of non-equilibrium (nonRayleigh) processes involved in evapotranspiration, transport, condensation, or
precipitation [Galewsky et al., 2016]. Figure 1.10 shows the isotopic signature of
Antarctic snow and precipitation collected by the Global Network of Isotopes in
Precipitation (GNIP) plotted in δ 18 O-δD space. The GMWL y-intercept (10‰ on
average) is also known as deuterium excess (d-excess) [Craig, 1961], and can be a useful
parameter for diagnosing the types of non-equilibrium processes occurring [Dansgaard,
1964]. For any sample that falls on the GMWL, the d-excess value is 10‰. The GMWL
can be rearranged to give the d-excess equation (Equation 1.6).
𝑑 − 𝑒𝑥𝑐𝑒𝑠𝑠 = 𝛿𝐷 − 8 × 𝛿 18 𝑂

(1.6)

Figure 1.10. The isotopic signature of Antarctic snow and precipitation collected by the
Global Network of Isotopes in Precipitation (GNIP) plotted in δ 18 O-δD space. Figure is
adapted from Uemura et al. [2012].
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Non-equilibrium or kinetic fractionation processes result from differences in the
molecular diffusivity of the H2 Ov isotopologues [Craig and Gordon, 1965]. The kinetic
energy equation can be rearranged to calculate the velocities, 𝑣, of the heavy and light
isotopologues according to Equation 1.7.
𝑣= (

2𝑘𝑇 1/2
𝑚

)

(1.7)

Where 𝑘 is the Boltzmann constant, 𝑇 is temperature, and 𝑚 is the mass of the
isotopologue. The diffusive velocity of the isotopologue, however, is also dependent on
the diffusivity of the medium the molecule is moving through, for the purposes of this
thesis, air [Craig and Gordon, 1965; Merlivat, 1978]. The diffusive velocity of heavy
isotopologues in air are commonly reported relative to that of the light, abundant
𝐷′

isotopologue H2 16 O, 𝐷 , as derived by Craig and Gordon [1965] in Equation 1.8.
𝐷′
𝐷

𝑚

= (𝑚′ ×

(𝑚′ +𝑚𝑎𝑖𝑟 )
(𝑚+𝑚𝑎𝑖𝑟

1/2

)
)

(1.8)

Here 𝑚, 𝑚′ , and 𝑚 𝑎𝑖𝑟 are the molecular weights of the light isotoplogue (H2 16 O), the
heavy isotopologue (HDO or H2 18 O), and air, respectively. The
𝐷′
𝐷

𝐷′
𝐷

for HDO is 0.9755 and

for H2 18 O is 0.9723 [Merlivat, 1978].
Equilibrium fractionation occurs directly at the liquid- vapor interface [Craig and

Gordon, 1965]. Kinetic fractionation occurs in the laminar layer above the air-water
interface where molecular movements are dominated by molecular diffusion [Craig and
Gordon, 1965]. Figure 1.11a shows the location of equilibrium and kinetic fractionation
above the surface of a body of water. Above the laminar layer, turbulent mixing (eddy
diffusion) is assumed to impact the movement of all H2 Ov isotopologues equally
[Galewsky et al., 2016]. The degree of kinetic fractionation is proportional to the
difference in istopologue vapor pressure between the laminar-turbulent layer interface
and the laminar-ocean skin layer (e.g. air-ocean interface) layer [Craig and Gordon,
1965]. Kinetic fractionation effects on vapor also occur during phase changes other than
ocean evaporation, and have been reported to influence the δ signature of H2 O v in the
presence of ice cloud crystal vapor deposition [Samuels-Crow et al., 2014; Galewsky,
2015], snow sublimation [Moore et al., 2016; Lowenthal et al., 2016], and below-cloud
raindrop evaporation [Froelich et al., 2008; Wang et al., 2016].
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Figure 1.11. (a) The location of equilibrium and kinetic fractionation above the surface of
a hypothetical ocean. (b) The hypothetical δ 18 O values of H2 Ov beginning with
evaporation from the ocean, followed by several condensation and precipitation cycles.
The boxed portion in (b) corresponds to fractionation due to evaporation, as shown in (a).
Figure 1.11a has been adapted from Casado et al. [2016]. Figure 1.11b has been adapted
from Mathieu Casado; University of Paris-Saclay; Polar Week Fall 2016 Figure
Competition; Association of Polar Early Career Scientists.

Figure 1.11b shows the hypothetical δ 18 O values of H2 Ov beginning with
evaporation from the ocean where the evaporative flux of H2 Ov is impacted by
equilibrium fractionation at the ocean-air interface, kinetic fractionation (molecular
diffusion) in the laminar layer, and then upward transport via turbulent mixing (eddy
diffusion). Clouds are able to form when the air becomes saturated. The cloud condensate
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is in equilibrium with the vapor, both of which are depleted relative to ocean water.
Moving to the right, the diagram shows that the δ 18 O of the vapor/cloud become more
depleted with each cycle of precipitation, while the precipitate is enriched relative to the
cloud. This is due to the fact that heavy isotopologues favor the liquid phase for reasons
discussed above. Evaporation of the raindrop would only act to further enrich the
precipitate. Figure 1.11b also conceptually shows why inland vapor and precipitate are as
a rule more depleted due to successive condensation and precipitation cycles relative to
their counterparts over the ocean or near coasts. Figure 1.12 shows the interpolated δ18 O
signature of precipitation measured at Global Network of Isotope Precipitation (GNIP)
stations.

Figure 1.12. Interpolated global distribution of precipitation δ18 O from the Global
Network of Isotopes in Precipitation (GNIP) (http://wwwnaweb.iaea.org/napc/ih/documents/userupdate/Waterloo/global/slide01.gif).
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1.4.2

Tracking Lower Troposphere Moisture Processing with H2 O v Isotopes
Cloud processes represent a large source of uncertainty in projections of future

climate change [Held and Soden, 2000; Pierrehumbert et al., 2007; Sherwood et al.,
2014; Zhao et al., 2016]. For example, conflicting theories have been proposed regarding
the effect of enhanced evaporation from oceans, which is expected to increase by ~2%
per o C of warming [Sherwood et al., 2014], on low lying clouds. Faster rates of ocean
evaporation might encourage low cloud formation, which are known to effectively reflect
shortwave radiation and contribute to longwave cooling (Section 1.3.2) [Rieck et al.,
2012]. On the other hand, other studies have shown that the incorporation of free
troposphere air into the marine boundary layer increases by 5-7% per o C of warming due
to stronger vertical gradients in H2 Ov mole fraction, thus indicating that although a
warming world would involve increases in ocean evaporation, deepening of boundary
layers and incorporation of dry free troposphere air might dehydrate cloud layers and
delay precipitation [Stevens, 2007; Sherwood et al., 2014]. Given the sensitivity of H2 Ov
isotopic signature to source, temperature, phase changes, and mixing, enabling general
circulation models with H2 O isotopes could help to evaluate which processes dominate in
the scenario described above, as well as improve model parameterization.
Isotope-enabled circulation models have recently begun to evaluate simulations
with vapor phase isotopologue measurements, mainly in the form of satellite-based
measurements [Nusbaumer et al., 2017], but also with in-situ surface measurements
[Steen-Larsen et al., 2017]. Previous models had primarily been constrained with only
precipitation isotoplogue measurements, and assumptions made about the isotopic
signature of vapor based on the signature of the precipitate due to limited vapor phase
isotopologue measurements [Xi, 2014]. Nusbaumer et al. [2017] and Steen-Larsen et al.
[2017] show that current general circulation models perform poorly in capturing the
temporal, horizontal, and vertical variability in the d-excess signature of atmospheric
H2 Ov and precipitation. The addition of vertically resolved H2 Ov isotopic measurements
to models could further improve simulations [Seidel, 2002; Xi, 2014]. However, the
majority of currently available H2 Ov isotoplogue measurements are conducted near the
surface. Furthermore, it has only been within the last 10 years that commercially
available optical analyzers have made continuous in situ H2 O v isotopologue
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measurements possible, thus high-resolution vapor phase stationary measurements are at
the moment concentrated at well-studied, established monitoring sites, mainly in the
United States and Europe. In Chapter 2, recent advancements in laser-based H2 O v isotope
analyzers, as well as the necessary calibration procedures are discussed.
To date, there have only been two reported studies of airborne measurements of
both δD and δ 18 O in the lower troposphere (~6 km and below) [He and Smith, 1999;
Sodemann et al., 2017]. More airborne studies have reported lower troposphere vertically
resolved δD or δ 18 O measurements, with only one heavy isotopologue being reported due
to instrumentation limitations or study objectives (see overview in Sodemann et al.
[2017]). As noted earlier, d-excess, the second order isotope parameter, can be useful for
diagnosing the types of fractionation processes influencing H2 Ov throughout the
atmospheric hydrological cycle (Section 1.4.1). Upper troposphere-lower stratosphere δD
and δ 18 O measurements have been conducted (as reviewed by Sodemann et al. [2017]),
but the focus of these studies was primarily on partitioning stratospheric H2 Ov
concentrations into contributions from methane oxidation and transport of tropical,
tropospheric moisture [Webster and Heymsfield, 2003], which is outside of the scope of
this thesis. At present, satellites are only capable of accurately measuring δD [Worden et
al., 2012; Field et al., 2014], leaving research aircraft as the only currently available
platform from which to make measurements of the vertical distribution of H2 Ov δD, δ 18 O,
and d-excess signature in the lower troposphere with high spatiotemporal resolution.
Chapter 4 discusses currently unpublished in situ δD, δ 18 O, and d-excess
measurements collected from aboard an experimental research aircraft in the lower
troposphere (<2 km) over two continental sites in the U.S. The only other lower
troposphere in situ δD, δ 18 O, and d-excess measurements have been reported by
Sodemann et al. [2017] from an airborne field campaign conducted over the
Mediterranean Sea (He and Smith [1999] collected discrete atmospheric samples in flight
which were analyzed offline). Some of the measurements discussed in Chapter 4 reveal
reproducible patterns in δD, δ 18 O, and d-excess observations consistent with Rayleigh
distillation theory, while observations from other case study days were not consistent
with Rayleigh theory. The corresponding meteorological observations indicate possible
criteria for when it is and when it is not appropriate to employ assumptions consistent
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with Rayleigh theory. For example, anomalies in the d-excess signature relative to
Rayleigh-predicted d-excess values could be indicative of stratocumulus cloud
evaporation and complex air mass mixing in the atmosphere.

1.5

The Role of Water Vapor in Tropospheric Chemistry and Air Quality
H2 Ov is the dominant precursor of the gaseous hydroxyl radical (OH), one of the

primary oxidizing agents of the atmosphere [Seidel, 2002; Ravishankara, 2012].
Atmospheric oxidants, which also include ozone (O 3 ) and the nitrate radical (NO 3 ), clean
the atmosphere by reacting with pollutants to form lower volatility products that can
eventually partition to the aerosol phase and be removed from the atmosphere via dry
deposition or precipitation (wet deposition) [Crutzen, 1979; Finlayson-Pitts and Pitts,
1999; Finlayson-Pitts, 2010]. OH radicals react with reduced and partly oxidized gases
(e.g. methane, carbon monoxide (CO), and volatile organic compounds (VOCs))
[Crutzen, 1979; Lelieveld et al., 2016]. O 3 attacks VOCs that contain double bonds, and
NO 3 reacts both with alkenes (by addition) or with aldehydes (by hydrogen abstraction)
[Finlayson-Pitts and Pitts, 1999].
Primary formation of OH in the troposphere proceeds via photolysis of ozone (O 3)
in the presence of H2 Ov , as described by Reaction 1.1 and 1.2 [Gligorovski et al., 2015].
𝑂3 + ℎ𝑣 (𝜆 < 330 𝑛𝑚) → 𝑂(1 𝐷) + 𝑂2

(1.1)

𝑂(1 𝐷) + 𝐻2 𝑂𝑣 → 2𝑂𝐻

(1.2)

The stratospheric O 3 layer filters incoming solar radiation at 𝜆 < 290 nm [Finlayson-Pitts,
2010]. The flux of photons between 310 nm < 𝜆 < 330 nm, where O 3 photolysis quantum
yields are low, but nonzero, is appreciable in the troposphere [Ravishankara, 1998].
Tropospheric production of OH via Reactions 1.1 – 1.2 is significant considering high
tropospheric H2 Ov concentrations and temperatures [Ravishankara et al., 1998]. Because
of high temperatures, most oxidation of VOCs occurs in the tropics. Photolysis of O 3 by
less energetic wavelengths of light results in O(3 P), as shown in Reaction 1.3
[Ravishankara et al., 1998]. O(3 P) can also be formed from O(1 D) via Reaction 1.4
through collisional dissipation [Seinfeld and Pandis, 2016].
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𝑂3 + ℎ𝑣 (𝜆 > 330 𝑛𝑚) → 𝑂(3 𝑃) + 𝑂2

(R1.3)

𝑂(1 𝐷) + 𝑀 → 𝑂(3 𝑃) + 𝑀

(R1.4)

This less energetic form of monatomic oxygen, O(3 P), takes part in another series of
reactions relevant to tropospheric chemistry called the Leighton Cycle [Leighton, 1961],
which involves photochemical cycling of nitrogen dioxide (NO 2 ), nitric oxide (NO), and
O 3 as described by Reactions 1.5 – 1.7.
𝑁𝑂2 + ℎ𝑣 (𝜆 < 430 𝑛𝑚) → 𝑁𝑂 + 𝑂(3 𝑃)

(1.5)

𝑂(3 𝑃) + 𝑂2 + 𝑀 → 𝑂3 + 𝑀

(1.6)

𝑂3 + 𝑁𝑂 → 𝑁𝑂2 + 𝑂2

(1.7)

The interconversion of NO and NO 2 occurs on the order of ~five minutes in the
troposphere [Seinfeld and Pandis, 2016]. Given their fast, interconvertible nature
(Reactions 1.5 – 1.7), NO 2 and NO are often collectively referred to as NO x (NO x = NO +
NO 2 ).
The Leighton Cycle species are of atmospheric relevance because NO 2 and O 3 are
regulated by the U.S. Environmental Protection Agency (EPA). The common saying,
“good up high, bad nearby” describes the interaction of living things with O 3 . While O 3
helps clean the atmosphere through its role as an atmospheric oxidant and absorbs
damaging ultraviolet radiation in the stratosphere, it can also be harmful to living things
at high concentrations near the surface. O 3 in high concentrations can cause oxidative
damage to crops and is a respiratory irritant, in part through its contribution to particle
formation [Van Dingenen et al., 2009; Samet et al., 2000]. Anthropogenic particulate
matter (PM 2.5) and O 3 emissions are estimated to result in 200,000 and 10,000 early
deaths per year in the U.S., respectively [Caiazzo et al., 2013]. Cumulatively, this is more
than almost 12 times the number of annual deaths from violent crime, and three orders of
magnitude greater than the number of deaths from acts of terrorism (averaged over the
last 20 years) [Centers for Disease Control and Prevention, 2017; National Consortium
for the Study of Terrorism and Responses to Terrorism, 2017]. Because of this, O 3 and its
precursors are included in the family of “criteria air pollutants”, toxic species regulated
by the EPA beginning in 1970 when the Clean Air Act was instated. Precursors of O 3
include NO x , CO, and VOCs. Reactions 1.5, 1.6, and 1.8–1.10 describe how, though
initiation by OH, CO and NO 2 contribute to O 3 formation.
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𝑂𝐻 + 𝐶𝑂 → 𝐻𝑂𝐶𝑂

(1.8)

𝐻𝑂𝐶𝑂 + 𝑂2 → 𝐻𝑂2 + 𝐶𝑂2

(1.9)

𝐻𝑂2 + 𝑁𝑂 → 𝑂𝐻 + 𝑁𝑂2

(1.10)

𝑁𝑂2 + ℎ𝑣 → 𝑁𝑂 + 𝑂(3 𝑃)

(1.1)

𝑂(3 𝑃) + 𝑂2 → 𝑂3

(1.2)

Figure 1.13. The photochemical cycling of H2 Ov (blue) and the criteria air pollutants (red):
O 3 , NO 2 , and CO.

Figure 1.13 summaries Reactions 1.1, 1.2, 1.5, 1.6, and 1.8–1.10 to show the
photochemical cycling of H2 O v and the criteria air pollutants: O 3 , NO 2 , and CO. NO 2 , like
O 3 , can also irritate the human respiratory system on its own or through its contributions
to particulate matter formation [Samet et al., 2000]. In addition to acting as a precursor of
O 3 , CO is a toxin at sufficiently high levels [Cobb and Etzel, 1991]. Table 1.1 lists the
current EPA National Ambient Air Quality Standards (NAAQS) for O 3 , NO 2 , and CO
[EPA, 2018]. The EPA maintains a nationwide network of surface monitoring sites that
report criteria pollutant mixing ratios. Areas that exceed the criteria pollutant
concentrations for the averaging times listed in Table 1.1 are considered in
“nonattainment” of NAAQS. Figure 1.14 shows an example of counties in the U.S. that
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were in nonattainment of the current NAAQS eight-hour O 3 mole fraction standard
between the years 2008-2010 [EPA, 2018]. As can be observed from Figure 1.14,
nonattainment areas are usually associated with high populations, industry, or
meteorological and topographical characteristics that lead to trapping of emissions.

Table 1.1. Current EPA National Ambient Air Quality Standards
Criteria Pollutant

Averaging Time

Current Standard

O3

8 hours

70 ppbv

1 hour

100 ppbv

1 year

53 ppbv

1 hour

35 ppmv

8 hours

9 ppmv

NO2

CO

Figure 1.14. U.S. counties in nonattainment of the current NAAQS eight-hour O 3 limit of
70 ppbv between 2008-2010. Figure is adapted from
https://www3.epa.gov/airquality/greenbook/map/map8hr_2008.pdf.

Because of their impacts on health, the environment, and their contribution to
surface-level O 3 , nationwide estimates of NO x and CO emissions at county-level
resolution are released by the EPA in the form of a National Emissions Inventory (NEI)
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every three years to reflect the impacts of equipment innovations, new mitigation
strategies, population, and the economy. The NEI is often used as an input to air quality
models used to predict areas that might be at risk of nonattainment, and is also used to
project emissions reductions forward in time to aid the formulation of new, attainable
standards to continue to improve air quality [EPA, 2015]. An example of successful air
quality regulation is shown in Figure 1.15, which compares satellite NO 2 column density
between 2005 and 2013 [Lamsal et al., 2015]. Nationwide NO 2 concentrations have
decreased substantially since the early 2000’s [Stavrakou et al., 2008; Russell et al.,
2012; Miyazaki et al., 2017]. This makes the U.S. Clean Air Act the most successful
environmental regulation in history, with a 30:1 return on the investment [EPA, 2011].
The highest NO 2 concentrations are still focused in the densely populated Northeastern
U.S. and other densely populated or industrial areas like Los Angeles, Chicago, and
Detroit (Figure 1.15).

Figure 1.15. Reductions in average tropospheric NO 2 column density between 2005 and
2013. Figure is from Lamsal et al. [2015].
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Figure 1.16. Trends in annual mean surface-level O 3 , CO and NO x mole fractions for the
Washington, D.C.-Baltimore area reported by the EPA observing network. Figure from He
et al. [2013].

It is important that the NEI accurately represent emissions with good
spatiotemporal resolution for air quality modeling and that air quality scientists have tools
to evaluate the accuracy of the NEI. Evaluation of the NEI for the nearly mega-city size
metropolitan area surrounding the Washington, D.C. and Baltimore, MD area is explored
in Chapter 5. Airborne mass balance emission rate estimates were conducted in February
and March 2015 around the Washington, D.C.-Baltimore area to quantify the urban
area’s emissions of NO x and CO, and compare with the NEI. Evaluation of the NEI with
observational data is crucial for the Northeastern U.S. because (1) this area is sometimes
in nonattainment of O 3 NAAQS (Figure 1.14) and (2) NO x and CO emissions (O 3
precursors) have steadily decreased over the last two decades in part due to targeted air
quality regulations (Figure 1.15 and Figure 1.16) [He et al., 2013; Lamsal et al., 2015;
EPA, 2018]. The analysis presented in Chapter 5 is used to evaluate how well NEI
emissions estimates for the D.C.-Baltimore area capture the continuing reductions in O 3
precursor emissions (Figure 1.16).
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CHAPTER 2.

2.1

EXPERIMENTAL

The Purdue University Airborne Laboratory for Atmospheric Research
Many of the airborne measurements discussed in this thesis were made aboard

Purdue University’s Airborne Laboratory for Atmospheric Research (ALAR), pictured at
the Purdue University Airport in Figure 2.1. ALAR is a twin-engine Beechcraft Duchess
aircraft that has been modified for atmospheric sampling. A Best Air Turbulence (BAT)
probe for high frequency (50 Hz) three-dimensional wind measurements is installed at the
nose of the aircraft (Figure 2.1) [Crawford and Dobosy, 1992; Garman et al., 2006]. Two
independent measurements of ambient temperature are made with (1) a microbead
thermistor at the center port of the BAT probe and (2) with a Fast Ultra-Sensitive
Temperature (FUST) probe (thermocouple) installed on the underside of the BAT probe
(Figure 2.1) [Garman, 2009]. Geopositional coordinates (latitude, longitude, altitude)
along ALAR’s flight paths were recorded using a global positioning system (GPS) and
inertial navigation system (INS) (Figure 2.1). A blower installed at the rear of the aircraft
pulls ambient air from the inlet at the nose of the aircraft through 5 cm Teflon tubing
(“main manifold”) at a flow rate of 1840 L min-1 (Figure 2.1). ALAR’s back two
passenger seats have been removed to vacate a ~1 m3 volume for chemical
instrumentation. The instruments installed in the back of ALAR sample air from the main
manifold through individual national pipe thread (NPT) to Swagelok connections and
6.35 mm Teflon tubing.
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Figure 2.1. The Purdue University Airborne Laboratory for Atmospheric Research
(ALAR). Enlarged pictures of the GPS, sampling inlets, FUST probe, and BAT probe are
also provided.

Figure 2.2 shows examples of ALAR’s suite of chemical instrumentation, which
includes permanently and temporarily installed chemical analyzers. The permanent
installation package includes a Winds Computer for logging the 50 Hz winds
measurements reported by the BAT probe, a Picarro G2301-m cavity ring-down
spectroscopy (CRDS) analyzer for 0.5 Hz carbon dioxide (CO 2 ), methane (CH4 ), and
water vapor (H2 O v ) measurements (described in detail below), and an in-flight calibration
system (calibration box). The calibration box is used to calibrate the Picarro using three
compressed dry gas analytical standard cylinders that contain atmospherically relevant
mole fractions of CO 2 and CH4 (Figure 2.2). The gas cylinders are prepared by the
National Oceanic and Atmospheric Administration (NOAA) Earth System Research
Laboratory according to World Meteorological Organization (WMO) standards.
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Figure 2.2. Purdue ALAR instrumentation. Some of the calibration standard cylinders can
be removed to make room for temporary installation of chemical analyzers, such as the Los
Gatos Research, Inc. (LGR) Triple Water Vapor Isotope Analyzer (TWVIA), or the LGR
nitrogen dioxide (NO 2 ) analyzer (not pictured).

The flights discussed in later chapters of this thesis required that additional
analyzers be installed in ALAR to attempt to address the experimental flights’ science
objectives. These temporarily installed analyzers included a Los Gatos Research, Inc.
(LGR) Triple Water Vapor Isotope Analyzer (TWVIA), pictured in Figure 2.2, for
measurements of H2 O v stable isotoplogues. Calibration of the LGR TWVIA is discussed
below, and the H2 Ov isotope flight experiments are discussed in Chapter 4. Another set of
airborne experiments with the objective of quantifying criteria air pollutants (Chapter 5)
required the installation of an LGR nitrogen dioxide (NO 2 ) analyzer. The calibration of
the LGR NO 2 analyzer is also discussed below. The LGR NO 2 analyzer was installed in
the same location as the LGR TWVIA pictured in Figure 2.2. However, to make room for
the temporary installation of the NO 2 analyzer (Winter 2015) and the TWVIA (Winter
2016), two of the WMO standard cylinders (shown in Figure 2.2) were removed.
Additional temporary instrumentation include an aerosol spectrometer (model 1.109,
GRIMM Technologies, Inc., Douglasville, GA) for measurements (6 second intervals) of
particle concentration of diameters from 0.25 to 32 µm, and a 2B Model 202 Ozone
Monitor for 0.1 Hz O 3 measurements (Figure 2.2). The O 3 monitor was calibrated using a
2B Technologies Model 306 Ozone Calibration Source. The manufacturer-reported
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accuracy and detection limit for O 3 were < 2% and 3 ppbv, respectively. Radiation (direct
and diffuse) measurements are conducted using a LI-COR LI-200R pyranometer installed
above the aircraft cabin (Chapter 5).

2.2
2.2.1

Cavity Ring-down Spectroscopy for CO 2 , CH4 , and H2 Ov Measurements
Theory
Cavity Ring-down Spectroscopy (CRDS) has revolutionized the field of

atmospheric greenhouse gas measurement science because CRDS analyzers (1) can
simultaneously detect ppbv levels of the greenhouse gases CO 2 and CH4 with high
sensitivity and precision, (2) are linear over atmospherically relevant greenhouse gas
concentrations, and (3) do not require frequent calibrations. Picarro Inc. produced a
commercially available CRDS analyzer capable of 0.5 Hz CO 2 , CH4 , and H2 O v
measurements in 2010 [Picarro, Inc., 2010]. CRDS analyzers prove superior to the
incumbent analyzers based on non-dispersive infra-red spectroscopy (NDIRS), which are
not precise enough for meaningful CH4 measurements. Furthermore, NDIRS analyzers
must be frequently re-zeroed and calibrated for CO 2 and H2 O v due to H2 O v spectral
interferences and a non-linear CO2 response [Crosson, 2008].
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Figure 2.3. Picarro cavity ring-down spectroscopy (CRDS) analyzer block diagram for
measurements of CO 2 , CH4 , and H2 Ov . Laser (λ1 ) is tuned to measure a single CO 2 spectral
feature. Laser (λ 2 ) is tuned to measure CH4 and H2 Ov spectral features. Figure is from
Crosson [2008].

Figure 2.3 shows a basic block diagram of the Picarro CRDS analyzer (models:
G2301-m and G2301-f) used in the airborne flight experiments discussed in this thesis.
The basic components include two telecom-grade distributed feedback (DFB) lasers, a
wavelength monitor, a highly reflective (99.999%, “high finesse”) optical cavity
consisting of three mirrors, and a photodetector. One laser is tuned to measure a single
CO 2 spectral feature at 1603 nm. The second laser is tuned to measure CH4 and H2 Ov
spectral features at 1651 nm. The patented Picarro wavelength monitor provides
wavelength measurements over a frequency range corresponding to ~100 nm. The
wavelength monitor’s 1σ precision (i.e. repeatability of the wavelength measurement at a
single spectral point) is 1 MHz [Crosson, 2008].
Briefly, laser light is injected into the cavity through a partially reflecting mirror,
where it builds in intensity within the reflective cavity. When the light intensity, which is
monitored by the photodetector through another partially reflecting mirror, reaches a
threshold value (within tens of microseconds), the laser is switched off, as shown in
Figure 2.4. The light within the cavity continues to reflect off the three mirrors (~100,000
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times) which creates an effective path length of tens of kilometers [Crosson, 2008].
Because the cavity is not 100% reflective, some of the laser light leaks out of the cavity,
which results in exponential decay of the detected light intensity (Figure 2.4).
The ring-down time or the exponential decay time measured by the photodetector
is directly proportional to the concentration of the absorbing specie within the cavity. The
concentration of the absorbing trace gas (N) can be calculated via Equations 2.1 and 2.2.
𝐼(𝑡)
𝐼(𝑡=0)

−𝑡

= 𝑒𝑥𝑝 ( )

(2.1)

𝜏

−1

𝑙

𝜏 (𝜆) = ( 𝑐𝑎𝑣 ) (𝐿 𝑜𝑝𝑡 + 𝜎 (𝜆)𝑁𝑙 𝑠𝑎𝑚𝑝𝑙𝑒 )
𝑐

(2.2)

Here 𝐼(𝑡 = 0) is the initial light intensity exiting the cavity, and 𝐼(𝑡) is the light intensity
exiting the cavity at the time point (t). The ring-down decay constant (τ) for a given
wavelength, λ, is calculated using the roundtrip optical length of the cavity (𝑙 𝑐𝑎𝑣 ), the
speed of light (c), the empty cavity roundtrip optical loss (𝐿 𝑜𝑝𝑡 ), the wavelengthdependent absorption cross section of the molecule (𝜎 (𝜆)), the number density (N) of the
absorbing specie, and the physical length of the sample (𝑙 𝑠𝑎𝑚𝑝𝑙𝑒 ). For reference, the ringdown time for a cavity free of absorbers is ~40 μs [Crosson, 2008]. Thus, greenhouse gas
concentrations reported by CRDS analyzers are based on time measurements, not on
transmitted light intensity. The advantage of a temporal measurement is that fluctuations
in laser voltage or shot noise have no effect on the concentration measurement [Crosson,
2008]. Periodic calibrations are suggested to ensure that the reflectivity of the cavity does
not degrade (i.e. the ringdown time decay constant of the empty cavity does not change)
because of sampled dust or aerosol. Figure 2.5 shows the long-term calibration stability
of the Picarro G2301-m CRDS analyzer.
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Figure 2.4. Conceptual representation of how the exponential decay (ring-down) time of
the detected laser intensity is proportional to the concentration of the absorbing specie in
the sample cell. Figures are adapted from
https://www.picarro.com/technology/cavity_ring_down_spectroscopy.

2.2.2

CRDS Analyzer Calibration

2.2.2.1 Carbon Dioxide and Methane
Figure 2.5 shows the Picarro G2301-m analyzer’s long-term CO 2 and CH4
calibration coefficient time series dating back to 2012. A shift in the analyzer’s
characteristic calibration coefficients occurred after Spring 2015, when the analyzer
underwent maintenance to recalibrate the wavelength monitor. The Purdue University
G2301-m analyzer was customized to measure in two modes: (1) “mass balance” mode
(0.5 Hz data frequency; discussed exclusively in this thesis) and (2) eddy covariance
mode (10 Hz data frequency). The modes differ in measurement flow rate, data
frequency, and the number of reported species. As excepted, no significant difference is
observed in the calibration coefficients between the two modes (Figure 2.5). The Picarro
G2301-m instrument has a measured 5-second 1σ precision of ±200 ppbv and ±1 ppbv
for CO 2 and CH4 , respectively, determined from sampling atmospherically relevant trace
species mole fractions from dry analytical standards. These correspond to 0.05%
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precision, for the current atmosphereic “background” concentrations of 410 ppm CO 2 and
1.8 ppm CH4 .

Figure 2.5. Long-term stability of the Picarro CRDS G2301-m CO 2 and CH4 calibratio n
coefficients. Error bars are 1σ. Changes in the characteristic calibration coefficient values
changed after Spring 2015 when the analyzer underwent maintenance.

The Picarro G2301-m analyzer was used exclusively for flights conducted in
Winter 2016 (Chapter 4). The Picarro G2301-m and Purdue University’s G2301-f
analyzer were both used during the Winter 2015 measurements (Chapters 3 and 5)
because the G2301-m analyzer had to undergo maintenance midway through the airborne
measurement campaign. The G2301-f analyzer operates under the same principles as
those described above in Figure 2.3 and Figure 2.4, but has a less extensively
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documented calibration history relative to the G2301-m analyzer. The default calibration
procedure for the Picarro analyzers uses ALAR’s in-flight calibration system and the
NOAA Earth System Research Laboratory WMO analytical standards pictured in Figure
2.2. Figure 2.6 shows an example CH4 calibration where the “True CH4 ” concentration is
the analytical standards’ concentrations assigned by NOAA, and the “Measured CH 4 ”
concentration is the average measured value from three 3-minute long calibration tank
measurement cycles.

Figure 2.6. Example CH4 calibration. The calibration equation is given to 1σ uncertainty.

However, some flights (Chapters 3, 5) were conducted in conjunction with the
University of Maryland’s (UMD) experimental Cessna. To avoid reported differences
(Argon content) in analytical standards used by Purdue (NOAA tanks) and standards used
by UMD (National Institute of Standards and Technology (NIST) tanks), the Purdue
CRDS analyzers were sometimes calibrated on the ground with CO 2 and CH4 standards
from NIST. Chapters 3-5 specifically identify which Picarro CRDS (G2301-m vs G2301-
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f), calibration standards (NOAA vs NIST), and calibration procedure (in-flight vs
ground) were used.

2.2.2.2 Water Vapor
The Picarro G2301-m analyzer was calibrated on 7 and 17 March 2016 using a
LI-COR dewpoint generator (model: LI-610). The dewpoint generator produces a stream
of humid air consistent with the saturation vapor pressure of the generator’s set point
temperature (i.e. the dewpoint temperature). The dewpoint generator was used to
calibrate over the H2 Ov mole fraction range from 7000 – 12,000 ppmv, which
corresponds to saturation vapor pressures for temperatures ranging from approximately
3o C – 10o C. The Picarro H2 Ov calibration curve slope is 0.94, the y-intercept is -200
ppmv, and R2 value is 0.99895.
The dewpoint generator has a reported precision of ±0.01 o C for the dewpoint
temperature set point. This equates to a maximum variability of ±8 ppmv in generated
H2 Ov mole fraction for the dewpoint temperatures measured. The measured precision for
H2 Ov when sampling humid air from the dewpoint generator was ±30 ppmv for relevant
ambient H2 Ov mole fractions. This value is a combination of the precision of the
dewpoint generator output and the Picarro CRDS instrument precision.

2.3

Off-Axis Integrated-Cavity-Output Spectroscopy for H2 Ov Stable Isotope
Measurements
A Los Gatos Research, Inc. (LGR) Triple Water Vapor Isotope Analyzer

(TWVIA) with enhanced performance configuration was used for airborne measurements
(1 Hz) of the stable isotopologue HDO and H2 18 O mixing ratios, which are reported as
ratios relative to “light” water (R = HDO/H2 16 O or H2 18 O/H2 16 O) in δ-notation (𝛿 (‰) =
𝑅𝑠𝑎𝑚 𝑝𝑙𝑒
𝑅𝑉𝑆𝑀𝑂𝑊

− 1); VSMOW = Vienna Standard Mean Ocean Water). The TWVIA was

installed in ALAR for airborne experiments conducted in the Washington, D.C.Baltimore, MD area and in Indianapolis, IN in February and March 2016. The airborne
isotope measurement flights are discussed in Chapter 4.

50

Laser-based isotope analyzers, like the LGR TWVIA, have made continuous in
situ measurements of H2 Ov isotopologues possible. Prior to the commercialization of
these optical analyzers, discrete atmospheric H2 Ov samples were collected via cryogenic
trapping. Such measurements provide a poorly resolved picture of the atmosphere in both
space and time. Analysis of the discrete samples are conducted offline in the laboratory
using Isotope-Ratio Mass Spectrometry, which can increase the risk of sample
contamination. In comparison, there is virtually no sample handling with laser-based
analyzers, save for contact of the H2 Ov with the TWVIA inlet and tubing.
2.3.1

Theory
The LGR TWVIA is an off-axis integrated-cavity-output spectroscopy (OA-

ICOS) analyzer. A schematic of a simple single- laser OA-ICOS analyzer is shown in
Figure 2.7. Similar to the Picarro CRDS described above, the LGR TWVIA includes two
lasers, a highly reflective optical cavity, and a photodetector. Instead of a measurement
cell containing three mirrors like the Picarro CRDS (Figure 2.3), the LGR TWVIA
optical cavity consists of two 1-m-radius-of-curvature, 2-inch-diamater mirrors [Baer et
al., 2002]. A laser beam is directed off-axis into the curved optical cavity. The off-axis
entrance causes spatial separation of the multiple reflections within the cavity until the
light retraces its path, building a long effective pathlength (~7 km) [Aemisegger et al.,
2012].
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Figure 2.7. A single-laser Los Gatos Research, Inc. off-axis integrated cavity output
spectroscopy (OA-ICOS) analyzer block diagram. The OA-ICOS analyzer used for
measurements of H2 O v , δD, and δ 18 O has two lasers. Figure is from Baer [2002].

Similar to the CRDS analyzer, the laser is switched off or tuned to a nonabsorbing wavelength to determine the amount of time for all light to leave the cavity
(i.e. cavity ringdown decay constant). This cavity ringdown decay constant is used to
confirm the integrity of the cavity mirrors and determine the effective optical pathlength
[Baer et al., 2002], however, OA-ICOS does not use ringdown time to determine the
concentration of the absorbing species. Instead, the difference between the measured
radiation intensity over an isotopologue’s entire absorption feature leaking out of the
cavity and the optical cavity’s steady-state cavity-output intensity (i.e. the laser intensity
when the sample cell is devoid of absorbing gases) is used to calculate its concentration
according to Equation 2.3 and 2.4 [Baer et al., 2002].
𝐼 𝐶 𝑇

−𝑡

𝐿/𝑐

𝐿 𝑃
𝐼 = 2(1−𝑅)
(1 − 𝑒𝑥𝑝 ( 𝜏 )) , 𝜏 = 1−𝑅

(2.3)

𝑅 ′ = 𝑅𝑒𝑥𝑝(−𝛼(𝑣))

(2.4)

In Equation 2.3 above, I is the transmitted intensity through an empty cavity. 𝐼𝐿 is the
incident laser intensity, 𝐶𝑃 is a cavity coupling parameter (0 or 1 depending on the light
source), R and T are the mirror intensity reflection and transmission coefficients, τ is the
cavity ringdown decay time, L is the distance between the mirrors, and c is the speed of
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light. When an absorbing gas is present in the optical cavity, R in Equation 2.3 is replaced
by R’ in Equation 2.4, where 𝛼(𝑣) represents the gas’ optical depth, or the absorption
cross section multiplied by the absorbing specie’s number concentration, at frequency 𝑣
over the cavity length.
The TWVIA measures H2 Ov stable isotopologue absorption over the spectral
range from 7199.9 – 7200.4 cm-1 in 7×10-5 cm-1 steps [Aemisegger et al., 2012]. One
laser is tuned to measure HDO, H2 16 O, and H2 18 O absorption features, and the other laser
is tuned to measure H2 17 O and H2 16 O, however, H2 17 O measurements will not be
discussed in this thesis. Figure 2.8 shows the HDO, H2 16 O, and H2 18 O absorption features
monitored by the TWVIA. LGR does not report the exact absorption frequencies
monitored for proprietary reasons, thus the absorption spectra x-axis (frequency) is
reported relative to an offset frequency (Figure 2.8). The transmitted intensity measured
by the detector over the three absorption features relative to the optical cavity’s steadystate transmitted intensity (i.e. no absorbing gases) is proportional to the concentration of
the respective isotopologues.

Figure 2.8. The HDO, H2 16 O, and H2 18 O absorption features monitored by the TWVIA.
The transmitted intensity measured by the detector over the three absorption features is
proportional to the concentration of the respective isotopologues. Figure is adapted from
the LGR Triple-Water Vapor Isotope Analyzer User Manual.
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2.3.2

Calibration
Currently available commercial H2 Ov isotope analyzers require a multi-step

calibration procedure which has been thoroughly described by Bailey et al. [2015]. The
first and arguably most important calibration step is to correct for the analyzer’s
nonlinear response to H2 O v concentration. A humid air sample containing H2 Ov from a
single water isotope standard should have the same δD and δ 18 O signature no matter the
volume of dry air mixed into said sample. However, laser-based isotope analyzers report
nonlinear δD and δ 18 O signatures for standards at varying H2 Ov concentrations
[Aemisgger et al., 2012; Bailey et al., 2015]. Typically, this nonlinear response is most
evident at low H2 Ov mole fractions [Sturm and Knohl, 2010]. Uncertainties in the spectral
fitting procedure, such as approximations in the spectroscopic parameters and fitting
model (e.g. the Voigt profile resulting from the convolution of Gaussian (Doppler
broadening) and Lorentzian (pressure broadening) profiles), and interferences from
adjacent spectral features are thought to be the cause of the nonlinear response [Iannone
et al., 2009; Sturm and Knohl, 2010]. Each laser-based isotope analyzer has a unique
nonlinear response that must be characterized [Sturm and Knohl, 2010; Aemisegger et al.,
2012; Bailey et al., 2015]. The multi-step calibration of the LGR TWVIA is discussed
below in the order suggested by Bailey et al. [2015].

2.3.2.1 H2 Ov Concentration-Dependence
The H2 Ov concentration-dependence of the LGR TWVIA (model: 911-0034) was
characterized in the laboratory before and after the airborne measurement campaign
(February – March 2016) using an LGR Water Vapor Isotope Standard Source (WVISS;
model: 908-0004-9003) equipped with a secondary dry air mixing chamber for extended
range operation (i.e. in low H2 Ov ambient conditions) [Rambo et al., 2011]. Figure 2.9
shows an example of the standard WVISS instrument schematic. The extended range
WVISS used in the calibrations described here has an additional mixing chamber for
subsequent dilutions with dry air to achieve very low H2 Ov mole fractions. The WVISS
samples water with a known isotopic composition from a liquid standard reservoir. The
standard sample is then nebulized using zero (dry) air into a heated chamber (75 o C),
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where it evaporates completely and is further diluted with zero (dry) air with
programmable flow rates to output a range of H2 Ov fractions with the same isotopic
signature as the liquid standard. Different combinations of nebulizer sizes (liquid water
flow rates) and standard versus extended (secondary mixing chanber is employed) range
operation were required to span a large range of H2 O v values, covering the range of
absolute humidities encountered in the experiments.

Figure 2.9. Instrument schematic of starndard range Los Gatos Research, Inc. Water
Vapor Isotope Standard Source (WVISS).

The TWVIA’s H2 Ov dependence (while operating in extended range mode) was
evaluated over the range from 550 ppmv – 14,000 ppmv, consistent with range of H2 Ov
mole fractions observed during the research flights. Measured airborne H2 Ov mole
fractions were sometimes less than 550 ppmv, but stable flows of calibration H2 O v mole
fractions lower than 550 ppmv were difficult to achieve with the WVISS. For this reason,
δD and δ 18 O values when H2 O v mole fraction was less than 550 ppmv are not reported in
the observational data. The δD and δ 18 O values of the H2 Ov isotope standards, which
bracket the ranges observed during the research flights are listed in Table 2.1. The
WVISS was programmed to sample each H2 Ov mole fraction for ≥20 minutes to allow
the system to clearly stabilize after transitions as water molecules may preferentially
adsorb or desorb from the tubing and chamber walls following changes in H2 Ov mixing
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ratios. The δD and δ 18 O H2 Ov concentration-dependence calibration curves were
constructed from the average δD and δ 18 O values reported during the last 200 s of each
calibration period in order to remove any influence of memory in the system. The δ 18 O
and δD H2 Ov concentration-dependence curves, shown in Figure 2.10a and Figure 2.11a,
respectively, were fit using the locally weighted polynomial regression “locpoly”
function from R’s “locfit” package [Bailey et al., 2015].
The full water-vapor concentration-dependence characterization was conducted
between January 2016 and June 2017. The TWVIA’s H2 Ov concentration-dependence
curve was reproducible over all δ 18 O isotope standard signatures considered (Table 2.1)
for all calibration dates. The δD-H2 Ov concentration-dependence curve was reproducible
for the three isotope standards, more enriched than -235.8‰, as shown in Table 2.1, but
was not always reproducible using the most depleted standards (South Pole Glacier and
Custom Light Blend) over the H2 Ov range of ~3000 ppmv to ~ 8000 ppmv as is shown in
the Figure 2.11a. At H2 Ov mole fractions above and below that range, the calibration
curve remained reproducible. The cause of the 3000 ppmv – 8000 ppmv irreproducibility
of the δD-H2 O v concentration-dependence curve associated with very depleted δD values
remains unknown, perhaps small leaks in the experimental setup or internal WVISS
mixing chambers or uncertainty associated with curve fitting. However, δD values
consistent with the two most depleted standards were only observed in the free
troposphere and correspond to low H2 O v mole fractions (<1000 ppmv) and were outside
of the range of H2 Ov concentrations where the irreproducibility was observed for δD
(3000 ppmv – 8000 ppmv). Therefore, this irreproducibility is not consequential to actual
flight observations. There is large variability in the TWVIA-reported δD values below
1000 ppmv H2 Ov for all the standards because measurements below 1000 ppmv H2 Ov are
nearing the limitations of the analyzer. To avoid biases resulting from the depleted δD
irreproducibility, the δD water vapor dependence curve is defined using calibration data
from the three relatively enriched standards. However, δD calibration data from each of
the five standards is used to define uncertainties (discussed below).
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Table 2.1. Calibration Standards
δD (‰)

δ18 O (‰)

d-excess (‰)

Purdue tap water

-39.9

-8.7

29.7

Boulder tap water

-117.3

-15.4

5.9

USGS-46

-235.8

-29.8

2.6

South Pole Glacier Waterb

-434.5

-54.3

-0.1

Custom Light Blendc

-573.7

-76.2

36.1

Standarda

aStandard

values are reported relative to the VSMOW-SLAP scale

b

South Pole Glacier Water isotopic signature was assigned by the the Institute of Arctic
and Alpine Research’s stable isotope laboratory.
cThe

Custom Light Blend is a mixture of Purdue tap water, Sigma Aldrich deuterium
depleted water (≤1 ppm HDO), and Isotec 95% H2 18 O (18 O-enriched) to achieve a
depleted isotopic signature that brackets the most depleted research flight observations of
δD and δ 18 O that also has a realistic d-excess signature. Because the Custom Light Blend
is isotopically more depleted than the standards, known amounts of the Custom Light
Blend and Purdue tap water were combined to make three mixtures, which were analyzed
using an LGR liquid water isotope analyzer (T-LWIA-45-EP; model: 912-0050-0001) to
determine the Custom Light Blend’s isotopic signature.
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Figure 2.10. δ 18 O-H2 Ov concentration-dependence (a) calibration curve and (b) residuals.
The true δ 18 O signature of each standard (Table 2.1) has been subtracted from the
measurements in (a) to give the “adjusted” δ 18 O signature. The residuals in (b) are
differences between the adjusted values and the H2 O v concentration-dependence (R’s
locpoly) curve fit to the values in (a).
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Figure 2.11. δD-H2 Ov dependence (a) calibration curve and (b) residuals. The true δD
signature of each standard (Table 2.1) has been subtracted from the measurements in (a) to
give the “adjusted” δD signature. The residuals in (b) are differences between the adjusted
values and the H2 Ov concentration-dependence (R’s locpoly) curve fit to the values in (a).

2.3.2.2 VSMOW-SLAP Normalization of δD and δ 18 O Measurements
After correcting the δ values for H2 Ov concentration-dependence, it is necessary
to determine if the resulting δ values need to be normalized to the VSMOW-SLAP
(Vienna Standard Mean Ocean Water-Standard Light Antarctic Precipitation) scale. As
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can be noted from Table 2.1, the H2 Ov -concentration dependence was characterized for a
large range of δ values. Despite this, Figure 2.12 shows that the linear regressions of the
isotope standards’ H2 Ov concentration-dependence-corrected δ values vs true gas phase
isotopic signature for (a) δ 18 O and (b) δD have slopes near unity and intercepts near zero.
Normalization to the VSMOW-SLAP scale was thus not deemed necessary, as
uncertainties (calculated below) would exceed the correction. This shows that while the
LGR analyzer has strong non-linear water vapor concentration dependence, it is linear in
its δ response across a wide range of δ values.

Figure 2.12. VSMOW-SLAP calibration curves for (a) δ 18 O and (b) δD. H2 Ovconcentration-corrected isotopic signatures are plotted against the standard’s true isotopic
signature. Linear regression fit slopes and intercepts are included in the figure insets.
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2.3.2.3 Water Vapor
H2 Ov mole fractions reported by the LGR TWVIA were calibrated on 7 and 17
March 2016 on the ground using a LI-COR dewpoint generator over the H2 Ov mole
fraction range from 7000 – 12,000 ppmv (corresponding to dewpoint temperatures: 3o C –
10o C). The LGR TWVIA H2 O v mole fraction calibration curve slope, y-intercept, and R2
value are 0.9845, -280 ppmv, and 0.99978, respectively (not shown here). The calibrated
H2 Ov mole fractions from the Picarro and LGR analyzers were consistent in flight (Figure
2.13).

Figure 2.13. Comparison of calibrated LGR and Picarro H2 O v mole fraction measureme nts
from the entire research flight conducted on 6 March 2016.
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2.3.3

H2 Ov δD, δ18 O, and d-excess Uncertainty Analysis

2.3.3.1 Instrument Precision
The TWVIA instrument precision was calculated as the 1σ standard deviation for
the last 20 seconds of every calibration period. The interval used to smooth the observed
δD, δ 18 O, and d-excess values is 20 s, which corresponds to the time required for the
TWVIA signal to stabilize after a change in the sample’s H2 Ov mole fraction or isotopic
signature. The δD and δ 18 O precision values are calculated as a function of H2 Ov mole
fraction using exponential decay functions (Figure 2.14).

Figure 2.14. TWVIA δ 18 O and δD 20-s instrument precision (1σ) as a function of H2 Ov
mole fraction and fits to the curves using exponential decay functions.
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2.3.3.2 H2 Ov Concentration-Dependence Calibration Uncertainty
The uncertainty associated with the TWVIA δ 18 O- and δD-H2 Ov concentrationdependence corrections is determined from the calibration residuals shown in Figure
2.10b and Figure 2.11b, respectively. The calibration residuals do include a small
instrument precision component, as the calibration values are the average of 200 s
sampling periods. The absolute value of the δD and δ 18 O residuals from all five reference
water standards tested were filtered into bins defined by 100 ppmv H2 Ov mole fraction
increments. Averages of the absolute δD and δ 18 O residuals were calculated for each bin.
For relatively dry conditions (i.e. below 3500 ppmv H2 O v ), the bin-averaged calibration
residuals increase as H2 Ov mole fractions decrease. A best-fit linear regression was
determined for the bin-averaged residuals as a function of H2 Ov mole fraction (from 550
– 3500 ppmv for δD and 550 – 3700 ppmv for δ 18 O). Bin-averaged residuals were
relatively constant for H2 O v mole fractions greater than 3500 ppmv for δD and 3700
ppmv for δ 18 O. Average H2 Ov dependence calibration uncertainties of 1.8‰ for δD and
0.9‰ for δ 18 O were calculated from the bin-averaged residuals from 3500 – 14000 ppmv
for δD and 3700 – 14000 ppmv for δ 18 O. Higher uncertainties in the δ values at low H2 Ov
mole fractions is not surprising (Figure 2.15), as the manufacturer suggests the TWVIA
be used for sampling air ranging from 4,000 – 60,000 ppmv H2 Ov .

2.3.3.3 Total Uncertainty
Total δD and δ 18 O uncertainty is calculated by propagating the error resulting
from instrument precision, 𝑆𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 , and from the calibration, 𝑆𝑐𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛 , as in
Equation 2.5.
𝑆𝑡𝑜𝑡𝑎𝑙 = √𝑆𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 2 + 𝑆𝑐𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛 2 .

(2.5)

The total d-excess uncertainty is determined according to Equation 2.6.
𝑆𝑡𝑜𝑡𝑎𝑙 ,𝑑−𝑒𝑥𝑐𝑒𝑠𝑠 = √𝑆𝑡𝑜𝑡𝑎𝑙 ,𝛿𝐷 2 + 8 × (𝑆𝑡𝑜𝑡𝑎𝑙 ,𝛿18 𝑂 2 ),

(2.6)
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where 𝑆𝑡𝑜𝑡𝑎𝑙 ,𝛿𝐷 and 𝑆𝑡𝑜𝑡𝑎𝑙 ,𝛿18 𝑂 are the total δD and δ 18 O uncertainties (Equation 2.5). The
total uncertainty for δD, δ 18 O, and d-excess as function of H2 Ov mole fraction is
presented in Figure 2.15.

Figure 2.15. Total uncertainty of δD, δ 18 O, and d-excess over the range of H2 Ov mole
fractions observed in flight.

2.4

Off-Axis Integrated-Cavity-Output Spectroscopy for NO 2 Measurements
An LGR NO 2 analyzer (late prototype model) was installed in ALAR in February

and March 2015 for airborne experiments in D.C.-Balt (Chapter 5). The LGR NO 2
analyzer operates according to the same OA-ICOS theory as described above for the
LGR TWVIA, although the NO 2 analyzer only has one tunable diode laser and the NO 2
absorption feature at 405 nm is monitored. The laser’s emission spectrum ranges from
397 to 412 nm with peak emission at 408 nm. The light is filtered through a 10-nm wide
spectral bandpass filter centered at 405 nm. Additionally, it has an internal in-line air
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dryer to remove H2 Ov and eliminate effects due to changing H2 O v mole fraction in the
sample flow. It also has a chemical scrubber to automatically provide a chemical zero.
Briefly, sampled air is first dried by Nafion tubing with a counter flow of dry air.
A three-way solenoid valve then controls where the dried sample is directed, either
directly into the optical cavity or through the chemical scrubber before entering the
optical cavity [Brent, 2014]. The NO 2 analyzer conducts a five-minute chemical zero
every thirty minutes. The NO 2 analyzer was calibrated after the research flights discussed
in Chapter 5 with an NO 2 permeation source at LGR, Inc. in Sunnyvale, CA. The
reported calibration slope used to correct the raw NO 2 measurements was 0.832. The
measured 5-second precision for the Purdue NO 2 analyzer was ±60 pptv. The research
flights in which NO 2 was measured and analyzed were conducted in coordination with an
experimental Cessna aircraft from the University of Maryland (UMD). The average
difference between the Purdue and UMD NO 2 measurements during a 20-minute intercomparison flight conducted on 19 February 2015 was 29%, which is used as the
uncertainty in the NO 2 measurements.

2.5

The Airborne Mass Balance Experiment
Most of the experimental flights discussed in Chapters 3 – 5 were designed in the

form of an airborne mass balance experiment. Airborne mass balance experiments have
been conducted to quantify emissions of greenhouse gases and criteria air pollutants from
power plants [Trainer et al., 1995; Ryerson et al., 1998], oil and gas fields [Karion et al.,
2013; 2015; Petron et al., 2014; Lavoie et al., 2015; 2017; Peischl et al., 2015; 2016; Ren
et al., 2017], and cities [Kalthoff et al., 2002; Mays et al., 2009; Gioli et al., 2014;
O’Shea et al., 2014; Cambaliza et al., 2014; 2015, Heimburger et al., 2017; Salmon et
al., 2017]. The basic objective of a mass balance experiment is to quantify emissions of
the chemical species of interest from a source by measuring pollutant concentrations at
various altitudes directly downwind of the source, capturing the full pollutant plume, as
shown in Figure 2.16. Measurements of pollutant concentrations adjacent to the pollutant
plume (outside the red dashed lines in Figure 2.16) can provide information about
“background” pollutant concentrations that do not reflect source emissions. The
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downwind – background difference (enhancement) in the pollutant concentration can be
calculated and multiplied by wind speed to give the flux of the species of interest through
an imaginary downwind plane. Integration across all elements of the plane yields the total
emission rate from the upwind source [Cambaliza et al., 2014]. The experimental study
sites (Section 2.5.1), airborne mass balance experiment flight design (Section 2.5.2),
pollutant enhancement determination (Section 2.5.3), emission rate calculation (Section
2.5.4), and uncertainty analysis (Section 2.5.5) are discussed below.

Figure 2.16 Conceptual drawing of an airborne mass balance experiment. Pollutant (CO 2)
concentrations from the city are elevated (enhanced) relative to air not influenced by urban
emissions. The transition from urban-influenced to background air is identified by the red
dashed lines. The city’s enhancement in pollutant concentration is multiplied by the
perpendicular component of the wind speed to yield the city’s pollutant emission rate.
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2.5.1

Study Sites
Airborne mass balance experiments were conducted to quantify pollutant

emissions from two cities: the Washington, D.C.-Baltimore, MD are (D.C.-Balt) and
Indianapolis, IN. The D.C.-Balt study area encompasses the urban area centered around
the cities of Washington, D.C. (38.905o N, 77.016o W) and Baltimore, MD (39.288o N,
76.617o W). D.C.-Balt is a U.S. Census Bureau-defined Combined Statistical Area, and
has a population of approximately 9.63 million [U.S. Census Bureau, 2016]. The
population density across D.C.-Balt is spatially variable. The most densely populated
areas, at 3806 persons km-2 and 2174 persons km-2 , are within the city boundaries of
Washington, D.C. and Baltimore, MD, respectively [US Census Bureau, 2010]. The
urban study site is surrounded by rural land use to the north and south. The Appalachian
Mountains lie to the west, and the Chesapeake Bay and Atlantic Ocean lie to the east of
D.C.-Balt.
The city of Indianapolis, IN (39.791 o N, 86.148o W) and its surrounding
urban/suburban sprawl have a population of approximately 1.99 million [US Census
Bureau, 2016], and the population density is 914 persons km-2 [US Census Bureau,
2010]. The Indianapolis metropolitan area is primarily surrounded by agricultural land
use. Given its isolation from other urban areas, and its relatively simple meteorology and
topography, Indianapolis is an ideal test bed for the development and evaluation of
methods to quantify pollutant emissions from densely populated urban environments
[Davis et al., 2017].
2.5.2

Flight Design
The mass balance flight experiments discussed in this thesis were conducted to

quantify pollutant emissions from cities. All flights commenced at approximately noon so
that measurements would be conducted when the height of the atmospheric boundary
layer, the lowest layer of the atmosphere that is in direct contact with surface processes,
is relatively constant [Stull, 1988]. Figure 2.17 shows a conceptual diagram of the diurnal
profile of atmospheric boundary layer growth. Solar heating of earth’s surface in the
morning causes convective mixing, which drives the height of the boundary layer
upward. Boundary layer height is relatively constant in the afternoon (Figure 2.17), at
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typically 1-2 km above the surface. As solar heating decreases at the end of the day,
convective mixing weakens, and is unable to mix pollutant concentrations
homogeneously throughout the depth of the boundary layer. This is called boundary layer
collapse or decay, and it is associated with large vertical and horizontal variability in
pollutant concentrations [Acevedo and Fitzjarrald, 2001; Lothon et al., 2014].

Figure 2.17. The diurnal profile of atmospheric boundary layer growth. The black dashed
box indicates the time of day when airborne mass balance experiments are conducted.
Figure is adapted from https://www.mountwashington.org/research-and-producttesting/current-projects/boundary- layer-exposure.aspx.

Figure 2.18 shows a three-dimensional example of an airborne mass balance
experiment flight path conducted on 27 February 2015 in D.C.-Balt. Mass balance
experiments typically begin with a vertical profile flown on the upwind side of the urban
study site. ALAR begins a vertical profile near the surface and then flies upward in a
spiral formation to characterize the depth of the atmospheric boundary layer, i.e. the
altitude corresponding to the transition from the boundary layer to the free troposphere
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that is associated with a sharp decrease in H2 Ov and surface-derived pollutant
concentrations. After pollutant concentrations stabilize in the free troposphere (~500 m
above the top of the boundary layer), ALAR completes the vertical profile by descending
downwards toward the surface. Next, a transect is conducted upwind of the city to
characterize pollutant concentrations flowing into the urban study site. Next, downwind
transects are flown at different altitudes approximately equally spaced throughout the
boundary layer (Figure 2.18). Downwind transects were conducted approximately 30 km
and 70 km from the center of Indianapolis and D.C.-Balt, respectively. Downwind
transect locations are chosen so that emissions have time to mix through the boundary
layer, although a well-mixed boundary layer is not an assumption in the emission rate
analysis described below. The locations of D.C.-Balt downwind transects were also in
part dictated by flight restrictions. The number of downwind transects completed during a
flight is dependent on city size and the time available before the atmospheric boundary
layer begins to collapse (Figure 2.18). The downwind transects were designed to extend
several tens of kilometers beyond the horizontal bounds of the urban area to ensure
complete sampling of the urban plume. Long downwind transects also ensured
appropriate sampling of background pollutant concentrations at the lateral edges of the
downwind transects where the air parcels are not influenced by urban emissions. For
most flights, a second vertical profile was flown downwind of the city to determine
boundary layer depth evolution over the duration of the flight (Figure 2.18), as well as to
characterize vertical mixing downwind of the metropolitan area.
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Figure 2.18. Three-dimensional flight path of a mass balance experiment conducted in the
Washington, D.C.-Baltimore, MD area (D.C.-Balt) on 27 February 2015. The flight path
is colored by NO 2 mole fraction. Blank areas correspond to times when the NO 2 analyzer
conducted a five-minute internal zero every 30 minutes. The map is colored by population
density.

2.5.3

Urban Pollutant Enhancement Determination
The “background” serves as a reference for determining the incremental urban

enhancement in pollutant mole fraction relative to the surrounding non-urban area.
Background concentrations are ideally representative of air not influenced by the urban
area, but of the same air mass as the air sampled downwind of the urban center. To
determine the incremental urban enhancement in pollutant mole fraction, background
mole fractions are defined from air sampled along the lateral edges of the downwind
transects where mole fractions are relatively constant, and are likely a result of rural
influence only. This approach has been used in aircraft mass balance experiments to
quantify CH4 and CO 2 emissions from cities and natural gas fields [Cambaliza et al.,
2014, 2015; Karion et al., 2015; Heimburger et al., 2017; Salmon et al., 2017].
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Figure 2.19. Background determination (cyan) for the urban H2 Ov plumes observed
downwind of D.C.-Balt on 27 February 2015. The downwind measurements of H2 Ov at
390 m above ground level (agl), 680 m agl, and 930 m agl are indicated by the black, blue,
and green traces, respectively. The upwind H2 Ov mole fractions are shown in red for
reference. Vertical grey lines identify the transition between urban-influenced and
background. This figure is adapted from Salmon et al. [2017].

Figure 2.19 shows the urban H2 Ov plume intercepted downwind of D.C.-Balt on
27 February 2015. Background mole fractions (cyan) are defined by fitting an ordinary
least squares linear regression to the rural area-influenced mole fractions on either side of
the urban plume, analogous to defining the baseline of a chromatographic peak. For the
regression analysis, the aircraft’s location along the downwind transect is the independent
variable and the dependent variable is the rural-influenced pollutant mole fractions. The
transition from rural- to urban-influenced air is defined as the point when the downwind
pollutant mole fractions are greater than the background plus three times the observed
standard deviation of the background, which is defined as the standard deviation in the
atmospheric species along the upwind transect. The standard deviation in pollutant mole
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fraction along the upwind transect is used as a proxy for defining the standard deviation
of the background, assuming that variability in pollutant mole fraction along the upwind
transect would be similar to the variability in downwind pollutant mole fractions not
influenced by the urban area. To determine the urban pollutant enhancement, background
values (𝑃𝑏𝑔,𝑖 ; 𝑃 is for pollutant) are subtracted from the elevated downwind pollutant
mole fractions (𝑃𝑑𝑤,𝑖). Point-by-point urban pollutant enhancements are identified as 𝑋𝑃,𝑖 ,
as in Equation 2.7.
𝑋𝑃,𝑖 = 𝑃𝑑𝑤,𝑖 − 𝑃𝑏𝑔,𝑖
2.5.4

(2.7)

Emission Rate Calculation
To quantify the emission rate of a pollutant from an urban study site, the flux, 𝐹𝑃,𝑖

(mol m-2 s-1 ), is calculated at each downwind data point (i), according to Equation 2.8.
𝐹𝑃,𝑖 =

𝑈⊥,𝑖 × 𝑋𝑃 ,𝑖 × 𝐹 × 𝑃𝑟𝑒𝑠𝑠 𝑖
𝑇𝑒𝑚𝑝𝑖 × 𝑅

(2.8)

Here 𝑈⊥,𝑖 (m s-1 ) is the perpendicular component of the wind speed (50 Hz winds reduced
to 10 second rolling averages), 𝑋𝑃,𝑖 (ppbv, ppmv) is the urban pollutant enhancement
defined in Equation 2.7, F (10-9 for ppbv, 10-6 for ppmv) is the unit conversion factor,
Pressi (Pa) is the atmospheric pressure, Tempi (K) is ambient temperature, and R
(8.31451 Pa m3 K -1 mol-1 ) is the ideal gas constant. Often, Equation 2.8 is written in its
simplified form: 𝐹𝑃,𝑖 = 𝑈⊥,𝑖 × 𝑋𝑃,𝑖 where it is assumed 𝑋𝑃,𝑖 has been converted from
mole fraction units (ppbv, ppmv) to molar density units (mol m-3 ) using the ideal gas law.
The flux values calculated at each downwind sampling point, 𝐹𝑃,𝑖 , are
interpolated/extrapolated using the MATLAB EasyKrig package to create a twodimensional x-z plane, or matrix (𝑀𝑃 ) of downwind pollutant fluxes [Heimburger et al.,
2017]. Each pixel of the matrix is 100 m×10 m (width×height). The matrix extends from
the surface to the top of the boundary layer, and only extends horizontally to include
urban-influenced air (Section 2.5.3). Determination of boundary layer height (zi) from
vertical profiles is typically defined by the greatest increase in potential temperature with
altitude, and is typically marked by sharp decreases in H2 Ov and pollutant mole fractions
[Cambaliza et al., 2014]. Integration to the top of the boundary layer assumes that there is
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no detrainment of boundary layer air into the free troposphere. The citywide pollutant
emission rate, 𝐸𝑅𝑃 (mol s-1 ), is calculated by integrating the pixels of the pollutant flux
matrix, 𝑀𝑃 , across the horizontal bounds of the city, and vertically from the surface to the
top of the boundary layer according to Equation 2.9.
𝑧

+𝑥

𝐸𝑅𝑃 = ∫0 𝑖 ∫−𝑥 𝑀𝑃 𝑑𝑥 𝑑𝑧
2.5.5

(2.9)

Airborne Mass Balance Emission Rate Uncertainty Analysis
The procedure for estimating the uncertainty of the city-wide pollutant emission

rates (𝐸𝑅𝑃 ) must account for uncertainties in the variables used to calculate the point-bypoint pollutant fluxes (𝐹𝑃,𝑖 ) and the uncertainty associated with
interpolating/extrapolating the point-by-point fluxes to create a pollutant flux matrix
(𝑀𝑃 ). First the relative uncertainty in the pollutant fluxes is calculated according to
Equation 2.10,
𝛿𝐹𝑃
𝐹𝑃

= √(

𝑆𝑈⊥ 2
̅̅̅̅
𝑈⊥

)

𝑆𝑃𝑟𝑒𝑠𝑠 2
+ ( ̅̅̅̅̅̅̅̅
)
𝑃𝑟𝑒𝑠𝑠

𝑆𝑇𝑒𝑛𝑝 2

+ (̅̅̅̅̅̅̅̅
) +(
𝑇𝑒𝑚𝑝

2
2
√ 𝑆𝑃 𝑑𝑤,𝑖 +𝑆𝑃 𝑏𝑔,𝑖

̅̅̅̅̅̅
𝑋𝑃 ,𝑖

2

(2.10)

)

𝑆

𝑆

𝑈⊥
𝑃𝑟𝑒𝑠𝑠
which sums the relative uncertainties of the perpendicular winds ( ̅̅̅̅
), pressure ( ̅̅̅̅̅̅̅̅
),
𝑈
𝑃𝑟𝑒𝑠𝑠
⊥

𝑆𝑇𝑒𝑛𝑝

2
2
√ 𝑆𝑃 𝑑𝑤,𝑖 +𝑆𝑃 𝑏𝑔,𝑖

𝑇𝑒𝑚𝑝

̅̅̅̅̅̅
𝑋𝑃 ,𝑖

ambient temperature (̅̅̅̅̅̅̅̅), and urban pollutant enhancements (

) in

quadrature. Additionally, the relative uncertainty in the urban pollutant enhancement is
the quadrature sum of the uncertainty in the downwind pollutant measurements (𝑆𝑃𝑑𝑤 ,𝑖 )
and the uncertainty in the background determination (𝑆𝑃𝑏𝑔 ,𝑖 ). Table 2.2 describes the
calculation of each input variable into Equation 2.10. Exceptions and additional
uncertainty components are discussed in Chapter 5 for the estimation of carbon monoxide
nitrogen oxide (NO x ) emission rates from D.C.-Balt.
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Table 2.2. Definition of inputs for the mass balance flux uncertainty calculation
Variable

𝑆𝑈 ⊥,𝑖

Definition
Sum of the squares of the systematic bias in the wind measurements (0.4 m s -1 )
and the difference between 𝑈⊥,𝑖 and the average perpendicular wind speed
observed for that particular downwind transect (𝑈⊥,𝑡𝑟𝑎𝑛𝑠𝑒𝑐𝑡
̅̅̅̅̅̅̅̅̅̅̅̅̅ )
2
𝑆𝑈 ⊥,𝑖 = √0.42 + (𝑈⊥,𝑖 − 𝑈⊥,𝑡𝑟𝑎𝑛𝑠𝑒𝑐𝑡
̅̅̅̅̅̅̅̅̅̅̅̅̅ )

𝑆𝑈 ⊥
̅̅̅̅
𝑈
⊥

The downwind average of the quotients of 𝑆𝑈 ⊥,𝑖 divided by 𝑈⊥,𝑖

𝑆𝑃𝑟𝑒𝑠𝑠,𝑖

The difference between the BAT probe-reported 𝑃𝑟𝑒𝑠𝑠𝑖 and the pressure
calculated according to the barometric pressure formula (which requires an input
of ground-based barometric pressure reported by the nearest airport)

𝑆𝑃𝑟𝑒𝑠𝑠
̅̅̅̅̅̅̅̅
𝑃𝑟𝑒𝑠𝑠

The downwind average of the quotients of 𝑆𝑃𝑟𝑒𝑠𝑠,𝑖 divided by 𝑃𝑟𝑒𝑠𝑠𝑖

𝑆𝑇𝑒𝑛𝑝,𝑖
𝑆𝑇𝑒𝑛𝑝
̅̅̅̅̅̅̅̅
𝑇𝑒𝑚𝑝

𝑆𝑃𝑑𝑤,𝑖

The difference between 𝑇𝑒𝑚𝑝𝑖 reported by the BAT probe microbead and the
simultaneous temperature reported by the FUST probe
The downwind average of the quotients of 𝑆𝑇𝑒𝑚𝑝 ,𝑖 divided by 𝑇𝑒𝑚𝑝𝑖 , where
𝑇𝑒𝑚𝑝𝑖 is the BAT probe-reported temperature
Propagation of the pollutant’s 1σ instrument precision (𝑆𝑝𝑟𝑒𝑐 ) and the uncertainty
in the slope (𝑆𝑚 ) and intercept (𝑆𝑏 ) of the pollutant’s calibration curve (𝑚 is slope,
𝑏 is intercept) for each 𝑃𝑑𝑤 ,𝑖 . 𝑃𝑟𝑎𝑤 𝑑𝑤,𝑖 corresponds to uncalibrated downwind
pollutant mole fraction.
2
2

√𝑆𝑝𝑟𝑒𝑐 + 𝑆𝑏

𝑆𝑃𝑑𝑤,𝑖 = √

+(

𝑃𝑟𝑎𝑤 𝑑𝑤,𝑖 − 𝑏
(

𝑆𝑃𝑏𝑔,𝑖

2

𝑆𝑚
𝑚

2

)

)

The standard deviation in the pollutant mole fraction along the upwind transect
(upwind variability is assumed to be representative of the variability in the linear
regression-defined background mole fractions)
The absolute errors 𝑆𝑃𝑑𝑤,𝑖 and 𝑆𝑃𝑏𝑔,𝑖are summed in quadrature for each downwind

2
2
√𝑆𝑃𝑑𝑤,𝑖 + 𝑆𝑃𝑏𝑔,𝑖

̅̅̅̅̅
𝑋𝑃 ,𝑖

measurement point. The summed quadratures are then divided by the sum of that
particular transect’s 𝑋𝑃 ,𝑖 to give the quotient:
2
2
√𝑆𝑃𝑑𝑤,𝑖 + 𝑆𝑃𝑏𝑔,𝑖

∑ 𝑋𝑃 ,𝑖

𝑡𝑟𝑎𝑛𝑠𝑒𝑐𝑡

The quotients are then squared (variance), the average variance calculated, and
finally the square root of the average variance is determined.

The last component of the emission rate uncertainty corresponds to the
interpolation and extrapolation of the point-by-point fluxes to create a pollutant flux
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matrix (𝑀𝑃 ). Cambaliza et al., [2014] performed a sensitivity analysis to determine the
impact of interpolation and extrapolation on estimated CO 2 and CH4 emission rates from
Indianapolis, IN. The authors determined that the interpolation procedure introduced on
average 12% and 8% uncertainty, and that the extrapolation from the lowest transect to
the surface introduced on average 13% and 10% uncertainty in the CO 2 and CH4
emission rates, respectively.
Chapter 3 of this thesis discusses the emission rate quantification of urban H 2 Ov
excess from Indianapolis, IN and D.C.-Balt. To estimate the interpolation/extrapolation
uncertainty for the urban H2 Ov excess emission rates, the maximum interpolation (24%)
and extrapolation (28%) uncertainties reported by Cambaliza et al., [2014] were
considered because the impact of interpolation/extratpolation has only been determined
for CO 2 and CH4 (pollutants emitted directly from anthropogenic activities) emission
rates, not H2 O v emission rates. Propagating the upper limit interpolation and extrapolation
𝛿𝐼𝐸

uncertainties (

𝐼𝐸

) results in an uncertainty of 37%. Chapter 5 of this thesis discusses the

quantification of CO and NO x emissions from D.C.-Balt. Because these species are
directly emitted from anthropogenic activities, unlike urban H2 Ov excess emissions which
mainly result from anthropogenic land cover modification, the average interpolation and
extrapolation uncertainties reported by Cambaliza et al., [2014] were propagated for an
overall

𝛿𝐼𝐸
𝐼𝐸

uncertainty of 15%.
𝛿𝐹

The relative uncertainty in the pollutant fluxes ( 𝐹 𝑃 ) and the relative uncertainty in
𝑃

𝛿𝐼𝐸

the pollutant interpolation/extrapolation ( 𝐼𝐸 ) are summed in quadrature to give the
𝛿𝐸𝑅

overall relative uncertainty in the pollutant emission rates ( 𝐸𝑅 𝑃 ), as given by Equation
𝑃

2.11:
𝛿𝐸𝑅𝑃
𝐸𝑅𝑃

2

= √(𝛿𝐹𝑃 ) + (𝛿𝐼𝐸 )
𝐹
𝐼𝐸

2

(2.11)

𝑃

Overall emission rate uncertainties are reported for each airborne mass balance flight
experiment discussed in Chapter 3 (urban H2 Ov excess emission rates) and in Chapter 5
(CO and NO x emission rates).
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URBAN EMISSIONS OF WATER VAPOR
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3.1

Motivation
Gradients in humidity between urban and rural environments have been observed

for decades, with cities found to be both drier and more humid than surrounding rural
areas depending on time of day or year [Kuttler et al., 2007; Liu et al., 2009; Hall et al.,
2016]. In general, cities are expected to be drier during the day than surrounding rural
areas [Arnfield, 2003]. Soil and vegetation retain moisture and are capable of larger rates
of evapotranspiration, in contrast to impervious urban surfaces like asphalt and concrete.
Instances when urban atmospheric moisture levels are in excess of rural areas, referred to
as urban moisture excess (UME), are often observed at night when urban heat islands
(UHIs) are at their strongest, if dew point temperatures are reached in the surrounding
rural area but not the city [Hage, 1975; Bornstein and Tam, 1977; Holmer and Eliasson,
1999; Deosthali, 2000; Kuttler et al., 2007]. Additionally, UME events have been
observed during the daytime in mid-latitude cities during winter months [Hage, 1975;
Ackerman, 1987], and in some cities throughout the year [Kuttler et al., 2007; Hall et al.,
2016].
These gradients are frequently rooted in differences between urban and rural
energy balance and moisture sources [Arnfield, 2003]. Faster rates of snowmelt and local
advection-assisted evapotranspiration have been reported in urban areas [Oke, 1979; Oke
and McCaughey, 1983; Oke et al., 1992; Bengtsson and Westerström, 1992; Neumann
and Marsh, 1998; Moriwaki and Kanda, 2004]. Energy flux partitioning in urban areas is
sensitive to the Bowen ratio (ratio of sensible to latent heat flux), which is low following
precipitation events [Offerle et al., 2006; Ward et al., 2013; Ramamurthy et al., 2014; Ao
et al., 2016]. Urban latent heat fluxes during the winter-spring transition can respond
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strongly to soil moisture thaw and snowmelt [Offerle et al., 2006; Lemonsu et al., 2008;
Leroyer et al., 2010]. However, suburban and urban areas within the same city can
exhibit different relationships between latent heat flux and the physical state and
availability of moisture on and within impervious and vegetated land cover [Bergeron
and Strachan, 2012]. Direct anthropogenic emissions of heat and moisture from
combustion sources, industry, and home heating and cooling have been reported to be
significant [Hage, 1972; Grimmond, 1992; Moriwaki et al., 2008; Sailor, 2011; Gorski et
al., 2015], and have also been implicated as contributors to UME [Hage, 1972, 1975;
Bornstein and Tam, 1977; Ackerman, 1987]. Bergeron and Strachan [2012] estimate that
wintertime water vapor (H2 Ov ) emissions in Montreal exceed that of rural areas by over
50% due to combustion and sublimation/evaporation of snow from roofs and roads, and
Gorski et al. [2015] estimate that combustion H2 Ov can account for up to 13% of surfacelevel H2 Ov in Salt Lake City in winter.
In addition to instances of UME, annual maxima in greenhouse gas greenhouse
gas mole fractions, such as for carbon dioxide (CO 2 ) and methane (CH4 ), are observed in
mid-latitude cities in winter when energy consumption is high, vertical mixing is poor,
and boundary layer heights are low [Christen, 2014; Energy Information Administration
(EIA), 2015; McKain et al., 2015; Moore and Jacobson, 2015]. Few studies have
considered the impact of elevated mole fractions of H2 O v and other greenhouse gases on
urban temperatures by absorption and re-emission of longwave radiation [Oke et al.,
1991; Holmer and Eliasson, 1999; McCarthy et al., 2010]. UHI formation has been
temporally linked with UME [Holmer and Eliasson, 1999; Deosthali, 2000; Kuttler et al.,
2007]. Studies that have quantified the radiative impacts of greenhouse gases on UHI
intensity have considered the effect of increasing longwave radiation by 40 Wm-2
(informed by urban observations of the longwave contribution from greenhouse gases)
for idealized cities [Oke et al., 1991], as well as the impact of observed urban vapor
pressure enhancements (3 hPa) on the Göteborg, Sweeden UHI [Holmer and Eliasson,
1999], and the impact of increasing average global CO 2 concentrations to 645 ppm on
global megacity UHIs [McCarthy et al., 2010].
Understanding how urban emissions of H2 Ov and other greenhouse gases
influence the environment is important, as cities, despite covering only 3% of the Earth’s
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land surface, are responsible for 70% of global CO 2 emissions and house 54% of the
world’s population, with these numbers projected to grow in the coming decades [Center
for International Earth Science Information Network, 2011; United Nations, 2011; World
Health Organization, 2016]. A positive atmospheric H2 Ov feedback exists in response to
increased CO 2 concentrations, with models suggesting H2 Ov is responsible for a
significant portion of warming via radiative effects [Rind et al., 1991; Willet et al., 2007].
Furthermore, it has been shown that atmospheric concentrations of H2 Ov are increasing
and influence the rate of warming [Solomon et al., 2010; Chung et al., 2014]. However,
questions still remain about local scale influences of H2 Ov emissions, and their
magnitude.
Urban H2 Ov excess emissions could influence aerosol properties and the
associated population of cloud condensation nuclei (CCN) which could also modify
cloud cover and weather downwind of urban areas [Mölders and Olson, 2004;
Kreidenweis et al., 2005; Bréon, 2006; Rosenfeld et al., 2008; Trusilova et al., 2008;
Twohy et al., 2009; Kourtidis et al., 2015]. In addition to regional effects on cloud cover
and water cycling, enhanced H2 Ov mole fraction impacts the liquid water content of
aerosols. As discussed in recent publications, aerosol liquid water content has a
significant impact on the processing of pollutants that partition to the aerosol phase, or
the evolution of secondary organic aerosol (SOA) and climate-relevant aerosol properties
[Carlton and Turpin, 2013; Hodas et al., 2014; Guo et al., 2015; Nguyen et al., 2015;
Rindelaub et al., 2015].
Here airborne case studies of elevated H2 Ov mole fractions observed downwind of
(1) the Washington, D.C.- Baltimore, MD, metropolitan area (D.C.-Balt), collected as
part of the Wintertime Investigation of Emissions, Reactivity, and Transport (WINTER)
and Fluxes of Atmospheric Greenhouse Gases in Maryland (FLAGG-MD) campaigns,
and (2) Indianapolis, IN, as part of the ongoing Indianapolis Flux Experiment (INFLUX)
are discussed. Unlike past studies that have reported urban H2 Ov excess by comparing
measurements from tower sites or surface-mobile traverses [Hage, 1975; Holmer and
Eliasson, 1999; Deosthali, 2000; Richards, 2005; Kuttler et al., 2007; Liu et al., 2009;
Hall et al., 2016], this study represents the first reported observations and quantification
of city-wide enhancements in H2 Ov mole fractions during daytime (results first reported
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by Salmon et al. [2017]). Additionally, emission rates of urban-derived H2 Ov from
airborne mass balance experiments conducted in the two cities are reported, and along
with a discussion of source apportionment. The hypothesis that elevated H2 Ov , CO 2 , and
CH4 mole fractions within an urban center influence the UHI via direct radiative effects is
tested.

3.2
3.2.1

Methods
Aircraft Instrumentation
The research aircraft used to quantify emission rates of urban H2 O v excess from

D.C.-Balt were Purdue University’s Airborne Laboratory for Atmospheric Research
(ALAR; discussed in detail in Chapter 2.1) and the University of Maryland’s (UMD)
Cessna 402B research aircraft (http://aosc.umd.edu/~flaggmd/). The UMD Cessna 402B
research aircraft is equipped with an instrument package to measure gaseous and particle
pollutants [He et al., 2014, 2016]. Separate inlets for gases and particles, as well as
temperature and humidity sensors were installed at the nose of the Cessna aircraft.
Temperature, humidity, and pressure were measured using a Vaisala probe (Model
PTU300, Vaisala Inc., Woburn, MA). Flight tracks were recorded using a handheld
Global Positioning System (GPS) and an aircraft Inertial Navigation System (INS).
Horizontal two-dimensional wind speed was calculated by a Garmin G600 system using
information from an INS, GPS, and an air data computer (Model GTN650, Garmin,
Chicago, IL). The UMD Cessna research aircraft was equipped with a suite of trace gas
and aerosol analyzers. Those relevant to this study include a Picarro G2401-m CRDS for
0.5 Hz CO 2 , CH4 , CO, and H2 O v measurements, and an LGR OA-ICOS for 1 Hz NO 2
measurements [Brent et al., 2015].
For the flights in D.C.-Balt, the UMD Picarro CRDS was calibrated both on the
ground and in the air with analytical standards from the National Institute of Standards
and Technology (NIST). The Picarro G2401-m instrument has measured precisions of
0.02 ppm for CO 2 , 0.2 ppb for CH4 , and 4 ppb for CO (standard deviations (1σ) of 0.5 Hz
data over five minutes) for atmospherically relevant trace species mole fractions
measured from dry analytical standards. The manufacturer-reported H2 Ov precision is 1×
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10-2 mmol mol-1 for humid air samples. For D.C.-Balt flights, the Purdue ALAR Picarro
CRDS was calibrated according to a Purdue-UMD cross-calibration with the analytical
CO 2 and CH4 standards from NIST (for consistency with the UMD CRDS).
Only measurements made aboard Purdue’s ALAR were used to quantify urban
H2 Ov excess emission rates from Indianapolis, IN. For Indianapolis flights, the ALAR
Picarro CRDS (Chapter 2.2) was calibrated with an in-flight calibration system using
National Oceanographic and Atmospheric Association (NOAA) Earth System Research
Laboratory analytical standards. Although a slight calibration correction was determined
for the Purdue Picarro CRDS analyzer’s reported H2 Ov mole fraction (Chapter 2.2.2.2),
neither the Purdue nor the UMD H2 Ov mole fractions discussed in this study are
calibrated because (1) the UMD CRDS was not calibrated for H2 Ov , and (2) the reported
H2 Ov mole fraction from the Purdue and UMD analyzers were determined to be
consistent from in-flight measurements when the two aircraft were flying parallel to one
another, spaced ~1 km apart, and flying at the same altitude with their heading oriented
perpendicular to the mean wind direction. All other Purdue and UMD measurements of
meteorological and chemical species concentrations used in this study were also
determined to consistent during this inter-comparison flight conducted on 19 February
2015 upwind of D.C.-Balt [Salmon et al., 2017].
3.2.2

Urban H2 Ov Excess Airborne Mass Balance Experiments
Airborne mass balance experiments were performed with the Purdue and the

UMD aircraft to quantify citywide emissions of urban H2 Ov excess from Indianapolis and
D.C.-Balt. A detailed discussion of the components of an airborne mass balance
experiment and the mass balance emission rate calculation is given in Chapter 2. A brief
description is given here, and uses the 27 February 2015 mass balance flight conducted
by the Purdue ALAR in D.C.-Balt as a representative example (Figure 3.1). Flights
typically began with a vertical profile to estimate boundary layer height, followed by an
upwind transect to characterize the chemical composition of the inflow into the study site.
Then, transects were conducted downwind of the urban study site at various altitudes
approximately equally spaced throughout the boundary layer. An additional vertical
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profile(s) was (were) conducted downwind of the study area to determine if the depth of
the boundary layer evolved throughout the flight.

Figure 3.1. Airborne mass balance experiment conducted by the Purdue ALAR on 27
February 2015. The flight path is colored by H2 Ov mole fraction, and shows the enhanced
urban H2 O v excess signal downwind of D.C.-Balt.

Table 3.1 is a flight log that details the date, city, and aircraft used for all the
flights discussed in this study. Figure 3.2 shows the flight paths of each of the mass
balance flights listed in Table 3.1. The “Urban H2 O v excess” column is checked for D.C.Balt flights in Table 3.1 if downwind H2 Ov mole fractions were greater than background
H2 Ov mole fractions (background determination discussed in Chapter 2.5.3). The two
Indianapolis flights listed in Table 3.1 were the only non-growing season (November
through March) flights in which an urban H2 Ov excess signal was observed in
Indianapolis. There have been 16 non-growing season Indianapolis mass balance flights
conducted in Indianapolis, however, they are not included in Table 3.1 for brevity. Also
included in Table 3.1 are the daily low and high surface temperatures and the
precipitation amount reported in the seven days prior to the flight days by the

85

Indianapolis International Airport for Indianapolis flights, and the average values
reported by the Washington National and Baltimore-Washington International Airports
for D.C.-Balt flights. Precipitation amounts for snow events are reported in snow water
equivalent.

Table 3.1. Flight log detailing urban H2 Ov excess flights.
Flight
date

Prior
rain or
snow
(mm)

Surface
temperature
low/high (o C)

zi
(m agl)

Wind
direction
(deg)

City

8 Nov
2012
25 Nov
2014
13 Feb
2015

4

-2.8 / 8.9

1050

233

Indianapolis

54

-3.3 / 2.2

630

265

Indianapolis

3

-10.3 / -1.9

1330

287

D.C.-Balt

19 Feb
2015

14

-13.1 / -6.9

1660

274

D.C.-Balt

14

-16.1 / -6.7

1080

292

D.C.-Balt

32

-8.9 / 4.2

1180

330

D.C.-Balt

21

-9.2 / 4.4

1410

270

D.C.-Balt

25

-6.4 / 2.5

1500

302

D.C.-Balt

23

0.8 / 16.4

1100

263

D.C.-Balt

23

3.3 / 14.4

1150

19

D.C.-Balt

20 Feb
2015
23 Feb
2015
25 Feb
2015
27 Feb
2015
9 Mar
2015
12 Mar
2015

Aircraft
Purdue
ALAR
Purdue
ALAR
UMD
Cessna
Purdue
ALAR
UMD
Cessna
UMD
Cessna
UMD
Cessna
UMD
Cessna
Purdue
ALAR
Purdue
ALAR
Purdue
ALAR

Urban
H2 Ov
excess
×
×
×

×

×
×
×
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Figure 3.2. Flight paths for the mass balance experiments listed in Table 3.1 in (a) D.C.Balt and (b) Indianapolis. An “*” next to the flight date in the legends indicates an urban
H2 Ov excess signal was observed. Population density map in (a) is distributed by the U.S.
Census Bureau’s Populated Places definitions. Population density map in (b) is based on
U.S. Census Bureau 2012 estimates of population density distributed by Block Group.

3.2.3

Urban H2 Ov Excess Emission Rate Calculation
The incremental urban enhancement in H2 O v mole fraction is determined using

the linear background approach, discussed in detail in Chapter 2.5.3. Briefly, background
mole fractions are defined by fitting an ordinary least squares linear regression to the
rural area-influenced mole fractions on either side of the urban plume [Cambaliza et al.,
2014, 2015; Karion et al., 2015; Heimburger et al., 2017; Salmon et al., 2017]. For the
regression analysis, the aircraft’s location along the downwind transect is the independent
variable and the dependent variable is the rural-influenced H2 Ov mole fractions. An
example of linear background determination is given by the cyan trace in Figure 3.3a for
the 27 February 2015 mass balance flight in D.C.-Balt. Background values are subtracted
from the elevated downwind mole fractions to give the point-by-point incremental urban
enhancements in H2 Ov , 𝑋𝑈𝑟𝑏𝑎𝑛,𝑖 .
The mass balance emission rate calculation is discussed in detail in Chapter 2.5.4.
Briefly, the urban enhancements 𝑋𝑈𝑟𝑏𝑎𝑛 ,𝑖 (mol m-3 ) are multiplied by the component of
the wind speed perpendicular to the downwind flight track, 𝑈⊥,𝑖 (m s-1 ) to yield fluxes,
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𝐹𝑈𝑟𝑏𝑎𝑛,𝑖 (mol m-2 s-1 ). The flux values calculated at each downwind sampling point are
interpolated/extrapolated to create a two-dimensional x-z plane, or matrix (𝑀𝑈𝑟𝑏𝑎𝑛 )
[Heimburger et al., 2017]. The matrix extends from the surface to the top of the boundary
layer, and only extends horizontally to include urban-influenced air (differentiation
between background- and urban-influenced air is discussed in Chapter 2.5.3). The
citywide emission rate, 𝐸𝑅𝑈𝑟𝑏𝑎𝑛 (mol s-1 ), is calculated by integrating the pixels of the
flux matrix, 𝑀𝑈𝑟𝑏𝑎𝑛 , across the horizontal bounds of the city, and vertically from the
surface to the top of the boundary layer. Uncertainties associated with the mass balance
emission rate calculation are discussed in Chapter 2.5.5.
This study also considers the total transport (background + urban excess) of H 2 Ov
molecules through the study area. To determine the percent contribution of urban-derived
H2 Ov to the total transport of atmospheric boundary layer H2 Ov through the study area,
total H2 Ov fluxes, 𝐹𝑇𝑜𝑡𝑎𝑙 ,𝑖𝑗 , and the total H2 Ov emission rate, 𝐸𝑅 𝑇𝑜𝑡𝑎𝑙 , are calculated
according to the procedure described above, the exception being that background H2 Ov
mole fractions are not subtracted from the downwind H2 Ov measurements. The percent
contribution of urban-derived H2 Ov to total H2 Ov transport is simply the ratio of
𝐸𝑅𝑈𝑟𝑏𝑎𝑛 : 𝐸𝑅 𝑇𝑜𝑡𝑎𝑙 .
3.2.4

Stoichiometric Combustion Ratio Estimate Based on Fossil Fuel Consumption
In order to determine the contribution of H2 O v emitted from fossil fuel

combustion within the D.C.-Balt study during the time of the mass balance flights (Table
3.1), the stoichiometric H2 Ov :CO 2 ratio weighted by D.C.-Balt fossil fuel consumption
was evaluated. Environmental Protection Agency (EPA) and Energy Information
Administration (EIA) fossil fuel consumption data for the D.C.-Balt study area was used
in the evaluation, and a breakdown of the fuel types, their characteristic H2 Ov :CO 2 ratios,
and the overall consumption-weighted H2 Ov :CO 2 ratio are provided in Table 3.2. The
weighted H2 O v :CO 2 combustion fuel ratio was calculated to be approximately 1.2 H2 Ov
molecules for every 1 molecule of CO 2 produced from combustion.
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Table 3.2. Breakdown of the weighted stoichiometric H2 Ov :CO 2 combustion ratio based
on fossil fuel consumption for D.C.-Balt during Winter 2015.

Energy Sector
Electricity (Industry, Residential & Commercial)
Fossil Fuel Type (%)
Coal (50%)
Natural Gas (44%)
Liquid Petroleum Gas (6%)

SectorWeighted
H2 Ov :CO 2
1.24:1

Sector Contribution
to CO 2 Emissions
63%

H2 Ov :CO 2
0.6:1
1.95:1
1.33:1

Transportation

1.125:1

31%

Non-Fossil Fuel Combustion

NA

6%

Final Weighted H2 Ov :CO 2

1.2:1

94%

Fossil Fuel Type (%)

H2 Ov :CO 2

Gasoline (100%)

1.125:1

The EPA estimates electricity (industry, commercial, residential), transportation,
and non-fossil fuel combustion to be responsible for 63%, 31%, and 6% of nationwide
CO 2 emissions, respectively [EPA, 2015]. The fossil fuel consumption-weighted
H2 Ov :CO 2 ratio used in this analysis does not account for non-fossil fuel combustion. The
“electricity” energy sector (which accounts for 63% of US CO 2 emissions [EPA, 2015])
is responsible for coal, natural gas, and liquid petroleum gas (LPG) consumption. Coal
carbon content is dependent on type (anthracite, bituminous, sub-bituminous, lignite).
Because data on coal type consumed was not available, the ratio of 3 H2 O v molecules for
every 5 CO 2 molecules is approximated according to Weston [2000]. Natural gas after
processing (removal of C3-C5 hydrocarbons) was estimated to be approximately 90%
methane and 10% ethane. Methane composition comprises approximately 85-95% of
natural gas [EPA, 1998]. LPG is comprised of mostly propane, and butane in smaller
proportions in the United States [Fattouh, 2014]. For the purposes of this estimate, it was
assumed LPG is made of entirely propane, as actual composition is dependent on source,
how the fuel is supplied, and what it is being used for. Gasoline was assumed to be the
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only source of combustion fuel contributing to CO 2 emissions from the transportation
sector. While gasoline is comprised of hydrocarbons containing between 5-12 carbons
(mainly straight/branched alkanes, cyclic alkanes, and aromatic compounds), it was
assumed gasoline was comprised solely of octane.
3.2.5

Rapid Radiative Transfer Model
The impact of enhanced urban greenhouse gas mole fractions on UHI intensity, or

more explicitly, the impact on the boundary layer vertical profile of the longwave
radiation budget was assessed through idealized experiments using the Rapid Radiative
Transfer Model (RRTM). RRTM is a single column radiative transfer model that uses the
correlated k-method derived from a line-by-line radiative transfer model [Mlawer et al.,
1997]. To investigate the influence of elevated urban greenhouse gas mole fractions on
UHI intensity, two scenarios were considered in which the urban boundary layer contains
(1) the average observed upwind mole fractions of CO 2 and CH4 (control scenario) and
(2) the average observed enhancements in H2 O v , CO 2 , and CH4 downwind of D.C.-Balt.
Simulations were conducted only for the D.C.-Balt flights because it is assumed that the
D.C.-Balt UHI, and the corresponding impacts of elevated greenhouse gas mole fractions,
would be greater in intensity given the population and size differences between the two
cities. The atmospheric state inserted into RRTM came from a widely-evaluated
reanalysis product, the Modern-Era Retrospective analysis for Research and
Applications, Version 2 (MERRA-2) [Bosilovich et al., 2015]. The vertical profiles of
temperature, relative humidity, and pressure for the grid box over Washington, D.C. were
taken from the 3-hour time averaged assimilated collection of MERRA-2 [Global
Modeling and Assimilation Office (GMAO), 2015a] while the surface temperature and
height of the atmospheric boundary layer came from the one-hour time averaged single
level variables data collection [GMAO, 2015b]. Calculations were performed for the
three-hour time period centered on local noon. The column was assumed to be cloud and
aerosol free to simplify the quantification of the effect of the increment of greenhouse gas
mole fractions on UHI intensity. The control scenario used the average upwind mole
fractions of CO 2 and CH4 , 408 ppm and 1949 ppb, respectively, and assumed that gases
were well mixed in the atmospheric boundary layer. Control scenario H 2 Ov mole fractions

90

were entered based on the relative humidity profile from the assimilated data that forms
the basis of MERRA-2. For scenario 2, enhancement of each species was considered
individually as well as all three combined, with the mole fractions increased by the
following amounts within the boundary layer relative to the control mole fractions: 4 ppm
CO 2 , 26 ppb CH4 , and an increase in relative humidity of 18.6% relative to the control
value of relative humidity (consistent with the observations).

3.3
3.3.1

Results and Discussion
Urban H2 Ov Enhancements and Emission Rates
An elevated urban H2 O v signal was observed on five (13 February, 20 February,

27 February, 9 March, and 12 March 2015) of the eight flights conducted around D.C.Balt. An urban H2 Ov excess signal was not observed on 19 February, 23 February, or 25
February 2015 in D.C.-Balt. Between March 2011 to December 2014, an urban H2 Ov
excess signal was observed on two of 16 mass balance flights conducted in Indianapolis
during non-growing season months (November through March).
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Figure 3.3. Urban plume profiles of (a) H2 Ov , (b) CO 2 , (c) CH4 , (d) NO 2 , and (e) aerosol
observed downwind of D.C.-Balt on 27 February 2015. Transects are colored by location
and altitude (in meters above sea level (msl)). (f) Comparison of aerosol number
concentration along the upwind (390 msl in red) and lowest downwind transect (390 msl
in black). (g) Comparison of the average normalized aerosol size distribution along the
upwind transect and sections of the lowest downwind transect (sections identified in (f)).

The magnitude of the urban H2 O v excess signal varied by day and, for some
flights, by altitude depending on the extent of vertical mixing within the boundary layer.
For example, the boundary layer downwind of D.C.-Balt was poorly mixed on 27
February 2015, as evidenced by the altitude-dependent magnitude of the H2 O v , CO 2 , CH4,
NO 2 , and aerosol plumes (Figure 3.3). The maximum urban enhancement in H2 O v mole
fraction, 1.5 mmol mol-1 , was observed on the lowest downwind transect (390 m above
sea level (msl)) of the 27 February 2015 flight. The maximum enhancement in H 2 Ov
mole fraction ranged between 0.24 mmol mol-1 – 1.5 mmol mol-1 for the five D.C.-Balt
flights. An urban H2 O v excess signal of 0.72 mmol mol-1 and 0.65 mmol mol-1 was
observed on two mass balance flights conducted in Indianapolis on 8 November 2012 and
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25 November 2014, respectively. Both the presence and magnitude of the urban H2 Ov
excess signals in D.C.-Balt and Indianapolis exhibited inter-day variability, and were not
necessarily proportional to city size (e.g. the observed Indianapolis H2 Ov excess signals
were sometimes greater than the D.C.-Balt signals). Maximum urban H2 Ov enhancements
for the D.C.-Balt and Indianapolis flights can be found in Table 3.3.

Table 3.3. List of maximum observed urban H2 O v excess enhancements, urban H2 O v excess
emission rates (ERUrban ), and urban contributions to the total boundary layer H2 Ov transport
(ERUrban :ERT otal) for flight days when an urban H2 O v excess signal was observed.

Flight date

Max enhancement in
urban H2 Ov mole fraction
[mmol mol-1 ]

ERUrban (±1σ)
[kg H2 Ov s-1 ]

ERUrban :ERT otal

8 Nov 2012*

0.72

2.1 (±1.2) × 104

2.6%

25 Nov 2014*

0.65

3.5 (±1.4) × 104

3.0%

13 Feb 2015†

0.31

1.6 (±0.66) × 104

1.7%

20 Feb 2015†

0.24

6.5 (±2.8) × 104

8.4%

27 Feb 2015†

1.49

1.7 (±0.81) × 105

5.9%

9 Mar 2015†

1.09

3.4 (±1.6) × 104

1.5%

12 Mar 2015†

0.78

3.6 (±1.6) × 104

3.1%

* Indianapolis
† D.C.-Balt

Urban H2 Ov excess emission rates (calculation discussed in detail in Chapter
2.5.4), ranged from 1.6 (±0.66) × 104 – 1.7 (±0.81) × 105 kg H2 O v s-1 for D.C.-Balt and
2.1 (±1.2) × 104 – 3.5 (±1.4) × 104 kg H2 Ov s-1 for Indianapolis. Urban H2 Ov excess
emission rates are reported in Table 3.3. Uncertainties associated with the calculation of
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citywide emission rates were estimated on average to be 46% (1σ; range: 39% - 59%),
and are reported in Table 3.3 in units of kg H2 Ov s-1 . The mass balance emission rate
uncertainty analysis is described in Chapter 2.5.5. The percent contribution of urban
H2 Ov excess to the total flow (background + urban excess) of atmospheric boundary layer
H2 Ov out of the study areas range from 1.5 – 8.4% (average: 4.1%) for the D.C.-Balt
flights, and average 2.8% for the Indianapolis flights (Table 3.3).
It is important to note that this range of emission rates is not representative of
every mass balance flight flown around the D.C.-Balt and Indianapolis areas, rather the
range corresponds only to days when an urban H2 O v excess was observed. The urban
H2 Ov excess signals described in this study were observed during non-growing season
months, when transpiration rates and saturation vapor pressure are lower than in summer
months. During this time period, urban H2 Ov excess signals may be easier to observe
relative to the noise, or natural variability in H2 Ov mole fractions. There were three of
eight D.C.-Balt flight days and 14 of 16 Indianapolis mass balance flights on which the
downwind H2 Ov mole fractions were approximately equal to, or less than, the observed
upwind H2 Ov mole fractions. Sisterson and Dirks [1978] measured lower specific
humidity values along airborne transects downwind of St. Louis, Missouri in
summertime, relative to upwind transects. Sisterson and Dirks [1978] hypothesize
decreased rates of evapotranspiration within the city and UHI-induced entrainment
contributed to lower downwind specific humidity.
3.3.2

Spatial Correlation with Anthropogenic Pollutants
Figure 3.3a-e shows that the plume shapes and widths of the other anthropogenic

species, CO 2 , CH4 , NO 2 , and aerosol number concentration, respectively, track the urban
H2 Ov plume observed on 27 February 2015. Periods without NO 2 data in Figure 3.3d
correspond to times the analyzer was performing five-minute-long internal zeroes (every
30 minutes of sampling; Chapter 2.4). Similar urban plume shapes of H2 Ov and other
anthropogenic species were observed during the other D.C.-Balt flights. Additionally, the
most intense H2 Ov peak observed downwind of the D.C.-Balt area on 27 February 2015 is
co-located with the urban aerosol plume and the greatest aerosol concentrations as shown
in Figure 3.3f-g. Aerosol number concentration increased three to fourfold after passing
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over D.C.-Balt, with little growth observed in aerosol diameter (Figure 3.3f-g).
Hygroscopic aerosol with diameters greater than ~0.1 µm can act as CCN, and elevated
aerosol concentrations can produce smaller and more numerous droplets that take longer
to grow to precipitation size droplets under constant moisture conditions, impacting cloud
optical properties and precipitation yield and frequency [Kreidenweis et al., 2005; Bréon,
2006]. However, if aerosol emissions are collocated with H2 Ov emissions, as indicated by
the present observations (Figure 3.3a, e-g), moisture conditions would not be constant,
and may counteract aerosol-delayed precipitation [Rosenfeld et al., 2008]. Indeed, it has
also been shown that H2 O v can have a stronger impact on cloud cover than aerosol optical
depth [Kourtidis et al., 2015].
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Figure 3.4. Atmospheric correlation of the combustion product enhancements: H2 Ov , CO2,
and NO 2 on (a) 27 February, (b) 13 February, (c) 20 February, (d) 9 March, (e) 12 March
2015. “∆” indicates the data shown are background-subtracted enhancements. The Pearson
correlation coefficients (r) for the linear relationships of CO 2 and H2 Ov are provided.
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Continuing to use the 27 February 2015 flight as a representative example, Figure
3.4a shows that the downwind enhancements of the combustion products CO 2 , H2 Ov , and
NO 2 were atmospherically correlated (Pearson correlation coefficient of 0.83 for CO 2 and
H2 Ov ). This correlation was also observed for three of the other D.C.-Balt flights, but to a
lesser extent (Figure 3.4b-c, e; r = 0.41 – 0.50). There was one D.C.-Balt flight day, 9
March 2015, where no correlation (Figure 3.4d; r = 0.1) was observed. This implies that
the urban H2 Ov excess is frequently associated spatially and temporally with
anthropogenic activities within D.C.-Balt. While the observed urban plumes of H2 Ov ,
CO 2 , CH4 , NO 2 , and aerosol track a similar shape (Figure 3.3a-e) on 27 February 2015 in
D.C.-Balt, and H2 Ov , CO 2 , and NO 2 enhancements show correlation of varying strengths
(Figure 3.4), data from the Indianapolis flights do not always suggest an equally strong
spatial correlation between these species.
Figure 3.5a-c shows urban plume profiles of H2 O v , CO 2 , and CH4 , respectively,
from the 8 November 2012 flight in Indianapolis (flight path shown in Figure 3.2b). The
urban H2 O v plume was observed to be slightly broader, and did not exhibit the same
double peak profile of the CO 2 and CH4 plumes during the 8 November 2012 flight.
Similarly, the H2 O v plume observed on the 25 November 2014 flight is offset to the south
of the CH4 and CO 2 plumes (Figure 3.5d-f, respectively; flight path shown in Figure
Figure 3.2b). In the case of the observations from 25 November 2014, it appears that the
urban H2 O v plume is originating from the southern outskirts of Indianapolis, which is
primarily suburban. The largest CO 2 and CH4 plumes appear to originate slightly south of
central Indianapolis, likely as a result of emissions from the city’s power plant and
landfill, which are located in the southwest part of the city. Potential reasons for
differences in observed spatial relationships between these atmospheric species of urban
origin are discussed below.
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Figure 3.5. Urban plumes of (a) H2 O v , (b) CO 2 , and (c) CH4 observed downwind of
Indianapolis on 8 November 2012. Urban plumes of (d) H2 O v , (e) CO 2 , and (f) CH4
observed downwind of Indianapolis on 25 November 2014. Transects are colored by
altitude (meters above ground level (m agl)). Indianapolis city boundaries are indicated by
the vertical dashed lines.

3.3.3

Sources and Impacts of Urban H2 Ov Excess
Below the sources and conditions likely contributing to the enhancement in H2 Ov

mole fractions observed downwind of the D.C.-Balt and Indianapolis areas are discussed,
including direct anthropogenic moisture sources such as combustion and evaporative
cooling, moisture contributions from local bodies of water, which were determined to be
negligible, and finally, differences in urban and rural evaporation rates. Lastly, the
radiative impact of elevated H2 Ov and greenhouse gas mole fractions on the urban
boundary layer, more specifically UHI intensity, is evaluated.
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3.3.3.1 Direct Anthropogenic Sources
Combustion sources have been identified as a major wintertime contributor to
urban moisture in mid-latitude cities, contributing up to 13% of surface-level moisture
during inversion periods in Salt Lake City, UT, and causing urban low-temperature fog in
Edmonton, Alberta, Canada [Hage, 1972, 1975; Ackerman, 1987; Gorski et al., 2015]. To
estimate D.C.-Balt emission rates of H2 Ov from combustion sources, CO 2 emission rates
calculated according to the procedure described in Chapter 2.5.3-2.5.4, were multiplied
by a H2 O v :CO 2 combustion ratio weighted for the fossil fuel use distribution in the D.C.Balt area [EPA, 2015; EIA, 2015]. The calculation of the consumption-weighted
H2 Ov :CO 2 combustion ratio, estimated to be approximately 1.2 H2 O:1 CO 2 , is discussed
above in Section 3.2.4. The emission rates of combustion-derived H2 Ov are provided in
Table 3.4.
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Table 3.4. Combustion-derived H2 Ov emission rate (ERCombust ) and maximum cooling
tower emission rate (ERMaxCT ) estimates for days when an urban H2 Ov excess signal was
observed. The contributions of ERCombust and ERMaxCT to ERUrban (urban H2 Ov excess
emission rate) and ERT otal (total boundary layer H2 O v transport) are also provided.
Flight date
(low/high
surface temp+)

ERCombust
[kg H2 Ov s -1 ]

ERCombust
ERUrban

ERCombust
ERTotal

[%]

[%]

ERMaxCT
[kg H2 Ov s -1 ]

ERMaxCT
ERUrban

ERMaxCT:
ERTotal

[%]

[%]

8 Nov 2012*
(-2.8o C/8.9o C)

3.7 × 102

1.8%

0.046%

6.7 × 102

3.2%

0.084%

25 Nov 2014*
(-3.3o C/2.2o C)

3.2 × 102

0.9%

0.027%

6.7 × 102

1.9%

0.056%

13 Feb 2015†
(-10.3o C/-1.9o C)

1.5 × 103

9.6%

0.17%

7.4 × 103

43%

0.75%

20 Feb 2015†
(-16.1o C/-6.7o C)

2.5 × 103

3.9%

0.32%

7.4 × 103

11%

0.87%

27 Feb 2015†
(-6.4o C/2.5o C)

1.7 × 103

1.0%

0.057%

7.4 × 103

4.4%

0.25%

9 Mar 2015†
(0.8o C/16.4o C)

6.7 × 102

2.0%

0.028%

7.4 × 103

21%

0.31%

12 Mar 2015†
(3.3o C/14.4o C)

3.8 × 102

1.1%

0.029%

7.4 × 103

19%

0.56%

+

Temperature reported by the Indianapolis International Airport for Indianapolis flights or the
Washington National and Baltimore-Washington International Airports for D.C.-Balt flights
* Indianapolis
† D.C.-Balt

The magnitude of the combustion-derived H2 Ov emission rates, presented as
ERCombust in Table 3.4, appear to be inversely proportional to temperature, as would be
expected in the winter due to increased fossil fuel consumption for space-heating. Also
presented in Table 3.4 is the contribution of combustion-derived H2 O v to the urban H2 Ov
excess signal, which was estimated to range from 1.0-9.6%. However, the maximum
contribution of combustion-derived H2 Ov to the total flow of H2 Ov exiting the study area
is negligible, with a maximum contribution of ~0.32%. Similarly, Kalanda et al. [1980]
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report high urban latent heat fluxes, but estimate the maximum combustion-derived H2 Ov
contribution to be at least an order of magnitude lower than the observed latent heat
fluxes. Given the magnitude of the combustion-derived H2 O v estimates, it is likely that
the observed correlation between combustion products CO 2 , H2 Ov , and NO 2 shown in
Figure 3.4 represents spatial coherence between combustion sources and the sources of
urban-derived H2 O v in D.C.-Balt on some days. This hypothesis of occasional spatial
correlation is supported by the observed combustion product correlation on 9 March 2015
(Figure 3.4d), which do not show as strong a relationship as the other D.C.-Balt days.
Additionally, the plume shapes of H2 O v and CO 2 from Indianapolis in Figure 3.5 do not
track one another, indicating that combustion sources are not the dominant source of
urban H2 O v excess for these days.
In addition to the H2 Ov produced from combustion reactions, the other main form
of direct anthropogenic moisture is from the phase change associated with evaporative
cooling equipment [Sailor, 2011]. Evaporative cooling from air conditioning systems was
implicated as the major contributor to large summertime latent heat fluxes in Tokyo,
Japan by Moriwaki et al. [2008]. However, the authors report winter urban latent heat
fluxes to be nearly two orders of magnitude lower than their summer estimates.
Evaporative cooling towers from energy generating stations are sources of direct
anthropogenic moisture throughout the year. Latent heat flux contributions from cooling
towers are often not included in urban energy balance modeling because there are few
quantitative reports on their contribution, and these estimates tend to be small [Grimmond
et al., 2010]. Cooling tower plume dispersion models have been evaluated with empirical
data collected by the EPA and United States national labs during the 1970s [Meroney,
2006; Ruiz et al., 2013]. Stockham [1971] reports periodic H2 Ov emissions over a fourmonth period from the cooling towers of a coal-fired 1,800 MW electricity generation
facility. From the data reported by Stockham [1971], the linear relationship (R2 = 0.983,
N=11) between the cooling tower H2 O v emission rate and the capacity at which the
facility was operating was determined to be 4.1 g H2 Ov s-1 MW-1 for every percent of
operating capacity. Orville et al. [1981] simulated emissions to be 2.5 × 10 4 kg H2 Ov s-1
from a 48,000 MW power park using an unspecified fuel source. Hane [1978] simulated
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slightly higher emissions, 3 × 104 kg H2 Ov s-1 , from a nuclear plant, but did not specify
the plant’s power output.
The power plants within the D.C.-Balt study area were capable of collectively
generating ~15,700 MW of power during Winter 2015, and the primary fuel source was
coal for most of the facilities [EIA, 2016b]. By applying the operating capacity-emission
rate relationship observed by Stockham [1971] to the D.C.-Balt electricity generating
facilities, the cooling towers within the study area would emit ~6.5 × 10 3 kg H2 O v s-1 if
operating at full capacity. Similarly, scaling Orville et al. [1981]’s emissions by power
output for the D.C.-Balt facilities results in a maximum emission rate of 8.2 × 10 3 kg
H2 Ov s-1 . Averaging the cooling tower emission estimates based on Stockham [1971] and
Orville et al. [1981] gives a maximum collective cooling tower emission rate of 7.4 × 10 3
kg H2 Ov s-1 for D.C.-Balt. Repeating this calculation for the energy generating facilities’
cumulative power output of 1,400 MW in Indianapolis, gives a maximum cooling tower
emission rate of 6.7 × 102 kg H2 Ov s-1 . Given these operating conditions, cooling tower
H2 Ov emissions could contribute up to ~43% of the urban excess H2 O v signal for the
D.C.-Balt flight day with the smallest observed emission rate, 1.60 × 10 4 kg s-1 on 13
February 2015. However, assuming the same operating conditions, cooling tower H2 Ov
emissions would only contribute ~4% to the maximum observed urban excess H 2 Ov
emission rate of 1.68 × 105 kg s-1 on 27 February 2015 in D.C.-Balt. Similarly, cooling
tower emissions from energy generating facilities operating at full capacity in
Indianapolis would only contribute approximately 3% and 2% to the urban H2 Ov excess
signal observed on 8 November 2012 and 25 November 2014, respectively. Maximum
cooling tower emission rate estimates and their contribution to the observed urban H2 Ov
excess signals are provided in Table 3.4.

3.3.3.2 Contribution from Local Bodies of Water
Due to the proximity of the D.C.-Balt area to the Atlantic Ocean, it is possible that
moist air parcels originating from the sea-breeze were sampled aloft on their return
circulation toward the ocean [Stull, 1988]. However, moist sea-breeze air would likely
contribute to humidity levels equally along the coast, and not contribute preferentially to
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urban air than rural air. A sea-breeze circulation was not observed on 27 February 2015,
as the wind direction measured along the lowest (390 msl) downwind transect originated
from the northwest (Figure 3.6), nor was it observed during the other D.C.-Balt flight
days.

Figure 3.6. Average (20-km intervals) wind direction along the lowest transect (390 msl)
conducted downwind of D.C.-Balt on 27 February 2015. Prevailing winds along the lowest
downwind transect, and along all other transects, are from NW, indicating no sea-breeze
circulation.

The Chesapeake Bay, across which downwind transects were sometimes flown,
was frozen for the majority of the WINTER field campaign (Figure 3.7). The vapor
pressure of ice is only slightly lower than that of liquid water at the same temperature. It
is unlikely that there was a significant contribution of moisture from the Chesapeake Bay
considering the well-defined H2 Ov plumes intercepted directly downwind of the D.C.Balt area (Figure 3.3a), rather than broad plumes spanning the length of the Chesapeake
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Bay as would be expected if the Chesapeake was the excess H2 Ov source. The most
intense plume of excess H2 Ov observed on 27 February 2015 was in fact upwind of the
Chesapeake Bay (Figure 3.2a). Additionally, the urban H2 O v excess signal is often
correlated temporally and spatially with anthropogenic activities, as demonstrated by the
combustion product correlation plots for most of the flights in D.C.-Balt (Figure 3.4).
Additionally, an urban H2 O v excess signal has been observed downwind of Indianapolis
(Figure 3.5), in the absence of significant bodies of water. Relative to D.C.-Balt,
Indianapolis is a meteorologically simple environment, and the nearest body of water,
Lake Michigan, is over 200 km north of the city.

Figure 3.7. Photograph of the semi- frozen Chesapeake Bay taken from Purdue’s ALAR
on 16 February 2015. Photo credit: Olivia E. Salmon.
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3.3.3.3 Urban-Rural Energy Balance Differences
The combined emissions from combustion sources and cooling towers at most
account for approximately half of the observed enhancement in H2 Ov mole fractions in
the outflow from D.C.-Balt and Indianapolis. Additionally, it was inferred from the
observations that nearby bodies of water did not contribute significantly to the observed
H2 Ov enhancement in the D.C.-Balt or Indianapolis outflows. Additional sources of
urban-derived H2 O v must have contributed to the enhancement in urban H2 Ov outflow on
the days when an elevated urban H2 Ov signal was observed. High latent heat fluxes have
been reported within urban areas, particularly following precipitation events, by several
urban energy balance studies [Oke, 1979; Kalanda et al., 1980; Oke and McCaughey,
1983; Grimmond, 1992; Oke et al., 1992; Offerle et al., 2006; Ward et al., 2013;
Ramamurthy et al., 2014; Ao et al., 2016]. Rapid urban evaporation, providing there is
available moisture, can result from the oasis effect, a local or microscale advection
process that occurs when warmer or drier air is advected from above an impervious
surface to a moist and/or porous surface creating a large moisture gradient, initiating
faster rates of evaporation and snowmelt [Oke, 1979; Bengtsson and Westerström, 1992;
Neumann and Marsh, 1998; Moriwaki and Kanda, 2004].
The northeastern United States received significant amounts of snow and rain
throughout the WINTER campaign. Over the one month of Purdue and UMD mass
balance flights (13 February to 12 March 2015), the D.C.-Balt area received
approximately 101 mm of precipitation (reported by Washington National and BaltimoreWashington International Airports). From 1 January to 12 March 2015 (date of last D.C.Balt mass balance flight), the D.C.-Balt area received approximately 29 mm more
precipitation than average (snow accumulation is converted to snow water equivalent).
The oasis effect could be a contributor to the observed urban H2 Ov exces signals.
However, the observations indicate that prior precipitation does not necessarily lead to an
observable urban H2 Ov excess signal (Table 3.1). Similar amounts of snow fell in D.C.Balt prior to all flight days, including days when an urban H2 Ov excess signal was not
observed (Table 3.1). While the airborne mass balance measurements cannot be used to
evaluate the conditions impacting urban evaporation rates, other studies have shown that
wintertime urban latent heat fluxes are sensitive to the physical state and availability of
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water on and within impervious and natural land cover [Offerle et al., 2006; Lemonsu et
al., 2008; Leroyer et al., 2010; Bergeron and Strachan, 2012].
In addition to being influenced by micro- and local scale advection processes,
rates of evaporation and urban snowmelt can be influenced by large anthropogenic
sensible heat fluxes in areas where space-heating occurs [Bengtsson and Westerström,
1992; Grimmond, 1992; Sailor, 2011; Bergeron and Strachan, 2012]. It is possible that
anthropogenic heat fluxes during the D.C.-Balt flights were significant considering the
sub-zero temperatures (Table 3.4) and space heating that would be required. Urban
snowmelt has also been shown to be influenced by longwave radiation emitted from
buildings with high emissivity values, and the relatively lower albedo of the surrounding
urban surfaces [Lemonsu et al., 2008; Leroyer et al., 2010; Bergeron and Strachan,
2012]. Urban snow typically is cleared from parking lots, roads, and sidewalks and
gathered in large piles [Järvi et al., 2014], where it can become packed and mixed with
gravel and dirt, significantly lowering its albedo [Bengtsson and Westerström, 1992; Ho
and Valeo, 2005]. The effect of road salt on evaporation within cities is complex. Road
salt helps to melt ice and snow on roadways by decreasing the freezing point of water,
but the resulting salt-meltwater solution has a vapor pressure lower than that of pure
water.
The airborne mass balance measurements do not possess the resolution or
features to explain why the urban H2 Ov excess signal is observed on some days, but not
others. Estimates of combustion and cooling tower emissions do not entirely account for
the magnitude of the observed urban H2 Ov signals. Indeed, if combustion and cooling
tower emissions were dominant sources, elevated urban H2 O v mole fractions would likely
be detected on every flight. But this is not the case for the D.C.-Balt flight days on 19, 23,
and 25 February 2015 when an elevated urban H2 Ov signal was not observed (Table 3.1).
If enhanced urban snowmelt and evaporation is widespread, i.e. on the city-scale, it could
be a dominant urban H2 Ov excess source. It is likely that some combination of abundant
moisture, anthropogenic heat flux, radiative properties of urban surfaces, and local-scale
advection processes resulted in the urban areas acting as sources of indirect
anthropogenic H2 Ov . Enhanced rates of urban evaporation and snowmelt could be
responsible for the sometimes spatially offset urban H2 O v plume relative to the plumes of
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other greenhouse gases (Figure 3.5). For example, emissions of CO 2 and CH4 from power
plants, transportation, natural gas distribution networks, and landfills are concentrated at
the center of Indianapolis [Cambaliza et al., 2014], but significant advection-assisted
evaporation could occur along the highways and residential areas surrounding the urban
center. Bergeron and Strachan [2012] report different wintertime H2 O v emission
responses from urban and suburban tower sites within 18 km of one another in Montreal.
The airborne mass balance measurements allow for city-wide estimates of urban
H2 Ov excess emissions relative to rural areas. To determine if rapid evaporation and
snowmelt is a dominant contributor to the urban H2 Ov excess signal on the city-scale,
future studies should conduct mobile measurements of urban-rural humidity differences
[Chandler, 1967; Kopec, 1973; Bornstein and Tam, 1977; Sisterson and Dirks, 1978;
Richards, 2005] simultaneously with local-scale measurements of snowmelt/evaporation
and energy balance within and outside the urban area.
3.3.4

Impacts of Elevated H2 Ov on the Urban Heat Island
Radiative forcing by anthropogenic greenhouse gas emissions is often considered

in terms of global temperature increase. But the question remains as to whether the
combined effects of elevated CO 2 , CH4 , and H2 Ov can impact the intensity of the daytime
UHI. On average, the air advected out of the D.C.-Balt area was elevated in CO 2 , CH4 ,
and H2 Ov , by 4 ppm, 26 ppb, and 0.43 mmol mol-1 , respectively, on days when an urban
H2 Ov excess signal was observed. Past studies have considered the impact of elevated
urban greenhouse gas mole fractions on UHI intensity [Oke et al., 1991; Holmer and
Eliasson, 1999; McCarthy et al., 2010]. For some of these studies, H2 Ov [Holmer and
Eliasson, 1999] or CO 2 [McCarthy et al., 2010] were considered individually, or the
focus was on simulating the nighttime UHI [Oke et al., 1991; Holmer and Eliasson,
1999].
The impact of enhanced urban greenhouse gas mole fractions on UHI intensity
was assessed through idealized experiments using the Rapid Radiative Transfer Model
(RRTM; Section 3.2.5). The RRTM simulations show that on all five D.C.-Balt days the
urban enhancement in CO 2 and CH4 mole fractions had a negligible impact on the
longwave radiation budget. McCarthy et al. [2010] show that the UHI intensity of
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megacities is positively influenced in the hypothetical scenario of increasing the global
atmospheric CO2 mole fraction to 645 ppm. Their analysis, however, is extreme in
comparison this study’s RRTM simulation of the relative impact, which used the average
observed urban enhancement in CO 2 mole fraction, 4 ppm, for a total of 412 ppm CO 2
well-mixed throughout the D.C.-Balt boundary layer. Enhanced H2 O v had a larger, but
still minimal, impact on the longwave radiation budget than CO 2 and CH4 .
Figure 3.8 shows the RRTM simulation results for 13 February 2015 (the threehour period centered on local noon), which was a clear day. The RRTM simulations are
idealized, and do not account for aerosol or clouds. Relative to the control scenario,
elevated H2 O v mole fractions produced a cooling of roughly -0.1o C day-1 at the top of the
boundary layer, and a comparable warming of 0.1o C day-1 at the surface (Figure 3.8).
These values are small, but could contribute to the average afternoon UHI of ~1.5 o C
observed in Washington, D.C. in winter by 6-7% at the surface [Hicks et al., 2010].
Absorption of shortwave radiation (warming) by H2 Ov during the daytime is less in
magnitude than longwave cooling, thus producing a net cooling within the boundary
layer during the day that is less than -0.1o C day-1 . Holmer and Eliasson [1999] also report
competing impacts from elevated urban humidity on UHI intensity, which result in a net
cooling effect. The small greenhouse gas-induced radiative impacts in the urban plume
suggested by these calculations are consistent with results from previous studies [Oke et
al., 1991; Holmer and Eliasson, 1999].
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Figure 3.8. The difference in the vertical profile of (a) upwelling, (b) downwelling, and (c)
net longwave (LW) radiative fluxes and (d) LW heating rate between the elevated urban
H2 Ov and control H2 Ov scenarios for Washington, D.C. on 13 February 2015. Boundary
layer height is indicated with the dashed line.

3.4

Conclusions
The wintertime airborne case studies around D.C.-Balt and Indianapolis reveal

instances of significant urban emissions of H2 Ov that result in H2 Ov mole fractions
downwind of the urban area to be in excess of rural H2 O v mole fractions. On flight days
when an elevated H2 Ov signal was observed, the emission rate of excess urban H2 Ov
ranged between 1.6 (±0.66) × 104 – 1.7 (±0.81) × 105 and 2.1 (±1.2) × 104 – 3.5 (±1.4) ×
104 kg s-1 for D.C.-Balt and Indianapolis, respectively. The emissions of excess urban
H2 Ov contributed between 1.5-8.4% to the total flow of atmospheric boundary layer H2 Ov
out of the urban areas. The observations of urban H2 Ov excess occurred during times of
the year when transpiration rates were likely very low. Furthermore, because of the low
temperatures associated with winter, saturation vapor pressure is lower than in summer
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months, and urban H2 Ov excess signals are easier to observe relative to the noise, or
natural variability in H2 Ov mole fractions.
This is the first study (originally reported by Salmon et al. [2017]) to report
elevated H2 O v mole fractions downwind of an urban area using airborne platforms during
daytime, and which has shown city-wide H2 Ov excess, rather than from local scale
observations. Previous urban-rural humidity studies employed mobile [Chandler, 1967;
Kopec, 1973; Richards, 2005] and airborne platforms [Bornstein and Tam, 1977;
Sisterson and Dirks, 1978] to traverse larger rural and urban areas, but none reported
elevated moisture levels downwind of cities during midday. Studies of urban-rural
humidity gradients and energy balance studies typically employ meteorological and eddy
covariance towers, where the locations of rural stations are purposely chosen so that they
are not influenced by a nearby urban center. Urban areas are heterogeneous, and thus
tower location would be very important.
A combination of sources and conditions was likely responsible for the observed
urban H2 O v signal reported here. Using CO 2 emissions estimates and a combustion fuel
consumption-weighted H2 Ov :CO 2 ratio, it was estimated that combustion sources
contributed a maximum of 9.6% to the elevated urban H2 Ov signal, and only contributed
a maximum of 0.32% of the total transport of boundary layer H2 Ov through the study
areas. Contributions from evaporative cooling towers when energy generation facilities
are operating at maximum capacities could account for approximately 2% to 43% of the
observed urban H2 Ov excess signals. A dominant source contributing to the urban H2 Ov
signal could be rapid urban snowmelt and evaporation either from increased wintertime
anthropogenic heat flux and/or advection-assisted evaporation. It was determined that
prior precipitation events do not necessarily lead to observable urban H2 O v signals.
Combining mobile city-scale H2 Ov measurements with micro- and local-scale
measurements of snowmelt, evaporation, and energy fluxes at several rural and urban
sites could be a next step in directly determining the relative contribution of these
processes to the urban H2 Ov excess signal.
It was determined using RRTM simulations that elevated urban mole fractions of
H2 Ov , CO 2 , and CH4 individually, and collectively, had small impacts on UHI intensity.
At the surface, elevated urban mole fractions of H2 Ov could be responsible for 6-7% of
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UHI intensity. However, this surface warming is counteracted by longwave cooling at the
top of the boundary layer. Atmospheric boundary layer effects caused by urban H2 Ov
emissions could be significant, and include urban area-modified downwind cloud cover
and weather [Mölders and Olson, 2004; Rosenfeld et al., 2008; Trusilova et al., 2008;
Twohy et al., 2009; Kourtidis et al., 2015]. In addition, recent findings indicate that
aerosol chemistry and optical properties could be modified in the downwind region of the
urban environment [Twohy et al., 2009; Carlton and Turpin, 2013; Hodas et al., 2014;
Guo et al., 2015; Rindelaub et al., 2015].

3.5
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CHAPTER 4.
VERTICAL PROFILE OBSERVATIONS OF
WATER VAPOR STABLE ISOTOPOLOGUES

4.1

Motivation
Water vapor (H2 Ov ) in the lower troposphere modulates processes including cloud

formation, precipitation, severe weather development, atmospheric circulation, radiative
forcing, and climate feedbacks (Held and Soden, 2000; Kunkel et al., 2012; Tompkins,
2001; Trapp et al., 2007; Trenberth, 2011). Accurately representing these dynamic,
mesoscale processes in models can be difficult, and efforts to improve parameterizations
are ongoing (Gerber et al., 2013; Park et al., 2017; Wood, 2012; Yamaguchi and
Feingold, 2013). Some active areas of research include: quantifying the inversion layer
entrainment flux (Wood, 2012), refining entrainment-cloud evaporation relationships
(Gerber et al., 2013; Yamaguchi and Feingold, 2013), and updating cloud evaporation
schemes with new cloud classes (Park et al., 2017).
Free troposphere entrainment and cloud evaporation influence the maintenance of
the cloud layer, which in turn influences radiative forcing (Gerber et al., 2013;
Yamaguchi and Feingold, 2013). The nature of H2 O v as a climate feedback agent adds
further complexity to our understanding of H2 Ov ’s role in weather. Anthropogenic
greenhouse gas emissions have resulted in increasing global temperatures, enhanced
evaporation from the oceans, and higher atmospheric concentrations of H2 Ov , the
dominant absorber of infrared radiation (Held and Soden, 2006; Willet et al., 2007).
Warmer temperatures and more humid conditions have caused a shift towards less
frequent, but more intense precipitation events, increasing the risk of both floods and
droughts (Roque-Malo and Kumar, 2017; Trenberth, 2011). H2 Ov also modulates
production of the dominant atmospheric oxidant, the hydroxyl radical (Thompson, 1992).
Thus, accurately representing H2 Ov in mesoscale processes is of great importance in a
warming world.
H2 Ov stable isotopologue measurements are a potential tool to inform our
understanding of the distribution and dynamics of H2 Ov in the lower troposphere
(Galewsky et al., 2016). H2 Ov stable isotopologue ratios, i.e. the ratio of heavy (HDO or
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H2 18 O) to light (H2 16 O) molecules, can contain information about the meteorological
conditions at an air parcel’s source region, surface H2 Ov sources, like evapotranspiration,
as well as its temperature-dependent phase change history since that point (Benetti et al.,
2014; Delattre et al., 2015; Lai and Ehleringer, 2011; Uemura et al., 2008; Welp et al.,
2012). The δ-notation indicates the sample’s heavy-to-light isotope ratio reported relative
to an international standard (δ = Rsample/Rstandard - 1), where  is commonly multiplied by
1000 to report in units of per mil (‰).
Isotopic fractionation processes, which influence the ratio of heavy-to-light water
molecules, often act to enrich/deplete both HDO and H2 18 O in atmospheric waters,
resulting in co-varying δD and δ 18 O signatures. Rayleigh distillation theory can be used
to calculate the degree of equilibrium fractionation that occurs when condensate is
removed from an air parcel as it cools, such as when it is undergoes ascent. Rayleigh
theory assumes that when saturation is reached, the condensate is removed immediately
from the system via precipitation, thus no equilibrium occurs between the two phases.
The second-order isotope parameter deuterium excess (d-excess = δD – 8δ18 O) can be
used to identify the type of fractionation occurring, equilibrium or kinetic, given that the
ratio of the δD and δ 18 O equilibrium fractionation factors is approximately 8:1 at typical
surface level temperatures (Dansgaard, 1964). The ratio of the δD and δ 18 O kinetic
fractionation factors is typicaly less than 8 depending on the relative humidity.
Observations of d-excess have been used to deduce meteorological conditions at
the evaporation source, assuming it is a conservative tracer not changed by transport and
rainout processes (Benetti et al., 2014; Delattre et al., 2015; Steen-Larsen et al., 2014;
Uemura et al., 2008), but there is also evidence that d-excess is not a conserved tracer of
evaporative origin if other significant sources of vapor exist, especially outside of the
marine environment (Gorski et al., 2015; Griffis et al., 2016; Fiorella et al., 2018, Parkes
et al., 2017; Welp et al., 2012). For example, the unique d-excess signature of
combustion-derived H2 Ov has been used to quantify the contribution of combustion
emissions to surface layer vapor (Fiorella, et al., 2018; Gorski et al., 2015), and several
studies have demonstrated the influence of sublimation, vapor deposition, and land
surface evapotranspiration on the atmospheric d-excess signature (Casado et al., 2016;
Galewsky, 2015; Griffis et al., 2016; Lai and Ehleringer, 2011; Lowenthal et al., 2016;
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Moore et al., 2016; Parkes et al., 2017; Schmidt et al., 2005; Samuels-Crow et al., 2014;
Welp et al., 2012).
Airborne d-excess measurements may provide information about cloud processes,
precipitation recycling, FT entrainment, and more generally, the vertical structure
characteristics of d-excess over different land cover and in different seasons.
Measurements of d-excess have been used to estimate below-cloud precipitation
evaporation (Aemisegger et al., 2015; Froehlich et al., 2008; Wang et al., 2016;
references), and mixing between the boundary layer (BL) and free troposphere (FT) from
stationary platforms near the surface or at high-altitude mountain sites (Benetti et al.,
2015; 2018; Froehlich et al., 2008; Galewsky, 2015; Lowenthal et al., 2016; SamuelsCrow et al., 2014). While some high-elevation surface monitoring sites have the
advantage of sampling BL and FT air over a diurnal cycle, they do not provide complete
pictures of the H2 Ov isotope vertical profile (VP) at a discrete point in time. Satellite
measurements, which can provide discrete VP measurements, only currently provide
middle troposphere δD profiles (Herman et al., 2014; Worden et al., 2012). Airborne
platforms are capable of δD, δ 18 O, and d-excess VP measurements at high spatiotemporal
resolution and have been conducted since the 1960s extending from the lower
troposphere to the stratosphere to investigate a variety of science questions (overview in
Sodemann et al. (2017)). However, relatively few airborne H2 Ov isotope studies have
reported d-excess measurements (Schmidt et al., 2005; Sodemann et al., 2017), due to
either the study’s objective or limitations of the instrumentation (Dyroff et al., 2015;
Herman et al., 2014).
In this study, H2 Ov stable isotope VPs were conducted in the lower troposphere
during four flights around the Washington, D.C.-Baltimore, MD area (DCB) in February
2016 and during five flights around the Indianapolis, IN metropolitan area (IND) in
March 2016. Here I compare and contrast observations of the unique vertical structure of
δD, δ 18 O, and d-excess from three representative case study days. The case studies
provide information about meteorological conditions that produce H2 Ov isotopic VP
profiles consistent with Rayleigh distillation theory and those where other processes must
explain the observations. The case study observations reveal d-excess features unique to
stratocumulus cloud evaporation and show the influence of synoptic weather patterns and
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urban versus rural differences on BL development. Interpretations of case study VPs are
supported with observations from the remaining flight days in DCB and IND.

4.2
4.2.1

Methods
Research Flights
Research flights were conducted using the Purdue University Airborne

Laboratory for Atmospheric Research (ALAR) around DCB in February 2016 and
around IND in March 2016. The DCB and IND study sites are discussed in detail in
Chapter 2.5.1. The ALAR’s instrument suite during the isotope research flights is
described in Chapter 2.1-2.2, along with a detailed discussion of the Los Gatos Research,
Inc. Triple Water Vapor Isotope Analyzer (Chapter 2.3) used for H2 Ov isotope
measurements.
Figure 4.1 shows the flight paths conducted around DCB and IND. Specific flight
dates and times are provided in Table 4.1. Three particular days have been chosen as
representative case studies (Table 4.1). H2 Ov isotope measurements on March 6
(IND_RAY) appear consistent with Rayleigh distillation theory, the observations on
March 4 (IND_SC) may reflect moisture processing in a stratocumulus topped-BL, and
the March 18 (IND_DBL) observations may reveal differences in urban versus rural BL
development and the influence of changes in synoptic conditions. Conclusions about the
processes influencing the isotopic features observed during the case studies are supported
by measurements from the remaining DCB and IND flights (Table 4.1).
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Figure 4.1. Flight paths conducted around the (a) DCB and (b) IND study sites for the
research flight dates listed in Table 4.1.
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Table 4.1. Flight log listing flight date, research flight and case study codes used in this
manuscript, flight time (local time, LT), number of vertical profiles conducted, and the
observed range of potential temperature (θ) and ambient temperature (T) during the flights.
Case Study
Flight Time
Vertical
θ (o C)
Code
(LT)
Profiles
(support study)
12 February
DCB01
IND_SC*
11:45 – 17:30
1
-3.0 – 6.9
*
†
17 February
DCB02
IND_SC
11:40 – 18:15
1
6.4 – 12.5
*
18 February
DCB03
IND_SC
12:10 – 17:25
1
-0.4 – 17.7
*
19 February
DCB04
IND_SC
11:55 – 17:10
1
0.9 – 14.6
4 March
IND01
IND_SC
13:55 – 16:30
5
3.5 – 15.4
6 March
IND02
IND_RAY
12:55 – 15:25
4
9.6 – 21.1
7 March
IND03
IND_RAY*
14:10 – 16:45
6
15.8 – 26.5
17 March
IND04
IND_RAY
12:15 – 15:00
2
13.6 – 17.5
18 March
IND05
IND_DBL
11:40 – 14:20
4†
7.8 – 17.8
*
The supporting research flight days share similarities with the indicated case study, but some
caveats exist (Section 4.4.5).
†
Measurements of meteorological variables are completely or partially unavailable during one of
the vertical profiles due to temporary failure of winds measurement system.
Flight Date
(2016)

Research
Flight Code

Flight paths were designed to maximize the number of VPs conducted while also
characterizing upwind/downwind gradients in H2 Ov isotopic signature. VPs were
sometimes conducted in a spiral pattern to limit the horizontal spatial coverage of the
measurements, while other VPs were conducted in a sawtooth pattern (“porpoising”;
Gerber et al., 2013) between the BL and FT when the research aircraft travelled between
the West Lafayette, IN, Purdue airport and the IND study site. Figure 4.2 shows examples
of these two types of VPs conducted during the case study flights. The aircraft flew up to
~1600 m above sea level (msl) on average during the VPs. Only data collected on the
descents of the VPs, when sampled air transitions from relatively dry to relatively humid,
are presented here to minimize the potential influence of memory effects. However,
similar features were observed on the ascents and descents. The number of VPs (Table
4.1) conducted on each flight was limited by air traffic and restricted air space (which
was worse for DCB), cloud cover, and available flight time. The research aircraft
typically does not fly through clouds during experimental flights. Flights included other
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maneuvers, such as transects conducted upwind, intersecting, and downwind of the urban
centers that are beyond the scope of this discussion (Figure 4.2).

Figure 4.2. The (a) IND_RAY, (b) IND_SC, and (c) IND_DBL flight path and altitude
time series with vertical profiles (VP) highlighted. Flight paths overlay the study site’s
cloud cover captured at approximately 12:30 local time by the Terra MODIS satellite
(https://worldview.earthdata.nasa.gov/). The teal outline indicates the IND city boundaries.
The West Lafayette, IN, Purdue airport is indicated by the airplane marker.

4.2.2

Atmospheric Layer Definitions
The regions of the atmosphere along the vertical profiles are classified as the

boundary layer (BL), inversion layer (INV), or free troposphere (FT) in order to compare
and contrast features observed in δD, δ 18 O, and d-excess signatures during the research
flights. The altitude at the base of the INV (zINV) is defined as the lowest altitude at which
the change in potential temperature (θ) with altitude exceeds 0.5 K for a 10 m change in
altitude (dθ/dz > 0.05 K m-1 ). Rates of dθ/dz > 0.05 K m-1 were commonly observed
within the INV during the research flights. The altitude at the base of the FT (zFT ) is
defined as the altitude above zINV at which dθ/dz transitions to <0.05 K m-1 . A recent
evaluation of methods for determining boundary layer height from aircraft measurements
indicate the potential temperature gradient approach is most reliable (Dai et al., 2014).
However, if layers are not definable using the dθ/dz > or < 0.1 K m-1 criterion, the
secondary criterion of |d(H2 Ov )|/dz > 20 ppmv km-1 and |d(H2 Ov )|/dz < 20 ppmv km-1 is
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used to define zINV and zFT , respectively. These threshold values are appropriate for these
wintertime, mid-latitude observations, but may not be universally appropriate. If neither
criterion is met, the profiles of θ, dθ/dz, H2 Ov , and d(H2 Ov )/dz are collectively
considered, and zINV is visually defined as the point at which H2 Ov and θ begin decreasing
and increasing, respectively. Similarly, zFT is visually determined as the altitude at which
the rate of change of H2 Ov and θ with altitude begins to decrease.
4.2.3

Isotope Theory
There are four common ways the isotopic composition of atmospheric H2 Ov can

change: (1) Rayleigh distillation as air is dehydrated as it cools with altitude, (2) mixing
of different air masses, (3) liquid cloud formation and evaporation, and (4) Rayleigh
distillation in ice supersaturated conditions. Each of these processes is expected to change
the isotopic signatures of atmospheric H2 Ov as H2 O v mixing ratios change.
The Rayleigh distillation model describes the effects of equilibrium fractionation
on the isotopic composition of a dehydrating air parcel (Dansgaard, 1964). Condensate
that is formed as an ascending air parcel expands and cools is isotopically enriched
relative to the vapor and is assumed to be immediately removed from the system. Vaporcondensed phase equilibrium is therefore not considered. The isotopic composition of the
parcel as predicted by Rayleigh theory is given by Equation 4.1.
𝐻 𝑂

𝑅𝑅𝑎𝑦 = 𝑅𝑜 (𝐻2𝑂 𝑣 )

𝛼𝑒 −1

(4.1)

2 𝑣𝑜

Here 𝑅𝑜 and 𝑅𝑅𝑎𝑦 are the heavy to light isotopologue ratios of the parcel prior to the
ascent and at any point throughout the ascent, respectively. The remaining fraction of
H2 Ov left in the ascending parcel relative to initial conditions is given by

𝐻2 𝑂𝑣
𝐻2 𝑂𝑣 𝑜

. The

initial 𝑅𝑖 and 𝐻2 𝑂𝑣 𝑜 input values are determined from the average BL values measured
along a flight day’s VP descents. The temperature-dependent equilibrium fractionation
factor, 𝛼𝑒 , is calculated for the temperature at the altitude corresponding to the air
parcel’s lifting condensation level (LCL) using Horita and Wesolowski (1994) for LCL
temperatures greater than 0o C and Ellehøj et al. (2013) for LCL temperatures less than
0o C. The LCL is the height at which an air parcel would become saturated if lifted
adiabatically and is often used as an estimate of cloud base height (Romps, 2017).
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The mixing of two air parcels results in a heavy-to-light isotopologue ratio of an
air parcel, 𝑅𝑚𝑖𝑥 , is given by Equation 4.2 using HDO v and H2 O v (H2 16 Ov ) as an example,
𝐻𝐷𝑂
𝐻2 𝑂

𝑚𝑖𝑥

. In Equation 4.2, 𝑅𝑚𝑖𝑥 is the ratio of the weighted average of the heavy

isotopologue to the weighted-average of the light isotopologue. The fraction of air parcel
A, 𝑓𝐴 , and air parcel B, 𝑓𝐵 , sum to unity. The mixture’s H2 Ov mole fraction is simply the
weighted average of each parcels’ individual H2 Ov mole fraction. H2 18 Ov can replace
HDO v in Equation 4.2.
𝑅𝑚𝑖𝑥 =

𝐻𝐷𝑂𝑣
𝐻2 𝑂𝑣

=

𝑓𝐴 [𝐻𝐷 𝑂𝑣 ]𝐴+𝑓𝐵 [𝐻𝐷 𝑂𝑣 ]𝐵
𝑓𝐴 [𝐻2 𝑂𝑣 ]𝐴+𝑓𝐵 [𝐻2 𝑂𝑣 ]𝐵

𝑚𝑖𝑥

(4.2)

The isotopic signature of a cloud droplet that undergoes partial evaporation within
the INV is calculated according to Equation 4.3 through Equation 4.5, from Stewart
(1975).
𝑅𝑐𝑙𝑜𝑢𝑑 = 𝛾𝑅𝑣𝑎𝑝 + (𝑅𝑐𝑙𝑜𝑢𝑑,𝑜 − 𝛾𝑅𝑣𝑎𝑝 )𝑓 𝛽
𝛼𝑒 ℎ
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Here 𝑅𝑐𝑙𝑜𝑢𝑑 is the isotopic ratio of the remaining cloud droplet, 𝑅𝑐𝑙𝑜𝑢𝑑,𝑜 is the initial
isotopic ratio of the cloud droplet, 𝑅𝑣𝑎𝑝 is the isotopic ratio of the atmospheric vapor, f is
the fraction of the cloud droplet remaining, and ℎ is relative humidity. The ratio of the
diffusivity of light water to heavy water,

𝐷
𝐷𝑖

, is 1.02512 for H2 16 O:HDO and 1.02849 for

H2 16 O:H2 18 O (Merlivat, 1978). The scaling constant, n, is 0.58 (Stewart, 1975).
The isotopic signature of an air parcel that is influenced by the evaporation of
cloud droplets is given by a modified Rayleigh model as shown in Equation 4.6 from
Worden et al. (2007).
𝜕𝛿
𝜕𝑞

Here

𝜕𝛿
𝜕𝑞

1

1−𝑓𝑒𝑣𝑎𝑝 /𝑎𝑘

𝑞

1−𝑓𝑒𝑣𝑎𝑝

= [𝑎𝑒 (

) − 1]

(4.6)

represents the change in the air parcel’s δ signature as it dehydrates. The fraction

of the cloud droplet that has evaporated is given by 𝑓𝑒𝑣𝑎𝑝 . The kinetic fractionation
coefficient is given by 𝑎𝑘 , and is calculated according to Merlivat and Jouzel (1979).
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H2 Ov undergoing deposition in ice-supersaturated conditions is impacted by
equilibrium and kinetic fractionation. The kinetic fractionation factor is calculated via
Galewsky (2015) in Equation 4.7, where 𝑆𝑖 is the saturation with respect to ice in
fractional units. The isotopic signature of an air parcel in ice supersaturated conditions
(𝑅𝑅𝑎𝑦,𝑖𝑐𝑒) can be calculated according to Equation 4.8.
𝛼𝑘 =

𝑆𝑖
𝐷
𝛼𝑒 ′ ( 𝑆𝑖 −1) +1
𝐷
𝐻 𝑂

𝑅𝑅𝑎𝑦,𝑖𝑐𝑒 = 𝑅𝑜 (𝐻2 𝑂𝑣 )

(4.7)

𝛼𝑘 𝛼𝑒 −1

(4.8)

2 𝑣𝑖

4.3
4.3.1

Results
Rayleigh-Consistent Observations
Four VPs were conducted on 6 March 2016 in IND (IND_RAY; Figure 4.2a).

Observations of δD, δ 18 O, and d-excess measured along the VP descents are plotted as a
function of H2 Ov mole fraction in Figure 4.3a-c, respectively, along with predictions from
Rayleigh theory. The mixing lines in Figure 4.3 show an air parcel’s isotopic signature if
varying proportions of BL and FT air are mixed. The Rayleigh-predicated δ 18 O, δD, and
d-excess values along the four VPs are consistent with the observations up to the top of
the INV (Figure 4.3a-c), hence the case study code “IND_RAY”. However, d-excess
observations at the interface of the INV and FT deviate from Rayleigh theory.
Corresponding δ18 O and δD measurements at the INV-FT interface appear to track the
mixing lines (Figure 4.3a-b).
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Figure 4.3. Comparison of vertical profile δ 18 O (top panel), (b) δD (middle panel), and dexcess (bottom panel) measurements to Rayleigh theory (black) and mixing (grey) curves.
The average H2 Ov mole fractions observed within the INV (between zINV and zFT ) on each
days’ VPs are indicated with grey shading.

Figure 4.4a shows vertical profiles of potential temperature (θ), H2 Ov , δ18 O, δD,
RH, d-excess, wind direction, wind speed, vertical wind variance (W σ 2 ), and ambient
temperature measured along the second IND_RAY VP (VP2). VP2 observations are
presented as a representative example of IND_RAY because VP2 was conducted
approximately midway through the flight, it covers the largest vertical range relative to
the remaining VPs, and it was conducted in a spiral formation to minimize the horizontal
spatial extent over which the measurements were made (Figure 4.2a). VP2 measurements
in the BL, from 380 m – 780 m above ground level, of δ 18 O, δD, and d-excess are
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relatively constant with altitude, varying by 1.2‰, 15.3‰, and 10.9‰, respectively. The
ambient temperature profile approximately follows the dry adiabatic lapse rate to the top
of the BL (Figure 4.4a). VP2 H2 Ov mole fraction decreases by 5095 ppmv in the INV
between zINV and zFT before becoming relatively stable in the FT. A gap in δ values
above the INV in Figure 4.4a correspond to observed H2 Ov mole fractions that are lower
than the range of H2 Ov mole fractions over which the H2 Ov concentration-dependence
calibration was characterized (Chapter 2.3.2). The VP2 INV δ 18 O and δD values track the
H2 Ov profile, decreasing by 30.8‰ and 193.2‰, respectively. Observed d-excess values
in the INV first decrease with altitude, and then increase, varying overall by 66.6‰. Just
above the INV H2 Ov mole fractions near a minimum, and δD increases while δ 18 O
decreases, causing FT d-excess values to increase rapidly. Above ~1100 m in the FT, the
VP2 H2 Ov , δ18 O, δD, and d-excess signatures are relatively constant with altitude.
Wind speed along the IND_RAY VP2 ranged from 4.3 m s -1 to 10.3 m s-1 , and
wind direction only varied by 60 o from the BL to FT. Cloud top height estimated from
the Terra MODIS satellite retrievals (https://worldview.earthdata.nasa.gov/) indicate that
the sparse cloud cover shown in Figure 4.2a corresponds to higher altitude (>4800 m)
clouds. The IND_RAY measurements were made below 1400 m above ground level
(Figure 4.2a), and as a result, were likely not impacted by cloud processes from the
sparse, higher altitude clouds.
Observations from 17 March 2016 (IND04), were also consistent with Rayleigh
theory (Table 4.1). Like IND_RAY, skies were clear of clouds and on IND04 and wind
speed and wind direction was relatively constant from the BL to the FT and a nearly dry
adiabatic lapse rate was present from the surface up to ~3 km. IND01 (IND_RAY) was
chosen for the Rayleigh case study over IND04 because IND04 H2 O v mole fractions
covered a smaller range and only two VPs were conducted this day.
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Figure 4.4. Observations of meteorological and isotope variables along the second VP
(VP2) conducted on (a) IND_RAY and (b) IND_SC. Measurements in the boundary layer
(BL), inversion layer (INV), and free troposphere (FT) are indicated for reference. The
dashed grey line in the Figure 4.4b corresponds to stratocumulus cloud base (zCB).

4.3.2

Stratocumulus- Topped Boundary Layer Observations
Figure 4.2b shows that the center and eastern portions of the IND study area were

covered by stratocumulus clouds on 4 March 2016 (“IND_SC”). Measurements on
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IND_SC reveal unique d-excess features within the INV that may reflect stratocumulus
cloud evaporation. Five VPs were conducted on this day. IND_SC VP δ 18 O observations
are relatively consistent with Rayleigh predictions (Figure 4.3d), but do deviate below the
Rayleigh predictions in drier portions of the INV and in the FT. IND_SC deviations from
Rayleigh theory are more pronounced for δD and d-excess (Figure 4.3e-f). With the
exception of VP1, the rest of the VPs' δD measurements deviate negatively relative to
Rayleigh in the INV and plateau in the FT (Figure 4.3e). The d-excess measurements
along VP2 through VP5 reveal two anomalies (Figure 4.3f), (1) the slight increase in dexcess in the middle of the inversion layer (particularly for VP2 and VP5) and the (2) dexcess minimum at the INV-FT interface (zFT ). Unlike VP2-5, VP1 d-excess tracks the
Rayleigh line at the INV-FT interface. The VP1 d-excess signal aligns with VP2-5 dexcess in the FT (Figure 4.3f), which deviate positively relative to Rayleigh (similar to
IND_RAY d-excess observations; Figure 4.3c). Slightly above zFT , the VP1 H2 O v mole
fraction began increasing (note that the grey shading in Figure 4.3 is the average range of
observed INV H2 O v mole fractions), and the observed d-excess switches to tracking the
mixing line. VP1 was conducted immediately after take-off from the Purdue airport. Sky
conditions in the vicinity of the airport were clear, but a layer of stratocumulus clouds
was observed over IND. Only one VP (VP1) was able to be conducted before the
research aircraft encountered the cloud layer (Figure 4.2b). Explanations for the apparent
temporal influence on the observed d-excess anomalies on IND_SC are discussed below.
Figure 4.4b shows vertical profiles of θ, H2 Ov , δ 18 O, δD, RH, d-excess, wind
direction, wind speed, vertical wind variance (W σ 2 ), and ambient temperature measured
along the second VP conducted on IND_SC. VP2 data is presented because it was
conducted approximately mid-flight and it was conducted in a spiral formation
minimizing the horizontal spatial extent over which the measurements were made.
Measurements of δ 18 O, δD, and d-excess within the BL varied by 3.3‰, 27.4‰, and
19.1‰, respectively. This is approximately double the variability in δD, δ 18 O, and dexcess observed within the BL along the IND_RAY VP2 (Figure 4.4a). Within the INV,
H2 Ov , δ18 O, and δD values decrease by 1930 ppmv, 17.6‰, and 159.7‰, respectively.
Unlike IND_RAY, d-excess first increases with altitude within the INV before decreasing
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to a minimum at zFT . Similar to IND_RAY, d-excess steadily increases in the FT on
IND_SC as H2 Ov mole fractions decrease.
An obvious difference between IND_SC and IND_RAY is the presence of a
stratocumulus cloud layer for IND_SC (Figure 4.2). Figure 4.4b shows that IND_SC VP2
air becomes nearly saturated at 788 m (zCB for “cloud base”). The ambient temperature
lapse rate is 8.8 K km-1 (close to the dry adiabatic lapse rate of 9.8 K km-1 ) near the
surface until an altitude of zCB, where the lapse rate transitions to 2.8 K km-1 . These
observations could be indicative of the stratocumulus cloud layer, which sits directly
below the INV, and sustains the temperature inversion via radiative cooling (Wood,
2012). Indeed, θ decreases sharply at zINV (Figure 4.4b). Indications of a stratocumulus
cloud layer were apparent on VP1 and VP2, but a clear change in lapse rate below the
INV was not observed on the remaining IND_SC VPs, indicating a cloud layer was no
longer present.
Figure 4.2b shows that stratocumulus clouds covered most of the study area at
approximately 12:30 local time on IND_SC. The cloud cover map in Figure 4.2b is
provided to show the cloud type and extent during the afternoon of IND_SC, however, it
does not necessarily represent the cloud cover conditions throughout the 2.5 h flight.
Thick cloud cover was sustained into the middle of the flight, particularly over the city of
Indianapolis. As a result, VPs were not conducted within the city limits of Indianapolis
(like VP2 on IND_RAY, Figure 4.2). Toward the latter half of the flight the cloud cover
transitioned from complete coverage to scattered. An additional four VPs were conducted
at the end of the flight west of Indianapolis (Figure 4.2b).
In contrast to IND_RAY (Figure 4.4a), IND_SC wind speed is highly variable
from the BL to the FT (Figure 4.4b). Wind speed values ranged from a minimum of 0.4
m s-1 in the BL to a maximum in the FT of 9.8 m s-1 . A distinctive wind shear is obvious
at zFT . Highly variable wind direction in the BL is a result of low BL wind speeds.

4.3.3

Isotope Observations of Boundary Layer Development
The measurements of the third case study were conducted on 18 March 2016 in

IND (“IND_DBL” for developing boundary layer). Measurements on this day reveal
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considerable spatiotemporal variability in the vertical structure of the observed
meteorological and isotopic variables. The boundary layer developed over the course of
the flight and may reflect a combination of a residual layer from the previous day, urban
vs. rural differences in BL development, and the effects of a frontal pattern moving
across the IND study area. Figure 4.2c shows that IND was free of cloud cover at
approximately 12:30 LT and clear skies continued throughout the flight. Scattered clouds
developed over IND late in the afternoon (17:00 local time). Within the BL, wind
direction and wind speed were relatively constant. Wind shearing is apparent at the zFT
(Figure 4.5). Wind speeds increase from ~5 m s-1 to ~18 m s-1 between the BL and FT.
Wind speed stabilizes within the FT (Figure 4.5). Wind direction varies only by ~30 o
during each of the four VPs. Wind shear at zFT was larger on IND_DBL relative to
IND_SC.
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Figure 4.5. IND_DBL vertical profile (VP) measurements in the boundary layer (BL),
inversion layer (INV), previous day’s residual layer (RL), and free troposphere (FT).
Observations corresponding to VP1-4 are shown in (a-d), respectively.
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A d-excess anomaly relative to Rayleigh is present at the INV-FT interface on
IND_DBL (Figure 4.3i) at the same location as IND_SC, but a different sign; maximum
in d-excess in IND_DBL and a minimum in d-excess in IND_SC). Also in contrast to the
other case studies described there was significant variability between VPs during the
IND_DBL flight. Inspection of the δ 18 O (Figure 4.3g) and δD values (Figure 4.3h) show
that δ values along VP1 and VP2 lie near the Rayleigh lines in the BL and in the more
humid portion of the INV. As H2 O v mole fractions decrease in the INV, the δ 18 O and δD
signatures observed on VP1 and VP2 transition to being negatively offset from the
Rayleigh line, suggesting agreement with the Rayleigh model if more isotopicallydepleted initial conditions were considered. IND_DBL VP3 δ 18 O and δD values are
enriched relative to VP1 and VP2, and are relatively constant between the BL and FT
(recall the grey shading in Figure 4.3 represents the average range of INV H2 Ov mole
fraction). Despite VP3 extending into the FT, H2 Ov mole fractions only decreased to
~2500 ppmv, whereas H2 Ov mole fractions of 1700 ppmv and less were observed in the
FT of VP1, VP2, and VP4 (Figure 4.3g-i). VP4 δ 18 O and δD are similar to VP1 and VP2
in the BL through to the lower FT. However, the trend in the VP4 H2 Ov mole fraction
reverses in the FT and begins increasing. Corresponding VP4 FT δ 18 O and δD values
instead appear to track a mixing line with the VP3 δ values. Somewhat similar to the VP3
and VP4 FT observations, VP1 and VP2 δ 18 O values begin to become more enriched in
the FT, while δD plateaus. Despite differences in δ value features along the four
IND_DBL VPs, the relationship between d-excess and H2 Ov mole fraction appears
relatively consistent throughout the day (Figure 4.3i).
Differences in the vertical structure of δ 18 O, δD, and d-excess along the four
IND_DBL VPs are shown in Figure 4.5. There appears to be two distinct atmospheric
layers separating the BL and FT in VP2 (Figure 4.5b). The layer directly below the FT in
VP2 is the residual layer (RL) from the previous day's boundary layer (Figure 4.5b).
Indications for the presence of a RL are discussed in Section 4.4.3. Both the RL and the
INV (directly below the RL) show characteristic decreases in H2 Ov , δ 18 O, and δD values.
The presence of multiple layers is supported by the increase in the variance of the vertical
wind speed (W σ 2 ) at the interface of atmospheric layers (Figure 4.5b-d). The temporal
factors influencing the presence of the RL are discussed below.
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Figure 4.5c shows that δ 18 O and δD were observed to be relatively constant with
altitude along VP3. The vertical structure of H2 Ov and d-excess along VP3 (Figure 4.5c)
is similar in shape to VP2 (Figure 4.5b), but the range of H2 Ov mole fractions and dexcess values is smaller in VP3. Similarities in H2 O v and d-excess features between VP2
and VP3 give indications that a RL and INV were present during VP3. This is an
example of the how the d-excess signature can provide more information about an air
parcel’s past atmospheric processes than can δ 18 O and δD on their own. The winds
measurement system had a temporary failure halfway through the descent, but available
measurements show an increase in wind speed, as well as an increase in vertical wind
variance (W σ 2 ) and small temperature inversions at the base and top of VP3’s INV
(Figure 4.5c). The VP4 vertical structure of δ 18 O and δD near the surface and higher in
the FT (>1400 m) are constant, and are of similar enrichment to VP3 δ values. However,
VP4 δ 18 O and δD values decrease to a minimum within the INV before increasing and
then plateauing in the FT. Reasons for differences in the vertical homogeneity in δ 18 O
and δD between VP3 and VP4 are discussed in Section 4.4.3.
4.3.4

Relative Humidity – Deuterium Excess Relationship
H2 Ov isotope measurements at surface monitoring sites have reported relative

humidity (RH) and d-excess to be negatively correlated (Benetti et al., 2014; Delattre et
al., 2015; Steen-Larsen et al., 2014; Uemura et al., 2008; Welp et al., 2012). RH impacts
the degree of kinetic fractionation that occurs during evaporation (see Equations 4.4 and
4.5). Figure 4.6 shows the RH – d-excess relationship observed during the (a) IND_RAY,
(b) IND_SC, and (c) IND_DBL VPs. Despite some differences between the individual
IND_DBL VPs in terms of the presence of a RL and differences in the vertical structure
of the δ values (Figure 4.5), RH and d-excess are inversely correlated from the BL to the
lower FT on each of the four VPs (Figure 4.6c). RH and d-excess are not anticorrelated
on IND_SC (Figure 4.6b). Typically, the maximum RH value observed along the
IND_SC VPs was lower in altitude (near zCB) than the minimum in d-excess (zFT ) (Figure
4.4b). Figure 4.6a shows relatively stable IND_RAY d-excess values for RH values
greater than ~30%. IND_RAY d-excess values increase rapidly as RH decreases below
30%. The IND_SC RH–d-excess relationship (Figure 4.6b) is somewhat similar to
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observations from IND_RAY in that d-excess is relatively constant at higher RH values,
and increases as RH decreases below 20%. The unique feature of the IND_SC
observations is the d-excess minimum at zFT , which is clearly displayed in Figure 4.6b
between RH values of 20 % – 30 %. The anticorrelated RH – d-excess relationship
observed from the BL to approximately zFT on IND_DBL is also apparent for RH values
greater than 30% (Figure 4.6c).

Figure 4.6. The d-excess – RH relationship observed on the (a) IND_RAY, (b) IND_SC,
and (c) IND_DBL vertical profiles (VPs).

4.3.5

General Observations of H2 Ov Isotopologues in the Lower Troposphere
The case study days presented above were chosen for their distinct isotopic

features and because several VPs were conducted each day. However, they only represent
30% of the research flight days (Table 4.1). Figure 4.7 summarizes all the DCB and IND
VP d-excess observations. Figure 4.7a-c show the reported d-excess relative to Rayleigh
distillation theory, i.e. Rayleigh-predicted d-excess has been subtracted from the
observations. Overall, BL d-excess observations at the IND and DCB study sites are
relatively consistent with Rayleigh theory (Figure 4.7c). The greatest departures from
Rayleigh theory were most commonly observed in the INV. Observations of d-excess in
the INV at the DCB study site in particular were significantly more negative than
Rayleigh predictions, by up to -80 ‰ (Figure 4.7b). There were two flight days,
IND_Ray and IND_04 (17 March 2016), in which INV d-excess signatures were
consistent with Rayleigh theory. Very low H2 Ov mole fractions were commonly observed
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in the FT, as were large, positive d-excess values. Large positive d-excess values are
predicted by Rayleigh distillation theory at low H2 Ov mole fractions. However, there are
still large, positive FT d-excess values relative to Rayleigh predictions in Figure 4.7a at
the lowest H2 Ov mole fractions.

Figure 4.7. Rayleigh-subtracted d-excess observations in the (a) free troposphere (FT), (b)
inversion (INV), and (c) boundary layer (BL) during all the VP descents.

Most measurements of H2 Ov mole fraction in the FT were below 4000 ppmv. The
corresponding FT measurements of δ 18 O, δD, and d-excess are plotted as a function of
H2 Ov in Figure 4.8, and represent some of the few continental, wintertime, FT
measurements of H2 O v stable isotopologues. While each DCB VP (Table 4.1) extended
into the FT, H2 Ov mole fractions were often lower than the humidity range over which
the TWVIA was calibrated (Chapter 2.3). Contributing to the scarcity of DCB VP
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measurements is the fact that only one VP was conducted per flight, mainly as a result of
congested and restricted air spaces near the capitol.

Figure 4.8. Free troposphere (FT) measurements of (a) δ18 O, (b) δD, (c) d-excess below
4000 ppmv H2 Ov during the research flights in IND and DCB. The dashed line in (c)
corresponds to d-excess = 10 ‰, the global average of precipitation, for reference.

4.4
4.4.1

Discussion
Criteria for Rayleigh-Consistent Conditions
IND_RAY is arguably the simplest case study day in terms of the H2 Ov , δD, δ 18 O,

and d-excess VP observations. Isotope δ values and d-excess observations generally track
the Rayleigh distillation lines in Figure 4.3a-c, although positive deviations from
Rayleigh exist in the FT. High d-excess values in the FT has been reported by Sodemann
et al. (2017) who hypothesize that the high d-excess signature of FT air masses is due to
very dry conditions and prior precipitation cycling that result in very depleted δ values.
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As H2 Ov mole fraction approaches zero, Rayleigh-predicted d-excess approaches 7000 ‰
(Bony et al., 2008). Thus, FT air masses can carry a very positive d-excess signal (Figure
4.8c) that is not necessarily representative of an air parcel that becomes depleted as it is
lifted from the surface. The d-excess signature in the FT more closely follows the FT-BL
mixing line (Figure 4.3c), which supports this hypothesis. Dyroff et al. (2015) report δD
observations along lower troposphere VPs over the Atlantic Ocean, and explain the
vertical structure of δD at lower altitudes using Rayleigh theory, while higher altitude
observations indicate mixing scenarios dictate the δD profile.
Given that the IND_RAY δ 18 O, δD, and d-excess observations appear to track the
Rayleigh distillation line (Figure 4.3a-c) within the PBL and INV, it can be assumed that
Rayleigh-type conditions, i.e. equilibrium fractionation and no vapor-condensate
equilibration were present. This conclusion is further supported by the absence of clouds
at the study site and a nearly dry adiabatic lapse rate near the surface to the top of the BL
(Figure 4.2a; Figure 4.4a). Another feature that sets IND_RAY apart from the other two
case studies is the lack of wind shear between atmospheric layers (Figure 4.4a). Wind
direction was constant throughout the depth of the atmosphere investigated (Figure 4.4a).
Average wind speeds in the BL, INV, and FT were 6.2 (±0.8), 8.3 (±1.2), and 6.5 (±0.5)
m s-1 , respectively, along VP2 (Figure 4.4a). This could indicate that the origin and
transport history of IND air in the BL, INV, FT were relatively similar. The IND_RAY
meteorological conditions and isotopic observations are very similar to those measured
on IND04 (Table 4.1). These two flight days’ observations provide possible criteria for
when it is appropriate to use Rayleigh theory to predict isotopic signature throughout the
BL and INV. These criteria include that the study area is free of clouds/precipitation
(supported by the presence of a dry adabiatic lapse rate throughout the BL) and wind
speed and direction is relatively constant throughout the BL, INV, and FT. The IND_SC
and IND_DBL case studies which do not follow Rayleigh theory violate one or more
these criteria. Wind shear was present above the INV on both IND_SC and IND_DBL,
and a stratocumulus cloud layer was present on IND_SC.

143
4.4.2

Stratocumulus Cloud Evaporation
When evaluating the effect that cloud evaporation could have on vertical profiles

of water vapor isotopic variability, the altitudes that clouds form and evaporate must be
considered. Stratocumulus cloud tops are typically present directly below zINV (Wood,
2012). The top of the INV (zFT ) is approximately the upper limit of BL mixing (Wood,
2012). Lofting of cloud droplets into the INV would cause droplet evaporation, as the
INV was not saturated (Figure 4.4b). In the cloud evaporation scenarios discussed below,
it is assumed that the cloud droplets form at the top of the BL, and the droplets undergo
evaporation within the INV.
Figure 4.9a-b shows H2 Ov δD and d-excess predicted for several cloud
evaporation scenarios. VP δ 18 O observations under these cloud droplet evaporation
scenarios are not shown because the results are similar for δD. Scenario 1 considers the
effect of 35% cloud droplet evaporation on the surrounding vapor (Equation 4.6). Figure
4.9a shows that scenario 1 tracks the δD observations within the INV. While cloud
evaporation scenario 1 tracks with observed d-excess in more humid portions of the INV
(Figure 4.9b), scenario 1 predicts larger positive d-excess in dryer portions of the INV
(i.e. <2500 ppmv). This is the opposite of what is observed in d-excess at the upper
(drier) part of the INV. This 35% cloud droplet evaporation scenario does not explain the
minimum in d-excess, but it does describe the steep slope in δD (and δ 18 O) values in INV
(Figure 4.9a).
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Figure 4.9. IND_SC vertical profile (VP) (a) δD and (b) d-excesss observations plotted
with different cloud droplet evaporation scenarios. The two scenarios consider partial cloud
droplet evaporation (Scenario 1) or the complete evaporation of previously dehydrated
cloud droplets followed by mixing (Scenario 2).

Cloud evaporation scenario 2 considers the effect of complete evaporation of a
previously dehydrated cloud droplet. Figure 4.10 shows the d-excess signature of an
evaporating cloud droplet that was formed at the top of the BL (consistent with
stratocumulus cloud formation). The cloud droplet becomes very negative in d-excess as
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the droplet nears complete evaporation. Figure 4.10 highlights the d-excess signature of
cloud droplets that have evaporated by 65%, 80%, and 95%. Figure 4.9 also shows the
effect of complete evaporation of these semi-dehydrated (65%, 80%, and 95%) cloud
droplets at the top of the INV, followed by subsequent mixing with INV air (Equation
4.2). As can be seen from Figure 4.9b, scenario 2 describes the minimum d-excess
signature at the top of INV. However, Figure 4.9a shows that scenario 2 does not agree
with VP δD observations within the INV. It is possible that partial evaporation occurs in
the lower half of the INV, followed by complete evaporation of previously dehydrated
cloud droplets at the top of the INV. It is also likely that these evaporation scenarios do
not occur discretely, but rather evaporation occurs to varying extents as a function of
altitude (and humidity). Discussion of these potential d-excess anomalies in the literature
are typically in reference to raindrops evaporating below the cloud layer, but the same
isotopic fractionation would occur as liquid cloud droplets evaporate (Aemisegger et al.,
2015; Gat, 1996; Sodemann et al., 2017).

Figure 4.10. Cloud droplet (condensate) d-excess as a function of the fractional amount
of the droplet lost to evaporation. As cloud droplets dehydrate, d-excess values can
become extremely negative. Figure 4.10 highlights the d-excess signature of cloud
droplets that have evaporated by 65%, 80%, and 95%. Complete evaporation of these
previously dehydrated cloud droplets, followed by mixing, are shown in Figure 4.9.
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This is evidence that the process of cloud evaporation may be spread throughout
the INV layer with the beginning and end of evaporation separated in space. Within the
INV, turbulent updrafts and downdrafts are warmer and cooler than the surrounding air,
respectively (Betts, 1985). Updrafts potentially carrying partially-evaporated cloud
droplets to the top of the INV may facilitate complete evaporation of the droplets due to
the low RH and possibly wind shear-promoted mechanical turbulence at zFT (Figure
4.4b). Due to higher RH values within the middle of the INV relative to zFT , it is possible
cloud droplet evaporation did not proceed to completion at lower altitudes within the
INV. Partial evaporation of a cloud droplet is more likely within the middle of the INV
due to higher RH values. Partial evaporation would impart a positive d-excess signal on
atmospheric vapor and act to increase RH (Aemsigger et al., 2015; Sodemann et al.,
2017), both of which exhibit a local maximum at ~985 m agl (Figure 4.4b).
The minimum d-excess anomaly at zFT for VP2-5 is a result of complete
evaporation of a partially dehydrated cloud droplet (Figure 4.9b). This information taken
together with the mission scientist’s visual observations of the break-up of the
stratocumulus cloud layer towards the end of flight suggest evaporation of the
stratocumulus cloud layer. Testing of this hypothesis could be conducted with an isotopeenabled cloud-resolving large eddy simulation model.
Studies that have relied on wintertime and high-altitude surface measurements
have reported negative d-excess observations and hypothesize that the very low d-excess
values result from kinetic fractionation of vapor during deposition on ice crystals or snow
(i.e. in ice supersaturated conditions) (Casado et al., 2016; Galewsky, 2015; Lowenthal et
al., 2016; Moore et al., 2016; Samuels-Crow et al., 2014; Schmidt et al., 2005). It is
unlikely that ice supersaturation is responsible for the minimum in vapor d-excess
observed at zFT on IND_SC because temperatures were greater than 0 o C (Table 4.1).
However, as an example, Figure 4.11 shows the theoretical d-excess values of IND_SC
vapor under ice supersaturated conditions. Ice-supersaturation is an unlikely explanation
for the IND_SC zFT d-excess minimum because flight altitudes were less than 2 km, and
ice (cirrus) clouds are typically present at ~6 km. It is unlikely that ice hydrometeors
falling from higher altitudes could be sustained at the top of the inversion and contribute
to the low d-excess signal observed on VP2–VP5 through vapor deposition given the >0
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temperatures. While vapor deposition in ice supersaturated conditions might not be

relevant for the IND_SC flight, low d-excess (relative to Rayleigh at RH = 100 %) was
sometimes observed in the INV layers during the DCB flights (Figure 4.7b). Ambient
temperatures observed in flight in DCB were sometimes less than 0 o C (Table 4.1), thus
vapor deposition on ice crystals would be more likely for those scenarios.

Figure 4.11. IND_SC VP d-excess observations, Rayleigh vapor d-excess, and calculated
d-excess of vapor in ice supersaturated (RHi) conditions up to RHi = 117%. Ice
supersaturated conditions were chosen merely to match the INV-FT interface d-excess
observations, and do not reflect a realistic RHi for the IND_SC flight day.

4.4.3

Boundary Layer Development Revealed by H2 O v Isotopes
Unlike IND_RAY and IND_SC, the vertical structure of H2 O v , δD, δ 18 O, and d-

excess observed on the IND_DBL VP observations are highly variable in both space and
time (Figure 4.5). Despite variability in the vertical structure, a fairly consistent d-excess
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– H2 O v relationship is maintained throughout the flight (Figure 4.3i). Possible
explanations for the heterogeneity in the IND_DBL VPs are discussed below.
The measurements along VP1 extend less than 600 m in the vertical dimension,
but do capture the full depth of the INV. Both VP1 and VP2 show that δD and δ 18 O
began to diverge at zFT (Figure 4.5a-b). The corresponding uncertainty in the zFT δD and
δ 18 O measurements could indicate that this divergence is not significant (Figure 2.15).
Furthermore, VP2 δD and δ 18 O values stabilize with increasing altitude in the FT (Figure
4.5b). While VP1 does not extend low enough in altitude to adequately characterize the
BL, the VP1 (Figure 4.5a) and VP2 (Figure 4.5b) H2 Ov , δD, δ 18 O, and RH values at the
bottom of the INV appear to be consistent. VP2 clearly differs from VP1 in that there is
clearly an additional layer separating the INV and FT. This additional layer likely
corresponds to the previous day’s residual layer (“RL” in Figure 4.5b).
A unique feature of IND_DBL is the presence of a residual layer (RL) which was
incorporated in the BL throughout the duration of the flight. This residual layer
hypothesis is supported by the fact that ambient temperature profiles followed a nearly
dry adiabatic lapse rate all the way to an altitude of 3 km on 17 March 2018. This was a
relatively warm, turbulent day and H2 O v isotopologue observations were consistent with
Rayleigh theory (Table 4.1). A cold front moved into the IND study area on IND_DBL
(18 March 2016). The previous day’s (17 March 2016) residual layer persisted into the
early afternoon, between approximately 1 - 3 km, before being incorporated into the BL.
The distinction between the RL and BL blurs as surface heating progresses throughout
the day and the RL is incorporated into the BL.
VP3 observations also support the residual layer hypothesis. The VP3
observations reveal a considerably more homogenous structure in δD and δ 18 O (Figure
4.5c) relative to VP1 and VP2.This could be that the RL began to be incorporated into the
BL via turbulent mixing between the time VP2 and VP3 were conducted. It would also be
expected that VP3 would have the most vertically homogenous structure because VP3
was conducted on the downwind edge of the Indianapolis city boundaries (winds were
from the northwest; Figure 4.2c) and would comparatively have more well mixed BL due
to stronger turbulent mixing from the urban heat island (Grimmond et al., 2010; Stull,
1988). The ambient temperatures measured along VP3 in the FT and RL are positively
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shifted relative to ambient temperatures along the other three VP’s (Figure 4.5),
indicating the influence of the urban heat island. Although the VP3 H2 Ov , δD, and δ 18 O
values are relatively more homogenous in the vertical dimension, the d-excess signatures
still maintain indications of the RL, as the vertical structure of d-excess is similar to VP2
d-excess observations. This is an example of how d-excess can provide more clues about
atmospheric circulation than can δD or δ 18 O alone.
VP4 was conducted over rural area en route to the Purdue University airport at the
end of the flight. A RL is not obvious in Figure 4.5d. However, unlike VP1-3, a sharp
decrease in δD and δ 18 O was observed at zFT on VP4 before increasing with altitude until
reaching δ values observed in the VP4 BL and throughout VP3. A shortwave trough in
the mid-troposphere (3-5 km) carried moist air into the IND study air in the late afternoon
on this day. This relatively moist mid-tropospheric air descending over the course of the
afternoon, reaching flight altitudes by the time VP4 was conducted. This could also
explain why the VP4 δ 18 O and δD (Figure 4.3f and Figure 4.3h, respectively) values are
consistent with VP1 and VP2 in the BL and INV, and FT VP4 δ values fall along a
mixing line with VP3 (more enriched relative to VP1 and VP2). VP3 also shows slightly
more humid values in the FT relative to VP1 and VP2 (Figure 4.5). The IND_DBL case
study shows the δ 18 O, δD and d-excess measurements can be used as tracers to track the
development of different atmospheric structures and circulations, including residual
layers, urban heat island impacts, and passing fronts.
4.4.4

Relative Humidity – Deuterium Excess Relationship
Three different RH – d-excess relationships are presented in Figure 4.6. Figure

4.6a (IND_RAY) and Figure 4.6b (IND_SC) are similar with relatively constant d-excess
values at higher humidity values and large, positive d-excess values at low humidity. The
obvious difference between IND_RAY and IND_SC is the IND_SC d-excess minimum
(corresponding to zFT ) at RH = 20 % – 30 % in Figure 4.6b, which corresponds to
stratocumulus cloud evaporation. Anticorrelated RH and d-excess values were observed
from the BL to approximately zFT on IND_DBL, this inverse relationship is apparent in
Figure 4.6c for RH values greater than 30 %. The inverse RH – d-excess relationship is
not clearly distinguishable within the FT, particularly at RH values below 30 % (Figure
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4.6c) on IND_DBL. This might indicate the observed anti-correlation results from BL
and INV processes. Anti-correlation of RH and d-excess has also been reported by
Sodemann et al. (2017), who showed that the anti-correlation was most obvious at the top
of the BL when RH reached its maximum and d-excess was at a minimum. The authors
hypothesized the minimum in d-excess observed at the top of the BL over the
Mediterranean Sea was due to marine cumulus raindrop evaporation or cloud dehydration
(evaporation). However, Figure 4.2c shows that on IND_DBL the IND study area was
free of cloud cover, leaving cloud evaporation to be an unlikely explanation for the
IND_DBL case study anomalies. Additionally, the case study day that exhibits
stratocumulus cloud evaporation (IND_SC) does not also exhibit anticorrelation of RH
and d-excess. It is possible that unique RH – d-excess relationships exist for different
cloud types.
The d-excess-RH relationship of ocean evaporation has been explored in a multiyear study conducted in the Bermuda Islands by Steen-Larsen et al. (2014) to reconcile
differences in reported d-excess-RH slopes from month-long observations (Benetti et al.,
2014; Uemera et al., 2008). While not directly comparable to this study, lessons can be
drawn from a key point made by Steen-Larsen et al. (2014), who demonstrate that long
term observations can be necessary to make accurate conclusions, at least for the marine,
surface-layer d-excess-RH relationship. The case studies presented here correspond to
observations made over two continental sites during the winter-spring transition. The
most directly comparable set of observations were reported by Sodemann et al., 2017
from lower troposphere d-excess measurements over the Mediterranean in autumn. It is
likely that more airborne d-excess measurements would need to be conducted over
different regions throughout the year before more definitive conclusions can be drawn
about the boundary-layer top processes influencing the RH and d-excess relationships
presented here.
4.4.5

Features of the Lower Troposphere d-excess Vertical Profile
Figure 4.7a and Figure 4.8 show that for the most part the lowest H2 O v mole

fractions were observed in the FT. As noted above, FT d-excess values observed at very
low H2 Ov mole fractions are often larger than predicted by Rayleigh theory (Figure 4.7a).

151

This has been explained by very dry, depleted FT air masses, which carry large positive
d-excess signatures, mixing downward towards flight- level altitudes (Bony et al., 2008;
Sodemann et al., 2017). These FT air masses likely would have originated from another
source region and possibly underwent multiple condensation cycles to achieve such
isotopic depletion prior to sampling by the research aircraft. Thus, it is not expected that
FT air would have a d-excess signature consistent with Rayleigh theory of an ascending
BL air parcel (Dyroff et al., 2015).
Contrary to the other flight days, the 7 March 2016 flight day in IND (IND03)
shows that the lower troposphere increased in H2 Ov mole fraction with altitude (Figure
4.7a-c; gold trace). A warm, southerly front moved into the IND study area on this day,
and rain preceded the flight observations. The relatively high H2 Ov mole fractions in the
INV and FT likely reflect residual humidity from the storm. Overall, the IND03 VP
observations do not exhibit distinctive isotopic features, and d-excess generally varies
around Rayleigh predictions for the BL, INV, and FT (Figure 4.7). As mentioned above,
despite some small variability, all BL observations of d-excess at the IND and DCB study
sites are relatively consistent with Rayleigh theory (Figure 4.7c). Because these
measurements were conducted in mid-latitudes in winter, BL H2 Ov mole fractions were
relatively dry, between approximately 2000 – 8000 ppmv.
The greatest departures from Rayleigh theory are most commonly observed in the
INV. Figure 4.7b shows that d-excess observations in the DCB INV can deviate
negatively by ~80 ‰ relative to Rayleigh predictions. The minimum in IND_SC d-excess
at zFT is a result of stratocumulus cloud evaporation. Partly cloudy or overcast conditions
were also present over the DCB study site on all four DCB flights
(https://worldview.earthdata.nasa.gov/; https://www.ncdc.noaa.gov). It is possible that the
very negative DCB INV d-excess measurements were a result of complete evaporation of
semi-evaporated cloud droplets within the inversion. The most negative DCB d-excess
values correspond to the driest INV observations (Figure 4.7b), which also correspond to
the highest flight altitudes, where cloud top evaporation resulting from free troposphere
entrainment to be the most prevalent. Another possible explanation or contributor to the
negative INV d-excess signatures could be vapor deposition on ice cloud crystals (Figure
4.11). The DCB flights were conducted in February, and temperatures were cold enough
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to sustain ice particles (Table 4.1). Wintertime studies of FT and BL d-excess in sub-zero
temperatures have hypothesized that vapor deposition could be responsible for
unexpectedly negative d-excess values (Galewsky, 2015; Lowenthal et al., 2016;
Samuels-Crow et al., 2014).

4.5

Conclusions
The aim of this study is to provide observations of the vertical structure of H2 Ov

stable isotopic composition, specifically d-excess, in the continental lower troposphere.
Current literature of d-excess observations is heavily focused on ocean evaporation at
costal or island surface sites (Benetti et al., 2014; 2015; 2018; Delattre et al., 2015;
Steen-Larsen et al., 2014; Uemura et al., 2008; more). Few reported observations of dexcess in the INV and FT exist (Galewsky et al., 2015; Lowenthal et al., 2016; SamuelsCrow et al., 2014; Schmidt et al., 2005; Sodemann et al., 2017), and even fewer studies
use airborne measurements to provide high vertical resolution snapshots of the lower
troposphere d-excess profile at discrete time points (Sodemann et al., 2017). These stable
H2 Ov isotope measurements over two continental sites is a starting point in filling the
field’s gap in understanding variability in the lower troposphere d-excess profile, and
what it reveals about lower troposphere moisture processing on relatively small regional
scales.
The observations discussed above provide some useful indications for when it is
appropriate to assume Rayleigh theory governs the lower troposphere profile. The
IND_RAY case study, along with supporting observations from a second flight day
(IND_04), may indicate that Rayleigh distillation theory is appropriate to employ in
model simulations if (1) clouds/precipitation are not present in the study area, (2) the
ambient temperature profile follows a dry adiabatic lapse rate, and (2) wind speed and
wind direction is constant throughout the BL, INV, and FT. Deviations from these criteria
(and Rayleigh theory) were apparent on the IND_SC and IND_DBL case studies in
which a clear wind shear existed at the top of the INV and a dry adiabatic lapse rate was
not observed from the surface to the top of the INV. Additionally a stratocumulus cloud
layer was present and began to dissipate during the IND_SC flight. IND_SC observations
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highlight the influence cloud evaporation can have on the d-excess signature of the INV.
Our analysis indicates that evaporation of cloud droplets may occur to varying extents
within the INV, possibly as a function of humidity or altitude.
Our interpretation of the d-excess VPs could be evaluated by isotope-enabled
circulation and weather models (Aemisegger et al., 2015; Pfahl et al., 2012; Schmidt et
al., 2005). However, the simulation of convective BL processes with isotope-enabled
models is complex (Benetti et al., 2018). The measurements reported here could help
further develop current and forthcoming isotope enabled models, particularly for
simulating wintertime, continental lower troposphere processes or stratocumulus
evaporation. Observations of the d-excess profile in the stratocumulus cloud-topped BL
and the d-excess observations reported by Sodemann et al. (2017) near marine cumulus
clouds seem to indicate cloud class specific RH and d-excess relationships. Future studies
could interrogate the sensitivity of the d-excess signature to different classes of clouds
and their associated unique cloud processes.

4.6
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CHAPTER 5.
QUANTIFICATION OF WINTERTIME
NITROGEN OXIDE AND CARBON MONOXIDE EMISSIONS
FROM WASHINGTON, D.C.
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5.1

Motivation
Nitrogen oxides (NO x = NO + NO 2 ) and carbon monoxide (CO) are emitted from

a variety of natural and anthropogenic sources including soil and combustion processes.
NO x and CO contribute to tropospheric ozone (O 3 ) production through complex reactions
of peroxy radicals via hydroxyl radical oxidation of CO and volatile organic compounds
(VOCs) and photolysis of NO 2 (Reaction 1.5). High surface-level O 3 concentrations can
cause oxidative damage to crops [Van Dingenen et al., 2009]. O 3 and NO 2 can directly
irritate the human respiratory system, and indirectly through contributions to particulate
matter formation [Samet et al., 2000]. CO is a toxin at sufficiently high levels [Cobb and
Etzel, 1991]. Because of their impacts on health, the environment, and their contribution
to surface-level O 3 , NO x and CO are criteria pollutants regulated by the United States
(U.S.) Environmental Protection Agency (EPA) [Carlton, 2018]. Annual county-level
emission estimates of criteria pollutants are developed by the EPA every three years and
released as the National Emissions Inventory (NEI) to reflect the impacts of equipment
innovations, new mitigation strategies, population, and the economy.
Beginning with the Clean Air Act in 1970, policies aiming to limit surface-level
O 3 have targeted key sources of O 3 precursors, such as power plants and vehicles [EPA,
2004]. Satellite observations have revealed significant reductions in NOx emissions
where power plant emissions dominate, such as the Eastern U.S., as a result of selective
catalytic reduction systems [Kim et al., 2006; EPA, 2015a; Krotkov et al., 2016].
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Similarly, innovations in catalytic converters and NO x aftertreatment technologies for
gasoline- and diesel-powered vehicles have led to reductions in mobile CO and NO x
emissions [Parrish et al., 2006; Dallmann and Harley, 2010; Bishop and Stedman, 2015].
As a result, nationwide NO x and CO emissions have steadily decreased over the past
several decades [Stavrakou et al., 2008; Russell et al., 2012; He et al., 2013; Pommier et
al., 2013; Huang et al., 2014; Miyazaki et al., 2017], with indications of CO decreasing at
a faster rate than NO x [Hassler et al., 2016]. While there is general consensus between
inventories and observations that NO x and CO emissions are decreasing in the U.S. and
other developing countries [Konolov et al., 2010; Pommier et al., 2013; Hassler et al.,
2016; Miyazaki et al., 2017], discrepancies remain between observations and national
inventories regarding the magnitude of current NO x and CO emissions. Emission
quantification using surface, mobile, airborne, and satellite (“top-down”) measurements
can be used to evaluate the accuracy of emissions inventories, i.e. “bottom-up” methods
[Nisbet and Weiss, 2010].
The atmospheric lifetime of CO is on the order of one month. NO x , which is
predominately emitted as NO and rapidly interconverts with NO 2 during the day, will
react to form other oxidized nitrogen species (NO z) including HNO 3 , HONO, HO 2 NO2 ,
peroxy nitrates, organic nitrates, and aerosol nitrate, all of which contribute to total
reactive nitrogen NO y . The interconvertible nature of NO y species can complicate the
quantification of urban NO x emissions, and evaluation of NEI NO x emission estimates if
there is conversion of NO x to NO z and instrumentation is not capable of measuring NO z
species. The effective lifetime of NO y varies by season, as it is temperature- and
radiation-dependent, is highly dependent on concentrations of the hydroxyl radical (OH)
and O 3, and is generally limited by dry deposition of the oxidized species [Parrish et al.,
1993; Yienger et al., 1999; Beirle et al., 2011]. Transformation of NO x to other NO y
species and depositional NO y loss must be considered when using observational data to
quantify city-wide NO x emissions.
Previous studies usually investigated NO y transport and reactivity in spring,
summer, and fall [Horowitz et al., 1998; Stohl et al., 2002; Thornton et al., 2002; Neuman
et al., 2006; Hudman et al., 2007; Singh et al., 2007; Chou et al., 2009; Zhang et al.,
2016]. The lack of measurements conducted during the cold season leads to greater
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uncertainty regarding the magnitude of wintertime NO x emissions and the ratio of emitted
NO x relative to other combustion products. Satellite measurements show that urban NO 2
column densities are greater in winter than summer because of longer NO x lifetimes
[Lamsal et al., 2012; Russell et al., 2012], but also indicate that NO x emissions are
greatest in summertime as a result of soil and biomass burning emissions [Lamsal et al.,
2012; Miyazaki et al., 2017]. Wintertime emissions from cities could differ from other
seasons due to increased residential heating, vehicles started and operated at cold
temperatures, or changes in traffic patterns due to poor road conditions. These wintertime
emission fluctuations could result in unique combustion product emission ratios
compared to other seasons.
The Wintertime INvestigation of Transport, Emissions, and Reactivity (WINTER)
study was conducted along the Northeastern U.S. in February and March 2015 to
investigate the lifetime, behavior, and magnitude of anthropogenic emissions during the
cold season. Some of the WINTER flights overlapped in space and time with
measurements of the Fluxes of Atmospheric Greenhouse Gases in Maryland (FLAGGMD) project, a long-term campaign which seeks to quantify anthropogenic emissions
from the Washington, D.C.-Baltimore area (D.C.-Balt).
Some field studies reported that different releases of the NEI overestimate NO x
emissions [Hudman et al., 2007; Castellanos et al., 2011; Yu et al., 2012; Brioude et al.,
2013; Marr et al., 2013; Anderson et al., 2014; Ahmadov et al., 2015; Canty et al., 2015;
Travis et al., 2016], while others have shown the NEI to be consistent with observations
[Parrish et al., 2006; Dallmann and Harley, 2010]. A commonly identified source of the
NEI overestimation is mobile source NO x emissions [McDonald et al., 2012; Anderson et
al., 2014; Canty et al., 2015; Travis et al., 2016], which account for ~60% of nationwide
NO x in the NEI [Bishop and Steadman, 2008; EPA, 2016b]. NEI mobile emissions
include both “on-road” automobile emissions and “nonroad” emissions, e.g. locomotives,
marine, aircraft, construction, recreation, lawn/garden vehicles and equipment [EPA,
2016b]. Nonroad emissions potentially represent a significant source of uncertainty in the
NEI given the relatively few studies that have characterized emission factors from the
large number of nonroad vehicle/equipment types [Dallman and Harley, 2010; Heidari
and Marr, 2015].
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Similarly, some studies have shown that the NEI significantly overestimates CO
[Parrish, 2006; Hudman et al., 2008; Miller et al., 2008; Fujita et al., 2012; Brioude et
al., 2013], while others report smaller observation-NEI discrepancies [Castellanos et al.,
2011; Yu et al., 2012; Anderson et al., 2014]. However, most field studies were
conducted from spring through fall [Hudman et al., 2007; 2008; Miller et al., 2008;
Castellanos et al., 2011; Yu et al., 2012; Brioude et al., 2013; Anderson et al., 2014;
Canty et al., 2015; Kim et al., 2016; Travis et al., 2016]. The WINTER measurements
over the Northeastern U.S. allow for the evaluation of the NEI during the cold season.
The NEI is built by combining local-, tribal-, and state-level inventories,
monitoring systems, and models [EPA, 2016b]. Comparisons of top-down analyses with
different releases of the NEI or with NEI estimates for different areas in the U.S. must be
carefully considered as it is possible that NEI emission estimates are more accurate for
certain sectors or certain parts of the U.S. For example, power plant emissions monitored
with Continuous Emissions Monitoring Systems (CEMS) are generally expected to be
accurate within an uncertainty of 14% [Peischl et al., 2010; Pouliot et al., 2012]. These
sources can contribute significantly to regional emissions along the Ohio River Valley
and the Eastern U.S., and are responsible for ~25% of NO x emissions nationwide [Kim et
al., 2006; EPA, 2016b]. Different methodologies have been developed to estimate
emissions for the same sector across different years or regions. For example, the 2005
NEI relies on the MOBILE6 model to estimate automobile emissions, while the 2011
NEI uses the Motor Vehicle Emission Simulator (MOVES) model [Kota et al., 2014],
except vehicle emissions for California are estimated using a California Air Resource’s
Board (CARB) model [Kim et al., 2016]. As a result, evaluations of the NEI accuracy
should be interpreted as time- or region-specific.
In addition to improving future NEI estimates, sector-specific measurements of
criteria pollutants, along with greenhouse gas observations could prove helpful for
building an observations-based inventory of anthropogenic emissions [Warneke et al.,
2007; Hsu et al., 2010]. High-resolution carbon dioxide (CO 2 ) inventories have been
developed for the U.S. (Vulcan; http://vulcan.project.asu.edu) and for some U.S. cities
(Hestia; http://hestia.project.asu.edu) and regions (Anthropogenic Carbon Emissions
System (ACES); http://sites.bu.edu/co2usa/inventory/) for selected years [Gately and
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Hutyra, 2018; Gurney et al., 2009; 2012; Neuman et al., 2016; Patarsuk, 2016]. If robust
NO x /CO 2 and CO/CO 2 emission factors are determined for each contributing sector, the
fuel- and activity-based Hestia CO 2 inventory can eventually be converted into
nationwide NO x and CO inventories independent of the NEI. Ratios of co-measured
criteria pollutants and greenhouse gases (“emission ratios”, e.g. NO x /CO 2 and CO/CO 2 ))
have been reported for selected cities [Williams et al., 2009; Pollack et al., 2012; Brioude
et al., 2013], and could complement the development of observations-based criteria
pollutant inventories. However, before a CO 2 emissions inventory can be used to guide
the development of new criteria pollutant inventories, appropriate criteria
pollutant/greenhouse gas emission ratios must be reported from individual energy sectors,
from more urban areas, and in different seasons.
To improve the community’s understanding of wintertime emissions of reactive
air pollutants, mass balance flights were conducted during WINTER using the Purdue
University Airborne Laboratory for Atmospheric Research (ALAR) and the University of
Maryland (UMD) experimental Cessna aircraft to quantify emission rates of NO x and CO
from D.C.-Balt. Airborne mass balance experiments have been used to quantify
emissions from power plants [Trainer et al., 1995; Ryerson et al., 1998; Lavoie et al.,
2017a], oil and gas fields [Karion et al., 2013; 2015; Petron et al., 2014; Lavoie et al.,
2015; 2017b; Peischl et al., 2015; 2016; Ren et al., 2017], cities [Kalthoff et al., 2002;
Mays et al., 2009; Gioli et al., 2014; O’Shea et al., 2014; Cambaliza et al., 2014; 2015,
Heimburger et al., 2017; Salmon et al., 2017; 2018], and landfills [Cambaliza et al.,
2017]. Measurements of NO y aboard the NCAR C-130 during WINTER are also used to
provide information about NO y partitioning downwind of D.C.-Balt. The observationsderived emission rates are compared with the 2011 and 2014 NEI (NEI-11 and NEI-14).
NO x , CO, and CO 2 enhancement ratios are also reported, and compared with ratios
reported from studies conducted across the U.S. during other seasons.
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5.2
5.2.1

Methods
Aircraft Measurements
Airborne mass balance experiments were conducted around D.C.-Balt using the

Purdue and UMD experimental aircraft to quantify the urban area’s NO x and CO
emission rates during the WINTER campaign. The Purdue University experimental
aircraft (ALAR) and the chemical instrumentation installed on it are discussed in detail in
Chapter 2. Chemical instrumentation installed on the other WINTER aircraft (Figure 5.1),
the UMD experimental Cessna and the National Science Foundation’s C-130, are
discussed below. Observations conducted during WINTER in 2015 are compared with
airborne urban measurements conducted by the UMD Cessna the following February
(2016) in D.C.-Balt, and in Indianapolis, IN in November – December 2014 using the
Purdue ALAR [Heimburger et al., 2017].

Figure 5.1. (a) The University of Maryland (UMD) experimental Cessna aircraft. (b) The
National Science Foundation (NSF) C-130 aircraft.

5.2.1.1 UMD Cessna
The UMD Cessna was equipped with a Los Gatos Research off-axis integrated
cavity output spectroscopy (OA-ICOS) analyzer for 1 Hz NO 2 measurements. It was
calibrated using the gas phase titration method by quantitatively converting a NISTtraceable NO standard to NO 2 . The average difference between the UMD and Purdue
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NO 2 measurements during a 20-minute inter-comparison flight conducted on 19 February
2015 was 29% (Purdue NO 2 measurements are discussed in Chapter 2.4). Beginning on
19 February 2015, nitric oxide (NO) was measured from the UMD Cessna with a
chemiluminescence NO-NOx analyzer (Thermo Electron Corporation, Model 42) running
in the NO mode. The NO analyzer was calibrated with a NIST-traceable NO standard
with an accuracy of ±(3%+50) pptv. A UV absorption O 3 analyzer (Thermo Electron
Corporation, Model 49) was installed on the UMD Cessna. The O 3 analyzer was
calibrated with a primary O 3 calibrator that was calibrated with a standard reference
photometer at NIST. The accuracy and detection limit for the UMD O 3 measurements
were < 1% and 1 ppbv. A Picarro G2401-m cavity ringdown spectrometer (CRDS) for
0.5 Hz CO and CO 2 measurements was installed in the UMD Cessna. The UMD CRDS
was calibrated with four NIST standards ranging from 359.52 – 429.68 ppmv for CO 2
and 217.00 – 1047.25 ppbv for CO. The measured 5-second precision for UMD CO 2 and
CO measurements were ±20 ppbv and ±8 ppbv, respectively. Other instrumentation
installed in the UMD Cessna has been discussed by He et al. [2014] and Ren et al.
[2017].

5.2.1.2 National Science Foundation C-130
Reactive nitrogen oxides were measured using several instruments during
WINTER on the C-130 aircraft. For the analysis here, NO, NO 2 , and NO y were measured
with a NOAA custom-built CRDS. NO 2 was measured by direct absorption at 405 nm
[Fuchs et al., 2009], and was calibrated throughout the campaign by measurement of NO2
converted from known amounts of O 3 in excess NO [Washenfelder et al., 2011]. The
stated accuracy and 1σ 1-sec precision of the NOAA CRDS instrument is 3% and < 30
pptv for NO 2 [Wild et al., 2014], but was < 8% and 114 pptv, respectively on C-130
research flights 1 and 2 (03 and 06 February 2015) due to an inlet zero issue. NO y was
thermally converted in a quartz heater (650 o C) and measured as NO 2 in a separate
channel after chemical conversion of NO to NO 2 via excess O 3 [Wild et al., 2014]. The
NO y channel is calibrated using the same method as the NO 2 channel and had an
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accuracy of 12% and 1σ 1-sec precision of 190 pptv for the C-130 flights considered
here.
CO was measured by a commercial Aero-Laser AL-5002 VUV resonance
fluorescence instrument having a 1.5 ppbv precision (1σ 1-sec) and 0.5-Hz frequency
response. A Picarro G2311-f CRDS instrument quantified CO 2 dry mole fraction with a
1σ 0.2-sec precision of 250 ppbv, with a 2-Hz frequency response.
5.2.2

Research Flights
The airborne mass balance experiment approach and the D.C.-Balt study site are

discussed in detail in Chapter 2. Emission rates from D.C.-Balt were quantified from
airborne mass balance measurements conducted by the UMD and Purdue aircraft on the
weekdays: 13, 18, 19, 20, 23, 24, 25, 27 February and 11 March 2015. Flight paths from
the WINTER mass balance flights are shown in Figure 5.2 (Table 5.1 is a flight log
detailing all the flights discussed in this paper). Mass balance measurements conducted
on 19 February 2015 were used to quantify emissions from an energy generating facility
in Maryland. As discussed in Chapter 2.5.2, mass balance experiments initiated at
approximately noon, and ended in late afternoon before boundary layer decay began
[Acevedo and Fitzjarrald, 2001; Lothon et al., 2014]. Flights typically began with a
vertical profile to estimate boundary layer height, followed by an upwind transect to
characterize the chemical composition of the inflow into the study site. Then, downwind
transects were conducted at various altitudes approximately equally spaced throughout
the boundary layer. An additional vertical profile(s) was (were) conducted downwind of
the study area to determine if the depth of the boundary layer evolved throughout the
flight.
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Figure 5.2. Mass balance flight paths conducted around D.C.-Balt during WINTER.
Northwest winds were typically observed during D.C.-Balt mass balance flights, except for
18 February 2015 (orange) and 24 February (light blue) when winds were from the south.
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Table 5.1 Flight log of the WINTER research flights discussed in this study. The Purdue
and UMD aircraft conducted mass balance experiments in D.C.-Balt. The altitudes and
times of the downwind transects and boundary layer depths (zi) are provided. The C-130
conducted “survey” flights to sample several sources along the Northeastern U.S. within
the course of a single flight.
Date in
2015

Aircraft

Flight Type

Plume Source

Sampling
Altitude(s)
[msl]

Time (local)
of Transect

zi
[m]

3 Feb

C-130

Survey

D.C.-Balt

250

14:57

-

3 Feb

C-130

Survey

Philadelphia

250
75

15:53
16:57

-

6 Feb

C-130

Vertical
Profile

Cincinnati

100-683

13:37

510

6 Feb

C-130

Survey

Cincinnati

13 Feb

UMD
Cessna

Mass
Balance

D.C.-Balt

18 Feb

Purdue
ALAR

Mass
Balance

D.C.-Balt

19 Feb

UMD
Cessna

Mass
Balance

Chalk Point
Power Plant

20 Feb

UMD
Cessna

Mass
Balance

D.C.-Balt

23 Feb

UMD
Cessna

Mass
Balance

D.C.-Balt

24 Feb

UMD
Cessna

Mass
Balance

D.C.-Balt

25 Feb

UMD
Cessna

Mass
Balance

D.C.-Balt

27 Feb

Purdue
ALAR

Mass
Balance

D.C.-Balt

11 Mar

Purdue
ALAR

Mass
Balance

D.C.-Balt

532
575
320
350
430
370
550
660
720
290
520
740
290
680
300
575
850
550
710
430
690
1000
390
680
930
280
330
375

15:04
15:33
15:56
16:30
17:01
13:20
14:03
14:34
15:02
15:11
15:44
16:42
15:54
16:39
15:48
17:06
17:46
12:46
13:25
13:50
15:19
15:58
14:42
15:36
16:27
14:10
15:36
16:00

1330

1185

1680
1080
1180
790
1410

1500

460
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5.2.3

Calculation of NO x
Only NO 2 was measured during the Purdue ALAR mass balance flights, while

NO and NO 2 were both measured by the UMD Cessna (except for one UMD flight on 13
February 2015 when only NO 2 was measured). For mass balance days when NO x cannot
be directly calculated from measurements, NO x is defined as the sum of calculated
photochemical steady-state NO (NO ss) and measured NO 2 . NOss is calculated according
to Equation 5.1, which assumes the production and loss rates of NO in Reactions 5.1 and
5.2 are equal [Leighton, 1961].
𝑁𝑂𝑆𝑆 = 𝐽𝑁𝑂2 [𝑁𝑂2 ]/𝑘2 [𝑂3 ]
𝑂2

(5.1)

𝑁𝑂2 + ℎ𝑣 → 𝑁𝑂 + 𝑂3

JNO2

(R5.1)

𝑁𝑂 + 𝑂3 → 𝑁𝑂2 + 𝑂2

k2

(R5.2)

NO 2 photolysis rates (JNO2 ) were calculated according to Equation 5.2.
𝐽𝑁𝑂2 = 𝛾 ∙ 𝐼𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑

(5.2)

The conversion factor, 𝛾 = 2.11(±0.08) ×10-5 m2 W-1 s-1 , in Equation 5.2 was determined
from the correlation slope (Figure 5.3, N = 13, R2 = 0.844) of JNO2 versus irradiance
measured by the Purdue aircraft during clear-sky conditions on multiple days (18
February, 19 February, 27 February, 11 March, 12 March 2015) and at different times
during the afternoon (14:15 – 17:00 EST). The JNO2 values in Figure 5.3 were determined
with the National Center for Atmospheric Research’s Tropospheric Ultraviolet and
Visible (TUV) Radiation Model (https://www2.acom.ucar.edu/modeling/troposphericultraviolet-and- visible-tuv-radiation- model).
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Figure 5.3. Correlation between calibrated TUV model-calculated photolysis rate (JNO2)
and irradiance measured aboard the Purdue research aircraft. The linear fit equation is used
to calculate JNO2 during the Purdue flights and the UMD flight on 13 February 2015.

The TUV-calculated JNO2 values were calibrated using JNO2 values measured from
the C-130. A calibration curve (Figure 5.4, correlation slope = 0.92, N = 13, R2 = 0.882)
was constructed from JNO2 observations from the C-130 flights conducted on 3, 6, 7, and
11 February between 12:05 – 17:00 EST, and corresponding TUV model-calculated JNO2 .
For the calculation of NO ss (Equation 5.1), JNO2 was calculated following Equation 5.2
using 1-second-averaged irradiance measured in flight by the Purdue ALAR or using
hourly irradiance measurements from the EPA Clean Air Status and Trends Network
(CASTNet) site in Beltsville, MD (39.03 o N, 76.82 o W) for the 13 February 2015 UMD
flight.
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Figure 5.4. Correlation of NO 2 photolysis rate (JNO2 ) measured from the C-130 and JNO2
calculated by the National Center for Atmospheric Research’s Tropospheric Ultravio let
and Visible (TUV) Radiation Model. The above equation is used to correct TUV-calculated
JNO2.

The uncertainty associated with calculated NO ss results from the uncertainty in the
JNO2 -irradiance correlation and the photochemical stationary state assumption. The
uncertainty in the JNO2 -irradiance correlation is accounted for by propagating the
uncertainty in the Figure 5.3 correlation coefficient (~6%). The combined uncertainty
associated with the photochemical steady-state assumption and the measurement
uncertainty is calculated from the difference in NO x measured aboard the C-130 and NO x
calculated as the sum of calculated NO ss and C-130-measured NO 2 . The average
difference between measured and calculated NO x mixing ratios for the C-130 flights
conducted on 3, 6, 7, and 11 February 2015 is 15%. A small bias (average slope = 0.98)
was found in the correlation of calculated vs. measured NO x for the four C-130 flight
days.
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5.2.4

Background Determination
The incremental urban enhancement in the pollutant of interest, CO and NO x in

this case, is determined using the linear background approach, discussed in detail in
Chapter 2.5.3. Briefly, background mole fractions are defined by fitting an ordinary least
squares linear regression to the rural area-influenced mole fractions on either side of the
urban plume [Cambaliza et al., 2014, 2015; Karion et al., 2015; Heimburger et al., 2017;
Salmon et al., 2017]. For the regression analysis, the aircraft’s location along the
downwind transect is the independent variable and the dependent variable is the ruralinfluenced NO x or CO mole fractions. Background values are subtracted from the
elevated downwind mole fractions of CO or NO x to give the urban enhancement in CO or
NO x , 𝑋𝑃,𝑖 , where P indicates “pollutant” (CO or NO x ).
5.2.5

Transformations of NO x
Transformations of NO x to NO z must be accounted for in the D.C.-Balt mass

balance analysis for meaningful reporting of city-wide NO x emissions and comparison to
the NEI. The NEI reports NO x emissions from the source. After being emitted, NO x can
react to form NO z, e.g., HNO 3 , HO 2 NO 2 , peroxyacyl nitrates, organic nitrates (RONO 2 ),
and aerosol nitrate. It is assumed that the NO y molecules contributing to the observed
urban enhancement downwind of the study area were all initially emitted as NO x , and,
because of the short atmospheric processing time between emission and measurement
(average: 2.8 h), NOy removal is relatively small, ~11% (calculated below). During the
day, the downwind ratio of NO x /NO y is dependent on NO y photochemical reaction and
deposition rates, and theoretically varies with the age of the air parcel since emission.
The relationship between air parcel transport time and NO x /NO y was determined
for three isolated urban plumes sampled by the C-130 aircraft (Figure 5.5a) during
afternoon hours (14:45 – 17:15 EST). The measured NO x /NO y ratios within the three
urban plumes are plotted as a function of transport time (t) in Figure 5.5b. Transport
times were determined using the National Oceanic and Atmospheric Administration Air
Resources Laboratory’s Hybrid Single-Particle Lagrangian Integrated Trajectory
(HYSPLIT) model [Stein et al., 2015], which was defined as the time lapse between
when the air parcel passed over the D.C-Balt or Philadelphia area and when the air parcel
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was sampled. For this analysis, the D.C.-Balt area was defined as the line intersecting the
geographical coordinates of Washington, D.C. and Baltimore, MD, and the Philadelphia
area was defined as the best fit line of the geographical coordinates of Trenton, NJ,
Philadelphia, PA, and Wilmington, DE (red traces in Figure 5.5a).
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Figure 5.5 (a) C-130 flight path on 3 February 2015 flown downwind of D.C.-Balt and
Philadelphia. The D.C.-Balt and Philadelphia “emission areas” are indicated by the red
trace. Transport times are defined as the time between emission from D.C.-Balt or
Philadelphia (red trace) and sampling downwind by the C-130 (transect altitudes are
reported in meters above sea level (msl)). (b) The ratio of NO x /NO y sampled by the C-130
within the isolated plumes indicated in (a) plotted as a function of transport time between
emission and sampling.
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HYSPLIT-calculated transport times can be used as inputs for Equation 5.3 to
calculate the NO x /NO y ratios downwind of D.C.-Balt during the mass balance flights
(which did not have NO z measurements). To account for transformations of NO x to NO z
species, the urban NO x enhancements (𝑋 NOx, i) were divided by the calculated NO x /NO y
(Equation 5.3) to give the calculated NO y enhancements (𝑋 NOy* ,i; where “*” indicates
“calculated”), as in Equation 5.4.
(𝑁𝑂𝑥 /𝑁𝑂𝑦 )𝑖 = 1.0 − 0.0169 ∙ 𝑡
𝑋𝑁𝑂𝑦∗,𝑖 =

𝑋𝑁𝑂𝑥 ,𝑖
(𝑁𝑂𝑥 /𝑁𝑂𝑦 ) 𝑖

(5.3)
(5.4)

Uncertainties and assumptions associated with the calculation of NO y , including the
temporal variability of NO x /NO y , NO y removal via dry deposition, and the vertical
gradient of NO x /NO y within the boundary layer are discussed below.

5.2.5.1 Temporal Variability of NO x /NO y
The D.C.-Balt mass balance flight downwind transects were conducted between
13:15-18:30 EST. Equation 5.3 was determined from C-130 measurements made between
14:45-17:15 EST. The transport times calculated for the Purdue and UMD mass balance
flights averaged 2.8 hours (range: 0.9 – 8.5 hours) and the uncertainties in resulting
NO x /NO y ratios were defined by the residuals of the best fit line NO x /NO y = 1.0 –
0.0169·t. Equation 5.3’s slope of 0.0169 hr-1 , or ~2.5 days, translates to afternoon OH
concentrations of 7.7×104 molecules cm-3 , assuming the main loss of NO x is reaction of
OH with NO 2 . This is in line with wintertime OH concentrations observed in New York
City [Ren et al., 2006]. The error in the linear fit coefficients in Equation 5.3 (Figure
5.5b) are included in the uncertainty analysis, and reflects afternoon temporal variability
in NO 2 oxidation rates that is not explicitly addressed by Equation 5.3.
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5.2.5.2 NOy Removal
The extent to which NO y is removed from the atmosphere via dry deposition is
calculated below, assuming a 1 km boundary layer height (z), and that the average
distance of NO y from the surface is 0.5z. To define the upper limit of NO y removal, the
average daytime HNO 3 deposition velocity (VD) of 4.2 cm s-1 reported by Zhang et al.
[2012] is used. The NOy lifetime with respect to dry deposition can be calculated as 1/k,
where k = VD/0.5z = 3 cm s-1 /50,000 cm, leading to τ = 16,700 s or 4.6 hr. Assuming
exponential decay, 45% of HNO 3 would be lost within 2.8 hr (average transport time
during mass balance flights). For the average transport time of 2.8 hr, NO x /NO y = 0.95. If
NO x = 0.95×NO y , then NO z = 0.05×NO y . Then, assuming 5 moles of NO z and 95 moles
of NO x were measured 2.8 hours downwind of D.C.-Balt, and 45% of NO z was lost by
dry deposition during the 2.8 hr transport time, there would have been 4.1 moles of NO z
lost during transport, corresponding to a 3.9% loss of NO y (4.1 moles/104.1 moles).
Repeating this same calculation for NO x deposition, where the NO 2 deposition velocity is
0.36 cm s-1 [Zhang et al., 2012], 6.7% of NO y would be lost between emission and
sampling due to NO 2 deposition during the 2.8 hour transport time, for a total of 10.6% of
NO y lost to HNO 3 and NO 2 deposition. This calculated NO y loss represents an upper limit
since HNO 3 dry deposition velocities have been reported to be 0.94 cm s -1 for the Eastern
U.S. in wintertime [Sickles and Shadwick, 2007], and other components of NO z (e.g.
peroxyacetyl nitrate (PAN), alkyl nitrates, nitrate aerosol) have lower deposition
velocities [Zhang et al., 2012].

5.2.5.3 Vertical Gradient in NO x /NO y
For this analysis, it is assumed NOx /NO y is constant with altitude. Zhang et al.
[2016] sometimes observed a negative gradient in NO x with increasing altitude within the
boundary layer in D.C.-Balt during DISCOVER-AQ (July 2011). However, several
vertical profiles were conducted within the Philadelphia, PA, and Cincinnati, OH, plumes
by the C-130 during the afternoon of 3 and 6 February 2015 (Table 5.1), respectively, and
the NO x /NO y ratio was observed to be constant with altitude within the boundary layer.

178
5.2.6

Emission Rate Calculation
The mass balance emission rate calculation is discussed in detail in Chapter 2.5.4.

Briefly, the urban enhancements, 𝑋𝑃,𝑖 (mol m-3 ) in CO or NO y* , are multiplied by the
component of the wind speed perpendicular to the downwind flight track, 𝑈⊥,𝑖 (m s-1 ) to
yield fluxes, 𝐹𝑃,𝑖 (mol m-2 s-1 ). The flux values calculated at each downwind sampling
point are interpolated/extrapolated to create a two-dimensional x-z plane, or matrix (𝑀𝑃 )
of downwind CO or NO y* fluxes [Heimburger et al., 2017]. The matrix extends from the
surface to the top of the boundary layer, and only extends horizontally to include urbaninfluenced air (differentiation between background- and urban-influenced air is discussed
in Chapter 2.5.3). The citywide emission rate, 𝐸𝑅𝑃 (mol s-1 ), is calculated by integrating
the pixels of the flux matrix, 𝑀𝑃 , across the horizontal bounds of the city, and vertically
from the surface to the top of the boundary layer. Uncertainties associated with the mass
balance emission rate calculation are discussed in Chapter 2.5.5. Additional uncertainties
regarding the calculation of photochemical steady-state NO (NO ss) and NO y* using the
NO x /NO y -transport time relationship are discussed below.
5.2.7

Emission Inventories

5.2.7.1 NEI NO x and CO Emissions
A 1:1 comparison is made between top-down D.C.-Balt NO y* (hereon referred to
as NO x ) and CO emissions estimates to Version 2 of the NEI-11 and Version 1 of the
NEI-14 [EPA, 2015b; EPA, 2016b]. The NEI reports county-level NO x and CO
emissions. The counties and independent cities within the D.C.-Balt study area include:
the District of Colombia, Maryland counties and independent cities (city): Anne Arundel,
Baltimore, Baltimore (city), Calvert, Carroll, Charles, Frederick, Harford, Howard, Kent,
Montgomery, Prince George’s, Queen Anne’s, St. Mary’s, Talbot, Virginia counties and
independent cities: Alexandria (city), Arlington, Fairfax, Fairfax (city), Falls Church
(city), Fauquier, King George, Loudoun, Manassas (city), Manassas Park (city), Prince
William, Stafford. For reference, the sector breakdown of NEI-11 D.C.-Balt NO x and CO
emissions is provided in Table 5.2 [EPA, 2015c]. WINTER mass balance (“top-down”)
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CO and NO x emission rate estimates are compared to NEI-11 and NEI-14 emissions
estimates for February and March 2015 for the counties and independent cities within the
D.C.-Balt study area (listed above).

Table 5.2 Distribution of NEI-11 D.C.-Balt NO x and CO emissions by sector.
NOx

CO

Source Sector
Feb

Mar

Feb

Mar

On-road

49.4%

52.1%

49.4%

48.9%

Nonroad

12.1%

15.3%

21.5%

34.6%

Point

16.0%

16.7%

4.1%

4.4%

Nonpoint

17.3%

11.1%

15.3%

10.3%

Marine

3.5%

3.9%

0.1%

0.1%

Fire

1.0%

0.1%

9.5%

1.2%

Biogenic

0.6%

0.8%

0.2%

0.4%

NEI-11 annual county NO x and CO emissions are temporally allocated by month,
and projected forward in time from 2011 to 2017 and 2025 with Version 6.2 of the EPA’s
2011 Emissions Modeling Platform [EPA, 2015c]. February and March 2015 NEI
emission rates were estimated by interpolating between the NEI-11 estimates for
February and March 2011 and 2017. Currently, EPA Emissions Modeling Platform
forward projections are not available for NEI-14. The slopes (Δemissions/Δyear) from the
linear regressions determined for the forward projection of the NEI-11 base estimates to
2015 were used to estimate the change in NEI-14 NO x and CO emissions from February
and March 2014 to February and March 2015.
It is assumed that the co-emitted combustion products CO 2 , CO, and NO x follow a
similar diurnal emission profile. The weekly and hourly temporal structure of February
and March CO 2 emissions from Hestia’s 2014 Baltimore CO 2 data product
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(http://hestia.project.asu.edu/) are used to temporally allocate the NEI-11 and NEI-14
monthly NO x and CO emissions estimates into hourly emission rates. The top-down
emission rate estimates are compared to the NEI NO x and CO emission rates averaged
from 10:30-15:45, the time range when measured, downwind air would have passed over
the urban area according to the average transport time of ~2.8 hours.

5.2.7.2

Vulcan CO 2
Inventory CO 2 estimates are determined from the Vulcan 2002 fossil fuel CO 2

emission inventory (Version 2.2; http://vulcan.project.asu.edu/) [Gurney et al., 2009].
Vulcan reports annual emissions at the county-level. Only Vulcan estimates from
counties within the D.C.-Balt study domain are considered. The Vulcan CO 2 annual
emission estimate for the study domain is scaled using population growth (17.4%) from
2002 to 2015 in the D.C.-Balt area. The 2015 Vulcan annual emission estimate was then
scaled to monthly emissions using the relative monthly contributions from the NEI-11
NO x estimates, and then to hourly resolution using the Hestia Baltimore weekly and
diurnal emission trends. The Vulcan CO 2 inventory was used instead of the Hestia
Baltimore inventory because Vulcan was designed for the entire U.S. at 10-km
resolution, while the Hestia CO 2 product is only available for the city of Baltimore (i.e.
not D.C.).
The scaled Vulcan estimates for the energy production sector were compared to
reported EPA Continuous Emissions Monitoring System (CEMS) energy generating
facility CO 2 emissions for February and March 2015 to evaluate if scaling the Vulcan
inventory by population growth and temporally allocating its annual emissions according
to the NEI NO x and CO monthly trends is valid. The energy production sector was used
for this evaluation because (1) CEMS emissions have been determined to be consistent
with top-down emissions estimates [Peischl et al., 2010], and (2) temporal trends in
energy production sector emissions could be impacted by changes in fuel type (switching
from coal to natural gas), which is independent of changes in population. The scaled
Vulcan energy production estimates were ~6% higher than the CEMS reported emissions
for the study area’s energy production during the WINTER campaign. Given this
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relatively small difference, it is reasonable to use the Vulcan CO 2 emissions scaled by
population growth.

5.2.7.3

EPA Continuous Emissions Monitoring System (CEMS)
Emissions from an energy generating facility in Maryland were estimated from

measurements made downwind of the facility on 19 February 2015, and were compared
with the EPA’s Continuous Emissions Monitoring System (CEMS) data, which reports
hourly, facility- level NO x and CO 2 emissions. NEI and CEMS NO x are converted to
moles assuming all the NO x is NO 2 according to the EPA definition (molar mass: 46 g
mol-1 ) because NO 2 is an EPA criteria pollutant. NEI CO emissions are converted to
moles using CO molar mass (28 g mol-1 ).

5.3
5.3.1

5.3.1.1

Results and Discussion
Emission Rates of NO x and CO from Washington, D.C.-Baltimore

NOx
Figure 5.6a is a time series of NO x emission rates calculated from the mass

balance flight measurements (corresponding values are listed in Table 5.3). NOx emission
rates are calculated from NO y enhancements (Section 5.2.4–5.2.5), but are reported as
“NO x ” for consistency with the NEI. The average top-down afternoon NO x emission rate
was 130 mol s-1 , with a 95% confidence interval (CI) for the mean (𝑥̅ ± 𝑡𝑠/√ 𝑁; s = ±110
mol s-1 ; t = 1.895; N=8) ranging from 60 – 200 mol s-1 . The NEI-11 (NEI-14) February
and March 2015 afternoon NO x emission rates are 115 (120) mol s-1 and 110 (115) mol s1 , respectively.

While the observations are consistent with the NEI, the city-scale

measurements cannot be used to evaluate how accurately the NEI estimates emissions
from the component source sectors. Past studies have found that total NEI NO x emissions
agree with observations, but observed sector contributions were inconsistent with the
NEI’s distribution of emissions [Dallmann and Harley, 2010].
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Figure 5.6. Time series of D.C.-Balt top-down emission rate estimates for (a) NO x and (b)
CO calculated using measurements made during mass balance flights. NEI-11* and NEI14* NO x and CO emissions estimates indicate NEI emissions forward-projected to 2015.

As can be noted from Figure 5.6, the 24 February emission rates were higher
relative to the other flight days. Excluding the 24 February NO x emission rate from the
analysis results in an average D.C.-Balt NO x emission rate of 95 mol s-1 , and the 95%
confidence interval ranges from 65 - 125 mol s-1 . The 24 February data point is included
in this analysis because the NO x emission rate on this day is not a statistical outlier, and
the 95% confidence interval in both scenarios are consistent with NEI NO x emissions.
According to the CEMS data, NO x (and CO 2 ) emissions from energy production were
highest on the 20 February 2015 flight day, followed by 24 February 2014. Daily CEMS
NO x (and CO 2 ) emissions on 24 February were within 1σ of the average of all the flight
days. Relative to the other flight days, 24 February was the second-coldest flight day (20
February was the coldest), but again the average daily temperature was not significantly
lower than the flight days. Other emissions sources might be responsible for the
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anomalously high 24 February NO x emissions, such as mobile (on-road and/or nonroad)
emissions (Table 5.2). However, 24 February 2015 was a Tuesday, not a holiday, and it
had not snowed or rained on this day, so significant changes in mobile on-road or
nonroad vehicles emissions is not expected. However, the 24 February flight day was
unique in that a low-pressure system was moving into the study area. Barometric pressure
decreased steadily throughout the day, whereas barometric pressure was relatively
constant or increased throughout the afternoons of the other study days. Clocking
(counterclockwise direction) winds, which are associated with low-pressure systems,
were present in the morning
(https://www.wunderground.com/history/airport/KDCA/2015/2/24/DailyHistory.html).
The low, circling winds in the morning, aided by the Appalachian Mountains which lie to
the west, and the Atlantic Ocean which is east of D.C.-Balt, possibly acted to trap
emissions within the study area. Wind speeds began to increase around 12:00 local time,
and possibly helped flush the trapped emissions out of the study area. Airborne
measurements downwind of D.C.-Balt on 24 February 2015 were conducted between
approximately 12:30 – 13:45, and possibly sampled accumulated emissions resulting in
an anomalously high NO x emission rate this day.
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Table 5.3. D.C.-Balt NO x and CO emission rates (𝐸𝑅) plotted in Figure 5.6. CO emissio n
rates were only calculated from measurements made during the UMD mass balance flights.
The total relative emission rate uncertainties ( 𝛿𝐸𝑅/𝐸𝑅 ) are also provided, and are
discussed in detail in Chapter 2.5.5.

Date

𝐸𝑅𝑁𝑂x

𝛿𝐸𝑅𝑁𝑂𝑥
𝐸𝑅𝑁𝑂x

𝐸𝑅𝐶𝑂

𝛿𝐸𝑅𝐶𝑂
𝐸𝑅𝐶𝑂

(2015)

(mole s-1 )

(±%)

(mole s-1 )

(±%)

13 Feb
18 Feb
20 Feb
23 Feb
24 Feb
25 Feb
27 Feb
11 Mar
Average

39
94
150
150
380
67
91
68
130

49
50
44
31
41
44
63
41
45

200
410
350
1400
330
540

59
46
59
33
55
50

1σ

±110

±490

95% CI

±70

±470

The NO x mass balance error propagation resulted in an average uncertainty of
±45% for the individual top-down NO x emission rates (Table 5.3). This is similar to the
uncertainty estimate for the mass balance approach for single determinations, reported by
Cambaliza et al. [2014]. A detailed description of the uncertainty analysis is provided in
Chapter 2.5.5. In addition to the uncertainty in the measurements of pressure,
temperature, winds, and NO x mole fraction, the analysis accounts for the uncertainty
associated with calculating NO y* from the NO x enhancements, which is defined by (1) the
uncertainty in calculated NO x /NO y ratios (~6%; Equation 5.3-5.4) and (2) NO y removal
via dry deposition (~11%; Section 5.2.5.2). For the flight days in which NO x was
calculated as the sum of measured NO 2 and calculated NO ss (Purdue flights and the UMD
flight on 13 February 2015), the photochemical steady-state assumption (~15%; Equation
5.1) and the uncertainty associated with the JNO2 -Irradiance relationship in Equation 5.2
(~6%) are also propagated (through the 𝑆𝑃𝑑𝑤 ,𝑖 term in Table 2.2).
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NO x emissions from the Chalk Point Generating Station, a 2600 MW energy
generating facility fueled primarily by coal, as well as oil and natural gas, in Eagle
Harbor, Maryland (38.5444o , -76.6861o ), were quantified from measurements collected
during a mass balance flight on 19 February 2015 between approximately 15:00-17:00
EST by the UMD aircraft. Figure 5.7 shows NO y* enhancements, measured CO mole
fractions, and CO 2 enhancements downwind of the Chalk Point Generating Station. The
NO y* and CO 2 enhancements were used to calculate emission rates from the power plant.
Total urban area NO x emission rates from D.C.-Balt were not quantified for this flight
because background mole fractions sampled at the edges of the downwind transects were
variable. Relatively constant background NO x mole fractions were, however, definable
on either side of the power plant plume, likely due to the close proximity of the
downwind transects to the facility (average transport time between emission and
sampling was 30 minutes).

Figure 5.7. Plume profiles of (a) ∆NO y* , (b) CO, and (c) ∆CO 2 sampled downwind of the
Chalk Point Generating Station in Maryland on 19 February 2015. “∆” indicates the plumes
shown are background-subtracted enhancements.
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The emission rate of NO x from the energy generating facility was calculated to be
6.2 (±2.1) mol s-1 . The NO x emission rate reported by the CEMS for the facility was 9.3
(±1.3) mol s-1 over the three-hour period when the downwind transects were conducted.
According to CEMS data, the energy output of the power plant increased by 200 MW hr-1
during the experiment. The magnitude of the CEMS hourly-reported NO x and CO 2
emissions reflect this increase in energy output. The CEMS-reported emission rate and
the NO x emission rate calculated from the mass balance flight are not statistically
significantly different at the 95% confidence level. The facility’s CO 2 emission rate of
3430 (±740) mol s-1 , quantified from the mass balance measurements, was slightly lower
than the CEMS-reported average CO 2 emission rate of 5100 mol s-1 (±710). Some
quantitative studies of power plant emissions have found ambient observations to be
consistent with CEMS data within the CEMS’s specified accuracy of 14% [Peischl et al.,
2010], while inconsistencies between CEMS and observations have also been reported
[Placet et al., 2000]. NO x /CO 2 emission ratios from the energy generating facility are
discussed below. An enhancement in CO mole fraction was not detectable downwind of
the facility (Figure 5.7b). Power plant CO emissions have been reported to be temporally
variable, and dependent on type of fossil fuel used and plant operating conditions [Nicks
et al., 2003; Peischl et al., 2010].

5.3.1.2

CO
Figure 5.6b shows the CO emission rates calculated from measurements made

during the UMD mass balance flights (corresponding values are listed in Table 5.3). The
average afternoon CO emission rate calculated from UMD’s airborne measurements is
540 mol s-1 , and the 95% confidence interval (𝑥̅ ± 𝑡𝑠/√ 𝑁; s = ±490 mol s-1 ; t = 2.132;
N=5) ranges from 70 - 1010 mol s-1 . The large 95% CI for CO is strongly influenced by
the high emission rate of CO from D.C.-Balt on 24 February 2015 (discussed below).
High emissions of NO x were also observed that day. The variability in CO emission rates
in Figure 5.6b could indicate that day-to-day D.C.-Balt CO emissions can be highly
variable, or reflect the mass balance emission rate uncertainty. The individual flight day
CO emission rate uncertainty (Table 5.3), indicated by the error bars in Figure 5.6b, was
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calculated to be ±50% on average. The NEI-11 and NEI-14 February 2015 afternoon CO
emission rate estimates are 1060 mol s-1 and 1100 mol s-1 , respectively, a factor of ~2.0
greater than the average top-down CO emission rate estimate. The average mass balance
CO emission rate is statistically significantly different from the stated NEI values
(however, the NEI does not report uncertainties). Miller et al. [2008] found the NEI-99
overestimated nationwide CO emissions by a factor of 2 and 3 in spring and summer,
respectively. Similarly, Brioude et al. [2013] report that posterior CO emissions from the
Los Angeles Basin constrained by observations during CalNex (May-June 2010) were a
factor of two lower than the 2005 version of the NEI, which was used as the prior.
The calculated CO emission rate on 24 February 2015, 1400 (±460) mol s -1 , was
the highest observed in D.C.-Balt during WINTER. It is the only CO emission rate
estimate that is consistent with the NEI (~1100 mol CO s -1 ). The 24 February CO
emission rate is also an outlier (even when accounting for the CO mass balance
measurement uncertainty). The outlier definition assumed here is a number more than 1.5
times the interquartile range above the third quartile (or below the first quartile).
Excluding the 24 February CO emission rate from the analysis results in an average D.C.Balt CO emission rate of 320 mol s-1 , and the 95% confidence interval ranges from 230 415 mol s-1 . The 24 February observations are included in the analysis because the NO x
emission rate for this day is not an outlier when the 24 February 41% NO x mass balance
measurement uncertainty (Table 5.3) is considered. Furthermore, not including the 24
February observations results in an average D.C.-Balt CO emission rate that is a factor of
three lower than the NEI, whereas including it leads to a factor of two difference between
the inventory and observations. In either scenario the observed CO emissions are
significantly lower than the NEI. As discussed above, airborne measurements downwind
of D.C.-Balt on 24 February 2015 possibly reflect a component of accumulated morning
emissions, which were flushed out of the study area by strong southerly winds in the
afternoon, resulting in anomalously high NO x and CO emission rates.
According to the EPA Emissions Modeling Platform, on-road mobile sources are
the dominant contributors to D.C.-Balt CO emissions (Table 5.2). Thus, mobile on-road
emissions as an obvious potential source of the discrepancy between the NEI and
observations. Additionally, the nonroad sector, the second largest contributor to the area’s
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CO emissions, accounts for 21.5% and 34.6% of D.C.-Balt’s CO emissions for February
and March, respectively (Table 5.2). It is the largest (February – March) change in NO x
or CO sector contributions during the study months. This change in sector contributions
could be indicative of a transition in the vehicles/equipment contributing to the study
area’s emissions. For example, the increase in nonroad contributions could reflect an
increase in lawn/garden or construction emissions as weather becomes milder. While
some studies have found the NEI nonroad emissions to be consistent with observed
estimates [Kim et al., 2016], several studies have noted the uncertainty in NEI nonroad
emissions estimates since many types of vehicles/equipment fall into the category (e.g.
construction, agriculture, lawn/garden and recreation vehicles and equipment) and have
unique emission profiles [Dallman and Harley, 2010; Heidari and Marr, 2015]. For
example, Heidari and Marr [2015] showed some construction vehicles emitted up to a
factor of 100 lower than predicted by the NEI, while observed emissions from other types
of construction vehicles were consistent with the NEI. The temporally abrupt period over
which this increase in nonroad sector contributions occurs possibly points to an additional
component of uncertainty in the NEI’s estimation of nonroad CO emissions. While onroad emissions account for approximately half of the D.C.-Balt CO emissions in February
and March (Table 5.2), the nonroad sector represents a possibly significant component of
the factor of 2 discrepancy between the NEI and WINTER observations.
5.3.2

Straight Line Fitting for Enhancement Ratio Determination
Enhancement ratios of CO/NO x , NO x /CO2 , and CO/CO 2 (“enhancement”

indicates ratios are determined for background-subtracted urban emissions) calculated
from WINTER observations are reported below. Enhancement ratios can serve as
indicators of temporal emission trends [Parrish et al., 2002; Dallmann and Harley, 2010;
Bishop and Stedman, 2015; Hassler et al., 2016], can be compared across cities, energy
sectors, and fuel types [Williams et al., 2009; Peischl et al., 2010; Anderson et al., 2014.
Robust NO x /CO 2 and CO/CO 2 emission factors for contributing sectors would allow the
Hestia, Vulcan, or other CO 2 inventories to eventually be utilized to enable production of
nationwide NOx and CO inventories that are independent of the NEI. This approach could
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then result in more reliable NO x and CO emission inventories, as long as these sectorspecific emission factors were regularly updated.
Enhancement ratios are defined as the correlation slope between backgroundsubtracted urban enhancements of CO, NO y , and CO 2 [Parrish, 2006; Williams et al.,
2009; Pollack et al., 2012; Brioude et al., 2013; Anderson et al., 2014; Hassler et al.,
2016]. Because CO and CO 2 are relatively long-lived, the mole fractions measured
downwind of D.C.-Balt could contain components related to long range transport. It is
thus necessary to determine the correlation of background-subtracted data. The
enhancement ratios CO/NO x and NO x /CO 2 are reported with the nomenclature “NO x ” for
consistency with the NEI, but are calculated using background-subtracted NO y to account
for NO x transformations between emission and sampling.
The type of straight line fitting used for assessing the correlation of the
background-subtracted urban enhancements can have a significant impact on the criteria
pollutant emission ratios. The linear fit employed must account for error in both the x and
y variable, thus ordinary least squares (linear least squares) regression is not appropriate.
It is common in this field to use orthogonal distance regression (ODR) fitting [Pollack et
al., 2012; Anderson et al., 2014], which does account for error in both variables.
However, true ODR requires that the magnitude of the error variances in the x and the y
variables be equal [Wehr and Saleska, 2017]. The measurement error standard deviation
of the NO y* , CO, and CO 2 measurements discussed in the main text are 0.2 ppbv, 8 ppbv,
and 0.06 ppmv, respectively, and so do not satisfy this condition. However, some analysis
programs (e.g. Igor Pro) allow user-defined measurement error standard deviations with
ODR fitting routines, i.e. not true ODR fitting.
York’s least squares solution is the general solution of the best-fit straight line, i.e.
it can be applied to correlations when one or both variable have associated uncertainties
[York et al., 2004; Wehr and Saleska, 2017]. The ∆CO/∆NO x , ∆NO x /∆CO 2 , and
∆CO/∆CO 2 enhancement ratios defined by the York and ODR regression slopes were not
statistically significantly different when the measurement error standard deviation of the
x and y variables were defined, and the y-intercept forced through zero. The y-intercepts
were forced through zero because the correlations were determined for backgroundsubtracted enhancements. Average correlation slopes determined without forcing the y-
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intercept through zero were not different from the forced fits within the 95% confidence
interval, but a larger range in day-to-day emissions ratios was observed for non-forced
correlations.

5.3.2.1

CO/NO x
Figure 5.8 shows the CO/NO x enhancement ratios calculated from UMD flight

measurements. CO/NO x enhancement ratios observed during WINTER are compared
with estimates from the NEI and other urban studies (Figure 5.8). The average CO/NO x
emission ratio observed during D.C.-Balt mass balance flights is 4.6 (95% CI: ±0.7) ppbv
ppbv-1 . The average urban CO/NO x enhancement ratio determined from C-130
measurements within the D.C.-Balt, Philadelphia, PA, and Cincinnati, OH urban plumes
was 5.1 (95% CI: ±1.5) ppbv ppbv-1 . The NEI CO/NO x is a factor of ~2.0 greater than the
emission ratios calculated from both the UMD aircraft and C-130 observations.
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Figure 5.8. CO/NO x enhancement ratios calculated from the UMD aircraft and C-130
observations are compared with the NEI and other urban studies. The markers indicate
average enhancement ratios (solid bars identify the range of ratios observed on individ ua l
flight days). Unfilled and filled NEI markers indicate original NEI emissions and NEI
emissions forward-projected to 2015, respectively.

The average CO/NO x for the UMD aircraft flights is the average of ratios
calculated for five flight days (between 13 - 25 February 2015), and ranges from 3.4 – 5.2
ppbv ppbv-1 . The C-130 CO/NO x enhancement ratios range from 2.8 – 6.4 ppbv ppbv-1 ,
and were determined from measurements conducted on 3 February 2015 (D.C.-Balt and
Philadelphia, PA) and 6 February 2015 (Cincinnati, OH). Similar to the large range in
day-to-day CO/NO x enhancement ratios observed during the WINTER campaign, Simon
et al. [2018] also report large daily variability in CO/NO y enhancement ratios (4.9-13.6)
in D.C.-Balt from airborne observations conducted in July 2011 (DISCOVER-AQ).
Emitted ratios of CO/NO x from different combustion sources can be highly variable, e.g.
CO/NO x emission ratios from gasoline on-road vehicles are three orders of magnitude
greater than power plant emission ratios [Simon et al., 2018]. With the exception of fires

192

(agricultural, wood), the NEI predicts gasoline vehicles and nonroad mobile equipment
(construction, lawn, recreation equipment/vehicles) emit the highest CO/NO x ratios
relative to other combustion sources [Simon et al., 2018; Wallace et al., 2012]. These
relatively high NEI-predicted CO/NO x ratios are supported by in-use vehicle fleet
CO/NO x ratio measurements in Chicago (9.8; Fall 2014) [Bishop et al., 2016], Tulsa
(11.5; Fall 2015) [Bishop and Stedman, 2016], and Los Angeles (7.7-10.7; Summer
2010) [Bishop et al., 2012; Fujita et al., 2012]. It is possible that the variability in daily
WINTER CO/NO x enhancement ratios is a result of varying contributions from mainly
point and nonpoint sources (Table 5.2; e.g. energy generating facilities, industrial
processes) that emit at characteristically lower CO/NO x ratios, mixing with dominant
mobile emissions in the D.C.-Balt plume.
An average enhancement ratio of 11.1 mol CO/mol NO y was estimated from
measurements during DISCOVER-AQ flights in July 2011 around Baltimore, MD
[Anderson et al., 2014; Anderson, 2016]. Studies in Los Angeles during CalNex 2010
[Brioude et al., 2013; Pollack et al., 2012] and Houston during TexAQS 2006 (ratio of
average observed CO and NO y mixing ratios; [Yu et al., 2012]) have reported CO/NO y
emission ratios ranging from 7.4 - 9.1 mol CO/mol NO y . A possible explanation for the
lower CO/NO x observed during WINTER is that the DISCOVER-AQ, CalNex, and
TexAQS campaigns were conducted between late spring and early fall. Ambient surface
temperatures during the WINTER campaign were much lower, and frequently were
below 0 o C. Anderson [2016] shows that airborne measurements of CO/NO y ratios in
Baltimore in July 2011 (DISCOVER-AQ) increased by more than a factor of 2 as the
potential temperature increased from 296 K to 309 K. More study is required to
characterize this apparent CO/NO x temperature dependence.
Brioude et al. [2013] report a 9% decrease in CO/NO y emission ratio from 2002
to 2010 in the Los Angeles Basin. Miyasaki et al. [2017] report a ~30% decrease in U.S.
NO x emissions from 2005 to 2014, and Hassler et al. [2016] show that U.S. CO emissions
have been decreasing at a faster rate than NO x emissions since the 1970s. The lower
CO/NO x observed during WINTER could result from a combination of the temperaturedependence of CO/NO x emission ratios [Anderson et al., 2014] and faster mobile source
CO reduction relative to NO x [Hassler et al., 2016].
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The possible temperature-dependence of CO/NO x enhancement ratios and relative
rates of CO and NO x emissions reductions may partially explain why CO/NOx during
WINTER is lower than reported in other urban studies. However, it cannot explain the
difference between WINTER observations downwind of D.C.-Balt and NEI CO/NO x
estimates in winter months. The NEI used in this study accounts for all sources of CO
(Table 5.2) at monthly resolution. Anderson et al. [2014] note an increase in CO/NO x
ratios at mid-day due to the influence of BVOC oxidation. However, significant impacts
of BVOC oxidation on WINTER D.C.-Balt CO/NO x ratios is not expected because most
vegetation in wintertime is dormant, and OH concentrations are lower than in summer.
Calculated production of CO via BVOC oxidation accounts for less than 1% of NEI
D.C.-Balt CO emissions for the WINTER study months (Table 5.2). Another possible
explanation of the lower WINTER CO/NO x ratios is that NO x and NO y are relatively long
lived in winter relative to summer, but CO production via BVOC oxidation is slower in
winter than summer. Combined, these effects would result in lower wintertime CO/NO x
ratios relative to summer. However, the consistency of WINTER NO x /CO 2 enhancement
ratios with those reported from other urban summertime studies suggests that this artifact
is not important, at least for NO x .
Because inventory and observed NO x emissions are consistent for D.C.-Balt
during WINTER, and mobile emissions are the dominant source of CO, and there is a
report of temperature dependence in CO/NO x [Anderson et al., 2014], it is possible the
EPA MOVES model, which provides the mobile source emissions for the NEI [EPA,
2015c], is not accurately representing wintertime mobile CO emissions. Wallace et al.
[2012] show that MOVES “off-network” mobile emissions (engine starts, extended
idling) account for 65% and 23% of CO and NO x emissions, respectively, for the Boise,
ID area, and are a factor of 2 larger than MOVES mobile running emissions (i.e. not offnetwork). Wallace et al. [2012]’s wintertime observations of CO/NO x ratios (4.6) near a
busy roadway are in agreement with the WINTER observations in D.C.-Balt (4.6 ±0.8),
and are roughly a factor of 2 lower than predicted by MOVES. The MOVES model’s
possible overestimation of off-network CO/NO x enhancement ratios or off-network
contributions during wintertime could be another possible source of the WINTER
observations-NEI CO discrepancy [Wallace et al., 2012].
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5.3.2.2

CO/CO 2
Figure 5.9 shows the average CO/CO 2 enhancement ratios observed during the

UMD transects downwind of D.C.-Balt. The NEI CO/CO2 ratio (10.1 ppbv ppmv-1 ) is
approximately 1.5 times greater than the observations-derived CO/CO 2 ratios from the
UMD mass balance flights (6.3 (95% CI: ±1.8) ppbv ppmv-1 ). Figure 5.9 shows that the
CO/CO 2 enhancement ratio, 7.3 (95% CI: ±2.6) ppbv ppmv-1 from the C-130 flight
downwind of D.C.-Balt, Philadelphia, and Cincinnati is consistent with the five UMD
flights around D.C.-Balt at the 95% CI. Again, the large range in UMD and C-130
CO/CO 2 (and CO/NO x ) enhancement ratios might indicate large variability in
enhancement ratios in wintertime, likely due to variability in CO. Large variability in
NO x /CO 2 emissions was not observed during the WINTER campaign (discussed below).
In addition to inter-day CO/CO 2 enhancement ratio variability, C-130 measurements
within the Philadelphia, PA urban plume on 3 February 2015 (Figure 5.5a) reveal intraday variability. The C-130 sampled the Philadelphia plume at two altitudes, 250 meters
above sea level (msl) and 75 msl, separated in time by one hour. The CO/CO 2
enhancement ratio observed along the second downwind transect was ~25% lower
relative to the first. Explanations for the intra- and inter-day CO/CO 2 enhancement ratio
variability are explored below.
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Figure 5.9. CO/CO 2 enhancement ratios calculated from the UMD and C-130 observations
during WINTER. Bars indicate ranges of observed CO/CO 2 enhancement ratios. WINTER
CO/CO 2 enhancement ratios are compared with CO/CO 2 estimates from the NEI
CO/Vulcan CO 2 , and other urban studies. Unfilled and filled NEI markers indicate origina l
NEI emissions and NEI emissions forward-projected to 2015, respectively.

Figure 5.9 also shows CO/CO 2 enhancement ratios observed by the UMD aircraft
in D.C.-Balt for the year after WINTER (February 2016), as well as CO/CO 2
enhancement ratios observed by the Purdue aircraft during a 3-week observations period
in Indianapolis in November – December 2014 [Heimburger et al., 2017]. This is a useful
comparison, since mobile sources (on-road + nonroad) account for 77% (Table 5.2) and
93% of D.C.-Balt and Indianapolis CO emissions during the measurement months [EPA,
2016a], respectively, and it is likely that the D.C.-Balt and Indianapolis mobile fleets to
be comparable. As indicated by Figure 5.9, a large range in individual CO/CO 2
enhancement ratios was observed in D.C.-Balt during WINTER, and in Indianapolis in
2014. However, the average CO/CO 2 enhancements ratios in D.C.-Balt in 2015 and 2016,
and in Indianapolis in 2014 are similar (6.3 ppbv ppmv-1 , 5.9 ppbv ppmv-1 , and 5.0 ppbv
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ppmv-1 , respectively). Air parcel transport times between emission and sampling are
shorter in Indianapolis due to the city’s smaller size and a less-restricted flight area.
Because of this, unique emission ratios from specific sources can be distinguishable if
transport times are short, which could minimize mixing of emissions from different
sectors. Thus, observations in Indianapolis may provide information about sector-specific
CO/CO 2 emission ratios and explanations for CO/CO 2 enhancement ratio variability.
Figure 5.10 provides a possible explanation for the observed variability in
CO/CO 2 emission ratios. Figure 5.10a shows the background-subtracted CO 2
enhancement observed downwind of Indianapolis on 14 November 2014. CO 2 mixing
ratios are greatest downwind of the city’s main power plant, which was coal-fired at the
time, while a smaller CO 2 enhancement is observed downwind of the rest of the city.
Figure 5.10b shows three CO/CO 2 correlation slopes for the power plant (3.5 ppbv ppmv1 ),

urban area minus the power plant (11.7 ppbv ppmv-1 ), and for the entire urban area

(5.9 ppbv ppmv-1 ). Distinct sector correlation slopes, such as the ones shown in Figure
5.10b, were observed on some of the February 2014 flight days in Indianapolis. The
presence of observationally distinct sector-specific CO/CO 2 correlations is likely
dependent on wind speed and the distance of the downwind flight tracks from the
emission source(s). Although there are major power plants in the D.C.-Balt area, distinct
sector correlations were not observed in D.C.-Balt, probably because D.C.-Balt is larger
and more complex than Indianapolis in terms of number and type of point sources and
transport times are longer, allowing for mixing of sector-specific emission ratios. The
“urban minus power plant” CO/CO 2 emission ratio of 11.7 ppbv ppmv-1 , mainly a result
of mobile source emissions, is closer to the emission ratios reported during CalNex 2010,
and estimated from inventories (NEI CO/Vulcan CO 2 ) for D.C.-Balt during WINTER.
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Figure 5.10. (a) CO2 enhancements calculated downwind of Indianapolis on 14 November
2014. Emissions from the power plant (red) and remaining urban plume (blue) are
distinguished from the background (black). (b) CO/CO 2 enhancement ratios corresponding
to power plant (red) and remaining urban (blue) emissions. The CO/CO2 enhanceme nt
ratios for the entire urban area are indicated by the purple line.

198

The mixing of mobile emissions from other sources in the urban environment as
evidenced by the CO/NO x enhancement ratios is further supported by the variability
observed in CO/CO 2 enhancement ratios. It is thus likely that observed wintertime
CO/CO 2 enhancement ratio variability within a city depends on the presence, operational
state, and fueling of power plants, which can have temporally variable CO emissions, and
much lower CO/CO 2 emission ratios [Nicks et al., 2003; Peischl et al., 2010]. Nicks et al.
[2003] reported observing an eightfold change in power plant CO emissions over the
course of one hour. Few power plants emit substantial amounts of CO; the Chalk Point
power plant in Maryland (Figure 5.7b) is an example of low CO/CO 2 . Because the
Indianapolis power plant is located within the city, it is possible the CO/CO 2 correlation
in Figure 5.10b is due to spatial collocation of the Indianapolis power plant CO 2
emissions and mobile CO emissions. Diesel combustion (nonroad equipment, generators,
vehicles) produces emissions with characteristically low CO/CO 2 ratios as well, and
could be partially responsible for the relatively low and variable CO/CO 2 ratios observed
in D.C.-Balt and Indianapolis (Figure 5.9) [Heidari and Marr, 2015].

5.3.2.3

NOx /CO 2
Figure 5.11 shows NO x /CO 2 enhancement ratios for the Purdue and UMD flights.

NO x /CO 2 measured by the C-130 within urban plumes along the Northeast U.S., 1.5
(95% CI: ±0.2) ppbv ppmv-1 , are consistent with the average university aircraft
observations, 1.4 (95% CI: ±0.4) ppbv ppmv-1 . NO x /CO 2 observed during WINTER are
similar to emission ratios reported during CalNex 2010 (1.16-1.4 ppbv ppmv-1 ) [Pollack
et al., 2012; Brioude et al., 2013], and to the ratio of NEI-11 and NEI-14 NO x to scaled
Vulcan CO 2 (Section 5.2.7.2), 1.1 for both NEI versions. NOx /CO 2 enhancement ratios
measured on 19 February 2015 from the Chalk Point Generating Facility was estimated
to be 1.8 ( 0.7) ppbv ppmv-1 , while the emission ratio reported by CEMS was 1.83 (1σ:
±0.07) ppbv ppmv-1 . Unlike enhancement ratios with CO, observed WINTER NO x /CO 2
enhancement ratios are consistent with the NEI/Vulcan NO x /CO 2 emission ratios.

199

Figure 5.11. NOx /CO 2 enhancement ratios calculated from UMD, Purdue, and C-130
observations. Bars indicate ranges of observed CO/CO 2 enhancement ratios. Observed
enhancement ratios during WINTER are compared with estimates from the NEI and other
urban studies. Unfilled and filled NEI markers indicate original NEI emissions and NEI
emissions forward-projected to 2015, respectively.

Mobile sources in D.C.-Balt also dominate the area’s NO x emissions (Table 5.2).
Considering the consistency between the NEI and observed NO x emission rates and
NO x /CO 2 enhancement ratios, the WINTER observations could indicate that MOVES
captures the area’s mobile NO x emissions reasonably well. However, studies have shown
that MOVES NO x emissions are very sensitive to input data, such as the distribution of
vehicle types, vehicle speeds, and vehicle miles traveled [de Foy, 2018; Fujita et al.,
2012]. Diesel/heavy duty vehicles have comparatively higher NO x emissions relative to
gasoline/light duty vehicles [Fujita et al., 2012; Hassler et al., 2016]. NOx emissions
predicted by the MOVES model should still be assessed for other cities or regions.
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5.3.3

Criteria Pollutant Emission Rate Method Comparison
A proof of concept exercise that demonstrates that criteria pollutant/CO 2

enhancement ratios (X/CO 2, e.g. NO x /CO 2 and CO/CO 2 ) can be multiplied by high
resolution CO 2 inventories to provide criteria pollutant emission rates for cities is
described below. The NO x and CO emission rates that result from X/CO 2 × Vulcan CO 2
are consistent with the D.C.-Balt NO x and CO emission rates calculated using the mass
balance approach. A similar exercise with the Indianapolis Winter 2014 CO/CO 2
enhancement ratio reported in this study and the Hestia Indianapolis CO 2 emission rate
can be conducted to show agreement with the average mass balance CO emission rate
reported from the Indianapolis area by Heimburger et al. [2017]. The results of the
exercise are provided in Table 5.4.

Table 5.4 Comparison of criteria pollutant emission rate (ER) methods.
City,
Campaign,
Date

X/CO2
[ppbv ppmv-1 ]

CO2 Inventory
[mol s-1 ]

(X/CO2 ×CO2
Inventory)
ER [mol s-1 ]

Species

CO/CO2

CO2

CO

Vulcanb
1.03 × 105

D.C.-Balt
WINTER
6.3 (±0.4)
Feb-Mar 2015
INFLUX
Indianapolis
5.0 (±1.0)
Nov-Dec 2014
Species

NOx/CO2

Mass
Balance ER
[mol s-1 ]

NEI-11a
ER
[mol s-1 ]

650 (±185)

540 (±470)

1100

Hestia:
1.51 × 104

75 (±15)

108 (±17)c

150

CO2

NOx
130 (±70)

115

D.C.-Balt
Vulcan† :
WINTER
1.4 (±0.4)
145 (±40)
1.03 × 105
Feb-Mar 2015
a
Indicates the NEI-11 forward-projected to 2015 (Section 5.2.7.1)
b

The Vulcan 2002 CO2 inventory estimate has been scaled by D.C.-Balt population growth (18%)

from 2002 to 2015 (Section 5.2.7.2).
c

[Heimburger et al., 2017]

All numbers in parentheses correspond to the 95% CI.
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It is not surprising that the enhancement ratio-derived emission rates are in better
agreement with the mass balance-derived emission rates than the NEI. Both approaches
use the same background-subtracted urban NO x and CO enhancements. However, the
agreement between the two methods also hinges on the accuracy of the CO 2 inventory.
Development of high resolution and national-scale CO 2 inventories can be done relatively
reliably. If robust NO x /CO 2 and CO/CO 2 emission factors are determined for each
contributing sector, the fuel- and activity-based Hestia CO 2 inventory can eventually be
used to produce nationwide NO x and CO inventories independent of the NEI. Sectorspecific (not city-wide) emission factors would need to be used to convert the highresolution CO 2 inventories for other cities.
This analysis also highlights a need for an updated nationwide CO 2 inventory. As
more high-resolution fuel-use-based CO 2 emissions inventories are available for major
U.S. cities [Gurney et al., 2012; Patarsuk et al., 2016; Newman et al., 2016], reporting
observed city-scale emission ratios of criteria pollutants, like NO x and CO, relative to
CO 2 could be useful for evaluating observation-based criteria pollutant inventories
[Warneke et al., 2007; Hsu et al., 2010]. Validation of such an inventory can only be
done reliably in the winter, when an inactive biosphere makes CO 2 a more conserved
tracer.

5.4

Conclusions
Measurements conducted during mass balance flights around D.C.-Balt during the

WINTER campaign were used to quantify city-wide emission rates of NO x and CO.
D.C.-Balt top-down NO x emission rate estimates were 130 mol s-1 on average in February
and March 2015, consistent with the NEI within the mass balance measurement
uncertainty. The average CO emission rate determined from five mass balance estimates
was 540 mol s-1 , approximately a factor of two lower than the emission rate reported by
the NEI. The WINTER D.C.-Balt NO x /CO 2 enhancement ratios are similar compared to
those reported from other cities around the U.S. The WINTER CO/NOx and CO/CO 2
enhancement ratios were smaller than reported by other urban studies, and have large
ranges estimated from the research flights.
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These relatively small WINTER CO/NO x and CO/CO 2 enhancement ratios could
result from continuing reductions in mobile CO emissions, as reported by Hassler et al.
[2016]. There is also evidence of a temperature dependence of CO/NO x enhancement
ratios from airborne observations in D.C.-Balt [Anderson, 2016]. Observations of
wintertime roadway emissions indicate that the MOVES model overestimates offnetwork CO/NO x enhancement ratios or relative contributions, and could be a significant
source of uncertainty considering that on-road mobile emissions are the dominant source
of CO and NO x emissions in urban areas [Wallace et al., 2012]. Several studies have also
noted the uncertainty in NEI nonroad emissions, the second largest source of CO and
NO x emissions, since many types of vehicles/equipment fall into the category (e.g.
construction, agriculture, lawn/garden and recreation vehicles and equipment) and have
unique emission profiles [Dallman and Harley, 2010; Heidari and Marr, 2015].
Together, the observations-NEI agreement in winter NO x emissions, but discrepancy in
CO emissions, and the possible temperature dependence of CO/NO x enhancement ratios
may indicate that on-road and nonroad emissions need to be assessed as a function of
temperature and operating conditions, and mobile models updated.
The variability in WINTER CO/NOx and CO/CO 2 enhancement ratios may be a
result of the dominant mobile emissions in D.C.-Balt being diluted to varying degrees by
emissions from other source sectors. An example of this is shown using the relatively
simple urban environment of Indianapolis on a day when unique CO/CO 2 enhancement
ratios were clearly distinguishable in the urban plume. Power plant emissions could be
responsible for the low wintertime CO/CO 2 enhancement ratios observed during
WINTER in D.C.-Balt, and in Indianapolis relative to the enhancement ratios expected
from purely mobile emissions. Future studies should consider the location of power
plants (within or outside of the urban area) and their potential impact when reporting
urban CO/CO 2 enhancement ratios. Diesel combustion can also produce emissions with
characteristically low CO/CO 2 .
The NEI has been evaluated for decades with top-down NO x and CO estimates
from entire cities or specific sectors. While the NEI represents winter D.C.-Balt NO x
emissions relatively well, the WINTER observations suggest the NEI significantly
overestimates wintertime D.C.-Balt and Indianapolis CO emissions. Given that mobile

203

(on-road + nonroad) emissions are responsible for most U.S. anthropogenic CO
emissions, it is likely that improvements to the MOVES model are necessary to
accurately represent CO emissions in D.C.-Balt and Indianapolis, and presumably,
nationally, since it seems unlikely that the fleet composition is significantly different in
other large cites. Many studies suggesting mobile emissions as being overestimated by
the NEI speaks to the complexity of accurately modeling emissions from a continuously
changing vehicle fleet operating at different conditions under continuously updated
vehicle emissions standards [Parrish, 2006; Canty et al., 2015; Travis et al., 2016].
However, even if MOVES perfectly describes emissions for every type of vehicle, it
could generate incorrect emissions if input data, such as fleet age, composition, and
driving patterns, are changing [de Foy, 2018].
Efforts are being directed towards applying Hestia, an urban-scale CO 2 inventory,
to more cities, as well as a 1 km2 version of the national-scale Vulcan CO 2 inventory.
Other regional scale CO2 emission inventories, such as the Anthropogenic Carbon
Emissions System (ACES) for the Northeastern US [Gately and Hutyra, 2018], are under
development. Hestia CO 2 emissions are available for Baltimore and Indianapolis
[Gurney et al., 2012], used in this analysis, as well as Salt Lake City [Patarsuk et al.,
2016], and Los Angeles [Newman et al., 2016]. If robust NO x /CO 2 and CO/CO 2 emission
factors are determined for contributing sectors, the fuel-use-based Hestia CO 2 inventory
can eventually be used to produce NO x and CO inventories independent of the NEI. This
would then result in much more reliable NO x and CO inventories, if the inventory was
validated during winter when CO 2 is a conserved tracer, and as long as emission factors
were regularly updated. The proof of concept exercise shows agreement between the
mass balance city-wide emission rate determinations and emission rates derived from
emission ratios and inventory CO 2 emission rates for Indianapolis and D.C.-Balt. Citywide enhancement ratios such as the ones reported in this study could be used to
complement the development of such criteria pollutant emission inventories.
WINTER is the first major airborne study designed specifically to investigate
urban cold season emissions. An advantage of conducting measurements in wintertime is
that reduced BVOC emissions, biosphere CO2 exchange, and slower photochemical
oxidation rates make quantifying absolute urban emissions less complicated. However,
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the WINTER measurements in D.C.-Balt reveal lower, and variable CO/CO 2 and
CO/NO x enhancement ratios relative to summertime urban studies around the U.S.
Campaigns that prioritize less-frequently studied seasons would address this
measurement gap.
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CHAPTER 6.

CONCLUSIONS AND FUTURE WORK

Chapters 3-5 cover aircraft-based measurements conducted to characterize the
horizontal and vertical gradients of water vapor (H2 Ov ), its stable isotopologues, and
criteria air pollutants around urban areas. An obvious advantage of research aircraft, or
mobile (instrumented car, light rail, balloon, unmanned aerial vehicle (UAV)) platforms
in general, is the ability to collect measurements at high spatiotemporal resolution over a
relatively large area in a short period of time. For example, the airborne experiments
discussed in Chapters 3-5 were conducted over an average surface area of approximately
3,300 km2 for Indianapolis flights and 20,400 km2 for Washington, D.C.-Baltimore
flights. Similarly, vertical profiles conducted by the Purdue Airborne Laboratory for
Atmospheric Research (ALAR) on average spanned a vertical depth from ~300 m above
ground level (agl) up to ~2200 m agl. Mass balance flights in Indianapolis and
Washington, D.C.-Baltimore were on the order of 3 hours and 6 hours, respectively.

6.1

Multi-tiered Observations for Urban H2 Ov Source Apportionment
The benefits that mobile measurements provide also come with costs, mainly

time, missed opportunity, and possibly instances of complex source apportionment. For
the research flights discussed in Chapters 3-5 to be conducted, both a pilot and mission
scientist were available, weather conditions were appropriate for flying, and the chemical
instrumentation installed in ALAR were functioning optimally. Without each of these
components simultaneously working together, data would not be collected. The obvious
implications being that potentially interesting or enlightening data is not collected.
Furthermore, it can be difficult to identify and partition sources contributing to a city’s
collective emissions depending on the speed, altitude, and flight path of the aircraft
during data collection. For example, city-wide emissions of H2 O v in excess of the
surrounding rural areas were quantified for Indianapolis and Washington, D.C.-Baltimore
by Salmon et al. [2017] (also presented in Chapter 3). However, only upwind and
downwind transects were conducted around the cities such that the exact spatial location
of the contributing sources within the cities could not be determined. Thus, an indirect
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approach relying on emissions of other atmospheric species (carbon dioxide) and
published inventory data (fossil fuel consumption, energy generating facility output) were
used to partition possible H2 O v source emissions from combustion sources and cooling
towers. However, these sources were estimated to be relatively minor contributors
overall. Salmon et al. [2017] hypothesize that enhanced urban snowmelt and evaporation
could be a plausible explanation for the elevated urban H2 Ov signal observed downwind
of cities in wintertime, although the authors did not have measurements to directly test
this hypothesis.
The airborne measurements conducted by ALAR in Indianapolis and Washington,
D.C.-Baltimore could be considered mesoscale or regional scale [Stull, 1988]. Eddy
covariance tower measurements, however, are typically representative of microscale or
local scale processes. The source area contributing to fluxes that transfer energy to and
from the surface (sensible and latent heat flux) are typically on the order of 1 km in
radius around the tower [Velasco et al., 2009; Ward et al., 2013]. Urban energy balance
studies have historically relied on comparisons of measurements made at an urban tower
and at a rural tower site [Hage, 1975; Holmer and Eliasson, 1999; Deosthali, 2000;
Richards, 2005; Kuttler et al., 2007; Liu et al., 2009; Bergeron and Strachan, 2012; Hall
et al., 2016]. While such measurements do provide direct comparisons of evaporation
rates (i.e. latent heat flux) at the micro- or local scale at the two sites, these measurements
are points in space, and do not generally allow for information about concentration
gradients to be extracted from the tower data.
If coupled together, however, stationary and mobile measurements could make up
for one another’s shortcomings. For example, established tower sites can collect
measurements relatively unsupervised for years. Over the course of that time,
relationships can possibly be identified between surface fluxes and meteorological
variables, e.g. elevated urban latent heat fluxes following precipitation events [Oke and
McCaughey, 1983]. These relationships observed at the micro- or local scale at the tower
sites can be explored on the city or regional scale by providing suggestions for when
research flights should be conducted (using the example of Oke and McCaughey [1983],
after rainfall or snowfall in cities). While the flux that the tower “sees” might not be
universally representative of the entire city depending on the heterogeneity of the urban
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land cover, the source of city-scale H2 O v anomalies observed via aircraft would still be
better interpreted with the help of micro- and local scale tower measurements.

Figure 6.1. Map of Indianapolis Flux Experiment (INFLUX) tower locations. As of 2016,
four INFLUX towers (white diamonds) in and around the Indianapolis area were equipped
to measured surface energy balance (SEB) such as sensible and latent heat flux. Figure is
adapted from Davis et al. [2017].

Furthermore, a network of towers, such as the twelve towers in Indianapolis
established by the Indianapolis Flux Experiment (INFLUX), could provide even more
insight into micro- and local-scale processes at several sites within a single city (Figure
6.1). The INFLUX tower network currently has four towers equipped to conduct surface
energy balance (sensible and latent heat flux) measurements, however, these towers
either were not yet established or were not functioning during the Salmon et al. [2017]
flights when elevated urban H2 Ov mole fractions were observed downwind of
Indianapolis. Thus, an opportunity exists to conduct a multi-tier (tower and aircraft) study
investigating the controlling variables on the urban H2 O v excess signal in Indianapolis.
As suggested by Salmon et al. [2017], wintertime is the best time to investigate urban
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H2 Ov excess because background H2 Ov mole fractions and agricultural evapotranspiration
are low, making the urban signal potentially easier to detect.

6.2

Multi-phase Sampling of Water Stable Isotopologues to Assess Cloud Processing
Similar to identifying the variables that influence the urban H2 Ov excess signal, a

multi-tracer approach is likely necessary to use the H2 O v deuterium excess (d-excess)
signature to interrogate cloud evaporation processes. It is hypothesized in Chapter 4 that
the low d-excess anomaly observed at the inversion layer–free troposphere interface in a
stratocumulus-topped boundary layer results from complete evaporation of previously
partially evaporated cloud droplets. Sodemann et al. [2017] also report an anomalously
low d-excess signature associated with cumulus cloud and rain droplet evaporation.
However, there appears to be differences in the relationship between relative humidity
and d-excess associated with stratocumulus and cumulus cloud evaporation (Chapter 4).
One key uncertainty in the analyses for the two cloud classes is that the initial isotopic
signature of the cloud water is calculated based on Rayleigh distillation theory
([Sodemann et al., 2017]; Chapter 4), which may not reflect reality. For example,
consider a cloud located near the top of the boundary layer. The water molecules within
the cloud droplets might have originated from a different source location and may have a
different isotopic signature than the H2 Ov molecules located near the surface. Thus, it is
incorrect to assume that the cloud droplet isotopic signature can be calculated as the
condensate formed via Rayleigh distillation from a dehydrating air parcel that originated
near the surface. This is particularly true to cloud droplets or cloud ice crystals in the free
troposphere, where H2 Ov molecules can be transported far from their source location and
undergo multiple cycles of precipitation.
Simultaneous measurements of the vapor and condensed phase isotopic signatures
would facilitate future studies of cloud evaporation, and its influence on H 2 Ov d-excess
signature. This could entail simultaneous cloud water collection, although great care
would be needed to ensure that no fractionation occurred. Furthermore, bulk cloud
observations (i.e. coverage, cloud phase, reflectivity, velocity) would be beneficial if they
were conducted in concert with isotopic vapor and/or cloud measurements/sampling. For
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example, the University of Wyoming Cloud Radar can make such bulk measurements of
clouds located below, above, or alongside the research aircraft on which the radar is
installed. Past installations of the University of Wyoming Cloud Radar include the
University of Wyoming King Air and the NSF/NCAR C-130 [University of Wyoming –
Flight Center, 1995]. Similarly, the NSF/NCAR C-130, which is part of the NCAR Earth
Observing Lab (EOL) can also be outfitted with the EOL H2 Ov isotope analyzer and a
suite of EOL cloud sampling/observing instrumentation
(https://www.eol.ucar.edu/aircraft- instrumentation).
Few reported airborne studies exist that quantify the d-excess signature of total
water, which includes vapor, liquid, and ice co-existing in the atmosphere [Webster and
Heymsfield, 2003; Schmidt et al., 2005]. These studies were conducted in the upper
troposphere-lower stratosphere, where the class of cloud droplets sampled were high
altitude ice clouds (cirrus) whose isotopic signatures reflect kinetic fractionation
processes during evaporation, sublimation, and vapor deposition unique to high altitude
clouds [Webster and Heymsfield, 2003; Schmidt et al., 2005]. Nevertheless, the
instrumentation used in this cirrus cloud campaign (Cirrus Regional Study of Tropical
Anvil and Cirrus Layers – Florida Area Cirrus Experiment (CRYSTAL-FACE)) could be
used as inspiration for the development of a similar total water isotopologue analyzer to
be used in airborne campaigns designed to interrogate low altitude cloud (stratocumulus,
cumulus) processing. The isotopic analyzer used during CRYSTAL-FACE samples water
vapor, liquid, and ice phases via a heated inlet whereupon the sample is vaporized
immediately and completely, and the isotopic signature of total water is determined by
unique infrared absorption features of the H2 Ov isotopologues [Webster and Heymsfield,
2003]. However, analysis of data collected in non-cloudy and cloudy conditions using
such an instrument typically deduce the signature of the cloud droplets under the
potentially incorrect assumption that the H2 Ov in the cloudy and non-cloudy samples are
similar.
A hypothetical aircraft-deployable instrument that could co-sample vapor and
condensed phase water, and then simultaneously determine the isotopic signature of the
two phases would be ideal for interrogating cloud processing. The instrument would have
a temperature-controlled inlet to prohibit condensation as well as vaporization of any
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sampled condensate. Cloud droplets would be filtered or separated from the vapor phase
as quickly as possible to minimize equilibrium between the phases. After phase
separation, the condensed phase could be completely vaporized with a heater. Ideally
both the original vapor phase and the vaporized condensate would be analyzed for
isotopic signature in situ. A simpler alternative would be to filter and collect the cloud
water for offline analysis while measuring the isotopic signature of the vapor phase
(H2 O v ) with a commercially available analyzer in situ. An advantage of cloud water
collection could be that the cloud droplets be filtered by size prior to being impacted on a
cold plate (to inhibit evaporation), providing more insight into the droplet size
distribution and composition. This type of size sorting would be at the expense of a
significant degree of temporal resolution from the condensed phase measurements.
Co-sampling of vapor and cloud water need not necessarily be conducted aboard
an experimental aircraft. For example, Lowenthal et al. [2016] report measurements of
H2 Ov , cloud water, and snow made from the summit of Mt. Werner (3210 m or 10,530 ft
above sea level) in northwestern Colorado at the Storm Peak Laboratory. There are other
high-altitude sites in the U.S. that are already equipped with cloud water sampling
systems and/or H2 Ov stable isotope analyzers. Examples include the National Oceanic
and Atmospheric Administration’s (NOAA) observatory on Mauna Loa in Hawaii
[Bailey et al., 2015; https://www.esrl.noaa.gov/gmd/obop/mlo/] and the Atmospheric
Sciences Research Center’s observatory at Whiteface Mountain in the Adirondack
Mountains in New York (https://www.albany.edu/asrc/wfm.php). The altitudes of these
monitoring sites are high enough that they are sometimes within the cloud layer. Figure
6.2 shows the NOAA Mauna Loa Observatory near (a) sunrise when the cloud layer is
below the observatory and (b) a few hours after sunrise when surface heating has caused
the boundary layer to grow and the cloud layer to rise to nearly the same altitude as the
observatory. Over the course of a day, these sites can sample within the free troposphere
(night), cloud layer (after sunrise, after sunset), and the boundary layer (daytime). Indeed,
interpreting H2 Ov and cloud water isotopologue data collected at mountaintop sites would
be made more complicated by the temporal separation of noncloudy and cloudy H 2 Ov
sampling. It is possible the signature of the H2 O v and cloud water might change as the
cloud layer ascends throughout the morning as a result of increased daytime plant
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transpiration and ocean evaporation [Welp et al., 2012]. However, sampling at
established mountaintop observatories that may already have some or all of the
instrumentation required for H2 Ov and cloud water collection and isotopic analysis would
be logistically simpler than building a new airborne-ready analyzer or sampling system,
such as the one described above. Mountaintop sampling could be a good first step for
interpreting the impact of cloud evaporation on H2 Ov d-excess with minimal cost and
time, and would complement and perhaps inform the planning of future airborne
measurements of H2 O v and cloud water isotopic signature in situ.

Figure 6.2. The National Oceanic and Atmospheric Administration (NOAA) Mauna Loa
Observatory. The upward progression of the cloud layer consistent with surface heating is
captured by the photos of the observatory taken at (a) sunrise and (b) mid-morning,
making this site ideal for cloud water isotopologue measurements, as well as for sampling
free troposphere and boundary layer H2 Ov . Photos from
https://www.esrl.noaa.gov/gmd/obop/mlo/gallery/.

6.3

Development of a New Class of Criteria Pollutant Emissions Inventory
Sections 6.1 and 6.2 describe how multi-tiered data collection, which combine

tried and tested atmospheric measurement techniques, could glean more information
about poorly understood atmospheric processes (e.g. controlling factors of urban H 2 Ov
excess (Chapter 3) and the intricacies of moisture processing (Chapter 4)). Continuing
this theme of merging established measurement/analysis methods to improve scientific
understanding, Section 6.3 describes the development of a new class of criteria pollutant
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emissions inventory by multiplying high resolution urban carbon dioxide (CO 2 ) inventory
emission rates by community-reported criteria pollutant:CO 2 emission ratios (Chapter 5).
The accuracy of the Environmental Protection Agency’s (EPA) National Emissions
Inventory (NEI) is evaluated for nitrogen oxides (NO x = NO + NO 2 ) and carbon
monoxide (CO) emissions in Chapter 5. Measurements conducted in Washington, D.C.Baltimore during the Winter 2015 indicate that the NEI significantly overestimates
Washington, D.C.-Baltimore CO emissions. The airborne observations also indicate,
however, that the NEI accurately represents wintertime NO x emissions. NEI emissions
estimates are often used as inputs in air quality modeling and for the development of air
quality policy, thus its accuracy is crucial [Brioude et al., 2013; EPA, 2015]. Since its
inception, the NEI has been evaluated with observations collected in urban and rural
areas in every season. Often it is reported that the NEI overestimates emissions of CO
and/or NO x [Parrish, 2006; Hudman et al., 2007; 2008; Miller et al., 2008; Castellanos et
al., 2011; Fujita et al., 2012; Yu et al., 2012; Brioude et al., 2013; Marr et al., 2013;
Anderson et al., 2014; Ahmadov et al., 2015; Canty et al., 2015; Travis et al., 2016].
Despite continuous updates (every 3 years), the NEI has not been able to capture the
nation’s temporally-evolving emissions accurately.
The disconnect between the NEI and reality is possibly a consequence of how the
NEI is developed. The NEI is built by combining local-, tribal-, and state-level
inventories, monitoring systems, and models [EPA, 2016]. It is thus highly dependent on
the accuracy of emission source reporting and models [Nisbet and Weiss, 2010]. An
alternate route for the development of criteria pollutant inventories is to combine topdown (atmospheric measurements) and bottom-up (counting) approaches to create an
observations-driven criteria pollutant inventory by multiplying existing carbon dioxide
(CO 2 ) inventories and observed sector-specific criteria pollutant/CO 2 emission ratios
[Hsu et al., 2010].
The Hestia project has developed high-resolution inventories of fossil fuel CO 2
emissions for the cities of Baltimore, Indianapolis [Gurney et al., 2012], Salt Lake City
[Patarasuk et al., 2016], and Los Angeles [Newman et al., 2016]. The Hestia inventories
are built using sophisticated bottom-up methods that include: direct power plant stack
monitoring, spatiotemporal simulations of reported commercial, residential, and
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industrial power consumption, and traffic activity simulations (vehicle and road type
specific) based on direct traffic density data [Gurney et al., 2012]. The result is the total
quantification of a city’s fossil fuel CO 2 emissions by the hour at building and street level
resolution [Gurney et al., 2012; Patarasuk et al., 2016]. As an example, Figure 6.3 shows
the total fossil fuel CO 2 emission from Indianapolis in 2002 [Gurney et al., 2012]. A
major difference between Hestia and the NEI is Hestia’s superior spatiotemporal
resolution (building-level, hourly). Although each release of Hestia is year and city
specific, the same blueprint is used to develop Hestia inventories for new cities, as well
as to update existing Hestia inventories for different years.

Figure 6.3. Total fossil fuel CO 2 emission rates for Indianapolis, IN, for the year 2002.
Figure is adapted from Gurney et al. [2012].
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The Hestia inventory breaks down a city’s total fossil fuel CO 2 emissions by fuel
type: coal, petrol, and natural gas, and by sector: industrial (point and nonpoint),
commercial (point and nonpoint), residential (point and nonpoint), electricity production,
on-road, nonroad, and airport [Gurney et al., 2012]. If fuel and energy sector specific
CO/CO 2 and NO x /CO 2 emission ratios existed, the Hestia CO 2 inventory could be
converted to a criteria pollutant inventory by multiplying the components of the Hestia
inventory by their corresponding criteria pollutant/CO 2 emission ratios. Emissions of
NO x , CO, and CO 2 from power plant stacks and many other point sources are already
monitored at hourly resolution by Continuous Emissions Monitoring Systems (CEMS),
which have been shown to be consistent with observations in Chapter 5 and by other
studies [Peischl et al., 2010]. The mobile (on-road + nonroad) emissions would pose a
more difficult challenge. Emission ratios from on-road vehicles (gasoline- and dieselpowered cars, passenger trucks, and heavy-duty vehicles) depend on vehicle type and
operating conditions [Simon et al., 2018]. However, many roadway emissions studies
report criteria pollutant and CO 2 emissions [Fujita et al., 2012; Wallace et al., 2012;
Bishop et al., 2012; 2016; Bishop and Stedman, 2016]. The University of Denver’s Fuel
Efficiency Automobile Test website (http://www.feat.biochem.du.edu/reports.html) is
continuously updated and contains publicly available reports that provide observed onroad criteria pollutant and CO 2 emission ratios in major U.S. cities. These criteria
pollutant:CO 2 emission ratios reflect overall on-road urban emissions, and could serve as
a constraint for the calculation of on-road criteria pollutant emissions from Hestia’s onroad CO2 emissions. Another potential obstacle for this project is the number of different
vehicles and equipment that fall under the umbrella of nonroad mobile sources (e.g.
construction, agriculture, snow plows, lawn/garden and recreation), which have unique
criteria pollutant:CO 2 emission ratios [Heidari and Marr, 2015]. Nonroad emissions are
the second greatest contributor to nationwide CO emissions, thus more work to
characterize nonroad criteria pollutant emission ratios is necessary before Hestia nonroad
CO 2 emissions can be converted to nonroad CO and NO x emissions.
Hestia is currently available for cities that belong to major collaborative urban
greenhouse gas quantification projects: Indianapolis (http://sites.psu.edu/influx/), Salt
Lake City (http://lair.utah.edu/urban.html), Los Angeles
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(https://megacities.jpl.nasa.gov/portal/about/), and Baltimore
(http://www.atmos.umd.edu/~flaggmd/). The resources and multi-tiered methods (tower,
light rail, surface-mobile, aircraft, inverse modeling) that are already established in these
cities make them excellent pilot cities for Hestia/observations-driven criteria pollutant
inventory development.
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