In this paper, we show that σ-involutions associated to extendable c = 4/5 Virasoro vectors generate a 3-transposition group in the automorphism group of a vertex operator algebra (VOA). Several explicit examples related to lattice VOA are also discussed in details. In particular, we show that the automorphism group of the VOA Vν K 12 associated to the Coxeter Todd lattice K 12 contains a subgroup isomorphic to + Ω − (8, 3).
Introduction
Miyamoto's work on involutions associated to simple Virasoro vertex operator algebra L(1/2, 0) is a very beautiful theory in vertex operator algebra (VOA) theory. Partially motivated by the work of Conway [C] and Dong et al. [DMZ] , Miyamoto [Mi1] discovered a simple method to construct an involutive automorphism associated to a sub VOA isomorphic to the simple Virasoro vertex operator algebra L(1/2, 0) as follows:
Let W ∼ = L(1/2, 0) be a sub VOA of a VOA V and let e be the conformal element of W . Let V e (h) be the sum of all irreducible W -submodules of V isomorphic to L(1/2, h) for h = 0, 1/2, 1/16. Then one has the isotypical decomposition: V = V e (0) ⊕ V e (1/2) ⊕ V e (1/16).
Define a linear automorphism τ e on V by τ e =    1 on V e (0) ⊕ V e (1/2), −1 on V e (1/16).
Then τ e becomes an automorphism on the VOA V .
When V = V ♮ is the Moonshine VOA, then the automorphism τ e defines a 2A-involution in the Monster simple group. Miyamoto also showed in [Mi4] (see also [Hö] ) that there is a one to one correspondence between the 2A elements of the Monster and sub VOAs of the Moonshine vertex operator algebra which is isomorphic to the simple Virasoro VOA L( 1 2 , 0). In fact, Miyamoto gives a new construction of the famous Moonshine VOA in [Mi4] directly using simple Virasoro VOA L( Then σ e defines an automorphism on V τe . The Virasoro vector e is said to be σ-type in V if τ e = id V . In [Mi1] , Miyamoto showed that if E is a set of Virasoro vectors of σ-type, then the automorphism subgroup G = σ e | e ∈ E is a 3-transposition group. Such kind of groups are classified by Matsuo [Ma2] and they are 3-transposition groups of symplectic type [CH] . It is natural to ask if Miyamoto's theory can be generalized to other simple Virasoro VOAs. In [Mi2] , Miyamoto also showed that one can associate an automorphism ξ U to a sub VOA Uisomorphic to the VOA L(4/5, 0)⊕L(4/5, 3), which describes the critical point of the 3-state Potts model (See also [ZF] ), and ξ 3 U = id V . On the fixed point subalgebra V ξ U , one can define an involutive automorphism σ U on V ξ U (see Proposition 2.8).
Let U ∼ = L(4/5, 0) ⊕ L(4/5, 3) < V and let u be the conformal vector of U. Then u is said to be of σ-type if ξ U = id V . In this article, we will study groups generated by σ-involutions associated to extendable c = 4/5 Virasoro vectors. We will show that they generate a 3-transposition group. Several explicit examples related to lattice VOAs will be discussed in details. In particular, we show that some 3-transposition group of orthogonal type can be realized in this manner. One important example is the VOA Vτ K 12 associated to the Coxeter-Todd lattice K 12 . We show that σ-involutions associated to extendable c = 4/5 Virasoro vectors in Vτ K 12 generates a subgroup isomorphic to + Ω − (8, 3), which we believe is related to one of the 3-local subgroups 3 8 .Ω − (8, 3) of the Monster simple group.
The organization of this article is as follows. In Section 2, we recall some basic properties of unitary Virasoro VOAs and their extensions. The representation theory of the VOA W(4/5) ∼ = L(4/5, 0) ⊕ L(4/5, 3) will also be reviewed. In particular, certain automorphisms associated to W(4/5) will be defined. In Section 3, we study σ-involutions associated to extendable c = 4/5 simple Virasoro vectors of σ-type in a VOA V . We show that they generate a 3-transposition group in Aut(V ). In Section 4, we discuss the Griess algebras generated two or three extendable c = 4/5 simple Virasoro vectors of σ-type. Several explicit examples will be given in Section 5. The lattice type VOA Vτ K 12 associated to the Coxeter-Todd lattice K 12 is of special interesting since it contains certain exceptional Virasoro vectors, which give rise to some extra symmetries.
Virasoro vertex operator algebras and their extensions
For complex numbers c and h, we denote by L(c, h) the irreducible highest weight representation of the Virasoro algebra with central charge c and highest weight h. It is shown in [FZ] that L(c, 0) has a natural structure of a simple VOA.
Definition 2.1. An element e ∈ V is referred to as a Virasoro vector of central charge c e ∈ C if e ∈ V 2 and it satisfies e (1) e = 2e and e (3) e = (c e /2) · ½. It is well-known that the associated modes L e (n) := e (n+1) ,n ∈ Z, generate a representation of the Virasoro algebra on V (cf. [Mi1] ), i.e., they satisfy the commutator relation:
[L e (m), L e (n)] = (m − n)L e (m + n) + δ m+n,0 m 3 − m 12 c e .
Therefore, a Virasoro vector together with the vacuum vector generates a Virasoro VOA inside V . We will denote this subalgebra by Vir(e). A Virasoro vector e is simple if Vir(e) ∼ = L(c e , 0). It is shown in [W] that L(c m , 0) is rational and L(c m , h
Unitary Virasoro vertex operator algebras and their extensions
r,s ), 1 ≤ s ≤ r ≤ m + 1, provide all inequivalent irreducible L(c m , 0)-modules (see also [DMZ] ). This is the so-called unitary series of the Virasoro VOAs. The fusion rules among L(c m , 0)-modules are computed in [W] and given by
where I = {1 , 2, . . . , min{r 1 , r 2 , m + 2 − r 1 , m + 2 − r 2 }},
m+1,1 ) are simple currents. It is shown in [LLY] 
Theorem 2.2 ([LLY]).
(1) The Z 2 -graded simple current extension
has a unique simple rational vertex operator algebra structure if m ≡ 0, 3 (mod 4), and a unique simple rational vertex operator superalgebra structure if m ≡ 1, 2 (mod 4), both of which extends L(c m , 0). m+1,1 = m(m + 1)/4 with respect to Vir(u) such that the subalgebra generated by u and w is isomorphic to the extended Virasoro VOA W(c m ). We will call such a w an h Proof. See Lemma 2.9 of [HLY2] .
In this article, we will mainly interested in the case c 3 = 4/5. The following theorem is proved in [KMY] .
Theorem 2.5. The extended Virasoro VOA W( 4 / 5 ) is rational and has six inequivalent irreducible modules:
where
The ambiguity on choosing signs ± is solved by fusion rules (cf. [Mi2] ).
The fusion rules among irreducible W( 4 / 5 )-modules have some natural Z 3 -symmetries (cf. [Mi2, LLY] ) and we can extend them to automorphisms of VOAs containing these extended Virasoro VOAs.
Theorem 2.6 ( [Mi2, LLY] ). Let V be a VOA and let U a sub VOA of V isomorphic to
Then ξ U defines an element in Aut(V ) and ξ 3 U = 1. 
is an automorphism of V .
By the classification of irreducible W( 4 / 5 )-modules, we have the following observation.
Lemma 2.9. Let u be a simple extendable c = 4/5 Virasoro vector of V and U the subalgebra isomorphic to W( 4 / 5 ) generated by u and its 3-primary vector. Then u is of σ-type if and only if the automorphism ξ U defined in Theorem 2.6 is trivial on V .
We also need the following result:
Lemma 2.10. Let V be a VOA with grading V = n≥0 V n , V 0 = C½ and V 1 = 0, and let u ∈ V be a Virasoro vector such that Vir(u) ∼ = L(c m , 0). Then the zero-mode o(u) = u (1) acts on the Griess algebra of V semisimply with possible eigenvalues 2 and h
r,s = 2 for 1 ≤ s ≤ r ≤ m + 1 then the eigenspace for the eigenvalue 2 is one-dimensional, namely, it is spanned by the Virasoro vector u.
Proof. See Lemma 2.6 of [HLY1] .
3 3-transposition property of σ-involutions
In this section, we will study σ-involutions associated to simple extendable c = 4/5 Virasoro vectors of σ-type in a VOA V . We will show that they generate a 3-transposition group in Aut(V ). The main idea has be given in the arXiv preprint of Matsuo [Ma2] . Some technical details were also given but this part was removed in the final published version.
Let V be a VOA of OZ-type, i.e., V n = 0 for n < 0, V 0 = C½ and V 1 = 0. Then the weight two subspace V 2 forms a commutative (non-associative) algebra, called the Griess algebra of V , with respect to the product a · b = a (1) b and has an invariant form defined by (a|b)½ = a (3) b for a, b ∈ V 2 . We use B to denote the Griess algebra of V . Now let e be a simple extendable c = 4/5 Virasoro vector of σ-type and U the sub VOA generated by e and its 3-primary vector. Then ξ U = 1 and
where V U [h] denotes the sum of all irreducible U-submodules of V isomorphic to W [h], h = 0 or 2/5. Then the Griess algebra B can be decomposed as
where B e (h) = {a ∈ B | e (1) a = ha} and B e (2) = Ce (cf. Lemma 2.10). Since the bilinear form is invariant, the decomposition (3.1) is indeed orthogonal decomposition. (see for example [KMY] ).
Notation 3.2. For any x ∈ B, we use x e (h) to denote the component of x in B e (h), i.e.,
where x e (h) ∈ B e (h).
Theorem 3.3. Let e, f be distinct simple extendable c = 4/5 Virasoro vectors of V of σ-type and consider the subalgebra B(e, f ) of the Griess algebra of V generated by e and f . Then one of the following holds.
(1) (e|f ) = 0 and e · f = 0. In this case B(e, f ) = Ce ⊕ Cf .
(2) (e|f ) = 1/25, σ e f = σ f e and e · f = 1 5 (e + f − σ e f ). In this case B(e, f ) is 3-dimensional spanned by e, f , and σ e f .
Proof. Write f = λe + f e (0) + f e ( 2 / 5 ). Since the decomposition (3.1) is orthogonal, (e|f ) = λ(e|e) = 2λ/5 and λ = 5(e|f )/2. Then
Therefore, we have
By exchanging e and f , we also have
Comparing the B e ( 2 / 5 )-part of the right hand side of (3.3) and that of (3.4), we get
The e (1) -decomposition of f · f is:
Therefore, by comparing B e ( 2 / 5 )-parts of f · f = 2f we obtain
By the symmetry, we also have the same equality for B f ( 2 / 5 ).
Suppose 25(e|f ) − 1 = 0. Then f e ( 2 / 5 ) = f e ( 2 / 5 ) = 0 and 5(e|f )f = e · f = f · e = 5(e|f )e. Since e = f , we have (e|f ) = 0 and e · f = 0. This gives the statement (1) of the theorem. So we may assume that (e|f ) = 1/25. Since σ e f = f − 2f e ( 2 / 5 ), we have
So we obtain σ e f = e + f − 5e · f = σ f e. (3.8)
Therefore B(e, f ) is spanned by e, f and σ e f . It remains to show that e, f and σ e f are linearly independent. For this, it suffices to show f e ( 2 / 5 ) = 0. Suppose contrary and f e ( 2 / 5 ) = 0. Then σ e f = f and from (3.8) we obtain 5f · e = e. Since f has eigenvalues 0, 2/5 and 2 in B, this is a contradiction. Hence B(e, f ) is 3-dimensional when (e|f ) = 1/25. This completes the proof.
The next theorem is again proved by Matsuo [Ma2] .
Theorem 3.4. Let E be a set of simple extendable c = 4/5 Virasoro vectors of σ-type in V . Let D = {σ e | e ∈ E} the set of σ-involutions associated to E and G the subgroup of
is a 3-transposition group, i.e., the order of σ e σ f is bounded by 3 for all e, f ∈ E.
Proof. Let e, f be distinct elements in E. Then (e|f ) = 0 or (e|f ) = 1/25. If (e|f ) = 0, then σ e f = f and σ f = σ σef = σ e σ f σ e . Therefore σ e commutes with σ f . If (e|f ) = 1/25, then σ e f = σ f e and we have
Therefore, G is a 3-transposition group.
Theorem 3.5. Let E be the set of simple extendable c = 4/5 Virasoro vectors of σ-type in V . Then the map
Proof. Let e ∈ E and w e its unique 3-primary vector. Then σ e w e = −w e and σ e is non-trivial. Now let f ∈ E be another element. If (e|f ) = 0, then e · f = 0 and e and f are mutually commutative. In this case the subalgebra generated by e and w e is in the commutant of Vir(f ). Thus, σ f w e = w e and σ e = σ f . If (e|f ) = 0 then we have σ f f = f = σ e f and σ e = σ f . Therefore, σ is injective.
Theorem 3.6. Let E be a set of simple extendable c = 4/5 Virasoro vector of σ-type. Let G = σ e | e ∈ E be the group generated by the corresponding σ-involutions. Then G is centerfree on the sub VOA generated by E.
Proof. Let g ∈ Z(G). Then σ ge = gσ e g −1 = σ e for all e ∈ E. Hence we have ge = e by the previous theorem and g acts as identity on the sub VOA generated by E.
Remark 3.7. An element e ∈ E may no longer be extendable on the sub VOA generated by E. Nevertheless, the decomposition in (3.1) is still valid.
Griess algebras generated by 2 or 3 Virasoro vectors
Let E be a set of simple extendable c = 4/5 Virasoro vectors of σ-type and let G = σ e | e ∈ E be the subgroup generated by the corresponding σ-involutions. We will discuss the structures of the Griess algebras generated by 2 or 3 Virasoro vectors of σ-type.
Griess algebra generated by two Virasoro vectors
Let e 1 , e 2 be two distinct simple extendable c = 4/5 Virasoro vectors of σ-type and B the Griess algebra generated by e 1 and e 2 . Then by Theorem 3.3 (e 1 |e 2 ) = 0 or 1/25.
Case 1: (e 1 |e 2 ) = 0. Then e 1 · e 2 = 0 and G = σ e 1 , σ e 2
In this case, B = Span{e 1 , e 2 } has dimension 2. The conformal vector (i.e., 2 times the identity element in B) is ω = e 1 + e 2 and the central charge is 8/5.
Case 2: (e 1 |e 2 ) = 1/25. Then σ e 1 σ e 2 has order 3 and G = σ e 1 , σ e 2 ∼ = S 3 .
Let e 3 = σ e 1 e 2 = σ e 2 e 1 . Then the Griess algebra B = Span{e 1 , e 2 , e 3 } and the multiplication is given by
The conformal vector is ω = 6(e 1 + e 2 + e 3 )/5 and the central charge is 2. Let η = ω − e 1 . Then η is a Virasoro vector of central charge 6/5. Set b = (e 2 − e 3 ). Then we have
and
Thus, b is a highest weight vector of weight (2/5, 8/5) of the sub VOA Vir(e 1 ) ⊗ Vir(η).
Remark 4.1. Note that the Griess algebra B studied in Case 2 is isomorphic to the Griess algebra of Vν √ 2A 2 (see Section 5.1).
Griess algebras generated by three Virasoro vectors
Let V be a VOA of OZ-type and e, f , g three distinct simple extendable c = 4/5 Virasoro vectors of σ-type. Assume that (e|f ) = (f |g) = 1/25 and g / ∈ B(e, f ), the Griess subalgebra generated by e and f . Then G = σ e , σ f , σ g is a center-free 3-transposition group acting on the Griess algebra B(e, f, g) generated by e, f and g. By [CH] , G ∼ = S 4 or 3 2 :2.
Case 1: G ∼ = S 4 . In this case, the σ-involutions correspond to the transpositions and there are six transpositions. Let e ij be the Virasoro vector associated to the transposition (ij) for 1 ≤ i < j ≤ 4. The Griess algebra B = Span{e ij | 1 ≤ i < j ≤ 4} and the multiplication is given by 
(e ij + e kℓ − e rs ) otherwise,
The conformal vector is ω = 5 9 (e 00 + e 01 + e 02 + e 10 + e 11 + e 12 + e 20 + e 21 + e 22 ) and the central charge is 4.
Remark 4.3. In the next section, we will see that the above Griess algebra can be realized in the VOA Vν A 2 ⊗A 2 .
Some explicit examples
In this section, we will study some explicit examples using lattice VOA.
Notation 5.1. Let L be a positive definite even lattice. We useL = {±e α | α ∈ L} to denote the central extension of L by ±1 such that e α e β = (−1) (α,β) e β e α . The twisted group algebra C{L} is a central product of C andL over {±1}. The lattice VOA has a structure V L = M(1) ⊗ C{L} where M(1) is a free bosonic VOA associated to CL (cf. [FLM] ). For α ∈ L we denote α (−1) ½ ∈ M(1) simply by α.
Virasoro vectors in lattice type
First we recall a construction of simple extendable Virasoro vectors of c = 4/5 from Dong et al. [DLMN] . Let {α 1 , α 2 } be a set of simple roots of a lattice of type A 2 and put
. The element
Let ν be the isometry of A 2 defined by
such that
One can easily check that θ commutes withν. The following result can be found in [KMY] . Proof. It is clear that u 0 is fixed by θ andν. Let β = α 1 − α 2 and define
Then q is a highest weight vector of u 0 of weight 3. Clearly q is fixed byν, whereas θ negates it since θ commutes withν. It is shown in Lemma 4.1 of [KMY] that highest weights of irreducible Vir(u 0 )-submodules of V √ 2A 2 are 0, 2/5, 7/5 and 3. Therefore u 0 is of σ-type.
By this proposition, we can consider
Proof. It follows from the decomposition in Lemma 4.1 of [KMY] that σ u 0 acts by −1 on the weight one subspace of V √ 2A 2
. Then θσ u 0 acts trivially on the weight one subspace and hence θσ u 0 is a linear automorphism. Since θ and σ u 0 commute, the product θσ u 0 has order two and θσ u 0 = (−1)
On the other hand, one has (−1)
Therefore it is necessary for (−1)
is 3-dimensional spanned by the conformal element ω and two 2-primary vectors e ± . Its structure is described as follows. Central charge 4/5 :
Central charge 6/5 :
Remark 5.6. Note that the c = 4/5 Virasoro vectors
are all extendable and of σ-type.
). Then g acts on the 3-set {u 0 , u 1 , u 2 } as a permutation. Since the subgroup θ, ρ acts on this 3-set as S 3 , by replacing g by gρ i if necessary, we may assume that gu i = u i for i = 0, 1, 2. Then g acts trivially on the Griess algebra of Vν √ 2A 2 . Let J and J ′ be highest weight vectors for Vir(u 0 ) ⊗ Vir(v 0 ) with highest weights (3, 0) and (0, 3), respectively. Since J and J ′ are unique highest weight vectors in the weight 3 subspace, g acts on J and J ′ by scalars. It is shown in (3.17) of [TY] 
is generated by u 0 , v 0 , w 0 , J and J ′ . Since w 0 is a common eigenvector for the zeromodes of J and J ′ , g acts trivially on J and J ′ since g fixes w 0 . Therefore g = 1 and
Since
So we see:
Lattice VOAs and their automorphism group
Next we recall few facts about lattice VOAs and their automorphism groups.
Definition 5.9. Let L be an integral lattice. The norm (or square norm) of a vector v is defined to be the value (v, v) . For any n ∈ Z, we define
to be the set of all norm n vectors in L.
Definition 5.10. Let X be a subset of a Euclidean space. Define t X to be the orthogonal transformation which is −1 on X and is 1 on X ⊥ .
This implies that t M maps L to L and is equivalent to this property when M is a direct summand. The property that 2M * ≤ M is called SSD (semiselfdual). It implies the RSSD property, but the RSSD property is often more useful.
Next we recall the description of the automorphism groups of lattice VOA from [DN] .
Notation 5.12. Let L be a positive definite even lattice. Let O(L) be the isometry group of L and O(L) the automorphism group ofL. Then by Proposition 5.4.1 of [FLM] we have an exact sequence
be the subgroup generated by the linear automorphisms. Since
In particular, we have an exact sequence
Note also that exp(λα (0) ) acts trivially on M(1) and exp(λα (0) )e β = exp(λ(α, β))e β for any λ ∈ C and α, β ∈ L. 
Proof. Consider the exact sequence in (5.3). By Theorem 5.13 and Remark 5.14, we have Aut( . Set e ± = (1 +ν +ν
2 )e ±α . Then ρ α (e ± ) = ζ ±1 e ± . Therefore, ρ α agrees with the automorphism ρ defined in Section 5.1.
Lemma 5.17. Let L be an even positive definite lattice with L(2) = ∅. Let ν be a fixed point free isometry of L of order 3. Then for any α ∈ L(4), the sublattice
where ϕ is as in (5.3).
Proof. Let α in L(4). Since ν is fixed point free, (1+ν+ν 2 )α = 0 and ((1+ν+ν 2 )α, α) = 0.
As ν is of order three, ν 2 α = ν −1 α and we obtain (α, να) = −2. Therefore,
* be the natural map. Then by the assumption
A(α). Let u be a c = 4/5 Virasoro vector of Vν A(α) . Then u is extentable by Lemma 5.5. Thus, by the decomposition of V A(α) -modules as Vir(u)-modules in Lemma 4.1 of [KMY] and Lemma 4.1 of [LY1] , we know that the highest weight vectors of u in V L have weights 0, 2/5, 7/5 or 3. Hence, u is of σ-type in V L . Moreover, ϕ(σ u ) acts as −1 on A(α) and 1 on Ann L (A(α)) by Lemma 5.4. Thus, ϕ(σ u ) = t A(α) as desired.
Tensor products of A 2 and root lattices
Definition 5.18. Let A and B be integral lattices with the inner products ( , ) A and ( , ) B , respectively. The tensor product of the lattices A and B is defined to be the integral lattice which is isomorphic to A ⊗ Z B as a Z-module and has the inner product given by (α ⊗ β, α
for any α, α ′ ∈ A, and β, β ′ ∈ B. We simply denote the tensor product of the lattices A and B by A ⊗ B.
Let R be a root lattice. Then the tensor product A 2 ⊗ R is an even lattice, whose minimal norm is 4. The following lemma is proved in Lemma 3.3 of [GL1] .
Lemma 5.19. Let R be a root lattice. Then the minimal vectors of A 2 ⊗ R are given by
We will denote A 2 ⊗ Zβ by A β . For simplicity, we also denote A 2 ⊗ R by A R . Let ν be the fixed point free isometry of A 2 in (5.2). By abuse of notation, we still denote ν ⊗ 1 ∈ O(A R ) by ν.
Lemma 5.21. Let R be a root lattice. Let ν be the fixed point free isometry of A R of order three induced by (5.2). Then 
O(R) and we
have an exact sequence
Proof. It follows from Theorem 5.15 and Lemma 5.21.
Notation 5.23. Let R be a root lattice. For β ∈ R(2), let E(β) be the set of simple extendable c = 4/5 Virasoro vectors of Vν A β , and set Proof. Let β ∈ R(2) and take a simple c = 4/5 Virasoro vector u ∈ Vν A β . Since
A β , where π β : A R → A * β is the natural projection map. Hence, A β is an RSSD in A R . By Lemma 5.17, u is of σ-type in Vν A R and ϕ(σ u ) = t A β . Let r β be the reflection associated to the root β on R, i.e., r β γ = γ − (β, γ)β for γ ∈ R.
We will prove that t A β = id A 2 ⊗ r β on A R = A 2 ⊗ R. Let α ∈ A 2 be arbitrary and γ ∈ R a root. Then we have (β, γ) = ±2, ±1 or 0. Since t A β and r β are linear maps, replacing γ by −γ if necessary, we may assume that (β, γ) ≥ 0.
Now suppose (β, γ) = 1. Then we have an orthogonal decomposition
with α ⊗ β ∈ A β and α ⊗(2γ − β) ∈ Ann A R (A β ). From this we have
Since A β is spanned by elements of the form α ⊗ γ, α ∈ A 2 and γ ∈ R(2), t A β acts as id
Next we will determine the kernel Ker ϕ| G of ϕ.
Lemma 5.25. Let R, E(R) and G be defined as in Proposition 5.24. Then Ker ϕ| G is generated by
Proof. Fix a root α ∈ A 2 . Let β be a root of R and take a simple extendable c = 4/5 Virasoro vector u β ∈ Vν A β . Then u β , ρ α⊗β u β and ρ 2 α⊗β u β are all simple extendable c = 4/5 Virasoro vectors in Vν A β by Lemma 5.5 (see also Remark 5.16). By Lemma 5.7 and Remark 5.16, we also have
Since E(R) = ∪ β∈R(2) {u β , ρ α⊗β u β , ρ 2 α⊗β u β }, it is clear that G is generated by {ρ α⊗β , σ u β | β ∈ R(2)}. Moreover, σ uγ ρ α ⊗ β σ uγ = ρ t Aγ (α ⊗ β) for γ ∈ R(2) by Lemma 5.17. Hence Ker ϕ| G is generated by {ρ α⊗β | β ∈ R(2)} as desired.
Lemma 5.26. Let R be a root lattice and let
Proof. Since ρ : A R −→ Ker ϕ G is linear and surjective and the roots {α ⊗ β | α ∈ A 2 (2), β ∈ R(2)} spans A R = A 2 ⊗ R, it follows from Lemma 5.25 that ρ x ∈ Ker ϕ G if and only if (x, A R ) ∈ 3Z for x ∈ A R . Thus Ker ϕ| G = [A R : P (A R )] as desired.
Lemma 5.27. Let R be a simple root lattice and let P (A R ) = {γ ∈ A R | (γ, α) ∈ 3Z}.
(1) If R = E 6 or A n with n + 1 ≡ 0 mod 3, then [A R : P (A R )] = 3 rank R .
(2) If R = E 6 or R = A n with n + 1 ≡ 0 mod 3, then [A R : P (A R )] = 3 rank R−1 .
Proof. First we recall that (1 − ν)(A 2 ⊗ R) = 3A * 2 ⊗ R and hence (1 − ν)A R < P (A R ). Let α ∈ A 2 be a root. Then A 2 = 3A * 2 ∪ (α + 3A * 2 ) ∪ (−α + 3A * 2 ). Thus for any δ ∈ A 2 \ 3A * 2 and β ∈ R, we have
Therefore, every element in A R \ (1 − ν)A R is congruent to α ⊗ γ modulo (1 − ν)A R for some γ ∈ R. Moreover, α ⊗ γ ∈ P (A R ) if and only if
where α 1 , α 2 are simple roots of A 2 and β 1 , . . . , β n are simple roots of R. Since (α i , α) = ±1 mod 3 for all i, we have (γ, β j ) ∈ 3Z for all j = 1, . . . , n and hence γ ∈ 3R * ∩R. Therefore,
If R = E 6 or A n with n+1 ≡ 0 mod 3, then [R * : R] is relatively prime to 3 and hence
If R = E 6 or R = A n with n + 1 ≡ 0 mod 3, then 3R * ∩ R 3R and hence
By the second isomorphism theorem, we have
2 since A 2 has rank 2 and [3R * ∩ R : 3R] = 3.
Let a ∈ A * 2 \ A 2 and b ∈ R * \ R such that 3b ∈ R \ 3R. Then the element 3a
and hence we must have
rank R /3 = 3 rank R−1 as desired.
Theorem 5.28. Let R be a simple root lattice and let E(R) and G be defined as in Proposition 5.24.
(1) If R = E 6 or A n with n + 1 ≡ 0 mod 3, then G has the shape 3 rank R .Weyl(R)
(2) If R = E 6 or R = A n , n + 1 ≡ 0 mod 3, then G has the shape 3 rank R−1 .Weyl(R).
Proof. It follows from Proposition 5.24 and Lemmas 5.26 and 5.27.
Remark 5.29. If we take R = A 2 , then Vν A 2 ⊗A 2 has nine extendable c = 4/5 simple Virasoro vectors and the subgroup generated by the corresponding σ-involutions has the shape 3.S 3 ∼ = 3 2 : 2.
Lattices constructed from F 4 -codes
Next we discuss a construction of lattices from codes over F 4 (cf. [CS, KLY] ). Let ζ := (−1 + √ −3)/2 be a primitive cubic root of unity and let E := Z[ζ] be the ring of Eisenstein integers. Then E/2E = {0, 1, ζ, ζ 2 } ∼ = F 4 . Let η : E −→ E/2E be the natural quotient map. A linear F 4 -code C of length n is a vector subspace of F n 4 . The weight wt(α) of an element α = (α 1 , . . . , α n ) ∈ C is defined to be the number of non-zero coordinates in α. We can define an Hermitian form on F n 4 by
where 0 = 0, 1 = 1, ζ = ζ 2 and ζ 2 = ζ.
For any linear F 4 -code C of length n, we define
It is clear that L C is a free Z-module. Moreover, one can define a real bilinear form on L C by (u, v) = Re u, v , where , is the canonical Hermitian bilinear form on C n . The For i = 0, 1, we denote
Note that e α ·ν(e α ) ∈ {±e α+να } and e α+να = e −ν 2 α . 
Moreover, (e A(α) |e A(α) ) = 1 25 4(ω A(α) |ω A(α) ) + 6 = 10 25 = 2 5 as desired.
Lemma 5.34. Let C be an even F 4 -code with length n and minimal norm ≥ 4. Then we have
Proof. Since the minimal norm of C ≥ 4, we have L C (2) = ∅. Hence by Theorem5.15, we have an exact sequence
and we have the sequence
. Let E(β) be the set of extendable c = 4/5 Virasoro vectors in Vν A(β) ⊂ Vν L C and let E be the union of E(β), β ∈ L C (4). Let G the subgroup generated by all σ u , u ∈ E, and let
Proof. It follows from Lemma 5.17.
The orbifold VOA Vν K 12
Next we will show that there is another kind of c = 4/5 Virasoro vectors in the lattice VOA V K 12 associated to the 12-dimensional Coxeter-Todd lattice K 12 . First let us recall a construction of the Coxeter-Todd lattice using the Hexacode over The Coxeter-Todd lattice can be defined as the sublattice
The following facts about K 12 can be found in [CS2] . Notation 5.37. Let M and N be √ 2E 8 -sublattices of the Leech lattice Λ such that Q := M + N is isometric to DIH 6 (14) as obtained in [GL1] . Let t M and t N be the SSD involutions associated to M and N, respectively (see Definition 5.10). Define F := M ∩N, J := Ann Q (F ), S 1 := M ∩J and S 2 := N ∩J. The following facts can be found in Section 6.1 of [GL1] .
(
, the Coxeter-Todd lattice of rank 12; (4) Set ν := t M t N . Then ν has order 3. Moreover, ν is fixed point free on J and is contained in O 3 (O(J)).
For explicit calculation, we will fix a 2-cocycle on Q.
It is straightforward to show that ε( , ) is a bilinear 2-cocycle satisfying
for any α, β ∈ Q.
where ω L is the conformal element of the lattice sub VOA V L . Then e L is an Ising vector. For x ∈ L * , define a Z-linear map ϕ x = (−1)
Then ϕ x e L is also an Ising vector of V L .
Let e M ∈ V M and e N ∈ V N be the Ising vectors defined as in Notation 5.39. Then we have (e M |e N ) = 13 · 2 −10 (see [GL1] ).
The following lemma can be found in [SY] (see also [GL1, LYY2] ).
Lemma 5.40. Let U be the sub VOA generated by e M and e N . Then U contains an extendable c = 4/5 Virasoro vector u and an extendable c = 6/7 Virasoro vector v such that u and v are both fixed byν = τ e M τ e N and
) is the W 3 -algebra generated by u and its 3-primary vector.
Remark 5.41. The extendable c = 4/5 Virasoro vector u in Lemma 5.40 can be defined explicitly as follows (see [SY] ):
Lemma 5.42. The extendable c = 4/5 Virasoro vector u is contained in
Proof.
Since F ⊥ S 1 and F ⊥ S 2 are full sublattices of M and N, we have
Moreover, one has (λ, λ) = 4/3 and (µ, µ) = 8/3 and
Therefore,
as desired.
Remark 5.43. Since ν = ξ W , it is clear that u is of σ-type in Vν K 12 . In Appendix A, we will also give an explicit form of u in Vν K 12 .
Lemma 5.44. We have
Proof. Since ν is fixed point free on K 12 , we have (1 − ν) 2 = 1 − 2ν + ν 2 = −3ν as a linear map on K 12 . Thus we have (1 − ν) 2 K 12 = 3K 12 . Therefore, we have the sequence
Let f ∈ Hom(K 12 /(1 − ν)K 12 , Z 3 ). Then by Theorem 5.15, the linear map ρ f defined by
induces an automorphism of Vν K 12 . Therefore, ρ f u is also an extendable c = 4/5 Virasoro vector of σ-type in Vν K 12 .
Lemma 5.45. There are at least 1107 extendable c = 4/5 Virasoro vectors of σ-type in Vν K 12 . There are 3 6 Virasoro vectors of the form ρ f u, f ∈ Hom(K 12 /(1 − ν)K 12 , Z 3 ) and
Notation 5.46. Let A be the set of all ν-invariant (1 − ν)K 12 < K 12 (see the proof of Lemma5.44). Thus there exists exactly 480 norm 4 vectors which are not orthogonal to A(α) and not in A(α). Therefore we have480/6 = 80 ν-invariant √ 2A 2 -sublattices B ∈ A such that B = A(α) and B ⊥ A(α).
Notation 5.50. Let (V, Q) be a nondegenerate orthogonal space over F 3 and dim V = n. Up to equivalence, there are exactly two choices for the form Q on V . These two types are distinguished by their discriminant (the determinant of their Gram matrix) δ = ±1, or, in even dimension n = 2k, by their sign ǫ = ±1, where ǫ = +1 if Q has Witt index n and ǫ = −1 if Q has Witt index n − 1. Note that δǫ = (−1) n/2 if dim V = n is even. In odd dimension, both forms have the same Witt index, and the sign is not often defined.
As a convention, we choose ǫ so that δǫ = (−1) n+1 2 if dim V = n is odd. We denote the full orthogonal group of (V, Q) by δ O ǫ (n, 3) if (V, Q) has the discriminant δ and the sign ǫ. Since δ and ǫ determine each other uniquely for any given n, we sometimes write O ǫ (n, 3) instead of δ O ǫ (n, 3). We also denote the derived subgroup
by Ω ǫ (n, 3). Moreover, we often use ± to denote ±1.
The orthogonal group O ǫ (n, 3) contains two conjugacy classes of reflections, one containing those reflections r v whose reflection center v has Q(v) = 1 and the other containing those reflections r v whose center has Q(v) = −1. The reflections of the first class is said to be of +-type and those of the second class is of − -type. We denote the subgroup of O ǫ (n, 3) generated by all reflections of γ-type by γ Ω ǫ (n, 3) and denote the central
Lemma 5.51. Let H = σ e | e ∈ E 1 < Aut(V K 12 ). Then H ∼ = 3 6 :(6 × PSU(4, 3).2).
Proof. First we note that ρ α e A is of σ-type in V K 12 and fixed byν. Thus, σ e ∈ C Aut(V K 12 ) (ν) for any e ∈ E 1 . By Lemma 5.15, we have an exact sequence
Note also C O(K 12 ) (ν) has the shape 6 × PSU(4, 3).2 (see [CS2] ). By Lemma 5.17, we have ϕ(σ e ) = t A for any e ∈ Vν A , A ∈ A. Thus,
Therefore, the map ϕ : H → C O(K 12 ) (ν) is a surjection. Moreover, σ ραe A σ e A = ρ 2 α and hence the kernel of ϕ contains the subgroup
Thus, H has the desired shape.
Remark 5.52. We should note that H also acts on Vν K 12 with the kernel ν . Hence, as a subgroup of Aut(Vν K 12 ), we havē
Lemma 5.53. Let β ∈ K 12 and A ∈ A. Then
Proof. By Appendix A,
Note that for any A ∈ A, there exists exactly 80 ν-invariant √ 2A 2 -sublattices B ∈ A such that A = B and A ⊥ B. Thus, A∈A e A . Then
Thus by the previous lemma, if β has norm 4 or 6, then Hence, we have the desired result.
Lemma 5.55. Let A, B be two distinct ν-invariant √ 2A 2 -sublattices of K 12 such that (A, B) = 0. Then we have σ e A (ρ β e B ) = ρ t A β (e t A B ), where t A is the RSSD involution associated to A.
Proof. First we note that t A t B has order 3 and A + B ∼ = A 2 ⊗ A 2 .
Let g = t A t B . Then B = gA and gB = t A B. Suppose that e α ·ν(e α ) = (−1) iν (e −α ) and e gα ·ν(e gα ) = (−1)
for any α ∈ A. Let ǫ ∈ {±1} such that e α · e gα = ǫe −g 2 α and e −α · e −gα = ǫe g 2 α . Then e g 2 α ·νe g 2 α = e −α · e −gα ·ν(e −α · e −gα ),
Note that (gα, να) = −1 for any α ∈ A(4). Since
α∈A (4) e α and ρ β e B = 2 5 ω B + (−1) j 1 5
α∈A (4) ρ β e gα ,
we have (e A ) (1) (ρ β e B ) = 1 25
Hence,
Next we will compute σ u (ρ β u).
Remark 5.56. When β has norm 8, we have σ u (ρ β u) = ρ β u since (u|ρ β u) = 0.
Lemma 5.57. Let β ∈ K 12 and A ∈ A. Then we have
B∈A ρ β (e B ), we have
Lemma 5.58. Let β ∈ K 12 (4). Then we have
Proof. Let β be a norm 4 vector in K 12 . Then A(β) = Span Z {β, νβ} is a ν-invariant √ 2A 2 -sublattice. By Lemma 5.57, we have
Notice that t A(β) β = −β since β ∈ A(β). Therefore, we have
In the following, we will study the case when β has norm 6.
Notation 5.59. For any α ∈ K 12 (4), we denote
Notice that if γ ∈ S α , then α − γ is of norm 4, α − γ ∈ S α and α = γ + (α − γ).
The next lemma can be obtained by a direct calculation.
Lemma 5.60. Let β be a norm 6 vector and α a norm 4 vector in K 12 . Let S α be defined as in Notation 5.59 and let
Then we have
Notation 5.61. For any α ∈ K 12 (4), we denote
Lemma 5.62. Let β be a norm 6 vector in K 12 . Then
Proof. First we note that for any γ ∈ S α , we have e γ e α−γ = e α−γ e γ and e −να e −ν 2 α = e −ν 2 α e −να = −e α (cf. Lemma A.3). Thus, Therefore,
Theorem 5.64. Let E = E 1 ∪ E 2 and G = σ e | e ∈ E < Aut(Vν K 12 ) . Then we have
Proof. Let X ∼ = F 8 3 be a nondegenerate quadratic space of (−)-type. Write X = U ⊕ Y , where U is a hyperbolic plane and Y is a 6-dimensional non-degenerate quadratic space of (−)-type. We shall identify Y with K 12 /(1 − ν)K 12 .
Note that U has exactly two isotropic lines, say v 0 and v ′ 0 , two non-singular vectors v 1 , −v 1 of norm 1 and two non-singular vectors v 2 , −v 2 of norm 2 (or −1).
Now let x = v + y ∈ U ⊕Y be a non-singular vector of norm 1 and let x = Span F 3 {x} be the line spanned by x. If v = 0, then y has norm 1 and it is represented by a norm 4 vector β ∈ K 12 , i.e., y = β + (1 − ν)K 12 ∈ K 12 /(1 − ν)K 12 . In this case, we assign x to e A(β) , where
is isotropic, then y is again represented by a norm 4 vector β ∈ K 12 . We assign x to ρ β e A(β) .
If v = v ′ 0 , then y is represented by a norm 4 vector β ∈ K 12 and we assign x to ρ −1 β u. If v = v 1 , then y is isotropic and is represented by a norm 6 vector γ. In this case, we assign x to ρ γ u.
If v = v 2 , then y has norm −1 and is represented by a norm 8 vector δ. In this case, we assign x to ρ δ u.
Then, by Remark 5.56 and Lemmas 5.58 and 5.63, the assignment above defines an + Ω − (8, 3)-map ϕ : 1-spaces generated by norm 1 vectors −→ E.
It induces a group homomorphism
Recall that G contains a subgroupH = σ e | e ∈ E 1 ∼ = 3 6 :
+ Ω − (6, 3), which is a maximal subgroup of + Ω − (8, 3) and σ u is non-trivial. Therefore, we must have
It is also easy to show that the assignment ϕ is one-to-one and onto. Hence the group homomorphismφ is in fact an isomorphism.
A An explicit definition for c = 4/5 Virasoro vectors in Vν K 12
Next we will give an explicit definition for c = 4/5 Virasoro vectors in Vν K 12 . First letν be a lift of ν in V K 12 . Note also that for any A ∈ A, there exists exactly 80 ν-invariant √ 2A 2 -sublattices B ∈ A such that A = B and A ⊥ B.
Therefore, Since e A is fixed byν for any A ∈ A, bothũ and ω K 12 −ũ are fixed byν.
Remark A.2. Note that the definition of e A depends on the choice of the liftν. Hence the definition of u also depends on the choice of the liftν Next we will show that the Virasoro vector u defined in Remark 5.41 agrees with ω K 12 −ũ. Let M, N, F = M ∩ N and J = Ann M +N (F ) ∼ = K 12 be defined as in Notation 5.37 and letν = τ e M τ e N .
As in the proof of Lemma 5.42, set S 1 = J ∩ M, S 2 = J ∩ N and S 3 = νS 2 . Denote (1) Suppose that α, β ∈ S 3 (4) and (α, β) = −2. Then we have e α e β = −e α+β .
(2) Suppose α ∈ S 1 (4). Thenν(e α ) = e να andν 2 (e α ) = −e ν 2 α .
(3) Let α ∈ W (4). Then ε(α, να) ≡ 0 mod 2. (4) Let α, β ∈ W (4) such that α + β ∈ W (4). Then ε(α, β) ≡ 1 mod 2 unless β ∈ Span Z {α, να}. (e α + e −ν 2 α ) + (e α − e −ν 2 α ) . For α ∈ S 1 (4), we have (e N ) (1) (e α + e −ν 2 α ) = 1 16 (e α + e −ν 2 α ) and (e N ) (1) (e α − e −ν 2 α ) = 0.
Recall that e N = 1 16 ω N + 1 32
Moreover, (β, α) = −2 if and only if β = να, and (β, −ν 2 α) = −2 if and only if β = −gα.
Thus, we have τ e N e α = τ e N 1 2 (e α + e −ν 2 α ) + (e α − e −ν 2 α ) = 1 2 −(e α + e −ν 2 α ) + (e α − e −ν 2 α )
= −e −ν 2 α .
By the same argument, we also have τ e M e −ν 2 α = −e να .
Hence,νe α = τ e M τ e N e α = −τ e M e ν 2 α = e να and ν 2 e α = τ e N τ e M e α = τ e N e −α = −e ν 2 α .
as desired. A∈A e A as desired.
