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Abstract
Starting with the work of Lapidus and van Frankenhuysen a number of
papers have introduced zeta functions as a way of capturing multifractal
information. In this paper we propose a new multifractal zeta function
and show that under certain conditions the abscissa of convergence yields
the Hausdorff multifractal spectrum for a class of measures.
1 Introduction
1.1 Cookie cutter sets and multifractal analysis
We begin by giving an overview of cookie cutter sets and multifractal analysis.
The following is taken from [3]. Let T : [0, 1] → R be such that T−1([0, 1]) is
the disjoint union of finitely many closed intervals I11 , . . . , I
k
1 , where each I
i
1 is
mapped bijectively onto [0, 1]. We denote the components of T−n([0, 1]) by Iin
and refer to these sets as the n-th level basic sets or as the basic sets of order
n. We assume that T is C1+ǫ on the components of T−1([0, 1]) and |T ′(x)| > 1
for all x ∈ T−1([0, 1]). The set of interest is the repeller
Λ =
{
x ∈ [0, 1] : T n(x) ∈
k⋃
i=1
Ii1 for all n ∈ Z
+
}
or equivalently
Λ =
∞⋂
n=0
T−n([0, 1]).
We call Λ the cookie cutter set generated by the map T . In this case, the
Hausdorff dimension of Λ is the unique δ ∈ R such that
P (−δ log |T ′|) = 0, (1)
where P (·) is the pressure functional. In what follows δ will denote the Hausdorff
dimension of Λ and φ will denote the function − log |T ′|.
Let µ be a measure supported on Λ, given x ∈ Λ the local dimension of µ at
x ∈ Λ is given by
dimlocµ(x) = lim
r→0
logµ(Br(x))
log r
,
when the limit exists. Here Br(x) denotes the open ball of radius r centred at
x. For α ≥ 0, we define
Eα = {x ∈ Λ : dimlocµ(x) = α},
1
and the Hausdorff multifractal spectrum of µ to be the function fH(α) =
dimH(Eα). In what follows δα will denote dimH(Eα).
Example 1.1. This example is taken from [2]. Let Λ be the middle third cantor
set and µ be the pushforward of the (p, 1− p) Bernoulli measure on {0, 1}Z
+
. If
p 6= 1/2, then dimlocµ(x) is non-constant.
Given an n-th level basic set Iin, the regularity of I
i
n is defined to be
R(Iin) =
logµ(Iin)
log |Iin|
.
The regularity tells us how a measure is concentrated on a basic set. The
advantage of taking the regularity is it is easy to compute, the disadvantage is
that it gives us less detailed information than the local dimension.
Let Pǫ be any disjoint partition of [0, 1] into intervals of the form [a, a+ ǫ),
we define
Sǫ(q) =
∑
I∈P∗ǫ
µ(I)q and τ(q) = lim inf
ǫ→0
logSǫ(q)
log ǫ
, (2)
where P ∗ǫ consists of those elements in Pǫ satisfying µ(I) > 0. The Legendre
transform of τ(q) is defined to be
f(α) = inf
−∞<q<∞
{τ(q) + αq}.
The significance of Sǫ(q) and τ(q) is that under certain conditions the Legendre
transform of τ(q) is the Hausdorff multifractal spectrum of µ.
1.2 Geometric and Multifractal zeta functions
In this section we introduce our multifractal zeta function. Before we do this,
we provide some motivation by reviewing the zeta functions proposed in [7],[1]
and [9].
Let Ω = [0, 1] \ Λ, then Ω = ∪∞j=1Ij where {Ij}
∞
j=1 is a countable collection
of disjoint intervals. In [7], the geometric zeta function of Ω is defined to be
ζΩ(s) =
∞∑
j=1
|Ij |
s, (3)
whenever this series converges. The following theorem holds.
Theorem 1.2. The Minkowski dimension of Λ equals the abscissa of conver-
gence of ζΩ(s). Under certain conditions (see [7] Theorem 6.12), the Minkowski
measurability of Λ is equivalent to ζΩ(s) having only one pole with real part equal
to the Minkowski dimension of Λ, and furthermore this pole is simple.
We remark that Theorem 1.2 holds in greater generality, however for our
purposes the above weaker statement in sufficient.
In [1], the authors define a multifractal zeta function as follows. Let µ be
a measure on [0, 1] and B = (Pn)∞n=1 be a sequence of partitions Pn = {P
i
n}
of [0,1] with diameters tending to zero. Here a partition consists of a finite
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disjoint collection of intervals with positive length. The partition zeta function
corresponding to regularity α is defined to be
ζµB(α, s) =
∞∑
n=1
∑
i:R(P in)=α
|P in|
s,
whenever this series converges. Suppose µ is a self similar measure for some IFS.
When B is the natural sequence of partitions defined by the IFS the abscissa of
convergence yields multifractal information. See also [6] and [8].
In [9], Le´vy-Vehel andMendivil also define a multifractal zeta function. Let µ
be a measure on [0, 1] and (Pn)
∞
n=1 be a sequence of disjoint interval partitions
of [0, 1] with diameters tending to zero. The multifractal zeta function for µ
based on the sequence of partitions (Pn)
∞
n=1 is defined to be
ζ(q, s) =
∑
n
∑
I∈P∗n
µ(I)q|I|s,
for all (q, s) ∈ R2 such that this series converges. Here P ∗n consists of those
I ∈ Pn such that µ(I) > 0. It is shown that τ(q) = − inf{s : ζ(q, s) < ∞} for
all q ∈ R, where τ(q) is as in (2).
We now define our own multifractal zeta function.
Definition 1.3. Let Λ be a cookie-cutter set and µ be a measure supported on
Λ. We define the multifractal zeta function of regularity α to be
ζµα(s) =
∞∑
n=1
∑
i
a|Iin|
α≤µ(Iin)≤b|I
i
n|
α
|Iin|
s,
whenever this series converges.
Here a and b are two fixed but arbitrary positive constants. For each α, the
function attempts to capture information about those basic sets whose regular-
ity is approximately α. This approach is similar to that proposed in [1], the
difference being ζµB sums over sets that display an exact regularity. For suitable
measures the function will give interesting information for values of α lying in
an interval. This is in contrast to the regularity which takes only countably
many values.
Our multifractal zeta function is defined for a general measure µ supported
on Λ. In what follows we shall restrict our attention to a certain class of measures
called Gibbs measures. If ψ : Λ → R is a Ho¨lder continuous function then the
Gibbs measure of ψ is defined to be the unique T -invariant probability measure
µ satisfying
C ≤
µ(Iin)
eψn(x)−nP
≤ D, (4)
for all x ∈ Iin and for constants C,D > 0 and P depending only on ψ. Here
P = P (ψ) where P (·) is the pressure functional and
ψn(x) = ψ(x) + ψ(T (x)) + · · ·+ ψ(T n−1(x)).
In what follows we shall use µψ to denote the Gibbs measure of ψ. For a general
Ho¨lder continuous function ψ, if we let ψ′ = ψ−P (ψ) then µψ′ = µψ and by (4)
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P (ψ′) = 0. Clearly the Gibbs measure of any Ho¨lder continuous function ψ is
also the Gibbs measure of a Ho¨lder continuous function ψ′ satisfying P (ψ′) = 0.
For the rest of this paper we assume that µ in Definition 1.3 is the Gibbs measure
of some Ho¨lder continuous function ψ and without loss of generality we assume
that P (ψ) = 0.
The following sets will be important in the study of ζ
µψ
α
Iα =
{∫
ψ − αφdµ : µ is a T -invariant probability measure
}
and
R = {α : 0 ∈ Iα}.
It is clear that Iα is a closed interval. If α /∈ R then the following theorem
holds.
Theorem 1.4. If α /∈ R, then ζ
µψ
α is entire.
Proof. Suppose α /∈ R, then there exists ǫ > 0 such that |
∫
ψ − αφdµ| ≥ ǫ,
for all T -invariant probability measures. Suppose there exists infinitely many
basic sets satisfying a|Iin|
α ≤ µψ(Iin) ≤ b|I
i
n|
α. By a simple argument this implies
that there exists an interval [c,d] and infinitely many x such that T n(x) = x and
ψn(x) − αφn(x) ∈ [c, d]. It follows that there exists x such that T n(x) = x and
|
∫
ψ − αφdµx,n| < ǫ, a contradiction. Here µx,n is the T -invariant probability
measure determined by the periodic orbit {x, T (x), . . . , T n−1(x)}. It follows that
there exist only finitely many intervals satisfying a|Iin|
α ≤ µψ(Iin) ≤ b|I
i
n|
α and
ζ
µψ
α is entire.
For our purposes it is necessary to introduce the following technical condi-
tion.
Definition 1.5. We say that T and µψ satisfy Condition A if ψ − αφ is not
cohomologous to zero for all α ∈ R.
Two functions f, g ∈ C(Λ,R) are cohomologous if there exists h ∈ C(Λ,R)
such that f = g + h ◦ T − h. Moreover, Condition A is equivalent to µψ 6= µδφ.
Condition A also ensures that Iα is a non-trivial interval for all α ∈ R and that
there exists α for which 0 ∈ int(Iα).
Our main results are Theorems 1.6 and 1.7.
Theorem 1.6. If T and µψ satisfy Condition A and α is such that 0 ∈ int(Iα),
then for σ ∈ R
lim sup
σ↓δα
ζ
µψ
α (σ)(σ − δα)
1/2 <∞,
and if b− a is sufficiently large the abscissa of convergence is δα and
lim inf
σ↓δα
ζ
µψ
α (σ)(σ − δα)
1/2 > 0.
In the case where Condition A fails the following theorem holds.
Theorem 1.7. Suppose ψ − αφ is cohomologous to zero. Then α = δ and for
α′ 6= δ, ζα′ is entire. Moreover, dimlocµψ(x) = δ for all x ∈ Λ, and if a is
sufficiently small and b is sufficiently large, then ζ
µψ
δ (s) =
∑∞
n=1
∑
i |I
i
n|
s. In
this case the abscissa of convergence is δ.
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To prove Theorem 1.6 we introduce a new class of zeta function. These func-
tions can be rewritten in terms of transfer operators, whose spectral properties
can then be exploited. After proving results for these functions, Theorem 1.6
will follow by approximation arguments. In section 4 we attempt to find esti-
mates for the limits given in Theorem 1.6 that are in some sense optimal. Under
a stronger hypothesis we can obtain optimal estimates. The proof of Theorem
1.7 will be given in section 5 and a discussion of the case where 0 is an endpoint
of Iα will be given in section 6.
1.3 Ergodic Theory
We will recall several results from Ergodic Theory needed in our subsequent
analysis. Let Σ+k = {x = (xn)
∞
n=0 ∈ {1, . . . , k}
Z
+
} and σ : Σ+k → Σ
+
k denote the
usual shift map. We define a metric on Σ+k by d(x, y) = 2
−n(x,y), where n(x, y) =
inf{n ∈ Z+ : xn 6= yn}. We can construct a bijective Ho¨lder continuous map
π : Σ+k → Λ with Ho¨lder continuous inverse such that π ◦ σ = T ◦ π. The
following results are presented in [11] in the setting of shifts of finite type. The
existence of the map π allows us to translate them to T : Λ→ Λ.
Let Cβ(Λ,C) denote the space of Ho¨lder continuous functions with exponent
β. We define a norm on Cβ(Λ,C) by ‖ψ‖β = ‖ψ‖∞ + |ψ|β , where ‖ψ‖∞ =
sup{|ψ(x)| : x ∈ Λ} and |ψ|β = supx,y∈Λ,x 6=y{
|ψ(x)−ψ(y)|
|x−y|β }. With this norm
Cβ(Λ,C) is a Banach space.
Definition 1.8. Let ψ ∈ Cβ(Λ,C), we define the Ruelle operator Lψ : C(Λ,C)→
C(Λ,C) by
(Lψw)(y) =
∑
x:Tx=y
eψ(x)w(x).
Lψ is a bounded linear operator.
The following fundamental theorem holds.
Theorem 1.9. Let ψ ∈ Cβ(Λ,C) be real valued, then Lψ is a bounded linear
operator on Cβ(Λ,C). There is a simple maximal positive eigenvalue λψ of
Lψ : C
β(Λ,C)→ Cβ(Λ,C), with a corresponding strictly positive eigenfunction
hψ ∈ Cβ(Λ,C). The remainder of the spectrum of Lψ : Cβ(Λ,C) → Cβ(Λ,C)
is contained in a disc of radius strictly less than λψ.
When ψ ∈ Cβ(Λ,C) is real valued we define the pressure of ψ, P (ψ) to be
logλψ . Furthermore,
P (ψ) = sup
µ
{
hµ(T ) +
∫
ψ dµ
}
, (5)
where the supremum is taken over all T -invariant probability measures. This
supremum is uniquely attained by µψ.
In the case where ψ is complex valued the following theorem holds.
Theorem 1.10. For ψ = u + iv ∈ Cβ(Λ,C) we have ρ(Lψ) ≤ eP (u), where
ρ(Lψ) denotes the spectral radius of Lψ. If Lψ has an eigenvalue of modulus
eP (u) then it is simple and unique and Lψ = αMLuM
−1, where M is a multi-
plication operator and α ∈ C, |α| = 1. Furthermore the rest of the spectrum is
contained in a disc of radius strictly smaller than eP (u). If Lψ has no eigenval-
ues of modulus eP (u) then the spectral radius of Lψ is strictly less than e
P (u).
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Suppose Lψ has a simple maximal eigenvalue λψ such that the rest of the
spectrum is contained in a disc of radius strictly less than |λψ |. We extend
our definition of pressure by letting eP (ψ) = λψ , P (ψ) is then defined by the
principal branch of the logarithm.
We require the following result from pertubation theory.
Proposition 1.11. Let B(V ) denote the Banach algebra of bounded linear op-
erators on a Banach space V . If L0 ∈ B(V ) has a simple isolated eigenvalue
λ0 with corresponding eigenvector v0 then for any ǫ > 0 there exists δ > 0 such
that if L ∈ B(V ) with ||L − L0|| < δ then L has a simple isolated eigenvalue
λ(L) and corresponding eigenvector v(L) with λ(L0) = λ0, v(L0) = v0 and
• L→ λ(L), L→ v(L) are analytic for ||L− L0|| < δ
• for ||L − L0|| < δ, we have |λ(L) − λ0| < ǫ, and spec(L)\{λ(L)} ⊂ {z :
|z − λ0| > ǫ}.
Moreover, if spec(L0)\{λ0} is contained in the interior of a circle C centred
at 0 ∈ C then provided δ > 0 is sufficiently small, spec(L)\{λL} will also be
contained in the interior of C.
By Proposition 1.11, we can assert that when Lψ has a simple maximal
eigenvalue then P (·) is well defined and analytic on a neighbourhood of ψ.
Finally we require the following result on the derivatives of P (·).
Proposition 1.12. Let ψ, ϕ ∈ Cβ(Λ,C) and ψ be real valued. Then
∂P (ψ + tϕ)
∂t
∣∣∣
t=0
=
∫
ϕdµψ.
Furthermore if
∫
ϕdµψ = 0 then
∂2P (ψ + tϕ)
∂2t
∣∣∣
t=0
= lim
n→∞
1
n
∫
(ϕn)2 dµψ ≥ 0,
with equality if and only if ϕ is cohomologous to a constant.
2 Zeta functions
As stated at the end of section 1.2, to prove Theorem 1.6 we shall introduce a
new class of zeta function. We give details of these functions here.
Definition 2.1. Suppose T : Λ → Λ is as above and ψ : Λ → R is a Ho¨lder
continuous function with P (ψ) = 0. Given g : R → R, we define the g-zeta
function of regularity α to be
ζα,g(s, ξ) =
∞∑
n=1
∑
x:Tnx=y
esφ
n(x)+ξ(ψn(x)−αφn(x))g(ψn(x) − αφn(x)),
for all (s, ξ) ∈ C × R such that this series converges. Here y is an arbitrary
element of Λ.
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Provided g is chosen appropriately, the summation over pre-images of y will
allow us to write ζα,g in terms of Ruelle operators.
The proof of the following lemma is straight forward.
Lemma 2.2. Suppose φ ∈ Cβ(Λ,C) and x, y ∈ Iin, there exists Kφ > 0 such
that
|φn(x) − φn(y)| ≤ Kφ,
for all n ≥ 1.
The following proposition demonstrates how ζα,g can approximate ζ
µψ
α for
certain choices of g.
Proposition 2.3. Fix ξ ∈ R, for σ ∈ R
ζ
µψ
α (σ) ≤ e
|Kφ(σ−ξα)|C|ξ|ζα,χ1(σ, ξ), (6)
where χ1 is the indicator function on some interval, C > 0 and Kφ is as in
Lemma 2.2. If b− a is sufficiently large, then
e−|Kφ(σ−ξα)|D−|ξ|ζα,χ2(σ, ξ) ≤ ζ
µψ
α (σ), (7)
where χ2 is the indicator function on some interval and D > 0.
Proof. We begin by rewriting |Iin|
σ as |Iin|
σ−ξα|Iin|
ξα. Our result then follows
by an application of (4), Lemma 2.2, the Mean Value Theorem and the bounds
a|Iin|
α ≤ µψ(I
i
n) ≤ b|I
i
n|
α. The property that b − a is sufficiently large ensures
that the interval on which χ2 is the indicator function is well defined.
In our later analysis ξ will be a unique value depending on α. When ξ is
this unique value we can prove divergence results for ζα,g(·, ξ), for a class of g.
These results will then be used to prove Theorem 1.6.
2.1 Convergence and analyticity of ζα,g and ζ
µψ
α
In what follows we assume g is a C∞ function in L1(R) whose Fourier transform
gˆ(t) =
∫ ∞
−∞
g(x)eitx dx,
is compactly supported and gˆ(0) 6= 0. Intuitively, we think of g as an approxi-
mation to the indicator functions given in Proposition 2.3. However, we choose
g to ensure that ζα,g has good analytic properties.
We now observe how ζα,g can be expressed in terms of Ruelle operators. By
the Fourier inversion formula
ζα,g(s, ξ) =
1
2π
∫ ∞
−∞
gˆ(−t)
∞∑
n=1
∑
x:Tnx=y
esφ
n(x)+ξ(ψn(x)−αn(x))+it(ψn(x)−αφn(x)) dt.
(8)
Recalling Definition 1.8 we observe that
ζα,g(s, ξ) =
1
2π
∫ ∞
−∞
gˆ(−t)
∞∑
n=1
Lnsφ+ξ(ψ−αφ)+it(ψ−αφ)1(y) dt. (9)
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For ease of exposition we let Lsφ+ξ(ψ−αφ)+it(ψ−αφ) = Ls,ξ,t and P (sφ + ξ(ψ −
αφ)+it(ψ−αφ)) = P (s, ξ, t) when Ls,ξ,t has a simple maximal eigenvalue. More-
over, we denote the projection onto the eigenspace corresponding to eP (s,ξ,t) by
πs,ξ,t and the complementary projection by π
c
s,ξ,t.
Fix ξ ∈ R, P (δφ + ξ(ψ − αφ)) is strictly decreasing as a function of δ and
limδ→±∞ P (δφ + ξ(ψ − αφ)) = ∓∞. It follows that we can define a function
δα(ξ) implicitly via the equation P (δα(ξ)φ+ ξ(ψ−αφ)) = 0. Furthermore δα(ξ)
is analytic. This function will be important in determining the domains of
convergence and analyticity of ζα,g and ζ
µψ
α . We denote the Gibbs measure of
δα(ξ)φ + ξ(ψ − αφ) by µξ,α.
Proposition 2.4. Fix ξ ∈ R, ζα,g(s, ξ) is analytic on {s ∈ C : Re(s) > δα(ξ)}.
Proof. If ρ(Ls,ξ,t) < 1, then for n sufficiently large, L
n
s,ξ,t1(y) = O(θ
n), for
some θ < 1. It follows from (9) that if ρ(Ls,ξ,t) < 1 for all t ∈ supp(gˆ), then
ζα,g(s, ξ) converges. By Theorem 1.10, ρ(Ls,ξ,t) ≤ eP (Re(s),ξ,0). If Re(s) > δα(ξ)
then eP (Re(s),ξ,0) < 1, therefore ζα,g(s, ξ) converges and is analytic on {s ∈ C :
Re(s) > δα(ξ)}.
Corollary 2.5. ζ
µψ
α (s) is analytic on {s ∈ C : Re(s) > infξ∈R δα(ξ)}.
Proof. Let ξ ∈ R and χ1 be the indicator function given in (6). We can pick g
of the above form such that g(x) ≥ χ1(x) for all x ∈ R. Therefore, ζα,g(σ, ξ) ≥
ζα,χ1(σ, ξ) for σ ∈ R, an application of Propositions 2.3 and 2.4 implies that
ζ
µψ
α (s) is analytic on {s ∈ C : Re(s) > δα(ξ)}. Since ξ was arbitrary our result
follows.
3 Analysis of ζα,g and a proof of Theorem 1.6
In this section we analyse ζα,g and prove Theorem 1.6. Our main results for
ζα,g are Theorems 3.1 and 3.2. Theorem 3.2 will be used to prove Theorem 1.6.
Theorem 3.1. Let v ∈ R and ξ be fixed. If vφ fails to satisfy a certain cohomo-
logical equation depending on α, then ζα,g(s, ξ) extends to an analytic function
on a neighbourhood of δα(ξ) + iv.
Theorem 3.2. Suppose T and µψ satisfy Condition A and α is such that 0 ∈
int(Iα). If vφ satisfies a certain cohomological equation depending on α, then
there exists a unique ξ depending on α such that for s in a neighbourhood of
δα + iv with Re(s) > δα
ζα,g(s, ξ) =
cv(s)
(s− iv − δα)1/2
+ f(s),
where cv(s) is analytic on a neighbourhood of δα+ iv and f(s) is continuous on
{s ∈ C : Re(s) ≥ δα}.
More precise statements will be given in Theorems 3.5 and 3.6. We remark
that in Theorem 3.1 we do not require Condition A. As we will see, Condition A
gives a useful added structure to the solution set of the cohomological equation
mentioned above. When vφ fails to satisfy the cohomological equation the
solution set is empty and the added structure is irrelevant. When v = 0 our
cohomological equation will always be satisfied and Theorem 3.2 will apply.
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3.1 Spectral properties of Lδα(ξ)+iv,ξ,t
Here we prove several technical results for the operator Lδα(ξ)+iv,ξ,t. These re-
sults will be used in the proofs of Theorems 3.1 and 3.2.
As a consequence of Theorem 1.10, Lδα(ξ)+iv,ξ,t has spectral radius equal to
one if and only if vφ+ t(ψ−αφ) is cohomologous to a function of the form Φ+b,
where Φ ∈ C(Λ, 2πZ) and b ∈ R. In this case, Lδα(ξ)+iv,ξ,t has a simple maximal
eigenvalue eib. In what follows we fix Φ as an element of C(Λ, 2πZ). It is clear
that for a given point δα(ξ) + iv, the question of whether ζα,g(δα(ξ) + iv, ξ)
converges depends on the cohomology properties of vφ. To analyse this in more
detail we introduce the following sets
Sα = {t ∈ R : t(ψ − αφ) is cohomologous to some Φ + b, where b ∈ R}
Sα,0 = {t ∈ R : t(ψ − αφ) is cohomologous to some Φ}
Svα = {t ∈ R : vφ+ t(ψ − αφ) is cohomologous to some Φ + b, where b ∈ R}
Svα,0 = {t ∈ R : vφ+ t(ψ − αφ) is cohomologous to some Φ} .
We remark that Sα is an additive group and Sα,0 is a subgroup of Sα. For
a given v suppose vφ + τ(ψ − αφ) is cohomologous to a function of the form
Φ + b, for some τ ∈ R, then Svα = τ + Sα. Similarly, suppose vφ + τ
′(ψ − αφ)
is cohomologous to a function Φ, then Svα,0 = τ
′ + Sα,0. Understanding the
structure of the groups Sα and Sα,0 will allow us to determine how ζα,g behaves
around points where ρ(Lδα(ξ)+iv,ξ,t) = 1, for some t ∈ supp(gˆ). The following
technical results determine some added structure for the groups Sα and Sα,0.
This added structure is necessary for our later analysis.
Proposition 3.3. Sα is closed.
Proof. Let t∗ be a limit point of Sα, it suffices to show that ρ(Lδα(0),0,t∗) = 1.
Suppose ρ(Lδα(0),0,t∗) < 1, by the spectral radius formula limn→∞ ‖L
n
δα(0),0,t∗
‖1/n <
1. Take N sufficiently large such that ‖LNδα(0),0,t∗‖
1/N < 1, by continuity there
exists a neighbourhood U of t∗ such that ‖LNδα(0),0,t‖
1/N < 1, for all t ∈ U . Since
t∗ is a limit point of Sα there exists t
′ ∈ Sα ∩ U . Applying the spectral radius
formula to Lδα(0),0,t′ we deduce that ρ(Lδα(0),0,t′) < 1, a contradiction.
Proposition 3.4. Suppose T and µψ satisfy Condition A. Then for all α ∈ R
Sα,0 is a discrete subgroup of R.
Proof. Fix α ∈ R. By standard results on additive subgroups of R, Sα,0 is
dense in R or discrete. It suffices to show that we can obtain a contradiction
if we assume Sα,0 is dense. Take t ∈ Sα,0, then for x such that T n(x) = x we
have t(ψ − αφ)n(x) = Φn(x). By the density of Sα,0 we can take t1 arbitrarily
close to t such that t1(ψ − αφ)n(x) = Φn1 (x), for some Φ1 ∈ C(Λ, 2πZ). By a
continuity argument, for t1 sufficiently close to t, Φ
n
1 (x) = Φ
n(x), and therefore
(t1 − t)(ψ − αφ)n(x) = 0. This implies that (ψ − αφ)n(x) = 0 for all x such
that T n(x) = x. A theorem of Livsic [10] states that two function f and g are
cohomologous if and only if fn(x) = gn(x) for all x such that T n(x) = x .
Therefore ψ − αφ is cohomologous to zero which contradicts Condition A.
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3.2 The analytic domain of ζα,g
We would like to determine the behaviour of ζα,g(s, ξ) along the line Re(s) =
δα(ξ). More specifically, for which points does this function converge and where
does it have an analytic extension. The following theorem characterises those
points where we can have an analytic extension.
Theorem 3.5. Suppose supp(gˆ) ∩ Svα,0 = ∅, then ζα,g(s, ξ) converges at s =
δα(ξ) + iv and ζα,g(s, ξ) extends to an analytic function on a neighbourhood of
δα(ξ) + iv.
Proof. By our previous remarks and standard results on additive subgroups of
R, Svα is discrete or dense in R. By Proposition 3.3, S
v
α ∩ supp(gˆ) is equal to
supp(gˆ) or some finite set.
Case 1. Svα ∩ supp(gˆ) = supp(gˆ).
In this case we can assert the existence of a simple maximal eigenvalue for
Lδα(ξ)+iv,ξ,t for all t ∈ supp(gˆ). By Proposition 1.11 we can assert the existence
of a neighbourhood Nδα(ξ)+iv of δα(ξ) + iv such that, for all s ∈ Nδα(ξ)+iv and
t ∈ supp(gˆ), Ls,ξ,t has a simple maximal eigenvalue eP (s,ξ,t) and eP (s,ξ,t) 6= 1.
We rewrite (9) as
ζα,g(s, ξ) =
1
2π
∫ ∞
−∞
gˆ(−t)
∞∑
n=1
Lns,ξ,tπs,ξ,t(1)(y) dt
+
1
2π
∫ ∞
−∞
gˆ(−t)
∞∑
n=1
Lns,ξ,tπ
c
s,ξ,t(1)(y) dt.
Wemay assume that πs,ξ,t and π
c
s,ξ,t are analytic onNδα(ξ)+iv for all t ∈ supp(gˆ).
For s ∈ C such that Re(s) > δα(ξ) we can rewrite the first of these integrals as
1
2π
∫ ∞
−∞
gˆ(−t)eP (s,ξ,t)πs,ξ,t(1)(y)
1− eP (s,ξ,t)
dt.
For all s ∈ Nδα(ξ)+iv and t ∈ supp(gˆ), e
P (s,ξ,t) 6= 1, it follows by a simple
argument that this expression converges and is analytic on Nδα(ξ)+iv.
To conclude this case it remains to show that our second integral has an
analytic extension on a neighbourhood of δα(ξ)+ iv. We can construct a neigh-
bourhood of δα(ξ)+iv such that for all s in this neighbourhood and t ∈ supp(gˆ),
ρ(Ls,ξ,t|πc
s,ξ,t
) < 1. This property ensures convergence, by considering smaller
neighbourhoods we can prove analyticity.
Case 2. Svα ∩ supp(gˆ) is finite.
Let Svα ∩ supp(gˆ) = {τj}
m
j=1, we can rewrite (9) as
ζα,g(s, ξ) =
1
2π
m∑
j=1
∫ τj+ǫ
τj−ǫ
gˆ(−t)
∞∑
n=1
Lns,ξ,t(1)(y) dt
+
1
2π
∫
(−∞,∞)\
⋃
m
j=1(τj−ǫ,τj+ǫ)
gˆ(−t)
∞∑
n=1
Lns,ξ,t(1)(y) dt,
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for ǫ some small positive constant. The analysis of the first term reduces to
that given in Case 1. The existence of an analytic extension for the second term
follows from the fact that ρ(Lδα(ξ)+iv,ξ,t) < 1 for all t ∈ supp(gˆ) \
⋃m
j=1(τj −
ǫ, τj + ǫ).
3.3 Divergence results for ζα,g
We now consider what happens in the case where T and µψ satisfy Condition A,
0 ∈ int(Iα) and supp(gˆ) ∩ Svα,0 6= ∅. Our main result is the following Theorem.
Theorem 3.6. Suppose T and µψ satisfy Condition A, 0 ∈ int(Iα) and supp(gˆ)∩
Svα,0 6= ∅. Then there exists a unique value of ξ depending on α, such that for s
in a neighbourhood of δα + iv with Re(s) > δα we can rewrite ζα,g(s, ξ) as
ζα,g(s, ξ) =
cv(s)
(s− iv − δα)1/2
+ f(s),
where cv(s) is analytic on a neighbourhood of δα+ iv and f(s) is continuous on
{s : Re(s) ≥ δα}.
The following lemma defines the unique ξ mentioned in Theorem 3.6.
Lemma 3.7. Suppose T and µψ satisfy Condition A and α is such that 0 ∈
int(Iα). Then there exists a unique ξ ∈ R depending on α, such that
∫
ψ −
αφdµξ,α = 0.
Proof. Differentiating P (δα(ξ)φ + ξ(ψ − αφ)) = 0 with respect to ξ yields
δ′α(ξ)
∫
φdµξ,α +
∫
ψ − αφdµξ,α = 0.
For all µ,
∫
φdµ < 0, therefore
∫
ψ − αφdµξ,α = 0 if and only if δ′α(ξ) = 0. It
suffices to show that δα(ξ) has a unique critical point. By (5)
−ξ
∫
ψ − αφdµ− hµ(T )∫
φdµ
≤ δα(ξ),
holds for T -invariant probability measure µ. Clearly there exists µ− and µ+
such that
∫
ψ − αφdµ− < 0 and
∫
ψ − αφdµ+ > 0, hence δα(ξ) → ∞ as
|ξ| → ∞. By the Mean Value Theorem there exists ξ such that δ′α(ξ) = 0. The
uniqueness of ξ follows by a convexity argument.
In what follows we shall denote this unique value of ξ by ξα. It follows from
Theorem 21.1 in [12] that when T and µψ satisfy Condition A and 0 ∈ int(Iα),
δα(ξα) = δα and P (δαφ+ ξα(ψ − αφ)) = 0.
This statement will be important in our later analysis. It makes clear the depen-
dence of the domain of convergence of ζα,g(·, ξα) on the multifractal properties
of Λ and µψ .
The proof of Theorem 3.6 will consist of reducing ζα,g(s, ξα) to the sum of
two functions, one that is well behaved in a neighbourhood of δα + iv and one
that will dictate the behaviour of ζα,g(s, ξα) at δα + iv yet can be analysed
explicitly. These functions are defined in Propositions 3.8 and 3.9.
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Proposition 3.8. Suppose T and µψ satisfy Condition A, 0 ∈ int(Iα), supp(gˆ)∩
Svα,0 6= ∅ and ǫ is some small positive constant. Then for s in a neighbourhood
of δα + iv with Re(s) > δα we can write ζα,g(s, ξα) as
ζα,g(s, ξα) =
1
2π
m∑
j=1
∫ τvj +ǫ
τvj −ǫ
gˆ(−t)eP (s,ξα,t)πs,ξα,t(1)(y)
1− eP (s,ξα,t)
dt+ f(s),
where f is analytic on a neighbourhood of δα + iv.
Proof. By Proposition 3.4 supp(gˆ)∩ Svα,0 is some finite set {τ
v
j }
m
j=1. By Propo-
sition 1.11, there exists ǫ > 0 such that Ls,ξα,t has a simple maximal eigenvalue
for all s in a neighbourhood of δα + iv and t ∈
⋃m
j=1(τ
v
j − ǫ, τ
v
j + ǫ). Taking
projections we can rewrite (9) as
ζα,g(s, ξα) =
1
2π
m∑
j=1
∫ τvj +ǫ
τvj −ǫ
gˆ(−t)eP (s,ξα,t)πs,ξα,t(1)(y)
1− eP (s,ξα,t)
+
1
2π
m∑
j=1
∫ τvj +ǫ
τvj −ǫ
gˆ(−t)
∞∑
n=1
Lns,ξα,tπ
c
s,ξα,t(1)(y) dt
+
1
2π
∫
(−∞,∞)\
⋃
m
j=1(τ
v
j −ǫ,τ
v
j +ǫ)
gˆ(−t)
∞∑
n=1
Lns,ξα,t(1)(y) dt,
for s with Re(s) > δα. Repeating the proof of Theorem 3.5 we can deduce the
analyticity of our latter terms.
By Proposition 1.12
∂P (δα, ξα, 0)
∂s
=
∫
φdµξα,α 6= 0,
applying the Implicit Function Theorem we can assert the existence of an
analytic complex valued function sα(z) defined locally around 0 such that,
P (sα(z), ξα, z) = 0 and sα(0) = δα.
Proposition 3.9. Suppose T and µψ satisfy Condition A, 0 ∈ int(Iα), supp(gˆ)∩
Svα,0 6= ∅ and ǫ is some small positive constant. Then for s in a neighbourhood
of δα + iv with Re(s) > δα we can write ζα,g(s, ξα) as
ζα,g(s, ξα) =
1
2π
m∑
j=1
∫ ǫ
−ǫ
gˆ(−t− τvj )e
P (s−iv,ξα,t)πs,ξα,t+τvj (1)(y)h(t)
s− iv − sα(t)
dt+ f(s),
where f is analytic in a neighbourhood of δα + iv and h is analytic on a neigh-
bourhood of zero.
Proof. By Proposition 3.8 it is sufficient to express
1
2π
m∑
j=1
∫ τvj +ǫ
τvj −ǫ
gˆ(−t)eP (s,ξα,t)πs,ξα,t(1)(y)
1− eP (s,ξα,t)
dt (10)
in the above form. We know that vφ+τvj (ψ−αφ) is cohomologous to a function
valued in 2πZ. The spectrum of the Ruelle operator is invariant under addi-
tion of a coboundary, therefore for s in a neighbourhood of δα + iv and t in a
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neighbourhood of τvj , e
P (s,ξα,t) = eP (s−iv,ξα,t−τ
v
j ). Substituting this into (10)
and applying a simple change of coordinates we obtain
1
2π
m∑
j=1
∫ ǫ
−ǫ
gˆ(−t− τvj )e
P (s−iv,ξα,t)πs,ξα,t+τvj (1)(y)
1− eP (s−iv,ξα,t)
dt. (11)
For the rest of the proof we let eP (s,ξα,t) = λ(s, t). Fixing t and treating
1 − λ(s − iv, t) as a function of s we take the Taylor series around the point
sα(t) to obtain
1− λ(s− iv, t) = 1− λ(sα(t), t)−
∂λ(sα(t), t)
∂s
(s− iv − sα(t))
−
1
2
∂2λ(sα(t), t)
∂s2
(s− iv − sα(t))
2 +Higher order terms.
We rewrite this as
1− λ(s− iv, t) = −
∂λ(sα(t), t)
∂s
(s− iv − sα(t)) − Z(s, t)(s− iv − sα(t)),
where
Z(s, t) =
(1
2
∂2λ(sα(t), t)
∂s2
(s− iv − sα(t)) + Higher order terms
)
.
By Proposition 1.12, ∂λ(sα(0),0)∂s =
∫
φdµξα,α 6= 0, by continuity there exists a
complex neighbourhood U of 0 such that ∂λ(sα(z),z)∂s 6= 0, for all z ∈ U . It follows
that
h(z) =
(∂λ(sα(z), z)
∂s
)−1
, (12)
is well defined and analytic on U . Without loss of generality we can assume
that ǫ is sufficiently small such that h(t) is well defined for all t ∈ [−ǫ, ǫ]. We
observe that
1
1− λ(s− iv, t)
=
h(t)
(s− iv − sα(t))(1 − Z(s, t)h(t))
=
h(t)
(s− iv − sα(t))(1 − Z(s, t)h(t))
−
h(t)
(s− iv − sα(t))
+
h(t)
(s− iv − sα(t))
=
Z(s, t)h(t)2
(s− iv − sα(t))(1 − Z(s, t)h(t))
+
h(t)
(s− iv − sα(t))
.
Substituting this into (11) we obtain
1
2π
m∑
j=1
∫ ǫ
−ǫ
gˆ(−t− τvj )e
P (s−iv,ξα,t)πs,ξα,t+τvj (1)(y)h(t)
s− iv − sα(t)
dt
+
1
2π
m∑
j=1
∫ ǫ
−ǫ
gˆ(−t− τvj )e
P (s−iv,ξα,t)πs,ξα,t+τvj (1)(y)Z(s, t)h(t)
2
(s− iv − sα(t))(1 − Z(s, t)h(t))
dt.
The latter integral is analytic on a neighbourhood of δα+ iv so we can conclude
our result.
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As stated before Proposition 3.8, to prove Theorem 3.6 we shall express
ζα,g(s, ξα) as the sum of two functions. One that is well behaved in a neigh-
bourhood of δα + iv and one that will dictate the behaviour of ζα,g(s, ξα) at
δα + iv yet can be analysed explicitly. The function
1
2π
m∑
j=1
∫ ǫ
−ǫ
gˆ(−t− τvj )e
P (s−iv,ξα,t)πs,ξα,t+τvj (1)(y)h(t)
s− iv − sα(t)
dt (13)
as we shall see, can be analysed explicitly.
3.3.1 Properties of sα(t)
Before continuing our analysis of (13) we have to prove several technical results
for the function sα(t).
Lemma 3.10. 1. Re(sα(t)) is an even function and Im(sα(t)) is an odd
function.
2. ∂Re(sα(0))∂t = 0.
3. ∂
2Im(sα(0))
∂t2 = 0.
4. ∂Im(sα(0))∂t = 0.
5. ∂
2Re(sα(0))
∂2t < 0.
Proof. Duplicating the analysis given in [13] we can prove the first three state-
ments. Moreover, the following equalities hold
Re(sα(t)) =
1
2
(sα(t) + sα(−t))
and
Im(sα(t)) = −
i
2
(sα(t)− sα(−t)).
We observe that ∂Im(sα(0))∂t = −is
′
α(0). We have the relation P (sα(t), ξα, t) = 0,
hence by implicit differentiation
∂P
∂s
∂sα
∂t
+
∂P
∂t
= 0. (14)
At t = 0
s′α(0)
∫
φdµξα,α + i
∫
ψ − αφdµξα,α = 0.
We remark that
∫
φdµξα,α 6= 0, therefore by Lemma 3.7, s
′
α(0) = 0. To obtain
an expression for ∂
2Re(sα(0))
∂t2 we note that
∂2Re(sα(0))
∂t2 = s
′′
α(0). Differentiating
(14) with respect to t and recalling s′α(0) = 0 we obtain
s′′α(0) =
−1∫
φdµξα,α
∂2P (δα, ξα, 0)
∂t2
.
Recall
∫
ψ − αφdµξα,α = 0, it follows from Proposition 1.12 that
s′′α(0) =
1∫
φdµξα,α
lim
n→∞
1
n
∫
((ψ − αφ)n)2 dµξα,α.
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By Condition A ψ − αφ is not cohomologous to a zero, so by Proposition 1.12,
s′′α(0) < 0 and therefore
∂2Re(sα(0))
∂t2 < 0.
3.3.2 Proof of Theorem 3.6
To prove Theorem 3.6 we require the following reformulation of the Morse
Lemma taken from [5].
Lemma 3.11. Let f(x) be a real valued even C∞ function in a neighbourhood
of 0 in Rd. If 0 is a non-degenerate critical point for f then there exists a local
coordinate system y = (y1, . . . , yd) in a neighbourhood of 0 such that y(−x) =
−y(x)(so that in particular, y(0)=0) and f(y) = y21 + · · ·+ y
2
k− y
2
k+1− · · ·− y
2
d,
for some 0 ≤ k ≤ d.
Applying this result to the function Re(sα(t)) − δα we obtain local coordi-
nates θ around 0 ∈ R such that θ(−t) = −θ(t) and Re(sα(t)) = δα − θ2. The θ2
occurs with negative sign since ∂
2Re(sα(0))
∂2t < 0. It follows that we can rewrite
(13) as
1
2π
m∑
j=1
∫
θ([−ǫ,ǫ])
gˆ(−θ − τvj )e
P (s−iv,ξα,θ)πs,ξα,θ+τvj (1)(y)h(θ)|J(θ)|
s− iv − δα + θ2 − iIm(s(θ))
dθ, (15)
where |J(θ)| denotes the determinant of the Jacobian for this change of coordi-
nates.
Duplicating the analysis given in [5] we can prove Theorem 3.6. The function
cv(s) is given by
cv(s) =
m∑
j=1
gˆ(−τvj )e
P (s−iv,ξα,0)πs,ξα,τvj (1)(y)
(−2
∫
φdµξα,α limn→∞
1
n
∫
((ψ − αφ)n)2 dµξα,α)
1/2
. (16)
For ease of exposition we let
ω(ψ, φ, α) =
1
(−2
∫
φdµξα,α limn→∞
1
n
∫
((ψ − αφ)n)2 dµξα,α)
1/2
.
3.4 Proof of Theorem 1.6
In the previous section we completed our proof of Theorem 3.6. As stated at
the start of section 3 this Theorem will be used to prove Theorem 1.6. We are
now in a position to prove this Theorem.
Proof of Theorem 1.6. Let χ1 be the indicator function given in Proposition 2.3.
By Proposition 3.4, Sα,0 is a discrete subgroup of R and is therefore equal to
κZ for some κ ∈ R. Let g1 be a C
∞ function in L1(R) such that, supp(gˆ1) ⊂
[−κ/2, κ/2], g1(x) ≥ χ1(x) and gˆ1(0) > 0. In this case supp(gˆ1) ∩ Sα,0 = {0}.
By Proposition 2.3, Theorem 3.6 and (16)
lim sup
σ↓δα
ζ
µψ
α (σ)(σ − δα)
1/2 ≤ inf
y∈Λ
ω(ψ, φ, α)e|Kφ(δα−ξαα)|C|ξα|gˆ1(0)πδα,ξα,0(1)(y).
It can be shown that πδα,ξα,0(1) = hδαφ+ξ(ψ−αφ), where hδαφ+ξ(ψ−αφ) is
the normalised strictly positive eigenfunction whose existence is asserted by
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Proposition 1.9, the positivity of our bound follows. Let χ2 be the indicator
function given in Proposition 2.3, to finish our proof we proceed in an analogous
way except we assume that g2(x) ≤ χ2(x). In this case we obtain
sup
y∈Λ
ω(ψ, φ, α)e−|Kφ(δα−ξαα)|D−|ξα|gˆ2(0)πδα,ξα,0(1)(y) ≤ lim inf
σ↓δα
ζ
µψ
α (σ)(σ−δα)
1/2.
4 Exact asymptotics
The bounds that we derive in our proof of Theorem 1.6 depend on our approx-
imating function g. If our only assumption on supp(gˆ) was that it was compact
our bounds would have been of the form
inf
y∈Λ
ω(ψ, φ, α)e|Kφ(δα−ξαα)|C|ξα|
m1∑
j=−m1
gˆ1(−κj)πδα,ξα,κj(1)(y)
and
sup
y∈Λ
ω(ψ, φ, α)e−|Kφ(δα−ξαα)|D−|ξα|
m2∑
j=−m2
gˆ2(−κj)πδα,α,κj(1)(y),
for somem1 andm2, where Sα,0 = κZ. For an improved choice of g these bounds
improve on those given in Theorem 1.6. However, they still have a dependence
on g. We now introduce conditions that allow us to obtain bounds for the limits
in Theorem 1.6 that do not have any dependence on g.
Definition 4.1. We say that T , µψ and α satisfy Condition B if for all t 6= 0,
t(ψ − αφ) is not cohomologous to a function Φ.
We remark that Condition B implies that ψ − αφ is not cohomologous to
zero and that it is equivalent to Sα,0 being the trivial group.
Proposition 4.2. Let χ be the indicator function on some interval. Suppose
T , µψ and α satisfy Condition B and 0 ∈ int(Iα), then
ζα,χ(σ, ξα) ∼
c
(σ − δα)1/2
,
for σ ∈ R as σ ↓ δα, and c is given by the formula
c = ω(ψ, φ, α)χ̂(0)πδα,ξα,0(1)(y).
This result follows from the proof of Proposition 10 in [13]. Applying Proposition
4.2 when T , µψ and α satisfy Condition B and 0 ∈ int(Iα) we can obtain the
following bounds for Theorem 1.6
lim sup
σ↓δα
ζ
µψ
α (σ)(σ− δα)
1/2 ≤ inf
y∈Λ
ω(ψ, φ, α)e|Kφ(δα−ξαα)|C|ξα|χ̂1(0)πδα,ξα,0(1)(y),
and when b− a is sufficiently large
sup
y∈Λ
ω(ψ, φ, α)e−|Kφ(δα−ξαα)|D−|ξα|χ̂2(0)πδα,ξα,0(1)(y) ≤ lim inf
σ↓δα
ζ
µψ
α (σ)(σ−δα)
1/2.
Both of which clearly have no dependence on any underlying g.
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5 Proof of Theorem 1.7
To prove Theorem 1.7 we do not require the technical results used in the proof
of Theorem 1.6 and instead adopt a more direct approach.
Proof of Theorem 1.7. If ψ − αφ is cohomologous to zero then P (αφ) = 0. By
(1) this can only happen when α = δ. By a simple argument if α′ 6= δ and
ψ − δφ is cohomologous to zero, then 0 /∈ Iα′ and ζα′ is entire by Theorem 1.4.
It is easily to shown that when ψ − δφ is cohomologous to zero then
lim
n→∞
log µ(Iin(x))
log |Iin(x)|
= δ,
for all x ∈ Λ. Here Iin(x) denotes the n-th level basic set containing x. Com-
bining this with the proof of Theorem 4.3 in [4] we obtain dimlocµ(x) = δ for
all x ∈ Λ.
Finally, a simple manipulation yields constants K1,K2 > 0 such that
∞∑
n=1
∑
i
a|Iin|
δ≤µψ(Iin)≤b|I
i
n|
δ
|Iin|
σ ≥
∞∑
n=1
∑
i
aK1e
ψn(xni
)≤eψ
n(xni
)≤bK2e
ψn(xni
)
|Iin|
σ,
where xni is the element of I
i
n such that T
n(xni) = xni . If a < 1/K1 and
1/K2 < b, then
∞∑
n=1
∑
i
a|Iin|
δ≤µψ(Iin)≤b|I
i
n|
δ
|Iin|
σ ≥
∞∑
n=1
∑
i
|Iin|
σ.
The reverse inequality is trivial. The abscissa of convergence of
∑∞
n=1
∑
i |I
i
n|
s
is the unique value of σ for which
lim sup
n→∞
∣∣∣∑
i
|Iin|
σ
∣∣∣ 1n = 1.
However, this limit is equal to eP (σφ), our result follows from (1).
In the case where ψ−αφ is not cohomologous to zero we could give conditions
where ζ
µψ
α (σ) grew like c/(σ − δα)1/2, for some critical value δα and c ∈ R. In
the case where ψ − δφ is cohomologous to zero it it is natural to ask how does
ζ
µψ
δ (σ) behave as σ approaches δ. We shall see in the following example that as
σ approaches δ, ζ
µψ
δ (σ) does not necessarily behave like c/(σ − δα)
1/2.
Example 5.1. Let Λ be the middle third cantor set and µψ be the pushforward
of the (12 ,
1
2 ) Bernoulli measure. In this case ψ = − log 2 and ψ −
log 2
log 3φ is
cohomologous to zero. By Theorem 1.7, for a sufficiently small and b sufficiently
large
ζ log 2
log 3
(s) =
2/3s
1− 2/3s
.
The abscissa of convergence is log 2/ log 3. As σ approaches log 2/ log 3, ζ log 2
log 3
(σ)
does not grow like c
(σ−log 2/ log 3)1/2
for some c ∈ R.
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In the case where ψ−δφ is cohomologous to zero we do not have a general re-
sult describing how ζ
µψ
δ (σ) behaves as σ approaches the abscissa of convergence.
The important detail is that the singularities can behave differently depending
on whether ψ − αφ is cohomologous to zero or not.
6 Final discussion
To conclude we discuss the case where 0 is an endpoint of Iα. In this section
we assume that T and µψ satisfy Condition A. Recall the definition of our
multifractal zeta function
ζ
µψ
α (s) =
∞∑
n=1
∑
i
a|Iin|
α≤µψ(Iin)≤b|I
i
n|
α
|Iin|
s,
where a and b are two positive constants. When 0 /∈ Iα, ζ
µψ
α (s) is entire for all
values of a and b. Moreover, in Theorem 1.6 the only condition we have on a
and b is that b− a be sufficiently large. We now show that in the case where 0
is an endpoint of Iα we have a greater dependence on a and b.
Assume α is such that Iα = [0, β] for some β > 0. By a similar argument to
that used in the proof of Proposition 2.3 we can show that
ζ
µψ
α (σ) ≤ e
Kφσ
∞∑
n=1
∑
x:Tn(x)=x
eσφ
n(x)χ[c,d](ψ
n(x) − αφn(x)),
where χ[c,d] is the the indicator function on the interval [c, d]. The values c and
d depend on a and b respectively. Taking b sufficiently negative we can assume
that d < 0. If ζ
µψ
α (σ) is non-zero then there exists x such that T n(x) = x and
ψn(x) − αφn(x) < 0. If µx,n is the T -invariant probability measure determined
by this periodic orbit then
∫
ψ−αφdµx,n < 0, which contradicts our assumption
that Iα = [0, β]. Therefore if b is sufficiently negative ζ
µψ
α (s) ≡ 0. Similarly in
the case where Iα = [−β, 0] we can show that if a is sufficiently positive then
ζ
µψ
α (s) ≡ 0.
The following example makes clear that for certain values of a and b, ζ
µψ
α
can still diverge.
Example 6.1. Let y be such that T (y) = y. Suppose T , µψ and α are such
that infx∈Λ ψ(x) − αφ(x) = ψ(y) − αφ(y) = 0. By considering the T -invariant
probability measure given by the fixed point y, it is clear that 0 ∈ Iα. Since
ψ − αφ ≥ 0, we can deduce that 0 is an endpoint of Iα. We take a and b such
that the following holds
ζ
µψ
α (σ) ≥ e
−Kφσ
∞∑
n=1
∑
x:Tn(x)=x
eσφ
n(x)χ[c,d](ψ
n(x) − αφn(x)),
for c < 0 and d > 0. Clearly ψn(y)− αφn(y) ∈ [c, d] for all n ≥ 1 and therefore
ζ
µψ
α (σ) will diverge for some σ ≥ 0.
By the above discussion it is clear that when 0 is an endpoint of Iα the
question of whether ζ
µψ
α diverges or converges has a greater dependence on our
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values a and b. We can not hope to obtain results of the same generality as that
given in Theorems 1.4 and 1.6. Therefore with our current techniques we do not
expect to be able to prove a general result in the case where 0 is an endpoint of
Iα.
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