In this paper, we propose a novel, hybrid approach to optimize the query expansion source. 
Introduction
As collections tend to be more and more extensive on the Internet, the search engine is becoming an effective tool for a user to finding relevant information by submitting some query terms. Due to the ambiguity of the natural language, most of web pages returned by the search engine are not always relevant to the user's required information [1] . This phenomenon will be strengthened if one user submits a short query to the search engine without considering its varieties that can be used to describe the topic.
The study in [2] showed that among the 32% of the users who modified their queries and about 29.3% of them added one or more terms to the original query. In order to deal with this problem, query expansion techniques have been presented. Query expansion is one of the most important technologies in the information retrieval field and is used widely [3] , [4] , [5] , [6] . At the same time, there have been many researcher worked at the research of query expansion. A new genetic algorithm for reformulating a user query was proposed in [7] . In [8] , the author studied the problem of semantic concept-based query expansion and proposed two novel methods which can improve the query precision and the retrieval effectiveness. Because the query expansion terms mainly come from the expansion source and the expansion source affect the quality of query expansion terms directly. Hence, optimizing the expansion source is important.
Related Work
Query Expansion (QE) is needed due to the ambiguity of natural language and the difficulty in using a single term to represent a concept. The main idea of the QE is by adding new meaningful terms which are closely related to the original query terms and disambiguate the user query to improve the query precision. Currently, various approaches for refining the initial query through query expansion have been proposed.
Relevance Feedback
Relevance Feedback is the most popular query strategy and establishes query expansion technique for modification of the initial query using words from identified relevant documents or top-ranked [9] .
It is an easy way to get the relevant documents in a relevance feedback cycle. A long list of documents will be returned and the user marks those relevant.
Relevance Feedback has shown good improvements in precision for small test collections [10] , [11] . However, in practice, it is a hard work to ask user to mark relevant documents and it also is timeconsuming. So the number of documents which are selected by user is small. When a user chooses a word or phrase which has the highest frequency as a query expansion term in the document set which is selected by the user, as the number of documents in the document set is quite small, the selected word or phrase is not very suitable as a query expansion term. Therefore, under the User Relevance Feedback, we should consider two aspects when the user select query expansion terms from the marked documents. On one hand, the frequency of words or phrases occurred in the marked document set; on the other hand, the distribution of words or phrases in the marked document set, indirectly speaking, how to optimize document set used as a query expansion, so that query expansion terms extracted from these documents can reflect the user's search intentions better, avoiding the extreme condition of the example above.
This paper mainly studies the second problem, and considers how to efficiently obtain query expansion source which can represent the user's search intentions factually.
Formal Concept Analysis
Formal Concept Analysis (FCA) was proposed by Wille in 1982 [12] . It has been an efficient mathematical method for acquiring rules and expressing knowledge, and has been applied successively in many fields such as data analysis, information management, software engineering, semantic web and so on [13] , [14] , [15] , [16] . FCA consists of two main components: the context and the lattice. Given a context, a concept in FCA is a pair of sets: a set of objects, which are the instances of the concept in the context, and a set of attributes, which are the descriptors of the concept. Before continuing, some definitions in FCA will be recalled. The first two definitions are from [13] . { , , , , } K K K K K K is the set of terms, K= (O, A, R) is a formal context, and its incidence relation is described in table 1. , , , , 
Optimize the Query Expansion Source
The key part of this paper is the optimization of query expansion source. Let's take a look at the structure of the system before describing the details, as shown below: From the system structure it is easy to see that calculating the similarity between the concepts is the key for optimizing the source of query expansion. There are many researches on calculating the concept similarity [17] , [18] , [19] , but here we adopt the method in [20] . For clarity, here we describe the main idea briefly.
Definition 3 [20] . A formal context K= (O, A, R) can be depicted as a |O| × |A| binary matrix, where the objects of O form row labels and the attributes of A form column labels. Let ij mat denotes the entry of this matrix as follows: There are many methods to calculate the similarities between concepts. The approaches given in [17] , [18] , [19] and [21] are representative. These methods mainly use the extension of concept, intension of concept and semantic relation in the ontology to calculate the similarity degree between concepts.
In this paper, in order to take all the sharing information between different concepts into account, we build a new matrix to calculate the similarity between two concepts: the row number of the matrix is the cardinality of object set which is make up of objects of two concepts, and the column number is the cardinality of attributes set.
At the same time, we consider the weight of keywords in the document set. 
and calculate the concept similarity between 1 C and 2 C in the binary matrix which is composed of Objects 1, 3, 8 and properties 2 4 5 , , K K K . To simplify the calculation, we set ij f =1 (i=1, 2…5; j=1, 2…10) and we can get the inverse frequency of keywords as follows: 
We define the similarity between a concept i C and concept lattice K as follows:
In (2), N is the number of concepts in the concept lattice K. Example 5: Here we give an example of calculating the similarity between a concept and a concept lattice. First of all, we use the document set {2, 4, 5, 6, 7, 9, 10} which has not been selected by user in table 1 and attribute set 1 2 3 4 5 , , , , K K K K K as a formal context, and construct a concept lattice using the knowledge of FCA. The result is shown in Fig 3. Because we need to discover some valuable concepts from this concept lattice, so here we call it a mining concept lattice. 
According to the above calculation, we can find concepts which have a higher similarity with the user concept lattice. Then extract the extensions from these concepts and add them to the initial document set selected by user. The document set after expanding can represent the user's search intension on the whole. So we complete the optimization of the query expansion source.
Validation
{(2, 4, 5, 6, 7, 9,10), ( )} ∅ and
are the special concepts in the mining concept lattice, which don't have the intension and the extension, respectively. In the experiment we do not consider these two special concepts, and only calculate the similarity between other concepts in the mining concept lattice and user concept lattice. The results are given as follows: (9), ( , ) , 
It is easy to see that the similarity between 4 {(4, 7), ( )} K and user concept lattice is the largest. According to the method proposed in this paper, we have extracted the extension of this concept, that is, document 4 and document 7, and add it to the original document set selected by user.
Figure 4. Comparison Results
The experimental results show that in the initial document set, the number of documents containing i K is basically equal to the number of documents containing j K , making it difficult to distinguish the user's search intentions. But after using the method proposed in this paper, the number of useful documents increases significantly. This change will help us grasp the user's search intentions on the whole. Comparing with the method proposed by A. Formica [18] , the results show that our approach can get more useful documents than that by A. Formica. The reason is mainly that the method in [18] evaluates the concept similarity of all concepts in the lattice. But this method didn't consider all the sharing information between different concepts.
To illustrate the problem further, we ask 10 users to submit the same query "computer" to Google, Baidu, Sogou, Bing and Soso, respectively. Different users select the relevant documents in the top 10 documents returned by search engine initially. Then we optimize the query expansion source by using the method proposed in this paper and extract query expansion terms in query expansion source through the traditional method. Finally, the users put the original query words and query expansion words together and submit to the search engines again. By analyzing the query precision rate through the top 10 documents retuned by each search engine, the results are as follows:
Figure 5. Experiment results
In Fig 5, 'Initial' method shows the results were obtained without any optimizing technology. From the experiment results, we can see that the query precision rate is 69.2% if the method proposed in this paper is used, which is increased by 19.1% compared to the Initial method, and 10.8% compared to Anna. The results show that our method is more reasonable.
Conclusion and further work
In this paper, we propose a novel and hybrid approach to optimize the query expansion source. By calculating the concept similarity degree through a novel method to identify the concepts which have higher similarity degree with the user concept lattice, then we can extract extension of these concepts and add them to the initially document set selected by the user. Consequently we can optimize the query expansion source.
In the previous work we found a collection of documents for query expansion which is different from the initial collection of user-selected that can reflect the user's query intention better on the whole. Our future work is to extract query expansion terms from this collection by modifying the original user query more precisely to meet the user's query request and at the same time precision and recall of the retrieval get improved.
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