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ABSTRACT 
In the early years, researchers greeted the internet and digital data with almost wide-
eyed wonder and excitement. The opportunities provided by digital media such as 
websites, bulletin boards, and blogs—and later by social media platforms and mobile 
apps—seemed nearly endless, and researchers were suddenly awash in data. The 
bounty was so great that it required new methods for processing, organizing, and 
analysis. Yet in all the excitement, it seems that the digital research community largely 
lost sight of something fundamental: a sense of what all these data actually represent. 
In this essay, I argue that moving forward, researchers need to take a critical look into, 
be more open about, and develop better approaches for drawing inferences and larger 
meaning from digital data. I suggest that we need to more closely interrogate what 
these data represent in at least two senses: statistical and contextual. In the former 
instance I call for much greater modesty in digital social research. In the latter, I call 
for heuristic models that permit bolder, more robust comparisons throughout our 
work. 
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In the early years, researchers greeted the internet and digital data with almost 
wide-eyed wonder and excitement. The opportunities provided by digital media 
such as websites, bulletin boards, and blogs—and later by social media platforms 
and mobile apps—seemed nearly endless. Available across geographical distances 
and, in many instances, not bound by time, it was possible to observe and explore 
human expression, behavior, connections, and interactions in both new and old 
forms. And researchers were suddenly awash in data. Indeed, the bounty was so 
great that it required new methods for processing, organizing, and analyzing the 
information at hand. “Big data” became the new buzz, with expressions of hope and 
enthusiasm about all the insights to be gained from its sheer abundance. 
Yet in all the excitement, it seems that the digital research community largely 
lost sight of something fundamental: a sense of what all these data actually 
represent. In this essay, I argue that moving forward, researchers need to take a 
critical look into, be more open about, and develop better approaches for drawing 
inferences and larger meaning from digital data. I suggest that we need to more 
closely interrogate what these data represent in at least two senses: statistical and 
contextual. 
1 STATISTICAL REPRESENTATIVENESS – CAN WE DRAW 
UNBIASED INFERENCES FROM OUR SAMPLES? 
In statistical terms, we must do a better job of assessing how representative our 
datasets are of the larger population from which they are drawn. Digital social 
research often relies on convenience sampling, including when collecting data via 
platforms’ application programming interfaces (APIs). Yet we rarely acknowledge 
this fact. And we are even less likely to carefully assess the potential implications 
for our findings. 
 To illustrate the problem at hand, consider the vast body of research focused 
on Twitter. Digital researchers have long flocked to this platform. Web of Science 
identifies 7,343 studies published during the last five years that list “Twitter” as a 
main topic, and a Google Scholar search for the term “Twitter data” returns more 
than 6,200 results for 2018 alone. Research on Twitter is so ubiquitous because of 
the ease of data access. Unlike Facebook, where much of the content is private, the 
vast majority of tweets are public. And unlike more public spaces such as Instagram 
and reddit, Twitter offers APIs that provide access to tremendous numbers of posts 
and their metadata free of charge. Twitter’s Streaming API provides access to public 
tweets in real time, while the Search API provides access to historical tweets. 
However, each API carries significant limitations. If a researcher is interested 
in capturing tweets that match certain keywords, the Search API will only return 
posts generated within roughly the last week. And according to Twitter’s own 
documentation, the Search API returns tweets based on “relevance,” not 
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“completeness.”1 In other words, the API returns a non-random sample of the full 
data. The Streaming API, on the other hand, will return the complete population 
of data matching a keyword query, but only if the matched tweets do not constitute 
more than 1% of the global volume of tweets at any given moment in time. In other 
words, the more a keyword is (or set of keywords are) tweeted or the fewer tweets 
are being generated overall (e.g., during major holidays), the more likely one is to 
get incomplete data. When rate limits are imposed on the Streaming API, the data 
are truncated. Any tweets above the 1% threshold are simply withheld (Tromble, 
Storz and Stockmann 2017). 
 Thus, keyword queries to the Search API virtually ensure non-random data 
sets, while high-volume captures via the Streaming API are also likely to generate 
non-random samples. Unfortunately, this means that a great deal of Twitter 
research is based on statistically biased inferences that in turn undermine 
conclusions drawn about the social behaviors and relationships under investigation 
(Tromble, Storz and Stockmann 2017). 
One of the only ways to effectively solve this problem for keyword based 
Twitter research is to purchase the required data. This is not only cost prohibitive, 
but the solution only applies to data captured in real time. Data purchased from 
Twitter’s historical archive are incomplete; any tweets that have been subsequently 
deleted or set to private are removed from the archive, and such longitudinal data 
decay is also non-random (Tromble and Stockmann 2017). 
 The problem of statistical representativeness is not unique to Twitter. 
Among platforms that still maintain public APIs, data collection is typically limited 
to a relatively small number of recent posts or content. Reddit, for instance, permits 
the capture of just 1,000 posts from a given subreddit. Nor is the problem unique 
to social media platforms, per se. One common source of digital social research 
data, the Internet Archive’s Wayback Machine, does not contain orphan pages (i.e., 
those to which no other page links), and websites that include a robot exclusion 
standard (robots.txt) were long exempted from its crawls.2 
Of course, not all research will be impacted by such limitations. Projects that 
collect real-time Twitter data continuously over long periods of time can alleviate 
the concerns about non-random samples. So too for long-term data collection via 
reddit’s API. And research examining specific websites that have been fully 
captured by the Wayback Machine will be on firmer ground. But for short-term, 
snapshot studies that seek some degree of generalizability—whether across 
websites, platforms, or even within a given platform itself—the concerns are 
substantial. Without better indications of whether and how such data systematically 
 
1 Twitter (nd). Search Tweets, 
https://developer.twitter.com/en/docs/tweets/search/overview/standard.html, (accessed 11 April 
2019).  
2 Internet Archive. (nd). Using the Wayback Machine, https://help.archive.org/hc/en-
us/articles/360004651732-Using-The-Wayback-Machine (accessed April 11, 2019). 
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differ from the relevant population, it is difficult to say in statistical terms what our 
data represent.  
2 CONTEXTUAL REPRESENTATIVENESS – WHAT IS THIS 
AN INSTANCE OF? 
In broader contextual terms, digital social research has yet to offer a clear and 
standard set of heuristics that would facilitate our understanding of how digital data 
from one platform or space relate to data from another. Though comparative 
research is increasing (e.g., Boczkowski, Matassi and Michelstein 2018; Bossetta 
2018; Rossini et al 2018), studies still tend to be single-platform. In most cases, 
single-platform studies draw carefully limited conclusions, providing, for example, 
an analysis of self-presentation on Instagram (Smith and Sanderson 2015) or an 
exploration of sexualized communication on Snapchat (Charteris and Gregory 
2018). In other instances, however, the conclusions are broad and sweeping, 
suggesting, for example, that we might learn about the impacts of disagreement on 
social media writ large based on data exclusively from Twitter (Bail et al 2018). In 
the absence of carefully developed heuristic models or typologies, both approaches 
miss crucial relationships, context, and, therefore, meaning in the data. In other 
words, without a better understanding of how data drawn from one digital context 
relate and compare to data drawn from others, we cannot confidently say what our 
data are instances of. 
 Consider that vast body of Twitter research again. We turn to Twitter to 
examine phenomena as disparate as political polarization (Conover et al 2011; 
Garimella and Weber 2017; Yardi and Boyd 2010), private disclosure (Jin 2013; 
Walton and Rice 2013), and self-harm (O’Dea et al 2015). But what does it mean 
in broader terms when we find that political discourse on Twitter is polarized or 
that it is possible to detect suicide risk factors on the platform? Twitter has relatively 
few users. In February 2019, the company reported just 126 million daily active 
users (Twitter 2019) (compared to 1.5 billion for Facebook3 and 186 million on 
Snapchat4), and users from the United States, who make up the bulk of Twitter 
engagement, are not representative of the American population in general (Barberá 
and Rivera 2014). Twitter also has a particular structure and set of design features 
that shape and constrain communication and social interactions in ways unlike any 
other social media platform (Bossetta 2018)—let alone the broader digital eco-
system. The variation in such affordances across platforms means that even when 
actions appear broadly similar—for example, “liking” a post on Twitter vs. 
Facebook—they may convey very different meanings (Bucher and Helmond 2018). 
What does political polarization or private disclosure on Twitter tell us about 
 
3 Statista, https://www.statista.com/statistics/346167/facebook-global-dau/ (accessed April 11, 
2019). 
4 Statista, https://www.statista.com/statistics/545967/snapchat-app-dau/ (accessed April 11, 
2019). 
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political polarization or private disclosure more broadly? Is the answer simply 
“nothing”? 
 I do not believe so. However, if we want to make more substantial gains in 
our understanding of digital social phenomena, we will need to develop—and 
consistently draw upon—heuristic typologies and models that provide logical guides 
for comparison and generalization across digital spaces. Such heuristics are 
incredibly common in other fields. In political science single-country case studies, 
as well as comparative analyses, are typically guided by foundational typologies that 
delineate levels and types of democracy (Jaggers and Gurr 1995) or various forms 
of electoral and party system design (Lijphart 2012). In mass media studies, 
research is frequently rooted in the typology of “media systems” developed by Hallin 
and Mancini (2004). These heuristics provide theoretical purchase. We might, for 
example, expect individual politicians to be more active on social media in 
majoritarian electoral systems where people directly elect their representatives, as 
compared to proportional electoral systems where voters select a party, not a specific 
politician (Tromble 2018). Such heuristic models also strengthen conclusions about 
the generalizability of our findings. If research finds that individual politicians are 
more active on social media in one majoritarian electoral system, there is a stronger 
case for suggesting it likely to be true in others. And a follow-up empirical analysis 
might directly test this expectation, bolstering cumulative knowledge. 
 Bossetta’s (2018) work on the “digital architectures” of social media offers a 
potentially valuable starting point for digital social research. Breaking these 
architectures into four components—network structure, functionality, algorithmic 
filtering, and datafication—Bossetta demonstrates how these features shape and 
constrain political campaign communication across Facebook, Twitter, Instagram, 
and Snapchat in the United States. Such typologies can and should be further 
developed to include the wide range of digital spaces, not just social media 
platforms. Architectural features offer one option, but heuristic models can also be 
rooted in other characteristics of a digital space, including forms of communication 
(e.g., style, affect, linguistic features) or types of expression (e.g., performative, 
political). Existing comparative studies naturally draw upon many of these elements 
already, but without wider-scale and systematic heuristic models, the elements 
remain disparately engaged, and the larger body of digital social research continues 
to be disjointed. 
3 CONCLUSION 
Digital social research is at a crossroads. The heady days of data largess are mostly 
behind us. Scholars across fields and from different epistemological perspectives 
seem more willing to acknowledge the limitations we face in our research. My hope 
is that researchers will take this moment to expand critical reflections and 
(re)consider how we interpret and derive meaning from digital data. 
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I have only touched on two forms of data representativeness, statistical and 
contextual. There are certainly others. But these are important. From a statistical 
perspective, digital data are rarely perfectly representative. Indeed, given the near 
impossibility of breaking through proprietary black boxes to examine what data are 
even available—what in fact constitutes the population we might be interested in—
demanding such perfection would be pedantic. However, we must be more 
transparent about the limitations of our data and more cautious in our findings and 
claims. Here the call is for more modesty. My hope for contextual 
representativeness, on the other hand, is for greater boldness. Appropriately 
grounded boldness. But boldness nonetheless. By taking a step back, applying a 
broader view to the digital landscape as a whole, and developing systematic heuristic 
models that apply across the ecosystem, digital social researchers will be able to 
make stronger, more robust claims based on specific empirical data—leading 
ultimately to a better understanding of what our data represent. 
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