Abstract-Image annotation, which labels an image with a set of semantic terms so as to bridge the semantic gap between low level features and high level semantics in visual information retrieval, is generally posed as a classification problem. Recently, multi-label classification has been investigated for image annotation since an image presents rich contents and can be associated with multiple concepts (i.e. labels). In this paper, a parametric mixture model based multi-class multi-labeling approach is proposed to tackle image annotation. Instead of building classifiers to learn individual labels exclusively, we model images with parametric mixture models so that the mixture characteristics of labels can be simultaneously exploited in both training and annotation processes. Our proposed method has been benchmarked with several state-of-the-art methods and achieved promising results.
I. INTRODUCTION
Visual information has been widely used in a wide range of application domains such as digital libraries. Meanwhile, users realize that it has become more and more difficult to find desired visual content such as images. Traditional content-based image retrieval (CBIR) systems allow users to access visual information by providing examples of desired images through low level visual features (e.g. color, shape, and texture) [1] . Though many successful systems have been demonstrated, the semantic gap is widely recognized as a hurdle for practical adoption of CBIR systems [2] . The semantic gap also results in the difficulty in interpreting the retrieval results. Hence, it has been desirable that images can be automatically labeled with linguistic terms so that both computers and human beings can be brought to the same ground of visual perception and the semantic gap can be reduced, or even eliminated.
Image annotation, which labels an image with a set of semantic terms, is generally posed as a multi-class classification problem where each concept corresponds to a class. Some approaches solve this problem by utilizing traditional singlelabel paradigm where an image is exclusively labelled with one class according to the output of the classifier. However, in the regime of image annotation, these approaches suffer from the following issues: 1) selecting a large set of suitable labels. For example, selecting Indoor, Outdoor, and Scenery as labels will impose difficulties to classifiers, since most Scenery images are definitely of Outdoor category. Therefore, the classes to be investigated have to be selected either empirically or based on specific application domains. In [3] , a hierarchy of a small number of labels (e.g. City vs. Landscape) was established to organize vacation images. However, how to construct a hierarchy of a large number of labels is another open issue, though ontology can aid this process in some applications [4] ; 2) obtaining training data in a large quantity. Since images are of rich contents and belong to multiple classes, it is challenging to manually label images with only one label; 3) capturing correlation among labels, since one label could provide information about the others; and 4) the fact that more and more images are available with multiple accompanying textual labels and it is desirable to utilize such abundant and valuable information.
Recently, approaches considering the multi-label characteristics of images have been investigated. Some approaches choose to fuse the outputs of individual concept classifiers [5] or utilizing a priori knowledge such as concept ontology [6] and others model the concept correlation directly. Ghamrawi and McCallum proposed to exploit dependencies between labels with conditional random field (CRF) models [7] . Qi et al proposed to model the correlation among labels with Gibbs random field (GRF) models [8] .
Other than model the co-occurrence relationship among concept as aforementioned, we propose to emphasize the contribution from image contents. That is, which word should be assigned to an image depends on what contents (e.g. image regions) are contained in the image. Therefore, a multilabeled image has a mixture characteristics contributed by different visual features which correspond to labels and can be represented with a mixture model. Hence, we propose to tackle the aforementioned issues with a parametric mixture model based multi-class multi-labeling technique.
II. RELATED WORK
Due to the nature of image annotation, classification approaches have been widely employed for such a task. Most approaches often focus on two issues, extracting representative and discriminative features and designing efficient classifiers. Here we only briefly review several approaches of the extensive literature due to space constraints. Based on visual features (e.g. color and texture), Vailaya et al. proposed to classify vacation images with a Bayesian approach [3] . Li and Wang proposed to model the semantic concepts of images with 2D Multi-resolution Hidden Markov Models (MHMMs) and semantic terms were selected from each image category to annotate images [9] .
Multi-label classification methods, which allow a training instance to be associated with multiple labels, have been demanded by many modern applications such as document classification [7] [10]. Tsoumakas et al. categorized the approaches of multi-label classification into two categories, problem transformation methods and algorithm adaptation methods [11] . The former extend traditional classification approaches by transforming multi-label classification problems either into one or more single-label classification or regression problems [12] [13] . For example, Boutell et al. investigated multi-label scene classification by incorporating multi-label information for cross-training using Support Vector Machines (SVM) [12] . However, these methods did not take the mixture characteristics into account explicitly. The latter extend specific learning algorithms to handle multi-labeled data directly [10] [7] [8] by exploiting the co-occurrence of labels, which assumes that training dataset provides sufficient coverage on the cooccurrence of labels.
Recently, image annotation has also been investigated through modeling dual-modality of visual information, visual attributes and textual labels. The co-occurrence of those two modalities was first investigated by Mori et al. [14] . In [15] , a translation model was proposed to translate a vocabulary of image blobs to a vocabulary of linguistic terms based on the joint probability of image blobs and terms. Based on crosslingual information retrieval, a cross-media relevance model (CMRM) was proposed to allow for both image annotation and retrieval [16] . In [17] , a continuous relevance model (CRM), a continuous version of CMRM, was proposed to handle continuous visual features, which avoided the quantization step adopted in other relevance models. Based on these work, some variant approaches have also been proposed for image annotation and retrieval (e.g. [18] ). We will benchmark our proposed approach with the state-of-the-art of this type of methods.
III. IMAGE REPRESENTATION
Many feature extraction methods have been proposed to characterize image contents [1] . Ideally, objects contained in images can be extracted and described to match human perception, which significantly relies on image segmentation techniques. Currently, two types of image representation schemes are widely employed, segmentation based [19] [17] and grid based (i.e. uniform partition) [20] . As indicated in [21] , annotation performance varies due to segmentation errors. Sometimes, simple uniform partition based approaches outperformed segmentation based approaches [18] [20] . Carneiro et al demonstrated that simple uniform partition can achieve best performance [20] . Choosing which scheme depends on both the specific dataset and the annotation approach. In general, each region is represented with high-dimensional visual features. In this paper, each region is represented with 36 features including region color and standard deviation (18-dimension), region average orientation energy (12-dimension with 12 filters), region size, location, convexity, first moment, and ratio of region area to boundary length squared (6-dimension).
In order to mimic the representation of textual documents, a visual vocabulary will be obtained by clustering continuous feature vectors of image regions. Therefore, continuous feature vectors are converted into discrete clusters (i.e. visual term). Note that any better image representation techniques and clustering techniques can be incorporated into our framework.
IV. PARAMETRIC MIXTURE MODEL
Parametric mixture models were proposed to perform web page classification [10] . In natural language processing domain, documents are generally characterized with attributes derived from a set of words, such as word frequency. In the following discussion, it is assumed that appropriate clustering method has been applied and images have been represented in "visual term" domain; hence we use document(word) and image(visual term) exchangeably.
Given a collection of training documents In the case of multi-class single-label document, it is natural that x in the l-th category should be generated from a Multinomial distribution
where θ l,i is a probability that the i-th word w i appears in a document belonging to the l-th category and
Therefore, a multi-class and multi-label document can be generalized as
where
is a labeldependent probability that the i-th word appears in a document having label vector y. Obviously, it is impractical to independently set a Multinomial parameter vector to each of a distinct y since there are 2 L − 1 possible combinations and efficient parameterization is required.
In general, words in a document having multiple labels can be thought as a mixture of characteristic words related to each of the categories. Let θ l = (θ l,1 , . .., θ l,V ) and ϕ(y) = (ϕ 1 (y), ..., ϕ V (y) ). Therefore, we can have the following parametric mixture:
where h l (y) is a mixing proportion satisfying h l (y) > 0 and L l=1 h l (y) = 1, and can be interpreted as a degree that x has the l-th label. Theoretically, any suitable function can be deployed for h l (y). Here, we follow the linear mixture model proposed by Ueda et al. [10] ,
Substituting ϕ(y)
is a set of unknown model parameters.
A. Parameter Estimation
The unknown parameter Θ is estimated by maximizing posterior P (Θ|D). Assume that P (y) is independent of Θ and using Bayes' Law we havê
In general, a generative model for K non-negative u 1 , ..., u k that satisfy
Thus, the objective function to findΘ is given by
where L(Θ; D) is the likelihood function given by
The optimization problem given by Equation 8 can be solved in a similar manner to the EM algorithm.
B. Automatic Annotation
LetΘ denote the estimated parameter. Then, applying Bayes' rule, the optimum label vector y * for x * of a new document is defined as: y * = arg max y P (y|x * ;Θ) under a uniform class prior assumption. Since this maximization problem is an NP-hard problem, an exhaustive search is prohibitive for a large L. Therefore, a greedy-search algorithm is applied. That is, first , only one y l1 value is set to 1 so that P (y|x * ;Θ) is maximized. Then, for the remaining elements, only one y l2 value that mostly increase P (y|x * ;Θ) is set to 1 under a fixed y l1 value. This procedure is repeated until P (y|x * ;Θ) cannot increase any further or a certain number of labels have been obtained.
V. EXPERIMENTAL RESULTS
Our experiments were conducted on the dataset provided by Duygulu et al. [19] which has been widely utilized for evaluating image annotation. This allows us to benchmark the performance of the proposed approach in a strictly controlled manner. The dataset consists of 5,000 images from 50 Corel Stock Photo CDs of which 4500 images for training and 500 images are used for testing. Each CD includes 100 images on the same topic and each image is labeled with 1 to 5 keywords. Overall there are 374 unique keywords of which 263 keywords appear in the testing set. Each image is segmented into regions using Normalized Cuts [22] , and there are typically 5 to 10 regions for each image since only the regions larger than a threshold are utilized. Each region is represented with 36 features including region color and standard deviation (18-dimension), region average orientation energy (12-dimension with 12 filters), region size, location, convexity, first moment, and ratio of region area to boundary length squared (6-dimension) . Regions of all the images are then clustered into 500 clusters(blobs) using k-means algorithm (Refer to [19] for details about this dataset). Hereby, blobs of an image are equivalent to words of a document.
We compared the annotation performance of our proposed approach (PMM) with other four models: the Co-occurrence Model [14] , the Translation Model [19] , CMRM [16] , and CRM [17] . Note that the first three methods use discrete features obtained through clustering and CRM directly uses continuous features. We followed the experimental methodology used by [19] [16] [17] to automatically annotate each given image with top 5 words and compute annotation recall and precision for every word in the testing set. Let A be the number of images automatically annotated with a given word, B the number of images correctly annotated with that word, and C the number of images having that word in ground-truth annotation. Then Recall is the ratio between B and C, and Precision is the ratio between B and A. Recall (Precision) values were averaged over the set of testing words, named Mean per-word Recall (Mean per-word Precision). Table I shows that our proposed approach achieves the best performance in terms of recall rate and the number of words predicted (i.e. words having recall rate greater than 0) among the approaches based on discrete models (i.e. Cooccurrence, Translation Model, and CMRM) which perform quantization on visual feature space, and obtains comparable results with CRM based on continuous models which utilizing visual features directly. Note that the figures of those four models are cited from [17] . As discussed in [17] [18], direct utilization of continuous features contributed to the performance improvement of CRM over its discrete version CMRM, since there is information loss while continuous feature vectors are quantized and clustering errors may affect the quality of discrete models. Similarly, it could be expected that better performance can be achieved while the parametric mixture model is extended to continuous feature space.
More detailed experimental results of 74 predicted words are shown in Table II . It is observed that our proposed method is not biased towards the labels which have dominant training samples, being different with the approaches modeling the co-occurrence of dual-modality. As shown in the Translation Model [19] , the words having more training samples (such as sky and tree were better recalled than others, which led to quite low precision of these words, since Translation model attempted to annotate images with such words as much as possible. On the contrary, the parametric mixture model performs better for words which do not have dominant training samples, since it is based on the mixture characteristics of the representative "document words" (i.e. blobs) It is difficult to have the same analysis for other methods since annotation performance on individual words were not provided in the literature.
Though the precision of our proposed method is lower than that of others, it does not mean that the our recall rate is achieved by sacrificing precision, since our experiments were conducted in the same way as others (e.g. 5 words are autoannotated). It is due to that some words were over-predicted as shown in Table II . For example, word sun (the second of 74 words shown in Table II ) appears 10 times in the ground truth annotation data and is annotated 34 times with our proposed method, because sun did not appear in the ground truth annotation data of some images that should have been annotated with it.
VI. CONCLUSIONS AND FUTURE WORK
A parametric mixture model based multi-class multilabeling is presented to tackle image annotation in this paper. Each image is modeled with a mixture model which takes into account the characteristics of each label (or category). Very promising experimental results have been demonstrated with even a simple parametric mixture model on the widely used dataset for image annotation. It is expected that a suitable mixture model which can better characterize the generative nature will definitely further improve the performance of image annotation. It is also noticed that image features have been clustered, which may result in information loss and affect the performance, compared with the continuous relevance model (CRM). An immediate extension of this parametric mixture model is to investigate better mixture models directly utilizing continuous visual features. In addition, different large image datasets will be utilized for future experiments, since the manually annotated Corel dataset has been criticized for its suitability in image annotation, which is also confirmed with our experimental results. 
