Chromosome Compaction and Chromatin Stiffness Enhance Diffusive Loop
  Extrusion by Slip-Link Proteins by Bonato, Andrea et al.
Chromosome Compaction and Chromatin Stiffness
Enhance Diffusive Loop Extrusion by Slip-Link Proteins
A. Bonato,1 C. A. Brackley,1 J. Johnson,1 D. Michieletto,1, 2, 3 and D. Marenduzzo1
1SUPA, School of Physics and Astronomy, University of Edinburgh, Peter Guthrie Road, Edinburgh, EH9 3FD, UK
2MRC Human Genetics Unit, Institute of Genetics and Molecular Medicine,
University of Edinburgh, Edinburgh EH4 2XU, UK
3Department of Mathematical Sciences, University of Bath, North Rd, Bath BA2 7AY, UK
We use Brownian dynamics simulations to study the formation of chromatin loops through dif-
fusive sliding of molecular slip links, mimicking the behaviour of cohesin molecules. We recently
proposed that diffusive sliding is sufficient to explain the extrusion of chromatin loops of hundreds
of kilo-base-pairs (kbp), which may then be stabilised by interactions between cohesin and CTCF
proteins. Here we show that the flexibility of the chromatin fibre strongly affects this dynamical
process, and find that diffusive loop extrusion is more efficient on stiffer chromatin regions. We also
show that, counter-intuitively, the kinetics of loop formation are enhanced in collapsed chromatin
conformations but that this effect ceases when the slip-link friction due to crowding overcomes the
gain in loop formation dynamics. We provide a simple theoretical argument explaining why stiffness
and collapsed conformations favour diffusive extrusion. In light of the heterogeneous physical and
conformational properties of eukaryotic chromatin, we suggest that our results should be relevant
to the looping and organisation of interphase chromosomes in vivo.
INTRODUCTION
Chromosome conformation captures (3C) techniques,
and their high-throughput variant Hi-C, have provided
rich information on the 3-dimensional (3D) organisation
of chromosomes in different organisms and cell types [1–
4]. In spite of the amount of data produced in recent
years, there are still open questions surrounding the bio-
physical principles that regulate genome organisation in
vivo. Ultimately, the goal is to establish the relationship
between such 3D structure and genome function and gene
expression.
Hi-C experiments have shown that the genomes of a
number of organisms are organised into regions which
display enriched self-interaction, called “topologically-
associating domains”, or TADs [2]. In mammals, an im-
portant class of TADs are those enclosed within a chro-
matin loop bringing together binding sites of the zinc-
finger protein CCCTC - binding factor (CTCF) [5–7].
These contacts are such that they form the base of a
loop and establish TAD boundaries. CTCF binding sites
often show enrichment for cohesin [8–11], an SMC pro-
tein with a ring-like structure, originally identified for its
role in sister chromatid cohesion. Cohesin is thought to
be able to bind chromatin by topologically embracing it,
and to be able to hold together two segments to stabilize
a loop [8, 10, 12].
As the binding sequence for CTCF is non-palindromic,
it has an orientation along the chromatin. Hi-C experi-
ments revealed that in the vast majority of cases (> 90%)
the two CTCF binding sites at the base of a loop have
a convergent orientation [3]. This puzzling bias for con-
vergent loops cannot be explained if these binding sites
come together through 3D diffusion, but can be recon-
ciled with a “loop extruding” mechanism [8, 13–15]. In
this model, cohesin (or another bivalent loop-extruding
factor) is able to bind chromatin and actively move along
the fibre in such a way that the genomic distance between
the segments brought together by the hand-cuff, i.e. the
loop length, grows linearly in time (Fig. 1). If loop extru-
sion is halted when cohesin meets a CTCF whose binding
site is oriented towards it then the convergent bias is nat-
urally explained.
Whilst condensin, another SMC complex, has recently
been shown to be able to move unidirectionally on DNA
and extrude loops [16], experiments with cohesin have
thus far only reported diffusive sliding [17–19], and not
active unidirectional motion. But is a motor really nec-
essary to explain the convergent loop bias? We recently
showed that it is not [20, 21], and proposed an alternative
model of diffusive loop extrusion, where cohesin binds to
the chromatin fibre and diffuses until it either unbinds or
sticks to a bound CTCF protein. As in the active loop
extrusion model we assumed that the CTCF-cohesin in-
teraction depends on the relative orientation of CTCF,
i.e. cohesin diffuses away if a CTCF is pointing away
from it [22]. A similar, purely diffusive mechanism for
cohesin-driven extrusion was proposed in Ref. [23]. As
well as passive and diffusive models, other mechanisms
have been proposed to dispense of an explicit motor ac-
tivity for cohesin. For instance in Ref. [24] the authors
suggest that supercoiling generated by transcription is
sufficient to power the extrusion process.
In Ref. [20] it was shown that purely diffusive loop
extrusion can lead to the formation ofd a 100-kbp con-
vergent CTCF loop within ∼ 20 min, i.e. within the
measured mean cohesin residence time on chromatin [17–
19], if the diffusion of cohesin on chromatin is 10 kbp2/s
or more, which appears to be reasonable given recent
in vitro measurements. For instance, acetylated cohesin
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2FIG. 1: (A) Illustration of our model: cohesins are viewed as diffusing
handcuffs which subtend loops that can extrude or shrink. When a
cohesin meets the convergent side of a CTCF it binds irreversibly. (B)
Diagrammatic representation of the 3D model and mapping to the 1D
model: the green arc joins the segments bound by the handcuff, i.e.
the base of the loop. In the 1D model, the length of the loop extruded
by the cohesin at time t (yellow) is mapped to the position of a
random walker moving in the segment [xmin, xmax].
was reported to diffuse at 0.1 µm2s on reconstituted chro-
matin [19], and, assuming a conservative estimate of com-
paction of 20 bp/nm on the fibre (which is relevant for an
open 10-nm fibre in vivo [25, 26]), one can infer a diffu-
sion coefficient of 40 kbp2/s. It is clear that the physical
and biochemical properties of the underlying chromatin
substrate affect the dynamics of cohesins sliding. In this
paper we aim to further develop our model for diffusive
sliding of cohesins on chromatin fibres by means of Brow-
nian dynamics simulations and focus in particular on the
effect of local chromatin stiffness and folding. This is
motivated by the fact that the persistence length of chro-
matin in vivo cannot be easily measured directly; its val-
ues estimated experimentally range between 10 and 200
nm [27, 28] and are expected to vary across the genome
depending on local chromatin fibre structure [29, 30].
In light of this we use 3D Brownian dynamics sim-
ulations and 1D simulations and theory to study the
formation of cohesin-mediated loops on heterogeneous
chromatin fibres. We find that the creation of large
loops is favoured on stiff fibres due to enthalpy and that
this enhancement holds for collapsed and confined chro-
matin, such as that found within a eukaryotic nucleus.
Even more strikingly, we find that entropic contributions
favour long range looping in collapsed conformations but
the kinetics of this process is hindered by the increas-
ing microscopic friction. Our work complements previous
findings and expands the theoretical framework needed
for understanding one of the outstanding problems in 3D
genome organisation.
MODEL AND METHODS
We perform Brownian dynamics simulations of a chro-
matin fibre, modelled as a bead-and-spring polymer
(with N = 2000 beads, each of size σ), where beads
are strung together by finite-extension-nonlinear-elastic
(FENE) bonds taking the form
UFENE(r) =
{ −0.5kR20 ln (1− (r/R0)2) r ≤ R0
∞ r > R0 ,
(1)
where k = 30/σ2 is the spring constant and R0 = 1.5σ
is the maximum extension of the bond. Excluded volume
interactions between beads (including consecutive beads
along the contour of the chains) are described by the
Weeks-Chandler-Andersen (WCA) potential:
UWCA(r) =
{
4
[(
σ
r
)12 − (σr )6 + 14] r ≤ rc
0 r > rc
, (2)
where r denotes the separation between the bead centers
and rc = 2
1/6σ. A key role in this work is played by the
persistence length, which determines the fibre stiffness.
This is introduced through a Kratky-Porod potential, de-
fined in terms of the positions of a triplet of neighbouring
beads along the polymer as follows:
UB(i, i+ 1, i+ 2) =
kBT lp
σ
[
1− di,i+1 · di+1,i+2
di,i+1di+1,i+2
]
, (3)
where we denote the position of the centre of the i-th
chromatin bead by ri, the separation vector between
beads i and j by di,j = ri − rj , and its modulus by
di,j = |ri − rj |. We used a cubic simulation box and pe-
riodic boundary conditions – the box size is 200σ. In the
first part of our work we consider a in the dilute regime,
while in the second part it is confined. CTCF binding
sites are modelled as stretches of 6 beads on the polymer
which are placed every 100 beads; we assume that each
stretch models a pair of binding sites, and that slip-links
strongly bind to the first bead in a stretch facing them,
so as to give a directionality to the binding sites and form
convergent loops.
Cohesins are modelled as molecular slip-links formed
by two rigid rings, thus our model mimics the case of
dimerized cohesin complexes, both sides entrapping a
single segment of the fibre [31]. Each of these rings is
composed of 12 beads, arranged in a square (with side
4σ), with an additional phantom sphere at the centre
which interacts only with beads on the chromatin fibre
modelling CTCF binding sites. The two rings are held
together by four FENE bonds, and they are kept in an
open “handcuff” arrangement via two sufficiently strong
bending interactions (the potential has the same func-
tional form as in Eq. (3)). The CTCF-cohesin interaction
is modelled via a Morse potential between the first bead
3FIG. 2: (A) This illustration shows how slip-links are loaded. First as
a folded pair of rigid rings and then straighten up by a bending
potential. (B) In our set up we simulate chromatin fibres divided in
adjacent sections, each bounded by a pair of convergent CTCF
binding sites. One and only one cohesin is loaded per each section.
in a CTCF stretch and the phantom bead in the middle
of the slip-link rings:
UMorse(r) =
{

[
e−2αr − 2e−αr] r ≤ rc
0 r > rc
. (4)
We set  = 10.0 kBT , so that the minimum value of
the potential is −10.0 kBT , and its range rc = 1.2σ;
α = 3σ−1. These values ensure the interaction is strong
enough that once cohesin meets a CTCF, they stay
bound for the rest of the simulation (i.e. it is our ab-
sorbing state).
The motion of the centre of mass of the slip-links, as
well as the diffusive motion of polymer beads, are de-
scribed by a Langevin equation
m
d2ri
dt2
= −ζ dri
dt
−∇Ui +
√
2kBTζfi (5)
where U is the total potential experienced by a bead or
a cohesin ring, ζ = 3piησ is the friction on each bead and
the components of f are independent Gaussian random
variables with zero mean and unit variance. The fac-
tor
√
2kBTζ ensures the system satisfies the fluctuation-
dissipation theorem with temperature T . A similar rota-
tional equation determines the orientation of the rings.
We use LAMMPs molecular dynamics software, which
evolves the equations of motion using a velocity-Verlet
algorithm [32].
In our simulations cohesin is initially positioned in a
folded handcuff arrangement such that each ring encir-
cles an adjacent polymer bead; then, the bending inter-
action between the two rings is turned on thus opening
the handcuff and bending the polymer into a loop. After
this step, the slip-link is free to diffuse whilst remaining
topologically linked to the chromatin fiber, so that its as-
sociated loop may grow or shrink. This seemingly com-
plicated set-up is necessary to correctly load our model
cohesin and avoid numerical singularities due to beads
overlapping.
We model confinement by enforcing that the polymers
must remain within a sphere of radius R. Beads that
attempt to escape this sphere are subjected to a har-
monic restoring force with spring constant κ = . Start-
ing configurations are constructed by progressively con-
fining a fibre which is initially equilibrated in a dilute
regime and loaded with cohesins stuck in a fixed position
along the fibre. This is achieved by changing the diameter
300 times, each followed by a quick equilibration run of
100 timesteps , starting from a sphere of radius 300σ+R.
Once the desired radius (R) is reached, a longer equili-
bration run of 1.5 × 106 timesteps is performed, at the
end of which the cohesins are freed to move from their
initial position.
The mapping from simulation to physical units can be
made as follows. Energies are mapped in a straightfor-
ward way as they are measured in units of kBT . To
map length scales from simulation to physical units,
we set the diameter, σ, of each bead to, for instance,
∼ 15 nm' 1 kbp (assuming a chromatin fibre with com-
paction intermediate between a 10 nm and a 30 nm fibre;
all of our results would remain qualitatively valid with a
different mapping). The lp values we consider are be-
tween 2σ and 10σ (see snapshots in Fig. 3), hence they
correspond to ∼ 30−150 nm. These values are within the
range expected for chromatin [27]. To map time units,
we need to estimate the typical diffusive timescale (over
which a bead diffuses a distance comparable to its own
size), or Brownian time, which equals τB ≡ σ2/D. One
way to do this is to require that the mean square displace-
ment of a polymer bead matches that of a chromatin seg-
ment measured in vivo in Ref. [33]. This is similar to the
scheme used in Refs. [20, 34, 35], and it should be noted
that, in this way, we match the effective in vivo viscos-
ity, effectively taking into account any macromolecular
crowding within the nucleoplasm. Simulations were run
for up to 106τB , and integration time was performed with
a step size of 0.01τB .
RESULTS
Diffusive loop extrusion is more efficient on stiffer
chromatin fibres
We first use BD simulations to study the diffusive slid-
ing of cohesin-like slip-links on a chromatin fibre of vari-
able stiffness and contour length 2.326 Mbp (correspond-
ing to 2326 beads including 2200 standard chromatin
beads and 126 CTCF beads). The model chromatin is
split up into 20 sections of ∼ 100 kbp, each of which
is flanked by a convergent pair of CTCF binding sites
(these account for the 3 terminal beads on each end, so
that each section is comprised of 100 chromatin beads
and 6 CTCF beads). We add 20 slip-links, one in each
section (see Fig. 3); their initial positions within each sec-
4tion were chosen randomly with a uniform probability.
Figure 4 shows time-series of the size of the loop formed
by a cohesin slip-link within a flexible (persistence length
2σ, Fig. 4A) and a stiff (persistence length 10σ, Fig. 4B)
chromatin fibre. The trajectories show that diffusive slid-
ing can create large loops. In particular, such trajectories
are unlike those of standard random walks, but are in-
stead characterised by many short excursions and a few
larger ones, some of which can lead to successful CTCF
loop formation (see Fig. 4B). As we shall see, this is be-
cause the entropic cost of looping acts to limit loop size.
Inspection of the trajectories also suggests that diffu-
sive loop extrusion is more efficient on the stiffer chro-
matin substrate. To show this more quantitatively, we
measured the fraction of completed loops (i.e. reaching
the CTCF bounding the region) as a function of time
and found that the rate of full loop formation can be up
to 8-times larger on stiffer fibres (Fig. 4C-D). The extent
of this effect is perhaps surprising, given there is only a
factor of 5 difference between the stiff and the flexible
fibres in our simulations.
A simple 1D model explains the effect of flexibility
on diffusive extrusion
To understand why chromatin flexibility affects slip-
link diffusivity, we analyse a simple 1D model of a random
walker (slip-link) loaded at a position on the fibre, and
diffusing in an effective potential modelling the entropic
and enthalpic “cost” associated with looping of a semi-
flexible polymer. The position of the random walker at
time t represents the instantaneous size of a slip-link loop
(i.e., the separation between the two sides of the slip-
link). A suitable effective potential (defined up to an
FIG. 3: Snapshots from 3D simulations of (A) a flexible (persistence
length 2σ) and (B) a semi-flexible (persistence length 10σ) chromatin
fibre. Blue and orange beads correspond to standard chromatin beads
and CTCF binding sites respectively, whereas beads making up
slip-links are depicted in green. Complete chromatin loops (between
two neighbouring CTCF binding sites) are highlighted in yellow.
Notice the 3D clustering of CTCFs driven by looping of contiguous
domains.
FIG. 4: Results from 3D simulations of a chromatin fibre split into
sections by CTCF sites, with a single slip-link per section. (A)
Example of loop size as a function of time for two selected slip-links
(blue and red curves) on a (A) flexible (lp = 2σ) and (B) stiff
(lp = 10σ) chromatin fibre. (C) Fraction of completed (i.e. binding
both CTCFs) loops as a function of time, for lp = 2σ, lp = 6σ, and
lp = 10σ, and (D) as a function of persistence length at given time.
irrelevant additive constant), V , is the following [20, 36],
V (l)
kBT
=
8lp
l2
+ c log(l), (6)
where l is the loop size, or position of the random walker,
lp is the persistence length, and c is a universal expo-
nent describing the entropic cost of looping (for phan-
tom polymers without excluded volume, c = 3/2 in 3D).
This functional form captures the competition between
the bending energy “cost”, which decreases monotoni-
cally with loop size l, and the entropic “cost”, which
increases with l. For an ideal flexible polymer, the mini-
mum of the potential will therefore be at 0. In practice,
though, this case is of limited interest as self-avoidance
alone is sufficient to create a non-zero effective bending
rigidity.
In the 1D model, the random walker moves within a do-
main of size L, representing a chromatin section flanked
by convergent CTCF sites as in our 3D simulations. By
simulating this simple 1D problem, we can find the prob-
ability that a CTCF loop has formed as a function of
time, as in our 3D simulations. The associated curve is
plotted in Figure 5 for different values of the bending
rigidity. As the chromatin stiffness contribution favours
loop enlargement when the loop is small, we find that
this 1D model qualitatively reproduces the bias in favour
of larger loops for stiffer fibres which is observed in the
3D simulations (Fig. 5).
To quantitatively compare the results of 1D and 3D
simulations we computed the best value of τ1D in τB
units (Fig. 5B) as to match the curves obtained by 1D
5FIG. 5: (A) Results from simulations of the 1D model. Fraction of
100 kbp loops formed for different values of lp (given in kbp in the
legend), as predicted via numerical evolution of a random walk in 1D
model within the potential defined in Eq. (6), as a function of time.
The random walk starts at l = 1. Assuming a baseline cohesin
diffusivity (for motion with no potential) of 200 kbp2/s leads to a
mapping of 1 time simulation units (τ1D) to 0.01 s (the typical
residence time of cohesin on chromatin in vivo is ∼ 20 min [10], or
∼ 1.2× 105 simulation time units). (B) Comparison between results
from 1D and 3D simulations. Solid black lines are fit with the 1D
ratios to the 3D ones with the same persistence length; the table
shows the mapping of τ1D to τB units as obtained via the fit.
simulations to the correspondent ones from 3D BD sim-
ulations for each value of the persistence length. The
table of Figure 5B shows that τ1D is close to 28 τB ,
which corresponds to the baseline cohesin diffusivity
D = 128 kbp
2/τB ; we remark that 28 is the mass, ex-
pressed in computational units, of a cohesin dimer.
Survival probabilities and extrusion rates
We now aim to compare the predictions of the 1D and
3D simulations by describing how the number of com-
pleted loops (Figs. 4C-5A) evolves with time. To this
end, let us call TL(x) the mean first passage time in L of
a random walker moving in a potential V starting from
the initial position x. If lSL is the minimum length of
the loop extruded by a cohesin, and if L is its maximum
length TL(lSL) represents the mean time required for a
cohesin to completely extrude the section it is loaded on.
It can be shown (e.g. [37]) that TL(x) obeys the following
equation (derived from a backwards Fokker-Plank equa-
tion)
− 1 = −
[
1
γ
dV (x)
dx
]
dTL(x)
dx
+D
d2TL(x)
dx2
, (7)
where γ and D are the drag and diffusion coefficients
describing the motion of the random walker. By im-
posing TL(L) = 0 and the reflecting boundary condition
dTL(lSL)
dx = 0, the solution of Eq. (7) reads
TL(x) =
1
D
∫ L
x
eV (y)/kBT dy
∫ y
lSL
e−V (z)/kBT dz , (8)
and by expressing V as per Eq. (6) one finally finds
TL(lSL) =
1
D
∫ L
lSL
e8lP /y
2
ycdy
∫ y
lSL
e−8lP /z
2
z−cdz . (9)
FIG. 6: Survival probability distributions and mean first passage
times as predicted by the 1D model. (A) Logarithm of the survival
probability as a function of time for different values of the persistence
length. As predicted by Eq. (10), the decay in time of the survival
probability is well fitted by an exponential curve. (B) Comparison
between the mean first passage times predicted by Eq. (9) and the
values obtained from the simulations.
FIG. 7: Survival probability distributions and mean first passage
times in the 3D simulations. Logarithm of the survival probability as
a function of time for different values of the persistence length as
measured from 3D simulations. The black lines were obtained by
fitting the curves starting from t¯ = 3× 105τB for lp = 2, 6σ and from
t¯ = 5× 105τB for lp = 10σ. The second column of the table shows the
mean first passage times as predicted by the 1D model, converted in
τB units by using the mapping of Figure 5B; the second value for
lp = 10σ uses τ1D = 28 τB instead. The third column collects the
mean first passage times as obtained by the slope of the fitting lines.
Provided that the dynamics over L can be well de-
scribed by a rate – i.e. there are no other relevant
processes affecting the hopping timescales – the survival
probability SL,lSL(t) can be written as [37]
SL,lSL(t) ≈ e−t/TL(lSL), (10)
where we recall that TL(lSL) is the mean first passage
time for cohesin to extrude the section in which it is
loaded on. We numerically solve Eq. (9) and use it to
determine the survival probability SL,lSL(t), the proba-
bility that at time t the random walker (starting in lSL
at time t0 = 0) has yet to reach L – or in other words 1
minus the fraction of completed loops.
Figure 6 shows that, after an initial transient, the
survival probabilities obtained by simulations of the
1D model are perfectly described by the predictions of
6Eqs. (9) and (10).
The survival probabilities from the 3D simulations
seem to suggest they also decays exponentially in time
for large enough fraction of loops completed (Fig. 7) and
the mean first passage times are similar to the correspon-
dent values predicted by the 1D model.
Confinement and Collapsed Conformations Enhance
Diffusive Extrusion
An important feature of chromatin in vivo is that it
is under substantial confinement. For instance, a human
lymphocyte is about 7 µm in diameter: if the chromatin
fibre is organised into 1 kbp blobs of 15 nm size (as in
our simulations), then its volume fraction in a diploid
cell (containing ∼ 6 Gbp of DNA) is about 5%. As DNA
packaging (in bp/nm) and nuclear volume are variable,
this estimate is only approximate – using different values
for these two quantities within a physiologically relevant
range gives volume fractions in the 1−10% range. Addi-
tionally, the eukaryotic nucleus is also densely populated
by proteins, RNA and nuclear bodies such as the nucle-
olus.
FIG. 8: Snapshots from 3D simulations of (A) a flexible (persistence
length 2σ) chromatin fibre confined in a sphere of radius 20σ and (B)
a semi-flexible (persistence length 10σ) fibre confined in a sphere of
radius 12σ. Colours are used as described in Fig. 3. Scale bars are
reported to qualitatively show the strength of confinement in each
case.
It is therefore of interest to ask whether diffusive
loop extrusion is a viable mechanism to form conver-
gent CTCF loops for confined polymers, which are in
the semidilute or concentrated regime in polymer physics
parlance. More generally, it is of interest to study
whether differences in polymer conformation, which can
be due to confinement but also to local compaction due
to, e.g., interaction with proteins which bind specific epi-
genetic marks [35, 38], can locally affect the kinetics of
diffusive loop extrusion. Thus, in this section we focus
on fixed flexibility and consider different levels of polymer
confinement.
Confinement might be expected to slow down most dy-
namical processes associated with diffusive motion, due
FIG. 9: Results from 3D simulations of chromatin fibres split into
sections by CTCF sites, with a single slip-link per section and
confined in spheres of different radius. Fraction of completed loops
(A)(C) as a function of time, and (B)(D) confinement radius at given
time, for (A)(B) flexible (lp = 2σ) fibres and (C)(D) semi-flexible
(lp = 10σ) fibres.
to crowding effects. Interestingly, we instead observe
that, for a certain range of R, confinement can also have
the opposite effect. As we decrease the confinement ra-
dius, diffusive loop extrusion creates CTCF loops more
quickly (Fig. 9). This effect persists down to R = 20 σ,
corresponding to a volume fraction of 3%, and the in-
crease in looping efficiency – probability of full 100 kbp
loop formation at a given time – due to geometric confine-
ment is about 2-fold. For smaller values of R, crowding
effects take over, microscopic friction becomes larger and
diffusive extrusion progressively slower (Fig. 10).
Figure 11 suggests the survival probability of cohesins
diffusing along confined fibres still decays exponentially
in time after an initial transient, and the non-monotonic
behaviour highlighted in figure 9 is once again remarked
by how the measured values of the mean first passage
times change as the confinement radius decrease.
To understand the mechanism underlying the increase
in efficiency of diffusing loop extrusion, we again resort
to the simplified 1D model (defined via Eq. (6)). As
the polymer is confined, the probability of loop forma-
tion is also affected. Above, we confined the polymer by
decreasing the confinement radius of an initially swollen
self-avoiding polymer: as the rate at which the final con-
finement is reached was not adiabatically slow, we expect
that the resulting conformation is that of a “fractal glob-
ule” [39], associated with an exponent c = 1. Even for
an equilibrium globule conformation, the value of c = 1.5
would still lie below the value of the self-avoiding walk
(c ' 2.1), corresponding to the dilute regime in which we
worked in the previous sections. The decrease in loop-
ing exponent c means that the logarithmic potential con-
7FIG. 10: Mean square displacement (A) on the fibre and (B) in the
3D space of one of the two rings of a cohesin diffusing along
semi-flexible (lp = 10σ) chromatin fibres confined within spheres of
different radius. This was obtained by tracking the position along the
fibre – i.e. the nearest chromatin bead – and in space of the central
phantom beads of the rings.
FIG. 11: Survival probability distributions and mean first passage
times in the 3D simulations of confined fibres. Logarithm of the
survival probability as a function of time for different values of the
confinement radius for (A) flexible (lp = 2σ) and (B) semi-flexible
(lp = 10σ) fibres. The black lines are the result of the linear
interpolation of the curves starting from t¯ = 6× 104τB . The table
contains the measured mean first passage times.
straining the diffusive motion of the slip-link is shallower
and this entails that diffusive loop extrusion is more effi-
cient (Fig. 12). As expected, the 1D model does not re-
capitulate the non-monotonic behaviour observed in the
3D BD simulations because there is no change in the fric-
tion, or diffusion coefficient, of the 1D random walk as
we vary c.
Finally, we remark that while the set up we have chosen
in this section may mimic generic confinement of DNA
and chromatin within the nucleus, it also leads to poly-
mer conformations that are statistically similar to those
assumed by collapsed polymers, and that have been asso-
ciated to gene poor or “heterochromatic” regions [30, 35].
We thus argue that the results of this section suggest that
locally collapsed chromatin conformations, such as gene
poor regions, should display enhanced loop formation ki-
netics due to diffusive loop extrusion. It should be noted
however that these effects may be mitigated by increased
microscopic friction.
FIG. 12: Results from simulations of the 1D model. Fraction of
100 kbp loops formed for different values of c, as predicted via
numerical evolution of a Random Walk in 1D within a potential
defined in Eq. (6), as a function of time.
DISCUSSION AND CONCLUSIONS
In summary, here we have used computer simulations
to study the dynamics of diffusive loop extrusion by
means of molecular slip-links on chromatin fibres of dif-
ferent flexibility and compaction.
Flexibility is potentially an important parameter which
can vary along mammalian chromosomes. The common
view is that active regions containing promoters, en-
hancers and transcribed regions are associated with open
chromatin, which is more flexible with respect to that of
inactive regions [29, 40]. Recent microscopy work in vivo
has also shown that the local thickness of the chromatin
fibre and its density varies throughout the nucleus [41],
and these changes are likely to be associated to a change
in flexibility and chromosome folding [30].
We have found that the diffusive motion of slip-links,
similar to cohesins, is strongly affected by the flexibility
and folding of the underlying chromatin fibre. In partic-
ular, we have quantified the effect on diffusive loop extru-
sion – i.e., the creation of large chromatin loops via dif-
fusive sliding. Whilst such chromatin loops would grow
or shrink in the absence of other interactions, assuming
that CTCF binds to cohesin in a directionality-dependent
manner is sufficient to stabilise these loops, thereby ren-
dering diffusive loop extrusion an appealing model to ex-
plain the formation of convergent CTCF loops in mam-
malian genomes. We have found here that diffusive loop
extrusion is substantially faster and more efficient on stiff
chromatin, which may be associated with gene poor chro-
matin [42]. At the same time, more compact polymer
conformations and stronger confinement also display en-
hanced diffusive loop formation kinetics due to a weaker
entropic penalty associated with the creation of a loop of
a certain size. Our results therefore suggest that cohesin
may be an important player to organise inert chromatin
regions, where other chromatin bridges are depleted, and
in regions of the genome which are locally more compact.
Besides being relevant to our understanding of the fun-
damental mechanisms underlying chromatin looping and
3D chromosome organisation, our results could poten-
8tially be tested in single-molecule set-ups with reconsti-
tuted chromatin fibres. We also hope they will be of use
in designing more sophisticated models of chromatin fold-
ing, addressing for instance the interplay between molec-
ular slip links such as cohesin and other transcription fac-
tors, which also organise chromatin (see, e.g., [38, 43]).
Finally, it would be interesting to address the contribu-
tions of the proposed enthalpic and entropic effects on the
topological regulation of the genome mediated by slip-
link-like proteins such as cohesins and condensins [44].
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