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Abstract: We propose an efficient neural-network-based equalization jointly compensating fiber
and transceiver nonlinearities for high-symbol-rate coherent short-reach links. Providing about 0.9 dB
extra SNR gain, it allows achieving experimentally the record single-channel 1.48 Tbps net rate over
240 km G.652 fiber. © 2021 The Author(s)
1. Introduction
High-symbol-rate coherent optical transceivers can be attractive for short-reach applications varying from data-
center interconnect to metro systems [1]. Application of higher-order modulation formats can increase the informa-
tion throughput of these systems, however, it requires higher signal-to-noise ratio (SNR) which causes detrimental
nonlinear effects originating from both the fiber and transceiver components. Semi-analytical approaches to non-
linearity compensation (NLC), notably, Volterra series (e.g. [2]) and perturbation-based equalization (PBE) [3] are
based on the simplified link models and, thus, have inherent limitations when used in the real-world systems. In the
presence of mixed and complex impairments, application of neural networks has shown promising performance
in modeling, compensation or optimization of optical systems (see, e.g. [4–7]). Although complex equalization
can be learned by sophisticated black-box neural-network (NN)-based approaches [5], using “domain knowledge”
helps in developing efficient NN-based equalizers (see, e.g. [6]).
In this paper, we propose an algorithm for the joint equalization of both transmitter (TX) hardware and fiber
nonlinear distortions at the receiver (RX) with the focus on high baud-rate systems. The proposed method is
based on a sequence of an adaptive PBE, intended for the channel nonlinearities, followed by a deep neural
network (DNN) that equalizes both the TX nonlinearities and their interaction with the channel ones. Compared to
mainstream TX-based digital pre-distortion (DPD) approaches to mitigate the transceiver distortions (reviewed in
[7]), the proposed equalizer does not require an iterative feedback loop for training and so can be easily integrated
with the existing systems. Moreover, RX based equalization doesn’t affect the peak-to-average power ratio (PAPR)
of the transmitted signal, thus easing the transmission. The other published RX-based nonlinearity equalizers [5]
are mostly black-box approaches, having relatively low performance-to-complexity ratio, or are aimed only at
fiber nonlinearity compensation and, therefore, not optimal in the presence of considerable device impairments
(e.g. [6]). Furthermore, to the best of our knowledge, none of these equalizers was successfully implemented in
high-symbol-rate links, having specific transmission features and impairments.
2. Proposed architecture
The proposed algorithm (Fig. 1) aims to compensate both Kerr and transceiver nonlinearity and is applied in
baseband to a symbol sequence already processed by a conventional receiver-based DSP (NLC block in Fig. 2). It
is formed by two jointly optimized sequential stages. The first stage is more dedicated for fiber nonlinearity, while
the second stage takes care of residual nonlinear effects, including transceiver nonlinearity.
The first stage is based on the perturbation-based equalization (PBE) [3], a well-studied Kerr nonlinearity

















































Fig. 1. Scheme of the NLC algorithms considered in this article: conventional PBE (solid lines in (a)) and the joint algorithm formed by the
PBE being followed by the NN (b) (solid and dashed lines in (a)).















54 ns 80 km SSMF
×3
Fig. 2. Experimental setup of the studied transmission system. The detailed description of the setup is given in [1].
Uk = uh/v(t0+kT ) be the k-th adjacent symbol of uh/v(t0) in the received symbol sequence of the filtered horizon-
tal (h) or vertical (v) polarization. T denotes the symbol period. For a given symbol uh/v(t0), the PBE computes
the perturbative correction ∆uh/v(t0) = ∑m,n Cm,n(UmU∗m+nUn) with the trained coefficients Cm,n ∈ C. Here, m and
n represent the symbol indices with respect to the symbol of interest U0. The number of terms makes a tradeoff
between performance and complexity. Following the analytical insights in [3] and trying various ranges of m and
n on experimental data, we constrained |m| ≤ 30, |n| ≤min{48/|m|,30}, resulting in 434 terms. Note that the con-
ventional PBE [3] also considers cross-polarization correction terms. However, we neglected them as they brought
no significant performance gain on our experimental data.
While the first stage is based on analytical perturbative models, the second stage is a hand-crafted neural network
(NN) (Fig. 1b). Inspired by the NN in [7], it aims to compensate both transceiver impairments and the residual
nonlinear effects of the channel. The NN has 5 layers. The first layer is a uni-dimensional (1D) convolution with
20× kernels of 21 taps each and the nonlinear activation function of scaled exponential linear unit (SeLU) [8]. It is
followed by 3 dense layers of size 20, 10, and 5 units with SeLU activations too. The output layer is a simple linear
one. Like in [7], we added a bypass connection between input and output layers improving the total performance.
Each in-phase (I) or quadrature-phase (Q) tributary of a signal polarization uses a separately trained equalizer,
resulting in four equalizers for a dual-polarized (DP) signal. Each equalizer was trained in two steps to improve the
convergence. First, both stages, i.e., PBE and NN, were trained independently by minimizing the mean-squared er-
ror (MSE) loss using ordinary least-squares and Adam [9] (with a mini-batch size of 103) optimizers, respectively.
Next, both stages were connected in series and jointly optimized by the same Adam algorithm.
3. Experimental setup
We considered a single-channel dual-polarized (DP) transmission at 128 Gbaud using either a probabilisti-
cally shaped (PCS)-256QAM or uniform 64QAM signal. The PCS-256QAM format was shaped with Maxwell-
Boltzmann distribution of entropy 7.5 bits/symbol. The experimental setup is shown in Fig. 2. We briefly explain
the setup and refer the readers for further details to [1], where the same setup was used. After applying a linear pre-
emphasis filter, the signal is loaded to the DACs operating at 128 GSa/s with an effective number of bits (ENOB)
of 4 at 64 GHz and 24 GHz 3-dB bandwidth. The ’I’ and ’Q’ tributary channels from the DACs are amplified using
driver amplifiers (DAs) and fed to a single-polarization IQ-modulator. The DAs and the modulator have 60 GHz
and 41 GHz 3dB-bandwidths, respectively. A polarization multiplexing emulator (PME) generates a DP signal by
split and add with ≈ 54ns delay. This DP signal is then amplified by an erbium-doped fiber amplifier (EDFA) and
filtered using a Finisar wave-shaper to flatten the optical spectrum. We considered the transmission over 3 spans
of 80 km G.652 standard single mode fiber (SSMF) with each span followed by an EDFA.
At the receiver, the optical signal was amplified, filtered, and applied to an optical 90°-hybrid followed by bal-
anced photodiodes (BPDs) of 100 GHz bandwidth. An 80 GHz real-time oscilloscope (RTO) samples and acquires
the four resulting waveforms at 256 GSa/s. The DSP was applied offline including the DSP blocks of chromatic-
dispersion compensation, 2×2 MIMO polarization demultiplexing, and data-aided carrier phase recovery. The
residual signal distortions are then compensated by a real valued 4x4 MIMO equalizer.
4. Performance assessment
We compared the performance of the proposed NN-based equalizer (joint NLC) with the two other cases: when
PBE is applied after the linear RX-DSP (PBE only) and the benchmark case with no NLC being applied after
linear RX-DSP (Linear DSP). Two random sequences of 500k PCS-256QAM and uniform 64QAM symbols were
independently generated, transmitted, and processed by the RX-DSP to generate the training and testing datasets.
PCG64 [10] was used as a pseudorandom number generator. We transmitted these sequences at different power
levels to find the optimal ones for the considered algorithms.
Fig. 3 shows the resulting performance. We can see that applying PBE only led to a small SNR gain ≈ 0.1 dB.
Nonetheless, PBE gain was higher for larger launch powers, where the fiber behaves more nonlinear. By applying
the joint NLC, the SNR gain was increased considerably to 0.94 dB and 1 dB for PCS-256QAM and 64QAM,
respectively. We attribute the difference in gain between PBE and the joint equalizer to the following facts: (i) in
short-reach transmission data is more contaminated from transceiver impairments than fiber nonlinearity [11]. This
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Fig. 3. SNR of received signal over different launch powers for (a) 64QAM and (b) PCS-256QAM. (c) shows GMI and net IR (dashed line)
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Fig. 4. (a-b) The distributions of PBE coefficients Cm,n learnt (a) during pre-training and (b) joint fine-tuning for H-pol of PCS-256QAM at
6.5 dBm launch power. Dashed line is the PBE coefficients’ Cm,n symmetry axis m = n. (c-f) Constellations before and after the joint NLC for
H-pol of 64QAM (c) and (d)) and PCS-256QAM (e) and (f)) at their optimal power levels.
is the main reason why the NN-based equalizer is so effective. (ii) When the symbol rate is beyond 100 GBaud,
the channel becomes very dispersive, which makes the PBE with a limited number of terms less efficient.
As shown in Fig. 3c, the SNR gain of joint NLC corresponds to a considerable increase in the generalized
mutual information (GMI), which rised from 5.76 bits/symbol/polarization (bits/sym./pol.) for the linear DSP
case to 6.06 bits/sym./pol. when the joint NLC was applied. After forward error correction (FEC) we obtained
the net information rate (IR) of 5.81 bits/sym./pol as shown in Fig. 3c. For FEC decoding, we used optimized
SC-LDPC codes with variable overheads with scaled min-sum decoder [12]. For each launch power, the FEC with
the smallest overhead capable of decoding the bits error-free was chosen. To the best of our knowledge, this result
sets a new record of 1.48 Tbps for single-channel 240 km transmission over G.652 SSMF.
5. Conclusion
We proposed a joint neural-network-based equalizer for both channel and transceiver nonlinearity and verified it
experimentally in a single-channel 128 GBaud dual-polarization transmission system over 3× 80 km of G.652
SSMF. Compared to the standard linear receiver DSP, this additional equalizer provided an extra SNR gain of 0.9
dB and a GMI rise of 0.3 bits/sym./pol. for transmitting PCS-256QAM signals. It enabled a record single-channel
net IR of 1.48 Tbps over 240 km SSMF.
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