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We theoretically examine anisotropy of in-plane resistivity in the striped antiferromagnetic phase
of an iron arsenide superconductor by applying a memory function approach to the ordered phase
with isotropic nonmagnetic impurity. We find that the anisotropy of the scattering rate is indepen-
dent of carrier density when the topology of the Fermi surface is changed after the introduction of
holes. On the other hand, the anisotropy of the Drude weight monotonically decreases reflecting the
distortion of the Dirac Fermi surface and eventually leads to the reverse of anisotropy of resistivity,
being consistent with experiment. The origin of the anisotropy is thus attributed to the interplay
of impurity scattering and anisotropic electronic states.
PACS numbers: 72.80.–r, 74.70.–b, 75.10.Lp, 75.50.Ee
I. INTRODUCTION
Anisotropic electronic states in iron-based supercon-
ductors have intensely been studied in connection with
the mechanism of high-temperature superconductivity.
The anisotropy occurs in the FeAs plane through the
breakdown of four-fold symmetry in magnetic [1], elec-
tric [2–7], and electronic [8–14] properties, resulting in a
nematic state with two-fold symmetry distinguishing two
Fe-Fe directions. Such a nematic state emerges above
structural transition temperature TS and antiferromag-
netic (AFM) transition temperatures TN. Possible ori-
gins of the anisotropy above the transition temperatures
have been suggested based on spin fluctuation [15] and
orbital ordering [16, 17] that may contribute to the pair-
ing of electrons.
Since the AFM phase has electronic states different
from that of the paramagnetic (PM) phase, the origin
might be distinguished from those in the PM phase.
Resistivity measurements for detwinned samples of Co-
doped BaFe2As2 [2, 7] have clearly shown that in-plane
anisotropy is strongly enhanced below TN. Therefore, it
is important to understand the origin of the enhanced
anisotropy in the AFM phase. In the AFM phase of
parent compound BaFe2As2, the anisotropy almost dis-
appears with annealing the sample [4], while it remains
finite in Co-doped samples [7]. This result suggests that
the anisotropy of resistivity should be induced by impu-
rity scattering of Co atoms substituted for Fe atoms. It
is important to make clear whether the effect of impu-
rity is crucial in accounting for the anisotropy [18] or
the Drude weight defined without impurity is enough
for this purpose [19–21]. In hole-doped compounds
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(Ba1−xKx)Fe2As2, the anisotropy disappears [22] and re-
verses [23]. This reversing of the anisotropy has been pro-
posed theoretically by taking into account spin fluctua-
tion in the nematic state of PM phase [15, 23]. However,
the theory cannot be applied in the AFM phase.
In this paper, we theoretically examine the resistivity
in the AFM phase of iron-based superconductors at zero
temperature. The AFM state is obtained by a mean-field
theory of a five-orbital Hubbard model with widely used
hopping parameters [24]. The Fermi surfaces in the AFM
state, including Dirac pockets [25, 26], are distributed
near the Γ point in a doping-dependent manner. The
anisotropy of resistivity obtained by the memory func-
tion approach [27] taking into account impurity scatter-
ing is consistent with the experiments near the undoped
region, where the resistivity in the AFM-ordered direc-
tion is smaller than that in the ferromagnetically ordered
direction. We find that the anisotropy of the scattering
rate is independent of hole concentration, once two elec-
tron pockets above and below a Γ-point hole pocket dis-
appear. On the other hand, the anisotropy of the Drude
weight monotonically decreases reflecting the distortion
of the Dirac Fermi surface and eventually leads to the
reverse of anisotropy of resistivity. The reverse has been
observed in experiments [23]. These results indicate that
the origin of the anisotropy is attributed to the interplay
of impurity scattering and anisotropic electronic states,
both of which are strongly influenced by the topology of
the Fermi surface.
This paper is organized as follows. In Sec. II the five-
orbital Hubbard model describing iron pnictides is in-
troduced together with the mean-field approximation for
the AFM state. In Sec. III, we introduce the expres-
sion of the memory function for multi-orbital systems
with nonmagnetic impurity and the relation between the
memory function and resistivity. In Sec. IV, the dop-
ing dependence of anisotropy of resistivity together with
2the Drude weight and scattering rate is calculated for the
AFM phase of iron pnictides. The same method is ap-
plied to the paramagnetic state but with orbital ordering
in Sec. V. Conclusions are given in Sec. VI.
II. MODEL HAMILTONIAN
We start with a multiband Hubbard Hamiltonian for
a d-electron system Hd = H0 +HI . The noninteracting
Hamiltonian H0 is given by
H0 =
∑
i,j
∑
σ,µ,ν
{t(∆i,j ;µ, ν) + εµδµ,ν} c
†
i,µ,σcj,ν,σ, (1)
where c†i,µ,σ creates an electron at site i with orbital µ
and spin σ. ∆i,j ≡ ri−rj, where ri is a position of site i.
εµ and t(∆i,j ;µ, ν) are the on-site energies and hopping
integrals, respectively. The interaction Hamiltonian HI
is expressed as [28]
HI = U
∑
i,µ
c†i,µ,↑ci,µ,↑c
†
i,µ,↓ci,µ,↓
+ (U − 2J)
∑
i,µ6=ν
c†i,µ,↑ci,µ,↑c
†
i,ν,↓ci,ν,↓
+
U − 3J
2
∑
i,µ6=ν,σ
c†i,µ,σci,µ,σc
†
i,ν,σci,ν,σ
− J
∑
i,µ6=ν
(
c†i,µ,↑ci,µ,↓c
†
i,ν,↓ci,ν,↑ − c
†
i,µ,↑ci,ν,↑c
†
i,µ,↓ci,ν,↓
)
,
(2)
where U is the intra-orbital Coulomb interaction, and J
is the Hund’s coupling. Here, we assume that the pair
hopping is equal to J .
We construct the mean-field Hamiltonian HMFd from
Hd and self-consistently solve mean-field equations con-
taining the order parameter defined by 〈nQ,µ,ν,σ〉 =
N−1
∑
k〈c
†
k,µ,σck+Q,ν,σ〉 with the AFM ordering vec-
tor Q, where N is the number of the lattice points,
c†k,µ,σ =
1√
N
∑
i c
†
i,µ,σe
ik·ri , and the average 〈· · · 〉 is taken
at zero temperature. For AFM state, we can rewrite
the sum of the wave vectors as
∑
k →
∑
k0
∑
m=0,1 and
k → k0 + mQ, where the sum of k0 is over the mag-
netically reduced Brillouin zone. We introduce band-
quasiparticle operators γ†k0,ǫ,σ at band ǫ, which create one
quasiparticle state with energy Ek0,ǫ,σ. The quasiparticle
operators satisfy HMFd =
∑
k0,σ
∑
ǫEk0,ǫ,σγ
†
k0,ǫ,σ
γk0,ǫ,σ
and ck0+mQ,µ,σ =
∑
µ ψµ,m;ǫ(k0, σ)γk0,ǫ,σ.
III. MULTI-ORBITAL MEMORY FUNCTION
The external field is introduced as Peierls phase in cre-
ation and annihilation operators so that
c†i,µ,σ → e
−i e
c~
A·ric†i,µ,σ, cj,ν,σ → e
i e
c~
A·rjcj,ν,σ, (3)
where A is a vector potential. The Hamiltonian is ex-
panded in terms of A as
Hd(A) = Hd(0)−
1
c
j ·A−
1
2c2
A · τA+O(A3), (4)
where j is a current operator and τ is a stress tensor.
In the case of the mean-field Hamiltonian, i.e., Hd(0) =
HMFd , the current operator is given by
j = −c
∂Hd
∂A
∣∣∣∣
A=0
=
∑
k0,σ
∑
ǫ,ǫ′
Jǫ,ǫ′(k0, σ)γ
†
k0,ǫ,σ
γk0,ǫ′,σ
(5)
with
Jǫ,ǫ′(k0, σ) =
i
N
e
~
∑
m
∑
i,j
∑
µ,ν
∆i,jt(∆i,j ;µ, ν)
× e−i(k0+mQ)·∆i,jψ∗µ,m;ǫ(k0, σ)ψν,m;ǫ′(k0, σ), (6)
and the stress tensor is given by
ταβ =
∑
k0,σ
∑
ǫ,ǫ′
τ
(α,β)
ǫ,ǫ′ (k0, σ)γ
†
k0,ǫ,σ
γk0,ǫ′,σ (7)
with
τ
(α,β)
ǫ,ǫ′ (k0, σ) =
1
N
( e
~
)2∑
m
∑
i,j
∑
µ,ν
∆
(α)
i,j ∆
(β)
i,j t(∆i,j ;µ, ν)
× e−i(k0+mQ)·∆i,jψ∗µ,m;ǫ(k0, σ)ψν,m;ǫ′(k0, σ). (8)
Here, ∆
(α)
i,j is the α component of ∆i,j. The optical con-
ductivity is written as [29]
σαβ(z) =
i
~zN
{χαβ(z)− ~〈ταβ〉} , (9)
where z = ω + iη with infinitesimal constant η, and
χαβ(z) = 〈〈j
(α); j(β)〉〉z = −i
∫ ∞
0
dt eizt〈[j(α)(t), j(β)(0)]〉
(10)
is the current-current correlation function, where j(α)(t)
is a Heisenberg representation of the α component of the
current operator j(α). If we consider the Hamiltonian
HMFd , the correlation function is written as
χαα(z) =
∑
k0,σ
∑
ǫ,ǫ′
f(Ek0,ǫ,σ)− f(Ek0,ǫ′,σ)
(Ek0,ǫ,σ − Ek0,ǫ′,σ)/~+ z
∣∣∣J (α)ǫ,ǫ′ (k0, σ)
∣∣∣2 ,
(11)
where f is a Fermi distribution function.
In order to take the effect of nonmagnetic impurity
into account, we introduce an impurity at site l induc-
ing a local potential Iimp that acts equally on all of local
orbitals and conserves the spins and the orbitals in scat-
tering processes. The Hamiltonian is written as
H ′ =Iimp
∑
l
∑
σ
∑
α
c†l,α,σcl,α,σ
=
1
N
∑
k0,k
′
0
,σ
∑
ǫ,ǫ′
∑
l
I lǫ,ǫ′(k0,k
′
0)γ
†
k0,ǫ,σ
γk′
0
,ǫ′,σ (12)
3with
I lǫ,ǫ′(k0,k
′
0) =Iimp
∑
µ,m,m′
e−i(k0−k
′
0
+(m−m′)Q)·rl
× ψ∗µ,m;ǫ(k0, σ)ψµ,m′;ǫ′(k
′
0, σ). (13)
The total Hamiltonian of our system is thus H =
Htotal = HMFd +H
′.
In order to calculate resistivity, we make use of a mem-
ory function. The memory function in a system with im-
purities represents a relaxation due to the impurities and
its imaginary part corresponds to the scattering rate of
the system [27]. Therefore, the memory function should
vanish if there is no impurity. This condition will be sat-
isfied if the memory function can be expanded in terms
of the impurity concentration c, starting from the first
order of c [O(c)] [27]. Since we are interested in resis-
tivity, we have to consider the expansion in the limit of
zero frequency, i.e., ω → 0. Based on these considera-
tions, we introduce a memory function for multiorbital
systems, defined by
Mαβ(z) ≡ −
iz Imχαβ(z)
i Imχαβ(z) + 2NDαβ(z)
, (14)
where
Dαβ(z) =
1
2N
(Reχαβ(z)− ~〈ταβ〉) . (15)
We note that Dαα(0) corresponds to charge stiffness or
Drude weight. The real part of the optical conductivity
is
Reσαβ(z) =
2Dαβ(z)
~
ImMαβ(z)
{ω +ReMαβ(z)}
2
+ {ImMαβ(z)}
2 .
(16)
We note that Eq. (16) leads to a Drude formula with
scattering rate ImMαβ , if Dαβ(z) is independent of z.
Mαβ(z) given by Eq. (14) is slightly different from that
for a single-orbital system: i Imχαβ in the numerator of
Eq. (14) corresponds to Reχαβ + i Imχαβ in Eq. (21)
of Ref. [27]. It is important to notice that Reχαβ re-
mains finite even if c = 0. This is due to the presence of
interband transition in multiorbital systems. Therefore,
removing Reχαβ in our definition is necessary for satis-
fying the condition that the memory function should be
expanded starting from O(c).
According to Appendix A,
z Imχαα(z) = −
1
~2
Im
[
〈〈Aα;Aα〉〉z − 〈〈Aα;Aα〉〉0
z
]
(17)
with Aα = [j
(α), Htotal]. Regarding H ′ as a perturbation
and using Born approximation, we find that the contri-
bution from [j(α), HMFd ] vanishes in the limit of z → 0.
This guarantees that, in the limit of z → 0,Mαα(z) given
by Eq. (14) can be expanded starting from O(c). In the
dilute limit of c, i.e., O(c), we obtain
Mαα(0) = −
i
2NDαα(0)
lim
z→0
z Imχαα(z) +O(c
2)
≃
∑
k0
Mαα(k0, 0), (18)
and according to Appendix A,
ImMαα(k0, 0) =
πc
2Dαα(0)
∑
k′
0
∑
ǫ,ǫ′
∑
σ
∣∣∣A(α),l=0ǫ,ǫ′ (k0,k′0, σ)
∣∣∣2
× δ(Ek0,ǫ,σ − EF )δ(Ek0,ǫ,σ − Ek′0,ǫ′,σ). (19)
With use of Eq. (18), where ReMαα(0) = 0, the resis-
tivity is written as [27]
ρα =
1
Reσαα(0)
=
~ ImMαα(0)
2Dαα(0)
. (20)
We evaluate the Drude weight (15) from Eq. (7) and (11).
IV. ANISOTROPY OF RESISTIVITY IN
ANTIFERROMAGNETIC PHASE
The on-site energies and the hopping integrals are
taken from Kuroki et al. [24]. We set U = 1.2 eV and
J = 0.22 eV to yield a magnetic moment m = 0.8µB
(µB is the Bohr magneton) at n = 6.0, where n is the
electron density and m =
∑
µ〈nQ,µ,µ,↑ − nQ,µ,µ,↓〉µB.
This value is chosen to be close to the measured m of
BaFe2As2 [30]. The calculated value of m linearly de-
creases with increasing n [25]. This is because the nest-
ing condition between the Fermi surfaces at the Y and
M points in the PM phase becomes worse. This will lead
to an incommensurate AFM state and thus our assump-
tion of the commensurate AFM state may fail. Actually,
m at the (π, 0)-ordered state in our calculation shows a
discontinuous change when n exceeds 6.03.
The Fermi surfaces at n = 5.90, 5.95 and 6.0 are shown
in Figs. 1(a), 1(b), and 1(c), respectively. At n = 6.0,
there are five pockets; a hole pocket at the Γ point,
two pockets (Dirac pockets) coming from the Dirac-type
linear dispersions on the left and right side of the hole
pocket, and two electron pockets above and below the
hole pocket. At n = 5.98, the Dirac points meet the
Fermi level [25]. At n = 5.95, the electron pockets dis-
appear, but the Dirac pockets remain [Fig. 1(b)]. With
further reducing n, i.e., increasing hole concentration, the
Dirac pockets grow as shown in Fig. 1(a), since the Dirac
points are above the Fermi level.
Since Co is substituted for Fe in electron-doped
Ba(Fe1−xCox)2As2, Co atoms act as impurities. In hole-
doped Ba1−xKxFe2As2, K does not directly affect Fe
sites, but may give an additional potential through elec-
trostatic interaction. Figure 2 shows the anisotropy of
resistivity given by ρy/ρx− 1. We find that ρy > ρx near
4(a) n = 5.90 (b) n = 5.95 (c) n = 6.0
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FIG. 1. The Fermi surfaces at (a) n = 5.90, (b) n = 5.95,
and (c) n = 6.0 in the stripe-type AFM Brillouin zone.
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FIG. 2. (Color online) The electron density n dependence of
anisotropy of resistivity ρy/ρx−1 (red squares), Drude weight
Dx/Dy − 1 (blue circles), and memory function M
′′
y /M
′′
x − 1
(green triangles). Here, Dx(y) = Dxx(yy)(0) and M
′′
x(y) =
ImMxx(yy)(0).
n = 6.0, which agrees with the experiments in electron-
doped BaFe2−xCoxAs2 [2, 7]. The ratio of anisotropy
shows a maximum value of 1.9 at n = 5.97 and decreases
with increasing n. This doping dependence is quali-
tatively consistent with experimental observations, al-
though the maximum of the ratio appears above n = 6.0
in the experiments [7, 23]. Here, we emphasize that,
around undoping (n = 6.0) region, including impurity
scattering makes the in-plane anisotropy of resistivity
(red squares) much larger than that of the Drude weight
(blue circles). We thus can say that the anisotropy of the
resistivity is enhanced by the effect of impurity scattering
described by the memory function.
Below n = 5.96, the anisotropy of Drude weight mono-
tonically decreases while the anisotropy of memory func-
tion, i.e., the anisotropy of scattering rate, is almost con-
stant with negative sign opposite to that near n = 6.0.
In this region, the two electron pockets at n = 6.0 disap-
pear, and the Fermi surface has two Dirac pockets and
one hole pocket as shown in Fig. 1. This topology of the
Fermi surface lasts down to n = 5.88. Therefore, we may
(c) n = 5.95
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FIG. 3. (Color online) The intensity of
ImMαα(k0, 0)/(cI
2
imp). (a) α = x and n = 6.0. (b)
α = y and n = 6.0. (c) and (d): The same as (a) and (b),
respectively, but n = 5.95.
say that the anisotropy of scattering rate depends only on
the topology of the Fermi surface, while the anisotropy of
Drude weight depends on the details of the Fermi surface
such as the curvature of Dirac pockets.
The combination of Drude weight and scattering rate
leads to the monotonic decrease of the anisotropy of
resistivity below n = 5.96. The anisotropy is fi-
nally reversed in the hole-doped side of n < 5.89, i.e.,
ρy < ρx. The reverse of anisotropy is also consistent
with the doping dependence of anisotropy in hole-doped
Ba1−xKxFe2As2 [23], although the observed carrier con-
centration where the anisotropy is reversed (x ∼ 0.2)
quantitatively disagrees with our results. The agreement
with the experiments will be improved by tuning the hop-
ping parameters and by being beyond the dilute limit for
large c and the Born approximation. Furthermore, the
commensurability that we have assumed may be getting
worse away from n = 6 as mentioned above, leading to a
possible modification of the present doping dependence of
anisotropy through the change of Fermi surface topology.
We believe that such factors will give a better agreement
with experiments, though there is no specific calculation.
These remain as a future problem.
In order to understand the origin of the anisotropy in
scattering rate near n = 6.0 and its doping independent
5-0.2
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FIG. 4. (Color online) Anisotropy vs energy separation dxz−
dyz. Plotted are three quantities indicating anisotropy with
respect to the energy separation: the anisotropy of resistivity
ρy/ρx−1 (red squares), Drude weightDx/Dy−1 (blue circles),
and memory function M ′′y /M
′′
x − 1 (green triangles). Here,
Dx(y) = Dxx(yy)(0) and M
′′
x(y) = ImMxx(yy)(0).
behavior, we plot ImMαα(k0, 0)/(cI
2
imp) [see Eq. (18)] on
the Fermi surfaces in Figs. 3(a), 3(c) and Figs. 3(b), 3(d)
for α = x and α = y, respectively. Figure 3(a) shows
that the scattering rate for α = x mainly comes from
the Dirac pockets. On the other hand, Fig. 3(b) shows
that the electron pockets significantly contribute to the
scatting rate for α = y. In other words, electrons are
mainly scattered at the Dirac pockets (electron pockets)
when current flows along the x (y) direction. At n = 6.0,
we find that the integrated scattering rate over the Fermi
surfaces is larger for α = y than for α = x.
Since the electron pockets controls the scattering rate
for α = y, we can expect the reverse of the anisotropy if
the electron pockets disappear [see Figs. 1(a) and 1(b)].
This is actually the case below n = 5.96 [see Figs. 3(c)
and 3(d)]. These results indicate that both including
the impurity scattering and treating the Fermi-surface
evolutions are essential for a proper understanding of the
origin of the in-plane anisotropy of resistivity.
V. ANISOTROPY OF RESISTIVITY AND
ENERGY SEPARATION
In the light of our findings in the AFM state, we discuss
the anisotropy in the PM phase. Above TN and TS, the
anisotropy may be related to the nematic state observed
experimentally [1]. A possible mechanism of the nematic-
ity is the orbital ordering and fluctuation. Angle resolved
photo-emission spectroscopy measurements have clearly
shown the splitting of dxz and dyz orbitals (εyz > εxz)
in the nematic state [11]. The splitting is an evidence of
the orbital ordering. Based on this observation, we in-
troduce an energy level splitting between ǫyz and ǫxz in
H0 (1) and calculate the Drude weight in the paramag-
netic state at n = 6. We find that the anisotropy of the
Drude weight is opposite to the observed anisotropy of
the resistivity, as shown in the ǫyz > ǫxz region of Fig. 4.
Then, according to the AFM case, we introduce impu-
rities and apply the memory-function approach, result-
ing in the anisotropy consistent with experiments, i.e.,
ρy > ρx at εyz > εxz as shown in Fig. 4. The interplay of
impurity scattering and anisotropic Fermi surfaces due to
the orbital ordering has also theoretically been reported
by a T -matrix formalism [17]. Therefore, we suggest that
the orbital ordering is one of the possible origins of the
resistivity anisotropy above TS.
VI. CONCLUSION
In summary, we have investigated the in-plane
anisotropy of resistivity with multiorbital Hubbard
model in the AFM phase. The resistivity has been ob-
tained from memory function approach. Both Drude
weight and scattering rate tend to make resistivity along
the ferromagnetic direction larger than that of AFM di-
rection in parent compound, which is consistent with in-
plane anisotropy in experiments. When holes are intro-
duced, the anisotropy of the scattering rate reverses and
becomes independent of carrier concentration, which is
related to the disappearance of electron pockets. On the
other hand, the Drude weight monotonically decreases
as a consequence of deformation of the Dirac pocket
with hole doping. This eventually leads to the reverse
of anisotropy of resistivity, which is also consistent with
experiments. These results indicate that the origin of the
anisotropy is attributed to the interplay of impurity scat-
tering and anisotropic electronic states, both of which are
strongly influenced by the topology of Fermi surface. In
addition, we have successfully obtained the anisotropy
of resistivity consistent with experiments. These re-
sults suggest the importance of impurity scattering in
the anisotropy of resistivity of iron-pnictides.
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Appendix A: Correlation function
The equation of motion on the Heisenberg-
representation operator O(t) is ∂O(t)
∂t
= 1i~ [O(t), H
total].
6Integrated by parts, the correlation function of operators
A and B becomes
z〈〈A;B〉〉z = 〈[A,B]〉 +
1
~
〈〈[A,Htotal];B〉〉z
= 〈[A,B]〉 −
1
~
〈〈A; [B,Htotal]〉〉z . (A1)
When α = β,
zχαα(z) =
1
~
〈〈Aα; j
(α)〉〉z
=
1
~z
(
〈[Aα, j
(α)]〉 −
1
~
〈〈Aα;Aα〉〉z
)
, (A2)
where Aα = [j
(α), Htotal]. Apparently, 〈[Aα, j
(α)]〉 =
1
~
〈〈Aα;Aα〉〉z=0. Thus, we obtain
zχαα(z) = −
1
~2z
{〈〈Aα;Aα〉〉z − 〈〈Aα;Aα〉〉z=0} . (A3)
The commutator Aα is explicitly written as
Aα =
∑
k0,k
′
0
∑
σ
∑
ǫ,ǫ′
∑
l
A
(α),l
ǫ,ǫ′ (k0,k
′
0, σ)γ
†
ǫ (k0, σ)γǫ′(k
′
0, σ)
(A4)
with
A
(α),l
ǫ,ǫ′ (k0,k
′
0, σ) = {Ek0,ǫ′,σ − Ek0,ǫ,σ} J
(α)
ǫ,ǫ′ (k0, σ)δk0,k′0
+
1
N
{
J (α)ǫ,ǫ (k0, σ)I
l
ǫ′,ǫ′(k0,k
′
0)− I
l
ǫ,ǫ′(k0,k
′
0)J
(α)
ǫ′,ǫ′(k
′
0, σ)
}
.
(A5)
Note that we ignore the inter-band matrix elements of
the current operator taking the view that the elastic scat-
tering is prohibited in potential impurity scattering. Its
correlation function is
〈〈A(α);A(α)〉〉z =
∑
k0,k
′
0
∑
σ
∑
ǫ,ǫ′
∣∣∣∣∣
∑
l
A
(α),l
ǫ,ǫ′ (k0,k
′
0, σ)
∣∣∣∣∣
2
×
f(Ek′
0
,ǫ′,σ)− f(Ek0,ǫ,σ)
z − (Ek′
0
,ǫ′,σ − Ek0,ǫ,σ)/~
(A6)
within Born approximation.
We assume z Imχαα(z) = Im {zχαα(z)} since z = ω+
iη, where η is an infinitesimal value. We can calculate
z Imχαα(z) =
π
~ω
∑
k0,k
′
0
∑
σ
∑
ǫ,ǫ′
∣∣∣∣∣
∑
l
A
(α),l
ǫ,ǫ′
∣∣∣∣∣
2
×
{
f(Ek′
0
,ǫ′,σ)− f(Ek0,ǫ,σ)
}
δ
(
~ω − (Ek′
0
,ǫ′,σ − Ek0,ǫ,σ)
)
.
(A7)
In the limit of ω → 0, the right-hand side of Eq. (A7)
becomes
π
∑
k0,k
′
0
∑
σ
∑
ǫ,ǫ′
∣∣∣∣∣
∑
l
A
(α),l
ǫ,ǫ′
∣∣∣∣∣
2
δ
(
Ek′
0
,ǫ′,σ − EF
)
δ
(
Ek′
0
,ǫ′,σ − Ek0,ǫ,σ
)
.
(A8)
Note that
∂f(Ek0,ǫ,σ)
∂Ek0,ǫ,σ
= −δ(Ek0,ǫ,σ−EF ) at absolute zero
temperature.
The δ-function in Eq. (A8) implies that the first term
in Eq. (A5) does not contribute to the final result. In the
dilute impurity concentration, we can approximate
∣∣∣∣∣
∑
l
A
(α),l
ǫ,ǫ′
∣∣∣∣∣
2
=
∑
l
∣∣∣A(α),lǫ,ǫ′
∣∣∣2 +∑
l 6=l′
∣∣∣A(α),lǫ,ǫ′ A(α),l′ǫ,ǫ′
∣∣∣
≃ Ni
∑
l
∣∣∣A(α),l=0ǫ,ǫ′
∣∣∣2 , (A9)
where Ni is the number of the impurity sites. The second
term is neglected because its order is c2, where c = Ni/N
is the impurity concentration.
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