In this paper we consider a particular class of nonlinear optimization problems involving both continuous and discrete variables. The distinguishing feature of this class of nonlinear mixed optimization problems is that the structure and the number of variables of the problem depend on the values of some discrete variables. In particular we define a general algorithm model for the solution of this class of problems, that generalizes the approach recently proposed by Audet and Dennis ([2]) and is based on the strategy of alternating a local search with respect to the continuous variables and a local search with respect to the discrete variables. We prove the global convergence of the algorithm model without specifying exactly the local continuous search, but only identifying its minimal requirements. Moreover we define a particular derivative-free algorithm for solving mixed variable programming problems where the continuous variables are linearly constrained and derivative information is not available. Finally we report numerical results obtained by the proposed derivative-free algorithm in solving a real optimal design problem. These results show the effectiveness of the approach.
Introduction
Optimization problems involving both continuous and discrete variables are able to describe many real world problems. A particular class of such mixed variable optimization problems, which is important but difficult to solve, is characterized by the following distinguishing features:
(i) the problem involves a special kind of discrete variables (called categorical variables), which identify an element of an unordered set (for example colors, shapes or materials) and affect the structure of the optimization problem. These categorical variables can be represented as a set of discrete numbers, but they can not assume intermediate values since for such values the corresponding optimization problem can be undefined. This implies that in a minimization procedure their discreteness must be always satisfied;
(ii) the dimensions of the problem are not fixed and are themselves decision variables. In particular they can be represented by a vector of integer variables (called dimensional variables). Each value of these variables determines the number of the other variables, the number of constraints and the structure of the problem. Also in this case the discreteness of these variables can not be relaxed. Moreover the presence of these dimensional variables complicates considerably the analysis and the solution of the optimization problem;
(iii) the objective function and/or the constraints do not satisfy any convexity assumption and this makes difficult the minimization process. This implies, among other things, that an efficient bounding technique for fixed values of the integer variables can not be defined.
In order to formally describe the considered problem, we introduce the vector of decision variables, which has the following form:   x y z   where z ∈ Z nz is the vector of dimensional variables, y ∈ Z ny(z) is the vector of discrete variables, including also categorical variables, and x ∈ nx(z) is the vector of continuous variables. Then we consider problems with the following mathematical formulation: min f (x, y, z)
z ∈ F z y ∈ F y (z)
x ∈ F x (y, z)
where
, F x (y, z) ⊆ nx(z) and f (·, z) : nx(z) × Z ny(z) → . We note that the dimensional variables determine both the dimensions of the other variables of the problem and the structure of the feasible set of the discrete variables y, while the feasible set of the continuous variables depends both on the dimensional variables z and on the discrete variables y. Standard solution approaches for mixed variables optimization problems are not able to tackle efficiently Problem (1), which presents features (i)-(iii). Therefore it is worthwhile to study and define new solution methods for this class of problems. Recently, a first globally convergent algorithm scheme for a class of problems with similar features has been proposed in [2] and then further developed in [1] . The basic idea is to alternate a local search with respect to the continuous variables and a local search with respect to the integer variables. In particular, the method described in [2] considers the special case where the domain of the continuous variables F x is bound constrained and it uses a local continuous search based on the pattern search algorithm introduced in [4] . In [1] the approach is extended to the case of nonsmooth functions and more general feasible sets. In this paper, drawing our inspiration from the approach proposed in [2] , we define an algorithm model for the solution of the entire class of problems described by Problem (1). This algorithm model handles explicitly the presence of dimensional variables and it does not refer to a particular structure of the feasible sets or to a particular local continuous search. The global convergence properties of the algorithm are proved without specifying exactly the local continuous search, but only identifying the minimal requirements that it must satisfy. The proposed algorithm model can be used as basis for developing new different algorithms which exploit the structure of the considered instance of Problem (1) . As an example, in this paper we use this algorithm model to propose a derivative-free algorithm to solve Problem (1) when the continuous variables are linearly constrained and derivative information is not available. In [7] the model described in this paper is the framework to define derivative based algorithms for solving Problem (1) in case where the continuous variables are unconstrained and their number is very large. The paper is organized as follows: in Section 2 we give some definitions and assumptions. In Section 3 we introduce as illustrative example a real optimization problem, concerning the optimal design of a magnetic resonance device. In Section 4 we describe our algorithm model and in Section 5 we study its properties. In Section 6 we propose a derivative-free algorithm well suited to solve the application of Section 3, namely able to tackle Problem (1) in case where the continuous variables are linearly constrained and derivative information is not available. Finally in Section 7 we report the numerical results obtained by applying the algorithm described in Section 6 on the optimal design application.
In the sequel of the paper, we will denote by x the standard Euclidean norm of x and by B(x, ) the ball centered at x of radius .
Definitions and Assumptions
In this section we start by recalling the definitions of global and local minima of Problem (1) . Obviously the global optimum of Problem (1) is a point which satisfies the following definition:
Less immediate is the definition of local minimum point. This notion refers to the behavior of the objective function in a "suitable neighborhood" of a given point. While a neighborhood of a continuous variable is well represented by a continuous ball, the neighborhood of a discrete variable must be defined taking into account the structure of the particular problem. Furthermore the discrete neighborhood must represent the fact that variations of the discrete variables can imply also variations of the continuous variables (see for example next section 
where N (x * , y * , z * ) is a finite set of feasible points.
This definition depends on the choice of the discrete neighborhoods. In fact the bigger is the discrete neighborhood N (x * , y * , z * ), the better is the quality of the solution. However, the bigger is the discrete neighborhood N (x * , y * , z * ), the more difficult is to locate the solution. As it is common in nonlinear programming algorithms, to locate a global or local solution of Problem (1) can be prohibitive. More reasonable is to determine a point (usually called stationary point) which satisfies suitable necessary optimality conditions. The definition of these conditions and hence of stationary points of Problem (1) must refer to suitable optimality conditions for the following continuous problem, that is Problem (1) for a fixed choice of the discrete variablesz ∈ F z andȳ ∈ F y (z):
Since we want to treat Problem (1) in its general form, we do not exactly specify optimality conditions for Problem (4) , which depend on the particular structure of the original problem. For this reason, in defining stationary points of Problem (1), we generically refer to stationary points of Problem (4), namely to points satisfying suitable optimality conditions. Definition 2.3 A feasible point (x * , y * , z * ) is said to be a stationary point of Problem (1) with respect to the feasible discrete neighborhood N (x * , y * , z * ) if (i) the point x * is a stationary point of the following continuous problem:
, the pointx is a stationary point of the following continuous problem
Any minimization algorithm for solving Problem (1) produces vectors with both continuous and discrete components which can have different dimension at each iteration. For this reason we need to specify the notion of converging sequence and accumulation point of a sequence.
Definition 2.4 A sequence {x k , y k , z k } converges to a point (x,ȳ,z) if for any > 0 there exists an index k such that for all k ≥ k we have that y k =ȳ, z k =z and x k −x < .
In the sequel we suppose verified the following assumptions: Assumptions A1. The set F z contains a finite number of elements.
is compact.
A3. For each z ∈ F z and for each y ∈ F y (z) the function f (·, y, z) is continuous
A4. Let {x k , y k , z k } be a sequence converging to (x,ȳ,z), then, for any
Assumption A1 is a reasonable assumption and requires that the vector of dimensional variables can assume a finite number of values. Assumption A2 requires the standard compactness of the level set of the objective function over the feasible set. Assumption A3 is a minimal smoothness requirement on the objective function. Assumptions A1-A3 ensure the existence of a solution of the problem, as shown in the next proposition. Assumption A4 is a mild continuity assumption on the discrete neighborhoods and it is equivalent to the lower semicontinuity of a point to set function as defined in [3] .
Proposition 2.6 Under Assumptions A1-A3 the objective function f (x, y, z) admits a global minimum point on the feasible set.
Proof. By Assumption A1 we have that the vector z belongs to the finite set {z 1 , . . . , z m }. Given a feasible point (x 0 , y 0 , z 0 ), for each feasible vector z i , i = 1, . . . , m, consider the level set L z i (x 0 , y 0 , z 0 ). By Assumption A2, this set is compact and hence the vector of discrete variables y can assume a finite number of values on it, namely y ∈ {y 
This set is compact since it is a closed subset of the set L z i (x 0 , y 0 , z 0 ), which is compact by As-
and hence it admits a global minimum point (x * i,j , y i j , z i ) on this set. Thus we can conclude that the objective function f (x, y, z) admits a global minimum point on the feasible set, given by
An illustrative application
In order to illustrate our approach we consider a real application concerning the optimal design of a small magnetic resonance device (see [5] for the details). The aim is to construct a device with the following features:
-a high uniformity of the magnetic field to obtain high resolution images,
-a large uniformity region, to be able to scan an area which is large with respect to the dimension of the apparatus, -low weight to make the apparatus transportable.
The realization of such magnetic resonance apparatuses would greatly benefit the diagnosis, prognosis and the therapy of many pathologies. One possible technique to build a low field dedicated magnet is that of using permanent magnets surrounded by an iron yoke to amplify the magnetic field. The structure we consider is cylindric and constituted by elliptical rings having a certain number of small magnets screwed on each of them (see fig. 1 ). Each magnet has cylindric shape with fixed height. Moreover the structure is symmetric with respect to the semi-axes of the rings and with respect to a plane parallel to the rings which divides the model into two halves. For this reason we can consider only one eighth of the multipolar magnet and get the other parts by reflection, reducing the number of variables necessary to describe the structure and the computational effort to calculate the objective function of this problem. Let XY Z be a system of Cartesian coordinates with origin at the center of the structure, X axis parallel to the cylinder axis and Z and Y axes directed respectively along the shortest and longest semi-axis of the elliptical base. Our aim is to obtain that the magnetic field B generated by the multipolar magnet is as uniform as possible within the target region and directed along the Z axis. The decision variables of the problem are:
-the number of rings nr,
-the number of magnets nm on each ring (all the rings have the same number of magnets),
-the position d i of the i-th ring along the X axis (see fig. 2 point (a)),
-the angular position ϕ j of the magnet j, which is the same on each ring (see fig. 2 point (b)),
-one variable b i for each ring, which represents the difference between the effective length of the two semi-axes of the i-th ring and two nominal values a and b (see fig. 2 point (c)),
-the radius r of the magnets. Finally, since the small magnets commercially available belong to a finite list, their radius (r) can assume only some integer values in a fixed range and hence is a categorical discrete variable.
We note that the dimension of the continuous variables depends on the dimensional variables. Summarizing and using the notation introduced in Section 1, the decision variables of the problem are the following:
As regards the objective function to be minimized, it must be a measure of the non uniformity of the magnetic field. Let N p be the number of points uniformly distributed on a grid inside the cylindrical target region of interest. Let B (i)
Z (x, y, z) be the three components of the magnetic field measured at the i-th point of the grid. The objective function is
whereB z is the average Z-component of the magnetic field probed on the grid points. It can be easily verified that the objective function f (x, y, z) attains its global minimum value, 0, when
Y (x, y, z) = 0 for all i = 1, . . . , N p , that is, when the magnetic field is "sufficiently" uniform and directed along the Z-axis on every point of the control grid. We note that the magnetic field can not be analytically determined and hence it is computed by a field simulation program. This implies that our objective function is a black box function and it is expensive to calculate. In particular each function evaluation can take several seconds. As regards the feasible set, we should have nonlinear constraints on the angular positions ϕ j of the magnets to avoid overlapping. However, we have substituted these nonlinear constraints with simpler but more restrictive box constraints. Moreover we have introduced linear constraints on the positions d i of the rings to avoid their overlapping. Finally the semi-axes of the elliptical rings can not be arbitrary, and hence lower and upper bounds are imposed on the offsets b i . Thus the complete formulation of the problem is the following:
where l ϕ , u ϕ ∈ nm , A(r, nr) ∈ nr×nr , b(r, nr) ∈ nr and l b , u b ∈ nr . For this problem, we define the discrete neighborhood of a given point as follows:
-the two points obtained respectively by increasing and decreasing of 1mm the radius r of the magnets and by keeping fixed the number of rings nr and the number of magnets nm;
-the two points obtained respectively by adding (nr := nr + 1) and deleting (nr := nr − 1) one ring keeping fixed the number of magnets nm and the radius r of the magnets; -the two points obtained respectively by adding (nm := nm + 1) and deleting (nm := nm − 1) one small magnet keeping fixed the number of rings nm and the radius r of the magnets.
We have to note that when we obtain a new point changing one discrete variable, dimensional or general, it can be necessary to change also the continuous variables. For example, if we increase of 1mm the radius r of the magnets, and we do not change the angular position ϕ j of the magnets, it can happen that two magnets are overlapping in the new point, that is the new point is infeasible.
Algorithm model MIVAM
In this section we describe our algorithm model for solving Problem (1). In defining an algorithm model it is necessary to take into account the presence of both continuous and discrete variables, which need different minimization procedures. This algorithm is based on the idea to alternate two phases:
-an attempt to update the continuous variables by using a local continuous search (Phase 1),
-an attempt to update the discrete variables by using a local search in the discrete neighborhood of the current point (Phase 2).
Phase 1:
Given the current feasible point (x k , y k , z k ) we keep fixed the discrete variables (y k , z k ) and we consider the following continuous optimization problem:
Starting from x k , we perform a local continuous search (denoted in the algorithm by LCS) with the aim to produce a new vectorx k which is, roughly speaking, a better approximation of a stationary point of Problem (9).
Phase 2:
In this phase we try to update the discrete variables by considering the points belonging to the discrete neighborhood N (x k , y k , z k ) of the point (x k , y k , z k ) produced by Phase 1. As first step we simply evaluate the objective function in the points belonging to N (x k , y k , z k ). If one of these points produces a sufficient decrease with respect to f (x k , y k , z k ), then it becomes the current point and a new iteration is performed. We note, as already said, that the definition of the discrete neighborhood implies that also the continuous variables of the new current point can change. If none of the points belonging to N (x k , y k , z k ) produces a sufficient decrease with respect to f (x k , y k , z k ), this does not imply necessarily that it is not worthwhile to accept the discrete variables of some of these points. In fact we are comparing the objective value of these points with the objective value of (x k , y k , z k ), wherex k is produced by a minimization process. Therefore we still try to update the discrete variables by selecting some points belonging to N (x k , y k , z k ) with objective value not significantly worse than f (x k , y k , z k ) and performing a suitable number of local continuous searches starting from each of these selected point. Now, we describe the proposed algorithm model:
Step 0:
Step 1:
Step 2: If there exists a (
, η k+1 = η k and go to step 5.
Step 3:
Otherwise go to Step 4.
3.2: Compute
z k+1 = z , η k+1 = η k and go to step 5.
3.4:
If µ j > µ k set j = j + 1 and go to 3.2, otherwise set W k = W k \ {(x , y , z )} and go to 3.1.
Step 4:
Step 5: Set k = k + 1 and go to step 1.
At
Step 1 Phase 1 is performed, by applying the local continuous search procedure
This procedure should guarantee in the limit the stationarity with respect to Problem (9). Most of the local continuous searches exploit some information obtained in the previous iterates. For this reason the procedure LCS uses the scalar µ 0 k , which derives from the previous iterations and gives, roughly speaking, an initial estimate of the expected improvement of the objective function obtainable from the point x k . The procedure LCS tries to produce a new pointx k , where the objective function is sufficiently decreased. The information obtained during this process can be used to update the estimate µ 0 k producing a new scalar µ k . A suitable choice of the scalar µ k (and µ 0 k ) and its updating rule must imply that the smaller µ k is, the better x k approximates a stationary point. In particular, if the procedure LCS is not able to produce a sufficient decrease of the objective function, the pointx k is set equal to x k and the scalar µ k must be set to a value sufficiently smaller than µ 0 k . At Step 2 and Step 3, Phase 2 is performed. In particular at Step 2 the objective function is evaluated in the points (x k+1 ,ŷ k+1 ,ẑ k+1 ) ∈ N (x k , y k , z k ). If one of these points produces a decrease with respect to f (x k , y k , z k ) bigger or equal to η k , then it becomes the new current point and a new iteration is performed.
Otherwise the discrete neighborhood is further investigated by Step 3. In particular a set W k ⊆ N (x k , y k , z k ) of points with objective value not significantly worse than f (x k , y k , z k ) is selected. Each of these points (x , y , z ) ∈ W k is considered promising and the algorithm tries to understand if it is worth replacing (y k , z k ) with (y , z ).
In particular, starting from each point (x , y , z ) ∈ W k , the local continuous search LCS is repeated until -either it is produced a point which is significantly better than the point (x k , y k , z k ), -or the test at Step 3.4 fails.
In the first case we accept the discrete variables (y , z ). In fact the produced point becomes the new current point and a new iteration is performed. In the second case we refuse the discrete variables (y , z ). In fact the failure of the test at Step 3.4 implies that Steps 3.1-3.4 have not been able to produce a sufficient decrease of the objective function by a minimization process comparable to the one that has yielded the point (x k , y k , z k ).
Step 4 the point (x k , y k , z k ) becomes the new current point and, if neither the local continuous search nor the discrete search have been able to produce a decrease of the objective function bigger or equal to η k , then this parameter is reduced.
In order to complete the description of the algorithm, we should specify the procedure LCS, but, as already said in the introduction, we prefer to identify only the properties that it must satisfy to ensure the global convergence of this algorithm model.
In particular, we require that Procedure LCS(x k , µ 0 k ,x k , µ k , y k , z k ) satisfies the following two properties:
Property A Given a feasible point (x h , y h , z h ) and a scalar µ 0 h > 0 the local continuous search produces a pointx h and a scalar µ h > 0 such that:
Property B
then every accumulation point (x,ȳ,z) of the sequence {(x h , y h , z h )} is such thatx is a stationary point of the problem
Properties A and B are the minimal requirements that Procedure LCS, when embedded in Algorithm MIVAM, must satisfy in order to ensure in the limit the stationarity with respect to the continuous variables. We note that, by Property A, Algorithm MIVAM produces a sequence of feasible points such that the corresponding sequence of objective values is non increasing. Moreover the algorithm model accepts a new point only when it produces a "sufficient decrease" of the objective function. In fact at Step 2 and Step 3 the discrete variables are updated if the decrease of the objective function is bigger or equal to the scalar η k , while the local continuous search is requested to satisfy point (ii) of Property A. This requirement could be weakened by requiring just a simple decrease of the objective function as in the algorithm proposed in [2] , but this would imply strong restrictions on the sampling technique of the objective function with respect to the continuous variables and further assumptions on the discrete neighborhoods. Anyway, on the one hand, the tests at Step 2 and Step 3 can not be too restrictive since the parameter η k is reduced by the algorithm whenever a sufficient decrease is not obtained. On the other hand a suitable value of η k should avoid to change the discrete variables too early and should prevent oscillating between different discrete variables.
Theoretical Analysis
In this section we analyze the theoretical properties of the algorithm model MIVAM. First of all we prove that the algorithm is well posed, namely that the algorithm can not cycle at Step 3:
Proposition 5.1 For every µ k > 0 and for every (x , y , z ) ∈ W k , there exists an index j * k such that the scalar µ j * k produced at Step 3.2 satisfies:
This implies that steps 3.1-3.4 produce an infinite sequence of points {x j } and an infinite sequence of scalars {µ j }. By Property A of LCS, we have two possibilities:
Now we split the inner iterations of Step 3 in two subsets, J 1 and J 2 , where J 1 and J 2 identify the iterations where (13) or (14) hold respectively. If j ∈ J 1 , by (13) we have:
By Property A of Procedure LCS we have that the sequence {f (x j , y, z)} is non increasing. Moreover by Assumption A2 it follows that the sequence {f (x j , y, z)} is bounded from below. Therefore the sequence {f (x j , y, z)} converges. This implies that, if J 1 is infinite, the left term of the above inequality tends to zero and hence lim
so that, by the property of σ(·), we have lim j→∞,j∈J1
We now consider the set J 2 . For each j ∈ J 2 , let m j be the biggest index such that m j < j and m j ∈ J 1 (we can assume m j = 0 if the index m j does not exist, that is, J 1 is empty). Then we have
If J 2 is finite, recalling (16), we can write
σ(µ j ) = 0, which implies that µ j → 0. Then assume that J 2 is infinite. As j → ∞ and j ∈ J 2 , either m j → ∞ (if J 1 is an infinite subset) or (j − m j ) → ∞. In the first case, from (16) and (18), recalling that δ ∈ (0, 1), it follows that µ j → 0. In the second case, from (18), taking into account again that δ ∈ (0, 1), we obtain µ j → 0. Thus we have proved that µ j → 0, but this contradicts (12).
In order to analyze the properties of the algorithm, we need to characterize the iterations of the algorithm. First of all, we split the set of indices of the iterates in two subsets: the set of unsuccessful iterates
and the set of successful iterates K s which is the complement of the subset K u . Note that an iteration is declared unsuccessful when it does not produce a point where the objective function is sufficiently decreased. Otherwise the iteration is declared successful. Furthermore we introduce for every z ∈ F z , the following subset of indices of iterates
The next theorem describes some properties of the sequences produced by the algorithm, that will be used later for the convergence analysis.
Proposition 5.2 Let {(x k , y k , z k )}, {η k }, {µ k } be the sequences produced by the algorithm. Then:
(i) the sequence of function values {f (x k , y k , z k )} is non increasing and convergent;
(ii) the sequence {(x k , y k , z k )} is bounded;
(iii) the sequence {η k } is such that lim Proof. Point (i): the instructions of the algorithm and Property A of Procedure LCS imply that the sequence {f (x k , y k , z k )} is non increasing. Moreover by Proposition 2.6 we have that there exists a valuef such that f (x k , y k , z k ) ≥f and hence the sequence {f (x k , y k , z k )} is convergent.
Point (ii): by Assumption A1 we have that the vector z k belongs to the finite set {z 1 , . . . , z m }. The instructions of the algorithm imply that each point (x k , y k , z k ) belongs to the set L zk (x 0 , y 0 , z 0 ), which is compact by Assumption A2. Thus the whole sequence {(x k , y k , z k )} is contained in the set i=1,...,m L z i (x 0 , y 0 , z 0 ), which is the union of a finite number of compact sets and hence is compact. Then we can conclude that the sequence {(x k , y k , z k )} is bounded.
Point (iii): it follows from the instructions of the algorithm that at each iteration we have two possibilities:
-the iteration is successful, that is k ∈ K s , so we change the current point and the corresponding objective value satisfies
where the equality follows from the definition of
-the iteration is unsuccessful, that is k ∈ K u , then
Consider the set K s : if k ∈ K s we have from (20)
so that, if K s is infinite, point (i) implies that lim k→∞,k∈Ks
Now consider the set K u . For each k ∈ K u , let m k be the biggest index such that m k < k and m k ∈ K s (assume m k = 0 if the index m k does not exist, that is, K s is empty). Then we have
If K u is finite, recalling (22), we can write
Then assume that K u is infinite. As k → ∞ and
In the first case, from (22) and (23), recalling that θ ∈ (0, 1), it follows that lim k→∞ η k = 0. In the second case, from (23), taking into account again that θ ∈ (0, 1), it follows that lim k→∞ η k = 0, that is the thesis.
Point (iv): it follows from the definition of K u and from point (iii).
Point (v): the proof is similar to that of point (iii); however, for the sake of completeness, we report it below. Letx k and µ k be the point and the scalar produced by Procedure LCS at Step 1 of iteration k. By Property A of LCS, we have two possibilities:
In the first case, by the instructions of the algorithm and by (25), since f (
Now we split the iterations of the algorithm in two subsets, K a and K b , where K a and K b identify the iterations where (25) or (26) hold respectively. If k ∈ K a , by (27) we have
By point (i) we have that the sequence {f (x k , y k , z k )} converges, so that, if K a is infinite, the left term of the above inequality tends to zero and hence
Then, the property of σ(·) implies lim k→∞,k∈Ka
We now consider the set K b . For each k ∈ K b , let m k be the biggest index such that m k < k and m k ∈ K a (we can assume m k = 0 if the index m k does not exist, that is, K a is empty). Then we have
If K b is finite, , recalling (29), we can write
which implies that lim k→∞ µ k = 0. Then assume that K b is infinite. As k → ∞ and
In the first case, from (30) and (31), recalling that δ ∈ (0, 1), it follows that lim k→∞ µ k = 0. In the second case, from (31), taking into account again that δ ∈ (0, 1), it follows that lim k→∞ µ k = 0, and hence we have the thesis.
Before to state the first main convergence result, we report the following proposition:
(i) There exists at least a vector z * ∈ F z such that the subset K(z * ) of indices of iterates is infinite.
(ii) Let K(z * ) be an infinite subset, then:
-the sequence {x k , y k , z k } K(z * ) admits at least one accumulation point;
-let (x * , y * , z * ) be an accumulation point of the sequence
Proof.
(i) By Assumption A1 z belongs to the finite set {z 1 , . . . , z m }, and hence, by definition (19), we can write K u = i=1,...,m K(z i ). Since the set K u is infinite (see point (iv) of Proposition 5.2), we can conclude that there exists at least a vector z * ∈ {z 1 , . . . , z m } such that K(z * ) is infinite.
(ii) Point (ii) of Proposition 5.2 implies that the sequence {x k , y k , z * } K(z * ) admits at least an accumulation point. Assumption A4 implies that every (x,ŷ,ẑ) ∈ N (x * , y * , z * ) is an accumulation point of a sequence
The main result can now be proved.
Proposition 5.4 Let (x k , y k , z k ) be the sequence produced by the algorithm. Let F * be a subset of F z such that for all z * ∈ F * the corresponding K(z * ) is infinite. Then F * is non empty and for each z * ∈ F * the sequence {(x k , y k , z k )} K(z * ) admits accumulation points and every accumulation point (x * , y * , z * ) is a stationary point of Problem (1).
Proof. Proposition 5.3 implies that the set F * is non empty and that for all z * ∈ F * there exists at least one accumulation point of the corresponding subsequence {x k , y k , z k } K(z * ) . Let (x * , y * , z * ) be any accumulation point of any of these subsequences: then we must prove that it satisfies conditions (i), (ii), (iii) stated in Definition 2.3.
Condition (i): by the instructions of the algorithm, we have that any (x k , y k , z k ) produced is a starting point of Procedure LCS at Step 1. Then the result follows from point (v) of Proposition 5.2 and from Property B.
Condition (ii): suppose by contradiction that there exists a (x,ŷ,ẑ) ∈ N (x * , y * , z * ) such that f (x,ŷ,ẑ) < f(x * , y * , z * ). Then we can find anη > 0 such that
Continuity of the function f with respect to the continuous variables guarantees the existence of an > 0 such that, if x belongs to the ball B(x, ) of radius centered atx, then
As (x,ŷ,ẑ) ∈ N (x * , y * , z * ), Assertion (ii) of Proposition 5.3 and Point (iii) of Proposition 5.2 imply that there existsk ∈ K(z * ) such that for all k ≥k and k ∈ K(z * ) we have:
Then we have from (33) and (35)
Since K(z * ) is an infinite subset of the set K u of unsuccessful iterates and k ∈ K(z * ), we have that the tests at Step 2 and Step 4 fail at the iteration k − 1. Then, recalling that x k =x k−1 , y k = y k−1 and z k = z k−1 , we can write:
It follows from (36), (38) and Point (i) of Proposition 5.2 that
but this contradicts (37).
Condition (iii): let us consider any (x,ŷ,ẑ) ∈ N (x * , y * , z * ) such that
We observe that Proposition 5.3 implies that (x,ŷ,ẑ) is an accumulation point of a sequence
Then, (39) and the continuity of f imply that, for sufficiently large values for k,
Therefore, for such values of k, Steps 3.2-3.4 produce the points
k is the number of repetitions of steps 3.2-3.4 until the test at Step 3.4 fails) which, by the instructions at Step 3.2 and by point (i) of Property A, satisfy the following inequalities:
Since k ∈ K(z * ) and hence x k =x k−1 , y k = y k−1 and z k = z k−1 , we can write
Moreover, as the sequences {x k ,ŷ k ,ẑ k } K(z * ) and {x k , y k , z k } K(z * ) converge to the points (x,ŷ,ẑ) and (x * , y * , z * ) respectively, by (39), (41), (42) and by point (iii) of Proposition 5.2 we obtain:
Finally by Property (ii) of LCS, we have two possibilities:
Taking into account that {µ k } → 0, recalling (43), (44) and (45), it follows easily that the sequence {µ 1 k } tends to zero and hence the result follows again by Property B. The convergence analysis just presented proves that Algorithm MIVAM converges to a point satisfying the necessary conditions for optimality introduced in Section 2. Now we state a further result, which shows some properties of the limit points of the vectors produced at Step 3.2. This additional analysis is strongly related to some results stated in [2] (see in particular Propositions 4.8 and 4.12).
Proposition 5.5 Let (x * , y * , z * ) be an accumulation point of the sequence {x k , y k , z k } K(z * ) and let (x,ŷ,ẑ) ∈ N (x * , y * , z * ) be an accumulation point of a sequence 
be a set of indices such that the subsequences {(x k , y k , z k )}K and {(x k ,ŷ k ,ẑ k )}K converge respectively to the points (x * , y * , z * ) and (x,ŷ,ẑ). Now, for all k ∈K, k sufficiently large, we define the index j k , as an index belonging to the set {j = 1, . . . , j * k :
Note thatK, j k is well defined since by definition {x 1 k }K →x and {x j * k k }K →x and by assumptionx =x. By definition of j k , we have:
and, by the instructions of the algorithm, we have:
Then by assumption we have f (x,ŷ,ẑ) = f (x * , y * , z * ) = f (x,ŷ,ẑ), and hence it follows lim k→∞,k∈K
By (48) we have that
and hence it follows from (53) that lim k→∞,k∈K
Let (x,ŷ,ẑ) be any accumulation point of the sequence {(x j k k ,ŷ k ,ẑ k )}K . Now, taking limits in (51), and recalling (55) we have that
and this proves point (a). As regards point (b) it follows from (53). Finally, we have to prove point (c). Recalling point (ii) of Property A of LCS, we split the setK in two subset,K 1 andK 2 such that for all k ∈K 1 we have
and for all k ∈K 2 , we have µ
By using (53), if k ∈K 1 we have lim
If k ∈K 2 , let m k be the biggest index such that m k < j k and such that
It surely exists, since otherwise j * k = 1 and hence
Recalling (52) and (53), by (60) and by the property of σ we have that
and hence (61) implies lim k→∞,k∈K2
We describe a particular instance of Algorithm MIVAM by specifying the local continuous search procedure representing LCS, which takes into account the features of the considered class of problems. In order to overcome the lack of gradient information, drawing our inspiration from the derivativefree method proposed in [6] , we define a procedure based on a sampling of the objective function along suitable sets of search directions. In particular, we assume that for every feasible point (x, y, z) there exists a set of search directions
that satisfies the following condition.
Condition 1
There exists a subset of feasible directions T (x, y, z) ⊆ D(x, y, z) which satisfies the following properties:
i) for every feasible pair (y, z) two positive constantsᾱ and¯ exist such that, for all x ∈ F x (y, z) and for all d i ∈ T (x, y, z), we have that
for all α ∈ (0,ᾱ] and for allx ∈ B(x,¯ ) ∩ F x (y, z);
ii) if a sequence of points {x k , y k , z k } converges to a point (x,ȳ,z), then
We refer to [4] and [6] (see Sect. 3, Proposition 4 and point (iv) of Proposition 8) for the construction of a set of directions satisfying Condition 1. We present below the derivative-free procedure (DFP) which plays the role of Procedure LCS in the proposed instance of Algorithm MIVAM.
Procedure DFP(x, µ 0 ,x, µ, y, z)
Data: γ ≥ 0, δ 1 ∈ (0, 1), δ 2 ∈ (0, 1).
Step 1: Determine a set of directions D(x, y, z) given by (68) satisfying Condition 1.
Step 2:
Step 3: Compute the maximum steplengthᾱ i such that
Step 5.
Otherwise set α i = 0 and go to Step 6.
Step 5: Set α =α
5.2: Ifα =ᾱ
and go to Step 6.
5.3:
Set α =α and go to Step 5.1.
Step 6: Set x i+1 = x i + α i d i . If i < r set i = i + 1 and go to Step 3.
Step 7: Setx = x i+1 . Set µ = max {max i=1,...,r {α i }, δ 1 µ 0 } and stop.
First, we show that Procedure DFP is well defined.
Proposition 6.1 Assume that f (x, y, z) is bounded from below on L z (x, y, z). Then Procedure DFP is well defined, i.e. it does not cycle at Step 5.
Proof. Suppose by contradiction that Procedure DFP cycles at Step 5. This implies that there exists an index i ∈ {1, . . . , r} such that for all ĵ
Taking limits in (72) for j → ∞, we obtain that the objective function is unbounded from below on the level set L z (x, y, z), but this contradicts the assumption.
We note that the hypothesis of Proposition 6.1 holds under assumptions A2 and A3 . The next theorem shows that Procedure DFP satisfies the properties needed to ensure the global convergence of the sequence of points generated by Algorithm MIVAM.
Proposition 6.2 Procedure DFP satisfies Properties A and B.
Proof. Property A: By the instructions of Procedure DFP, we have that the pointx produced by Procedure DFP is feasible and such that f (x, y, z) ≤ f (x, y, z), so that point (i) of Property A holds. As regards point (ii), by the instructions of DFP, we have that either µ = δ 1 µ 0 or µ = max i=1,...,r {α i }. In the latter case, we have thatx = x and for each i = 1, . . . , r we have
and hence
Sincex = x, there exists at least an index i such that α i = 0, so that (74) implies
and hence point (ii) holds. Property B: let {(x h , y h , z h )} be a sequence of feasible points. We have to prove that, if we apply, for all h, Procedure DFP starting from (x h , y h , z h ) and if the corresponding sequence {µ h } is such that lim
then every accumulation point (x,ȳ,z) of the sequence {(x h , y h , z h )} is such thatx a stationary point of the following continuous problem min f (x,ȳ,z) ( 7 7 )
We denote by d 
Optimal design of a magnetic resonance device: numerical results
In this section we report the results of the computational experience on Problem (8), which regards, as already said in Section 3, the optimal design of a small apparatus for magnetic resonance.
We have applied Algorithm MIVAM on this problem where we have used the definition of discrete neighborhood described in Section 3 and we have set the parameters at the values ξ = 10 −2 , θ = 0.5, η 0 = 10 −5 , µ in = 0.5. As regards the local continuous search LCS, we have employed the derivative-free Procedure DFP introduced in Section 6 with γ = 10 −6 , δ 1 = δ 2 = 0.5. The directions determined at Step 1 of Procedure DFP have been computed as described in [6] . Finally we have stopped Algorithm MIVAM when µ k became less (or equal) than 10 −6 . The device structure corresponding to the starting point is reported in Fig. 3 . This structure was considered reasonable by the magnetic resonance experts. We note that this structure is made of 5 rings and 3 magnets with radius of 22mm and the corresponding objective value is f 0 = 0.3715. We can note that a significant improvement of the uniformity of the magnetic field has been obtained by a relatively small number of function evaluations. Moreover, by comparing Fig. 3 and Fig. 4 we can observe that the final structure is quite different from the initial one and this points out the important role played by the discrete dimensional variables. In order to evaluate more deeply the possible advantages deriving from the use of the proposed mixed optimization algorithm, we have performed further experiments.
In particular, we have applied a different strategy, which does not alternate continuous and discrete searches as Algorithm MIVAM, but it treats the dimensional and categorical variables as parameters, whose values are chosen by considering the points belonging to the discrete neighborhood of the initial vector. Then, starting from each one of these points and keeping fixed the discrete variables, the corresponding nonlinear continuous problem is solved, i.e. a stationary point with respect to the continuous variables is produced. The continuous minimization has been performed by means of a derivative-free algorithm proposed in [6] , which is an iterative method that generates a sequence of feasible points with objective value non increasing. At each iteration the objective function is evaluated at a finite number of points along a suitable set of search directions in order to try to find one that provides a sufficient decrease of the objective function value. The search directions and the sampling technique are the same employed by Procedure DFP used within Algorithm MIVAM. Thus, the implemented optimization strategy alternative to Algorithm MIVAM is based on the continuous search technique used by the latter algorithm. Therefore the comparison between the proposed mixed algorithm and the above described strategy appears reasonable.
In particular, the implemented strategy has found the best solution f * = 7.54 × 10 −3 (with 6 rings, 3 magnets and radius 22mm), which is significantly worse (with respect to the considered application) than the one determined by Algorithm MIVAM. Moreover, it has required a number of function evaluations equal to 5579, which is much higher than the one required by Algorithm MIVAM. The obtained results seem to indicate that the proposed approach is promising, even thought further work is needed on the specific optimal design problem considered. In particular, in order to obtain a better solution, two aspects may deserve to be further investigated. The first aspect regards the introduction of more sophisticated definitions of the discrete neighborhoods. The second one concerns the introduction of a global optimization technique in the minimization process of the continuous variables.
