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Let G be a von Neumann Algebra, admitting a finite trace. It is shown that 
convergence in measure of a sequence of Normal Operators measurable with 
respect to G, is preserved by any continuous function (of the Complex Plane to 
itself). Then a Theorem on convergence in the mean is proved. 
Also obtained is a non-commutative generalization of the Kolmogorov- 
Gelfand-Yaglom Result on the information of one measure, relative to another 
measure, contained in a u-field. 
1 .l. I~vTR~DUCTI~N 
The notion of measurability of an operator with respect to a von Neumann 
Algebra G was introduced by Segal [4]. H e s h owed that for suitably defined 
operations of sum and product, the class of measurable operators is a ring 
(in the algebraic sense) with involution. He also introduced and studied extensi- 
vely the concepts of convergence nearly everywhere, and integrable and square- 
integrable operators, besides obtaining extensions of some basic theorems in 
Measure Theory. 
The work initiated by Segal was further pursued by Stinespring [5], who, 
among other things, defined and established some important properties of 
convergence in measure. 
The study of conditional expectation and information in a von Neumann 
Algebra was carried out by Umegaki [6]. 
Using the results of these authors and some of our own, we have proved the 
following: 
Let G admit a finite trace. Then convergence in measure of a sequence of 
normal operators measurable w.r.t. G is preserved by any continuous function. 
This is first proved for the self-adjoint case, and the general case is dealt with by 
reducing the operator to its real and imaginary parts. This improves considerably 
on our previous work [3]. 
We then obtain a “pointwise” criterion for convergence in the measure, and a 
theorem on convergence in the mean. 
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Finally, there is obtained a non-commutative extension of the Kolmogorov- 
Gelfand-Yaglom result on the information of one measure relative to another 
measure contained in a o-field. 
I .2. NOTATION AND TERMINOLOGY 
In what follows G will denote a von Neumann Algebra, on a complex Hilbert 
space H. An operator will always mean a linear transformation from H to H 
which is measurable w.r.t. G. For definitions and standard facts about measurable 
operators, integrable operators, convergence in measure etc., the reader is 
referred to [4] and [Sj. 
The Identity Operator will be denoted by 1, and 7 will denote a fixed faithful 
trace (on G), which is generally taken to be finite, but occasionally semi-finite. 
C will sometimes denote the center of G, and sometimes the set of all complex 
numbers, depending on the context. The integral of any (not necessarily bounded) 
integrable operator T will also be denoted by r(T). The real and imaginary parts 
of an operator S will be denoted by Re S and Im S respectively. Finally, a 
projection and its range will be denoted by the same symbol. 
A non-negative linear functional (T on G with a(l) = 1, is called a state. If such 
a u satisfies u(T,) T u(T) for every net {T,} C G with T,, T T, then u is called 
a normal state. It is known that 0 is normal if and only if it is completely additive 
on orthogonal projections. 
2. CONVERGENCE IN MEASURE 
Throughout Sections 2 and 3, 7 will be assumed finite with ~(1) = 1. 
The main result here is Theorem 2.2, which states that, if (S,} is a sequence 
of normal operators converging in measure to a normal operator S, and 4 any 
continuous mapping from the Complex Plane C to itself, then ($(S,)} converges 
in measure to 4(S). 
Let pn and p be Bore1 probability measures on the separable metric space X. 
Recall that pn is said to converge weakly to p, pn 2 p, if 
(1) .I-fhe+J-fd~ f or all bounded real-valued continuous f on X, or 
equivalently, 
(2) lim inf,,, PJ U) > p(U) for all open U C X. 
If X = W, then the distribution function of p is defined by 
F(x, ,..., XJJ = P((-a% %I x “. x (-co, XJ). 
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It is not difficult to see in this case, if F, and F are the distribution functions 
of CL,, and CL, that 
p”n a TV if and only if [*I 
F&l ,...> 4 +F(x, >..., xrd 
at all points (xi ,..., xk) for which each xj is a point of continuity of the jth 
marginal distribution of TV. This is called “convergence in distribution.” For 
details, see [1, p. 20, Theorem 3.11. 
Let T be any self-adjoint operator and PE its spectral projection corresponding 
to the bore1 set E. Let CJ be any faithful normal state on G. The measure on the 
real line defined by PO(E) = u(PE) and the point function F”, defined by FU(x) = 
${(-co, xl> are called respectively the probability measure and distribution 
function of T w.r.t. CJ. As 0 is faithful, a point x is a continuity-point of F if 
and only if the spectral projection of T corresponding to x is the zero projection. 
Let there by given a sequence {T,} of self-adjoint operators. With respect to (T, 
let pn” be the probability measure, and F,o the distribution function of T, . 
Following the measure theoretic case, say that a sequence {T,} of self-adjoint 
operators converges in law to T(w.r.t. CT), if pnO - PO. 
Let 4 be any continuous mapping of X to the line. Then ~04-l and pno$-i 
are also probability measures. Also, if pnO q PO, then pcLnO+-i 3 ~~@i since for 
any open set U, @l(U) is also open. We now mention a result which will be 
used in the sequel. 
Let {T,) be a sequence of self-adjoint operators converging in measure to a 
self-adjoint operator T. Let I$ be any real continuous function on the line. 
If # is expressible as the sum of a finite number of monotonic continuous 
functions, then {+( T,)} converges in measure to +(T). 
Firstly, we shall present a strengthened version. 
THEOREM 2.1. Let {T,}, T be as above, and 4 any continuous function on the 
line. Then {+(T,)} converges in meazure to 4(T). The proof consists of several 
lemmas. 
LEMMA 2.1. Corresponding to the interval (- co, x], let P,” be the spectral 
projection of T,, , and P” that of T. Then {T,} converges in measure to T, if and 
only if {P,“} converges in measure to P” for all x which are continuity points of the 
distribution function of T. This is simply Theorem 4.4 of [3, Page 3671. 
LEMMA 2.2. {T,} converges to T in measure, if and only if for any normal 
state 0, u(P,“) + u(P*). (P,“, P” etc., as in the previous lemma). 
Proof. Let {T,} converge to T in measure. Then (P,“} converges in measure 
to P”. The uniform boundedness of {P,“} implies that {P,“} converges to Px 
in the L,-mean; i.e., 7((P,” - Pn)* (Pnz - P”)) ---, 0. Since u is absolutely 
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continuous with respect to 7, it follows that u((Pn” - P*)* (P,” - P”)) + 0. 
But this implies u(P,“) - u(P”). 
Conversely: in the Hilbert space V = L*(G, T), /I Pnx II2 == (T(P,“))I/~. Also, 
for any fixed element A in V, the inner product (Pnz, A) + (P”, A). (For A is 
square-integrable and hence integrable, so that the linear functional o(B) -=~I 
(B, A) is a scalar multiple of a state of G.) Thus, in V, P,” + P” weakly and 
also the norm of P,” + the norm of Px, (norms taken in V). Hence P,” 4 Pz 
strongly in I’, i.e., {Pnz} converges to P” in the La-mean and hence in measure. 
LEMMA 2.3. In the previous lemma, the term “state,” can be replaced by 
“faithful normal state.’ ’ 
The proof is obvious, since an arbitrary normal state D can be expressed as 
(T = 2a1 - 7, where 7 and u1 = (U + 7)/2, are faithful normal states. 
Remarks. 1. Let Pnz, P”, etc., be as in Lemma 2.1. We obtain the following 
“pointwise” criterion for convergence in measure. 
{T,} converges in measure to T if and only if for any y in the Hilbert Space H, 
11 P,“y /I 4 11 P”y //. This follows from the observation that, given a normal state 
o in G, there exists a sequence {a,} in H, with C /j ai /I2 < cc, and a(T) = c,Ti 
( Tai , ai) for any T in G. 
2. Lemma 2.1 can be restated thus: A sequence {A,} converges in measure 
to A if and only if it converges in law to A, with respect to every faithful normal 
state 0. 
Proof of the Theorem. Let o be an arbitrary but fixed faithful normal state on 
G. With respect to 0, let pnu be the probability measure associated with T, , 
and pa with T. As {T,} converges in measure to T, it follows by Lemma 2.3 
that pnO * pa. The probability measure associated with +(T,J and 4(T) are 
~,~+-l. Since 4 is continuous, it follows that pLnU+-’ =- @-l, i.e., {(T,)} converges 
in law to 4(T), with respect to (I, for every faithful normal state o. Remark 2 
now implies that {$( T,)} converges in measure to 4(T). Hence the Theorem. 
Before proceding further, we will recall the following two results of Stinespring, 
to be denoted as [D,] and [D,]. [DJ. A se q uence A, converges in measure to A, 
if and only if, {Re A,} converges in measure to Re A, and {Im A,} to Im A. 
[Da]. If {A,} converges in measure to A, and {B,}, converges in measure to R, 
then {A$,} converges in measure to AB. (For a proof, see Lemma 4.5 and the 
last three lines on Page 31 of [6]). 
We now state and prove the analogue of Theorem 2.1 for Normal Operators. 
THEOREM 2.2. Let {S,} be a sequence of Normal Operators converging in 
measure to a normal operator S. Let h be a continuous mapping of the Complex 
Plane C to C. Then {h(S,)} converges in measure to h(S). 
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Proof. Consider an arbitrary, but fixed faithful normal state u. Using u, 
we associate a probability measure ps 0 with S. It is defined on C as follows: 
pss”{z: Re z < x, Im z < y}, 
= @w> 
where P,,, is the spectral projection of T corresponding to Re z < x, and 
Im z < y. To simplify notation, we shall denote psu by CL” and call it the 
probability measure of S (w.r.t. G). Then Re S and Im S have probability 
measures Au and vu which are the marginal distributions of TV on the X and Y 
axes respectively. Similarly, let pnu and V,O denote the probability measures of 
Re S, and Im S, respectively. Let x and y be arbitrary continuity-points of X 
and v respectively. Then pL((---03, x]} = u(P”) and v{(-co, y]} = u(p), where 
Px and Q” are the spectral projections of T, corresponding to the sets {Re z < x} 
and {Im z < y} respectively. 
As {P,“} converges in measure to P” and {Qnv} to Q, it follows from [02] 
that {PnaQ,“} converges in measure to PxQ”. Hence u(PnzQn) -+ u(P”p); i.e., 
regarded as measures on C, 
pn{z: Re z < x, Im z < y} 
+p{z: Rez <x, Imz <y}. 
The result [*] in the definition of weak convergence implies that pn 3 t.~. 
The continuity of h entails that &z-l + &l. The distributions of h(S,) and 
h(S) are given by &z-l and ph-l. But, on the X-axis, the marginal of @r-l 
is the distribution of {Re h(S)). Th us, for every state u, the distribution of 
Re h(S,) converges in law to that of Re h(S). By Lemma 2.2, {Re h(S,)} con- 
verges in measure to Re h(S). Similarly {Im h(S,)} converges in measure to 
Im h(S). Adding, we obtain the result 
(h(S,)} converges in measure to h(S). 
3. COMTERGENCE IN THE MEAN IN VON NEUMANN ALGEBRAS 
In this section, we show that, if a sequence converges in measure to a limit, 
and if the &-norms of the members of the sequence converge to the L,-norm 
of the limit, then there is actually convergence in the L,-mean; p = 1,2. 
We start with some definitions. 
The &-norm of an operator A, denoted by // A 11r, is the number ~(1 A I), 
. and the &-norm of A, denoted by /j A /I2 , is the number [T(I A 12)]li2 or 
T(A*A)]~/~. A sequence A, is said to converge to A in the &,-mean if 
II A, - A I/x, - 0, P = 1,~ 
We list some known results. 
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In Propositions 1-3, {A,} will be a sequence of operators converging in 
measure to A. 
PROPOSITION 1. Let A, be non-negatiwe for each n. If, in addition, T(A,)-+T(A), 
then A, -+ A in the L,-mean. 
This is simply Lemma 5.1 of [3]. 
PROPOSITION 2. Let A be integrable. Then for any sequence {P,} of projections 
converging strongly to zero, we have 1) AP, )I1 as n ---f co. 
Proof. Note that for {P,}, converging to zero strongly is the same as con- 
vergence in measure to zero. The functional p, defined by p(B) = T(AB) for 
any B in G, is a u-weakly continuous functional on G. By the property of the 
L,-norm, we can find, corresponding to each P,, , an element U, in the unit 
sphere of G, with I/ AP,, )I1 = T(AP,U,J. As {P,} converges in measure to zero, 
and (U,} is uniformly bounded, it follows that {PnU,J converges to zero in 
measure and hence o-weakly to zero. Therefore p(P,U,) = T(AP,U,) ---f 0, 
i.e., // AP, Jjl + 0. 
Remark. This above result can be restated thus: Given E > 0, one can 
find a 6 > 0, such that for any projection P with T(P) < 6 we have )I API), ,< E. 
PROPOSITION 3. Let A,, A etc., be integrable. Then A, --f A in the L,-mean, 
if and only if the following condition is satisfied Given any E > 0, there exists a h, 
such that 11 ASP//, < E and /I APII, < l for all n, except at most f;nitely many, 
and any projection P with T(P) ,< A. 
Proof. Let A, ---f A in the &-mean. Then, given E, there exists n,, such that 
j/ A, - A l/i < 42 for n > n, . Also as A is integrable, there exists h such that 
// AP l/i < 42 whenever T(P) < h. So, for any P, with T(P) < A, 11 A,P - AP )I < 
II 4 - A II < 4 
Also /j AP jli < c/2. Hence for all n 3 n, , we have /I A,P II1 < E. 
Conversely: let an arbitrary but fixed number E be given. As (A3 converges 
in measure to A, it follows that there exists a sequence {Q,J of projections with 
ll(A, - A)Qn /I < E for all n, and T(P,) --f 0, where P, = I - Qn . Hence, there 
exists an integer N such that for all n 2 N, T(P,) < h. By the preceding result, 
li(4 - AY’, III < IIW’, 111 + II AP,z III 
.< 6 + E = 26. 
And ll(An - A)Q, II1 < E. ~(1) = E. 
Hence, for n > N, 
ll(& - A)Il, < II@, - A)P, I/I + MAa - 4Qn 111 
< 2E + c = 36 
As E is arbitrary, the proof is complete. 
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THEOREM 3.1. Let {A,} converge in measure to A. If, in addition, the L,-norm 
of A,> tends to that of A, then {A,} converges to A in the L,-mean; p = 1,2. 
Proof, Consider first the case p = 1. By assumption, A, + A in measure. 
Hence A,*A, (= 1 A, 1”) in measure. By assumption ~(1 A, 1) + ~(1 A I). 
From Proposition 1, it follows that / A, / + j A / in the L,-mean. Let an arbitrary 
but fixed E > 0 be given. By Proposition 3, there exists a X such that (/ A 1 P /iI < E 
and // A, I PII, < E, whenever T(P) < /\. But 
/ AP I2 = (PA*) (AP) = P / A 12P, 
II A I PII = P I A I)(1 A I PI = P I A 12P. 
Hence II A I PII, = II APII, , and II A, I PII, = II A,P/I, . Hence II AAl, < E, 
and (I AP II1 < c, whenever T(P) < h. An application of Proposition 3 completes 
the proof. 
Now let p = 2. Since /I A, 11s --f 1) A IIs, the A, are all in the r-sphere of 
L,(G), for some Y > 0. Let B be some weak limit point of the set {A,}. Write 
B - A = U / B - A /. Choose P, ?I so that lj(A- - A)P, Jlrn - 0. Now: 
T(U(A, - B)P,) = T((A~ - B) P,U), which since B is a weak limit of the A,, , 
is small for arbitrarily large n. So T( UAP, - UBP,) = T( / A - B I P,) + 0. 
Since this holds for P, T I, ~(1 A - B I) = 0 and A = B. So A is a weak limit 
of {An} in L, , and the norm of A, converges to the norm of A, so that A is a 
norm-limit. 
4. INFORMATION IN A VON NEUMANN ALGEBRA 
The main result of this section is a non-commutative generalization of the 
Kolmogorov-Gelfand-Yaglom result on the information of one measure relative 
to another measure contained in a u-field. 
Let P and Q be two probability measures on a measurable space (Sz, F), 
with P dominated by Q. Let f = dP/dQ. Th e information of P relative to Q 
contained in a finite (measurable) partition II, is defined to be 
I& 4 = WA) . k(W,)lQ(Ed) 
+ Wn) log PWIQ(W, 
where El ,..., E, are the disjoint sets, determining the partition 7~. The informa- 
tion of P relative to Q contained in F is defined to be the supremum of informa- 
tion over all finite partitions. A result due to Kolmogorov-Gelfand-Yaglom 
asserts that this information equals jnf log f dQ. 
Let Q be a o-finite measure. Let now rrTT, denote a countable partition of Q, 
each set in the partition carrying finite Q-measure. Let l,(P; TJ denote the 
information of P, relative to Q, contained in V, . The information of P relative 
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to Q, contained in F has been defined by Ghurye, to the supremum of Io(P; TV). 
He also showed that this equals JsaflogfdQ. 
In the non-commutative case, (&?, F) is replaced by a von Neumann Algebra 
G, finite or semi-finite. A finite partition of 9 will be replaced by a finite resolution 
of the Identity (i.e. a finite number of pairwise orthogonal projections in G, 
with sum Identity). 
Let G admit a trace 7, which is finite (or semi-finite). Let D be a non-negative 
measurable operator for which D log D is integrable. Let B be a commutative 
subalgebra of G. Let De denote the conditional expectation of D, relative to B, 
taken w.r.t. to 7. 
We then have the inequality (Umegaki [6], page 67) 
D” log D” < (D log D)e. 
Because of this, we have 
~(0” log De) < T((D log D)“) = ~(0 log D). (4.1) 
Case 1. Let G admit a finite trace T with ~(1) == 1. Let 0 be an arbitrary 
but fixed faithful state of G. Denote by I7 the set of all finite resolutions of the 
identity in G. Each v in II is expressed by n = {Pr , Pz ,..., P,}, and is a gene- 
ralization of the partition. The information of u relative to r, contained in r 
is given by 
where 
hi -: U(Pf)/T(Pi). 
The information of (T relative to 7, contained in G, and denoted by I,(a) is 
defined as I,(o) = sup,(l,(a; v): x in n}. 
THEOREM 4.1. I,(U) = T(A log A), where A = du/dT. 
(This affords a generalization of the Kolmogorov-Gelfand-Yaglom result.) 
Proof. Let B be the von Neumann Algebra generated by a finite resolution 
of the identity. Let crB and 7B be the restrictions to B of u and 7 respectively. 
Clearly Ae = duB/drB ; (Ae being the conditional expectation of A, given B). 
(Note that Ae = C c,P, , ci = T(APJ/T(PJ). As the algebra B is commutative, 
we appeal to the following result in Measure Theory [2, Line 2, Page 20591, 
whence it follows that for any fixed i, 
T(P,)(b, log bi) ,< T((k log &)Pi , 
where 6, = u(P,)/,(P,). 
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Summing over all the Pi’s, we get 
&(a; T) < T(P log A”). 
Taking the supremum over all 7r, 
IT(U) < T(kP log Ae). 
This, in conjunction with inequality (5.1), implies, 
IT(U) < 7(A log A). 
For the reverse inequality, we shall use some ideas of Ghurye in the com- 
mutative case. 
For any bore1 set E on the line, let PE be the corresponding spectral projection 
of A = du/dT. Define p(E) = T(P~) and v(E) = u(PE). The spectral theorem 
implies that T(A log A) = Jr X log h dp. Let G, be the von Neumann Algebra 
generated by the spectral projections of A. Let n,, = {PI ,..., P,> be any finite 
resolution of the identity, with Pi in G, , Let II, be the set of all such nO’s. 
(Note that I7, is a subfamily of II). We shall show 
T(A log A) < sup I,(c; “0). 
n,inrr~ 
(4.3) 
But as II,, C IT, 
whence 
sup h(u; no) < sup I,(u; ro) 
7r,m7~ noinn 
7(A log A) < sup I&; TrJ. 
noinn 
(4.4) 
(4.4) and (4.2) together complete the proof. Since (4.2) has been established 
already, and (4.3) implies (4.4) it suffices to prove (4.3). 
As before, let n,, = {PI ,..., Pn} be a resolution of the identity, the Pi’s 
coming from G,, . Then I?( a; ro) = Cl, (bi log bi) T(PJ, where bi = u(P,)/,(PJ. 
Let Pi be the spectral projection of A corresponding to a bore1 set Ei . Then 
b, = v(EJ/p(EJ, G,, being abelian, there exists a natural correspondence between 
the projections in G, , and the bore1 sets on (0, co). (As A is non-negative 
the negative real axis may be ignored.) Thus z-,, corresponds to rO’, where 
no’ = {El , E, ,..., E,) is a partition of (0, co). Then 
W; no) = C (4 log bi) /-@i) 
= I,(v; 77,‘) (say). 
Note that T(A log A) = st h log X dp. 
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From the proof of Churye [2, Pages 20%20591, it follows that 
- X log X dp < sup I&; 4) 
x’lnrr,’ 
= sup I&; 77) < sup I&7; n) 
rr’inrr, *inn 
which is precisely (5.3). Hence the Theorem. 
Case 2. G is semi-finite. 
Let the trace 7 be semi-finite. Only the following types of resolution of the 
identity will be considered: A sequence {Qn} of pairwise orthogonal’ projections 
in G with sum identity and such that T(Q,J is finite for all n. (If T(Q,J is infinite 
for even one n, the results in the sequel become false, even in the commutative 
case.) Let 17,(G) denote the family of all such resolutions. 
Umegaki says the crucial inequality A” log A” < (A log A)” and in particular 
the concept of conditional expectation, extend to the semi-finite case as well. 
Let rr = (Qi , Q2 ,...) be a resolution in n,(G). I,(o; n) is defined as the sum 
C u(QJ log bi , where bi = u(Q#(QJ. I,(a) is defined to be the supremum of 
I,(o; P), as r varies over n,(G). 
THEOREM 4.2. I,(U) = T(A log A). 
Remark. When r is finite, this information can be shown to coincide with 
that, defined in the previous Theorem. 
Proof. This Theorem is proved by the same method as the Previous Theorem, 
using the corresponding case in Ghurye [2, Theorem 1.21. 
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