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Abstract
This paper presents the NewsTeller system which retrieves
a news event based on a user query and the user’s general
interests. It can be used by a social dialog system to initiate
news-related small talk.
The NewsTeller system is implemented as a pipeline
with four stages: After collecting a large set of potentially
relevant news events, a classifier is used to filter out mal-
formed events. The remaining events are then ranked ac-
cording to a relevance value predicted by a regressor. In a
final step, a short summary of the highest-ranked event is
generated and returned to the user.
Both the classifier and the regressor were evaluated on
hand-labeled data sets. In addition to this, a user study
was conducted to further validate the system. Evaluation
results indicate that the proposed approach performs sig-
nificantly better than a random baseline.
1 Introduction
This paper is concerned with the field of social dialog sys-
tems – dialog systems capable of non-task-oriented behav-
ior serving mainly social purposes. More specifically, it
explores the area of news-related small talk, i.e., small talk
referring to recent news events.
Reeves & Nass [1] argue that humans treat computer
systems as social actors and expect their behavior to be
in line with social norms. If a computer system (e.g., a
humanoid household robot) fails to fulfill its social role,
users tend to perceive it as incompetent and impolite. In
order to be well accepted by their users, systems that use
spoken dialog as a modality will need to fulfill their role as
social actors. This “social competence” includes (among
other things) the ability to conduct small talk. Since many
small talk conversations start with remarks about recent
news events, this paper puts its focus on the specific area
of news-related small talk.
This paper introduces the NewsTeller system which re-
trieves a news event based on a user query and the user’s
general interests (both represented as list of keywords, e.g.,
{Obama,Rome}). It can be used by a social dialog system
to initiate news-related small talk by responding to a user
utterance with a relevant news event.
The remainder of this paper is structured as follows:
Section 2 presents related work, Section 3 describes the
NewsTeller system in more detail, Section 4 analyzes the
results of a user study and Section 5 concludes the paper.
2 Related Work
The NewsTeller system presented in this paper was de-
signed to be used as a module by the social dialog system
developed at ISL [2] in order to facilitate the initiation of
small talk. In contrast to traditional architectures of spoken
and text-based dialog systems (see e.g., [3, 4]), the dialog
management component of this system is not monolithic.
Instead, it consists of a set of modules that focus on differ-
ent aspects of the dialog (e.g., answering factoid questions,
or generating inquiring questions). These modules are ex-
ecuted in parallel, their responses are collected, and the
response with the highest confidence is chosen as system
output. This modular structure makes the system easily
extensible. The NewsTeller system can be thought of as
an additional module of this social dialog system: Based
on keywords from the user utterance, the NewsTeller sys-
tem can try to retrieve a relevant news event. Its response
would then compete with the responses of other modules.
The events being processed by the NewsTeller system
have been obtained by using the NewsReader NLP (Natu-
ral Language Processing) pipeline [5, 6]. This NLP pipeline
processes massive amounts of online news articles and au-
tomatically extracts events from them. These events con-
tain information about what happend when and where, and
whowas involved (e.g., hvisit – 03/11/2016 – Rome – Barack
Obamai). The KnowledgeStore [7] subsystem serves as
a central repository for all modules in this NLP pipeline.
It stores both the original news articles and the extracted
events, entities, and relationships. This latter abstract rep-
resentation is stored in the form of an RDF (Resource De-
scription Format) graph. A KnowledgeStore instance based
on news articles from Wikinews was used as main data
source for the development of the NewsTeller system.1
For ranking the events according to their predicted rel-
evance, the “learning to rank” paradigm from information
retrieval is used. Liu [8] gives a thorough overview of
this topic. In “learning to rank” approaches, the ranking
problem of information retrieval applications (sorting doc-
uments according to their expected relevance to a given
query) is mapped to a machine learning problem.
In this paper, we focus on a specific mapping: using
a regression-based approach with multiple ordered cate-
gories. In this case, the data points are labeled using a num-
ber of different classes with increasing value, e.g., “bad”(0),
“fair”(1), “good”(2), “excellent”(3), and “perfect”(4) [9].
Then, a regressor is trained on these class labels (often us-
ing a modified value of 2classLabel 1 to emphasize more
relevant documents). One of the common regression mod-
els used in this setting are random forests. A random forest
is an ensemble of decision trees that were trained on ran-
dom subsets of the data set, using a random subset of the
available features. Mohan et al. [10] showed that simple
random forests used “off the shelf” without modifications
can compete with more complex state of the art systems
(like gradient boosted regression trees).
1This KnowledgeStore instance is freely accessible online at
http://knowledgestore2.fbk.eu/nwr/wikinews/ui
The NewsTeller system is of course not the first contribu-
tion to dialog systems with news-related functionality.
For instance, Yoshino et al. [11–13] present a spo-
ken dialog system for news navigation based on a par-
tially observable Markov decision process (POMDP) and
predicate-argument structures. Their system is capable of
presenting news stories to the user (reading out the news
headline), summarizing them (using the lead sentences of
the article) and answering questions about the news sto-
ries. Although the system of Yoshino et al. does not ex-
plicitly focus on small talk, it is still strongly related to the
work presented in this paper as it considers an information-
seeking dialog in the news domain. However, their system
does not take into account the user’s general interests at all.
Within the research area of recommendation systems,
some approaches focus on the recommendation of news ar-
ticles, e.g., in a digital newspaper application. Both Diaz et
al. [14, 15] and Billsus & Pazzani [16] present such a sys-
tem. Billsus & Pazzani use a naive Bayes classifier in com-
bination with a “nearest neighbor” approach for selecting
relevant articles, whereas Diaz et al. compare candidate
articles to the user model by using the cosine similarity
of tf-idf vectors. Both systems divide their user model into
short-term and long-term interests, and the goal of both ap-
proaches is to present a list of news articles to the user. The
NewsTeller system, however, aims to present only a single
news event. Moreover, a user query is taken into account
in addition to a user model.
3 Approach
3.1 Overall Architecture
Figure 1 shows the overall architecture of the NewsTeller
system. It uses the user query and the user model provided
by the social dialog system to find a relevant news event.
This is done by using the contents of the KnowledgeStore
(which has been populated by the NewsReader NLP pipe-
line). The NewsTeller system returns a short summary of
the selected news event to the social dialog system. The
user model used for this project is relatively simple: It con-
sists of a bag of weighted keywords describing the user’s
general long-term interest and a list of events that have
been presented to the user in earlier turns.
The workflow of the NewsTeller system can be broken
down into four steps that form a pipeline:
• Event Search: fetches a large number of potentially
relevant news events from the KnowledgeStore, based
on the user query.
• Event Filtering: uses a classifier to filter the events
found in the search step based on their expected usabil-
ity (i.e., keeps only well-formed events that are suited
for further processing). Uses features defined on the
user query and information from the KnowledgeStore.
• Event Ranking: ranks the events according to their ex-
pected relevance, based on both the user query and the
user model. Uses the user query, the user model, and
information from the KnowledgeStore to define fea-
tures for the ranking regressor. Selects the event with
the highest predicted relevance value.
• Summary Creation: creates a summary sentence for
the selected event by extracting the sentence in which
the selected event was mentioned.
Figure 1: Overall architecture of the NewsTeller system.
Both the first and the last step of this pipeline have a straight-
forward implementation and will not be discussed in fur-
ther detail in this paper. Instead, we will focus on the
filtering and the ranking step. Both of them were imple-
mented by using machine learning techniques and will be
described in the following subsections.
3.2 Event Filtering
Just like any NLP system, the NewsReader NLP pipeline
is not perfect. This means that not all events extracted by
the pipeline and stored in the KnowledgeStore are suitable
for further processing. For example, some actors might be
missing (e.g., an event hBarack Obama – talk toi missing
the object of the original sentence “Barack Obama talked
toMatteo Renzi”), or two semantically distinct events might
accidentally be merged into one. Therefore, a subsequent
filtering step is necessary to eliminate events of low qual-
ity. This filtering is performed by a classifier.
As training data set for the filtering problem, about
6,000 events labeled with the two classes USABLE and
NOT USABLE were used. This data set contains only about
16.01% of USABLE events. All events belonging to the
NOT USABLE class were further annotated with respect
to the reasons why they were considered to be NOT US-
ABLE. We identified 10 different reasons, five of syntactic
nature (e.g., missing an object) and five of semantic nature
(e.g., merged events). Features were engineered looking
at each of these reasons for non-usability individually. For
instance, one feature for the “missing object” reason com-
pares the number of actors associated with the event to the
number of expected arguments for the event’s verb.
We compared two different classifiers: an ensemble of
specialized classifiers (one for each reason of non-usability)
and a global random forest. For each of the specialized
classifiers, one to six features were selected based on a
combination of different feature selection algorithms (e.g.,
RELIEF-F, gain ratio, and wrappers). Each individual clas-
sifier was trained on the union of all USABLE events and
the NOT USABLE events marked with the respective rea-
son. The logical “AND” is used as the ensemble’s aggre-
gation rule, i.e., the ensemble only outputs USABLE if all
of its members output USABLE. The global random forest
was trained on the overall data set using the union of the
specialized classifiers’ feature sets (28 features in total).
Classifier BA  F1
Random 50:50 0.5000 0.0000 0.2425
Always No 0.5000 0.0000 NaN
Ensemble 0.7497 0.4764 0.5649
Random Forest 0.7645 0.5411 0.6125
Table 1: Table showing the overall classifier performance
on the USABLE – NOT USABLE problem for the differ-
ent approaches. The columns show the metrics Balanced
Accuracy, Cohen’s , and F1 score.
Note that due to the small fraction of USABLE events,
there is a considerable class imbalance in the given data
set. We used cost-sensitive classification to counteract this
class imbalance by defining a higher penalty for false neg-
ative classification errors than for false positive errors. The
classifiers were then trained with the objective to minimize
the overall cost instead of maximizing the classification ac-
curacy. The respective cost matrices were hand-tuned after
feature engineering.
Both approaches were evaluated on the data set using
a 10-fold cross-validation. We use the following metrics
which are considered to be fairly robust against class im-
balance. They are based on the number of true positives
(TP ), false positives (FP ), true negatives (TN ), and false
negatives (FN ), as well as on the accuracy metric:
• F1 measure: F1 = 2 · precision ·recallprecision+recall
The F1 measure (also called F1 score) is the harmonic
mean of precision= TPTP +FP and recall =
TP
TP +FN .
• Balanced accuracy: BA= 12 · TPTP +FN + 12 · TNTN+FP
The balanced accuracy is the unweighted average of
the recall for the positive class and the recall for the
negative class.
• Cohen’s kappa: = p0 pe1 pe
Cohen’s kappa adjusts the classifier’s accuracy p0 by
taking into account the probability pe of random agree-
ment between the classifier and the ground truth.
Table 1 shows the results of the 10-fold cross-validation
for a 50:50 baseline, an “always no” baseline, and the two
classifiers. As one can see, both classifiers perform con-
siderably better than the baselines.
It is interesting to observe that the random forest classi-
fier seems to have a better performance than the ensemble-
based approach. This might be at least partially due to the
following differences: Each specialized classifier from the
ensemble uses both a smaller amount of training data and a
smaller feature set than the global random forest classifier.
Moreover, due to the use of the logical “AND” as aggre-
gation function, classification errors in the ensemble might
accumulate.
As the random forest classifier showed considerably
better performance than the ensemble-based approach, it
was chosen for the final system.
3.3 Event Ranking
After having filtered the events, they need to be ranked ac-
cording to their predicted relevance. We used the “learning
to rank” approach that was introduced in Section 2. A data
set of about 3,100 events was created. 2,000 of them were
Figure 2: Label distribution in the ranking data set.
labeled by the first author of this paper in an objective way
(i.e., without taking into account personal interests), the
remaining events were labeled by 11 different annotators,
each of them having different general interests. Each an-
notator created a set of queries to the system and labeled a
set of example events for each of these queries. We used
four ordered classes: IRRELEVANT (index 0), PARTIALLY
RELEVANT (index 1), RELEVANT (index 2), and VERY
RELEVANT (index 3). Figure 2 illustrates the label dis-
tribution of this data set.
There were three groups of features that were used in this
regression problem:
• Event Features: features based only on the event rep-
resentation itself, e.g., the length of the sentence from
which the event was extracted.
• Query-Event Features: features comparing the user
query to the event description, e.g., by using word em-
beddings.
• Interest-Event Features: features comparing the user’s
general interests to the event description, again e.g., by
using word embeddings.
As each event was labeled by only one annotator, we could
not define features based on ratings of other users (as it is
done in “collaborative filtering” recommender systems).
We used a random forest regressor because research in-
dicates that they are well-suited for the “learning to rank”
problem [10]. Two different regressors were trained: One
of them was only allowed to use features from the first two
feature groups. It is called the NOUM regressor (short for
“NO UserModel”). The other regressor was allowed to use
features from all three feature groups and is called the UM
regressor (short for “UserModel”). By comparing the per-
formance of these two regressors, we expect to find some
indication about whether taking user interests into account
can help to solve the event ranking problem.
A leave-one-out procedure on the annotator level was
used to evaluate both ranking-based approaches on the rank-
ing data set: We iterated over all different annotators, using
all events labeled by the respective annotator as test set and
the remaining events as training set. Results were averaged
across the iterations.
For evaluating “learning to rank” approaches, one can
for instance use the Precision@kmetric, which is defined
as follows [8]:
Precision@k=
#{relevant documents in top k positions}
k
Based on this general ranking metric, we defined two
application specific metrics. Let Q be the set of queries.
For each query q 2 Q, let ↵(q) denote the ground truth
label of the event that was put on top of the list by the re-
gressor, i.e. the event with the highest predicted relevance.
Regressor P>0 P>1
RANDOM 0.5842 0.2079
NOUM 0.7663 0.4238
UM 0.7723 0.4842
Table 2: Table showing the results of evaluating the two
regression-based approaches on the ranking data set.
Regressor P>0 P>1
RANDOM 0.6042 0.2250
NOUM 0.7625 0.2667
UM 0.7375 0.2708
Table 3: Table showing the results of evaluating the three
ranking approaches in the user study.
Let further |A| denote the cardinality of set A. Then, our
metrics can be defined as follows:
• Precision greater than zero: P>0 = |{q2Q :↵(q)>0}||Q|
This metric measures the frequency with which the top
element of the list is at least PARTIALLY RELEVANT.
It corresponds to the question how successful the re-
gressor is in avoiding IRRELEVANT events.
• Precision greater than one: P>1 = |{q2Q :↵(q)>1}||Q|
This metric measures the frequency with which the top
element of the list is at least RELEVANT. It corresponds
to the question how often the event selected by the re-
gressor is a “good” response to the user query.
Table 2 compares the results of an annotator-level leave-
one-out evaluation for a random baseline (which simply
shuffles the events) to the results of the two regression-
based approaches. As one can see, both regression-based
approaches perform better than the baseline. Although the
UM regressor outperforms the NOUM regressor with re-
spect to the P>1 metric, there is hardly any difference be-
tween the two regressors with respect to the P>0 metric.
We interpret these results in the following way: A ran-
dom forest regressor is capable of solving the ranking prob-
lem to a sufficient degree as it considerably outperforms
a simple baseline. Using interest-based features does not
affect the regressor’s capability of avoiding IRRELEVANT
events, but it seems to improve the detection of RELEVANT
and VERY RELEVANT events.
4 User Study
In order to validate the NewsTeller system in an online
scenario, we conducted a user study with 48 participants
(29 male, 19 female; on average 29.02 years old). The
user study was conducted as an online survey. Participants
were asked to describe their general interests and to for-
mulate five queries to the NewsTeller system. For each
of their queries, they received responses from three differ-
ent system configurations, based on the RANDOM baseline
and the regression approaches NOUM and UM. Partici-
pants did not know which configuration generated which
response. They were asked to label each of the responses
with respect to the relevance classes used in Section 3.3.
Table 3 shows the P>0 and P>1 metrics for the three
system configurations computed on the labels collected in
the user study.
With respect to the P>0 metric, one can observe similar
effects as on the ranking data set: Both regression-based
approaches considerably outperform the baseline. A  2
significance test (with a significance level of ↵ = 0.05)
showed that these differences are statistically significant.
The small difference between the two regression-based ap-
proaches is however not statistically significant. This con-
firms the results from Section 3.3 with respect to the P>0
metric: both regressors are better than the baseline and
yield comparable performance.
Looking at the P>1 metric, one can observe only rel-
atively small differences between the three approaches. We
observed no statistically significant differences between any
of the approaches. There seems to be only a weak tendency
for both the NOUM as well as the UM regressor to outper-
form the RANDOM baseline. The small difference between
the two regression-based approaches seems to be mainly
caused by random noise.
These results somewhat contradict what we observed
in Section 3.3 with respect to the P>1 metric: On the rank-
ing data set, both regression-based approaches consider-
ably outperform the baseline, and the UM regressor yields
a better performance than the NOUM regressor. In the user
study, however, we cannot find any significant differences
between the three approaches, and their respective values
are very similar.
We suppose that the lack of statistical evidence with
respect to the P>1 metric can be attributed to overfitting:
The regressors were trained on a relatively small data set
of about 3,100 data points. This data set might be simply
too small to generalize properly to unseen data. Moreover,
the set of annotators that generated the ranking data set
might not accurately reflect the overall population of po-
tential users, e.g. by being too homogeneous. That way,
the results obtained on the data set might be too optimistic.
Although we were able to confirm that the regression-
based systems are more successful in avoiding IRRELE-
VANT events than a random baseline (indicated by the P>0
metric), we could not observe any differences with respect
to the detection of RELEVANT and VERY RELEVANT events.
We were thus also not able to confirm that the use of interest-
based features can help to improve the detection of RELE-
VANT and VERY RELEVANT events. This urges for further
research.
5 Conclusion
In this paper, we presented the NewsTeller system, a per-
sonalized retrieval system for news events that can be used
to initiate news-related small talk in a social dialog system.
By using relatively simple approaches, we were already
able to achieve reasonable performance. Although the re-
sults of a user study partially contradict what was observed
on a data set, we think that our results are promising and
that further research in this direction is worthwhile.
Some obvious starting points for future work are the
improvement of the regressors’ generalization capability
(e.g., by training them on larger data sets), the actual in-
tegration of the NewsTeller system into the social dialog
system presented in Section 2, and the extension of the sys-
tem’s scope to multiple dialog turns by allowing follow-up
questions about previously presented news events.
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