Collective cell spreading takes place in spatially continuous environments, yet it is often modelled using discrete lattice-based approaches. Here, we use data from a series of cell proliferation assays, with a prostate cancer cell line, to calibrate a spatially continuous individual based model (IBM) of collective cell migration and proliferation. The IBM explicitly accounts for crowding effects by modifying the rate of movement, direction of movement, and the rate of proliferation by accounting for pair-wise interactions. Taking a Bayesian approach we estimate the free parameters in the IBM using rejection sampling on three separate, independent experimental data sets. Since the posterior distributions for each experiment are similar, we perform simulations with parameters sampled from a new posterior distribution generated by combining the three data sets. To explore the predictive power of the calibrated IBM, we forecast the evolution of a fourth experimental data set. Overall, we show how to calibrate a lattice-free IBM to experimental data, and our work highlights the importance of interactions between individuals. Despite great care taken to distribute cells as uniformly as possible experimentally, we find evidence of significant spatial clustering over short distances, suggesting that standard mean-field models could be inappropriate.
Introduction
(c) t = 36 hours (b) t = 12 hours (a) t = 0 hours t = 36 hours t = 12 hours t = 0 hours t = 36 hours t = 12 hours t = 0 hours t = 36 hours t = 12 hours t = 0 hours Data set 3 Fig. 1: (a) -(c) Experimental data set 3 at t = 0, 12 and 36 hours. The position of each cell is identified with a yellow marker. The field of view is a square of length 1440 µm. (d) Population size, N (t) for experimental data set 3. (e)-(h) One realisation of the IBM with γ b = 0 µm, leading to an overly clustered distribution of agents. (i)-(l) One realisation of the IBM with γ b = 6.0 µm , leading to a distribution of agents with similar clustering to the experimental data. (m)-(p) One realisation of the IBM with γ b = 20 µm, leading to an overly segregated distribution of agents. All IBM simulations are initiated using the same distribution of agents as in (a), with m = 1.0 /hour, p = 0.040 /hour, and σ = 24 µm.
A key contribution of this study is to demonstrate how the IBM can be calibrated to experimen-37 tal data. In particular, we use approximate Bayesian computation (ABC) to infer the parameters 38 in the IBM. Four sets of experimental images (Supplementary Material 1), each corresponding to 39 an identically-prepared proliferation assay, are considered. The experiments are conducted over a 40 duration of 36 hours, which is unusual because proliferation assays are typically conducted for no 41 more than 24 hours (Browning et al., 2017) . Data from the first three sets of experiments ( Figure   42 2) are used to calibrate the IBM and data from the fourth set of images is used to examine the 43 predictive capability of the calibrated IBM. The IBM that we work with was presented very recently agent has location x n = (x 1 , x 2 ), for n = 1, ..., N (t). Since the field-of-view of each image is much 115 smaller than the size of the well in the tissue culture plate, we apply periodic boundary conditions 116 (Jin et. al., 2017) .
117
Proliferation and movement events occur according to a Poisson process over time (Binny et al., 2016b) .
118
The nth agent is associated with neighbourhood-dependent rates, P n ≥ 0 and M n ≥ 0, of prolifer-119 ation and movement, respectively. These rates consist of intrinsic components, p > 0 and m > 0, 120 respectively. Crowding effects are introduced by reducing the intrinsic rates by a contribution from 121 other neighbouring agents. These crowding effects are calculated using a kernel, w (·) (r), that depends 122 on the separation distance, r ≥ 0, so that
Following Binny et al.,(2016), we specify the kernels to be Gaussian with width corresponding to the cell diameter, σ, giving
Here, γ p is the value of w (p) (0) and γ m is the value of w (m) (0). These parameters provide a measure 126 of the strength of crowding effects on agent proliferation and movement, respectively. The kernels, 127 w (p) (r) and w (m) (r), ensure that the interactions between pairs of agents separated by more than 128 roughly 2-3 cell diameters lead to a negligible contribution. For computational efficiency, we truncate 129 the Gaussian kernels so that w (p) (r) = w (m) (r) = 0, for r ≥ 3σ (Law et al., 2003) .
130
To reduce the number of unknown parameters in the IBM, we specify γ p and γ m by invoking an 131 assumption about the maximum packing density of the population. Here we suppose that the net 132 proliferation and net movement rates reduce to zero when the agents are packed at the maximum 133 possible density, which is a hexagonal packing (Figure 3(a) ). For interactions felt between the nearest 134 neighbours only (Figure 3 (b)), we obtain 135 γ p = p 6 exp 1 2 ,
which effectively specifies a relationship between γ p and p, and between γ m and m. Note that this 136 assumption does not preclude a formation of agents in which some pairs have a separation of less 137 than σ and densities greater than hexagonal packing, which can occur by chance. When an agent at x n proliferates, the location of the daughter agent is selected by sampling 139 from a bivariate normal distribution with mean x n and variance σ 2 (Binny et al., 2016b). Since 140 mesenchymal cells in two-dimensional cell culture are known to move with a directional movement 141 bias away from regions of high density (Cai et al., 2007) , we allow the model to incorporate a bias 142 so that the preferred direction of movement is in the direction of decreasing agent density. For 143 simplicity, the distance that each agent steps is taken to be a constant, equal to the cell diameter, σ 144 (Plank and Simpson, 2012).
145
To choose the movement direction, we use a crowding surface, B(x), to measure the local crowd-146 edness at location x, given by
The crowding surface is the sum of contributions from every agent, given by a bias kernel, w (b) (r).
148
The contributions depend on the distance between x and the location of the ith agent, x i , given by 149 r = x − x i . Again, we choose w (b) to be Gaussian, with width equal to the cell diameter, and
where γ b is value of w (b) (0), and has dimensions of length. Note that B(x) is an increasing function , for this arrangement of agents. The arrows show the preferred direction of movement, B n . To illustrate how the direction of movement is chosen, (c) shows the probability density of the von Mises distribution for the red and green agents highlighted in (a) and (b). The preferred direction, arg(B n ), is shown as dotted vertical lines for both agents. The red agent is in a crowded region so B n is large, meaning that the agent is likely to move in the preferred direction arg(B n ). The green agent is in a low density region and B n is small, meaning that the bias is very weak and the agent's direction of movement is almost uniformly distributed. To illustrate the effects of the crowding surface as clearly as possible, we set γ b = 1, σ = 0.1, L = 1 in this schematic figure to draw attention to the gradient of the crowding surface.
To determine the direction of movement we use the shape of B(x) to specify the bias, or preferred direction, of agent n, B n , given by
which gives the magnitude and direction of steepest descent. Results in Figure 4 (b) show B n for speaking, not valid (Binny et al., 2016b).
Summary statistics 183
To match the IBM simulations with the experimental data we use properties that are related 184 to the first two spatial moments (Law et al., 2003) . The first spatial moment, the average density, 
where I is an indicator function so that the double sum in Equation 10 gives twice the number of 194 distinct pairs within a distance R. For all results presented in the main document we set R = 50 µm. the agents were randomly distributed. This means that, P(t) = 1 corresponds to randomly placed 198 agents; P(t) > 1 corresponds to a locally clustered distribution; and, P(t) < 1 corresponds to a 199 locally segregated distribution.
200
To ensure that our choice of setting R = 50 µm is adequate, we also repeat some results with We consider m, p and γ b as random variables, and the uncertainty in these parameters is updated 205 using observed data (Collis et al., 2017; Tanaka et al., 2006) . To keep the description of the inference algorithm succinct, we refer to the unknown parameters as Θ = m, p, γ b .
In the absence of any experimental observations, information about Θ is characterised by specified 208 prior distributions. The prior distributions are chosen to be uniform on an interval that is wide enough 209 to encompass previous estimates of m and p (Johnston et al., 2015) . To characterise the prior for 210 γ b , we note that this parameter is related to a length scale over which bias interactions are felt.
211
Preliminary results (not shown) use a prior in the interval 0 ≤ γ b ≤ 20 µm and suggest that a narrow 212 prior in the interval 0 ≤ γ b ≤ 10 µm is appropriate. In summary, our prior distributions are uniform 213 and independent, given by 214 π(m) = U(0, 10) /hour,
π(γ b ) = U(0, 10) µm.
We always summarise data, X, with a lower-dimensional summary statistic, S. Data and summary from the prior is updated by the likelihood of the observations, π(S obs |Θ), to produce posterior 218 distributions, π(Θ|S obs ). We employ the most fundamental ABC algorithm, known as ABC rejection 219 (Liepe et al., 2014; Tanaka et al., 2006) , to sample from the approximate posterior distribution. The 220 approximate posterior distributions are denoted π u (Θ|S obs ).
221
In this work we use a summary statistic that is a combination of N (t) and P(t) at equally spaced 222 time intervals. A discrepancy measure, ρ(S obs , S sim ), is used to assess the closeness of S obs and S sim ,
Algorithm 1 is used to obtain 10 6 u samples, {Θ i } 10 6 u i=1 , from the approximate joint posterior distri-224 bution, π u (Θ|S obs ), for each data set. Here, u 1 is the accepted proportion of samples.
225
To present marginal posterior samples, we use a kernel density estimate to form smooth, approx-226 imate marginal posterior distributions, for each parameter, and each data set using the ksdensity Algorithm 1 ABC rejection sampling algorithm to obtain 10 6 u samples from the approximate posterior distribution, π u (Θ|S obs ). 1: Set σ = 24 µm, L = 1440 µm, and set x n to match experimental data X obs at t = 0. 2: Draw parameter samples from the prior Θ i ∼ π(Θ). 3: Simulate cell proliferation assay with Θ i and t ≤ 36 hours. 4: Record summary statistic S sim i = {N sim (t), P(t)} t , where t = 12, 24 and 36 hours. 5: Compute the discrepancy measure i = ρ(S obs , S sim i ), given in Equation 14. 6: Repeat steps 2-5 until 10 6 samples parameter combinations that provide the best fit to all three experimental data sets.
238
Algorithm 2 ABC rejection sampling algorithm to obtain 10 6 u samples from the approximate combined posterior distribution, π u (Θ|{S (k) obs } 3 k=1 ). 1: Set σ = 24 µm, L = 1440 µm. 2: Draw parameter samples from the prior Θ i ∼ π(Θ). 3: For experimental data sets k = 1, 2 and 3:
3.1: Set x n to match experimental data set k, X the IBM when spatial structure is neglected (Law et al., 2003; Binny et al., 2016b) . The logistic 248 growth model is given by
where λ is the cell proliferation rate and N max is the maximum number of agents. To find estimates 250 of λ and N max to best match our experimental data we simulate the stochastic logistic model using 251 the Gillespie algorithm (Gillespie, 1977; Fröhlich et. al., 2016) . Proliferation events are treated as To qualitatively illustrate the importance of spatial structure we show, in rows 2-4 of Figure 1 , 256 snapshots from the IBM with different choices of parameters. In each case the IBM simulations 257 evolve from the initial condition specified in Figure 1(a) . Results in the right-most column of Figure   258 1 compare the evolution of N (t) and we see that the parameter combination in the second row To assess the predictive power of the calibrated IBM, we attempt to predict the time evolution 282 of a separate, independently collected data set, experimental data set 4, as shown in Figure 6(a)-(d) . 283 We use the mean of the combined posterior distribution and the initial arrangement of agents in 284 experimental data set 4 to produce a typical prediction in Figure 6 (e)-(h). Visual comparison of the 285 experimental data and the IBM prediction suggests that the IBM predicts a similar number of agents, 286 and a similar spatial structure, with some short range clustering present. To quantify our results, 287 we compare the evolution of N (t) in Figure 6 (i) which reveals an excellent match. Furthermore, we 288 predict the evolution of P(t) in Figure 6 (j) confirming similar trends. We now use ABC rejection to form combined posterior distributions of the parameters in the Therefore, while both calibrated models provide good predictions for the observed evolution of N (t), the IBM offers additional insights relating to spatial structure in the cell population, while the 309 logistic model does not provide this level of information. The differences in the way that the logistic 310 model and the IBM treat interactions between individuals could explain why the calibration process 311 leads to different estimates of the proliferation rate. These differences suggest that the interactions 312 between individuals appear to be relevant for our experimental data. cell death, and specifying the width of the interaction kernels to be constant, given by the cell 330 diameter. Another simplification is given by assuming that crowding effects reduce the proliferation 331 and movement rates to zero when the agents are packed at the maximum hexagonal packing density.
332
This leads to a simplified model with three free parameters: m, p and γ b . Using ABC rejection, 333 we arrive at posterior distributions for these parameters for three independent experimental data 334 sets. The marginal posterior distributions for the three parameters are similar, leading us to form a combined posterior distribution. The point estimates from the combined posterior distributions for m and p are consistent with previous parameter estimates (Johnston et al., 2015) and the point estimate
