The Generalized Error Distribution is a widely used flexible family of symmetric probability distribution. Thanks to its properties, it is becoming more and more popular in many fields of science, and therefore it is important to determine whether a sample is drawn from a GED, usually done using a graphical approach. In this paper we present a new goodness-of-fit test for GED that performs well in detecting non-GED distribution when the alternative distribution is either skewed or a mixture. A comparison between well-known tests and this new procedure is performed through a simulation study. We have developed a function that performs the analysis described in this paper in the R environment. The computational time required to compute this procedure is negligible.
Introduction
The exponential power (EP) distribution with mean µ ∈ (−∞, +∞), variance σ 2 ∈ (0, +∞) and power parameter β ∈ (−1; 1] is a symmetrical unimodal distributions family. The density function is f EP D (x; µ, σ, β) = e 
and it has domain on (−∞, +∞). This family is also known as Generalized Error Distribution (GED) and it is a flexible member of the exponential family (Box and Tiao (1973) , Harvey (1990) ). The shape parameter β determines (1) to become the density function of a range of symmetric distributions such as the uniform (β → −1) and the double exponential (β = 1). The shape of the density is more platykurtic than the normal distribution if β < 0 the converse if β > 0 (it is normal if β = 0); to obtain the standard normal distribution we set β = 0, µ = 0 and σ = 1 in (1)). Box and Tiao (1973) have proposed the parametrization reported in (1); another widespread one is given by v = 2 1+β with v > 1 as new shape parameter (see for example Nelson (1991) ).
The flexibility properties of the GED family has granted its numerous applications, for example modeling band encoding of audio and video signals (see Sharifi and Leon-Garcia (1995) ), the error distribution in time series analysis (see Nelson (1991) , Chen et al. (2008a) ) moreover many application to financial analysis have been suggested (see Theodossiou (2000) , Chen et al. (2008b) , Lee et al. (2008) and Marín and Sucarrat (2012) ). However before adopting a GED model in an applied problem the most important issue is to determine whether the distribution from which the sample is drawn actually belongs to the GED family. Many procedures for testing the normality of univariate samples have been proposed in the literature, but only graphical methods are commonly used in order to assess GED distribution. This article introduces a new goodness-offit statistic test for GED. This procedure is based on a standardized Q-Q plot. By an extensive simulation study we explore the properties of our proposal showing its ability to detect non GED samples.
The paper is organized as follows. In section 2 we summarize the relationship between GED and a normal standardized Q-Q plot. Section 3 presents our contribution, in section 4 an extensive power study is summarized while in section 5 an application to financial data is presented; finally concluding remarks are provided in section 6.
Standardized Q-Q Plot and Generalized Error Distribution
Given a set of ordered observations x (.) = (x (1) , ..., x (n) ) and α n = (α 1 , ..., α n ), the vector of n expected values of a hypothesized standard ordered n dimensional distribution, a Q-Q plot is constructed by plotting x (i) against the normal scores α i , given by
where φ(y) = 1 2π exp − 1 2 y 2 and Φ(y) = y −∞ φ(z)dz. In any situation the values assumed by the elements of α n are only functions of n. Since the normal scores are unknown, we used the numerical approximation algorithm proposed by Royston (1982) , that estimates numerically the values of α i in (2).
The standardized Q-Q plot is instead constructed by plotting
against α i , where µ and σ are the sample mean and the sample standard deviation, respectively. If the estimates of location and scale parameters are selected such that (3) is location and scale invariant, linear transformation of the original data will not alter any point of the plot. This is useful because the intercept and slope of the best fit line have to be 0 and 1 respectively. GED samples present an S-shape when displayed on a normal standardized Q-Q plot, the slope and the curvature are function of β since it determines kurtosis. In the appendix of Coin (2013) it is proved that symmetrical distributions give rise to symmetrical, with respect to the origin of the axes, inverted S-shaped graphs if they have heavier tails than the normal distribution and symmetrical, with respect the origin of the axes, S-shaped curves if their tails are thinner or shorter than the normal distribution. GED are symmetrical with heavy tails if β > 0 and thin or short ones for β < 0 by definition. This property is clearly represented in figure 1.
Test for Generalized Error Distribution
The assumption presented in the previous section also entails that the sum of the orthogonal distances between the points z (i) , α i and the straight line (α i , α i ) of the Normal Standardized Q-Q Plots are function of β and the sample sizes if x ∼ GED(µ, σ, β, n).
Our proposal is based on this intuition: given a set of ordered observations x (.) = (x (1) , ..., x (n) ) we test whether x is GED-distributed as follows: firstly we computed the standardized version of x (.) obtaining z (.) =
, where µ and σ are the sample mean and the sample standard deviation of x (.) after we compute the test statistic as follow:
where z (i) are the fitted values of z of the following model: where are independent and identically distributed random errors with mean equal to 0. The unknown parameter β 3 in (5) is estimated with Ordinary Least Squares obtaining and β 3 . The test statistic (4) is a Shapiro and Francia (1972) like test and it can be defined also as the R-squared of the linear model (5). Hence (4) is a statistical measure of how close the z (i) s are to the z (i) ; being also the percentage of the response variable variation that is explained by a linear model (5) then (4) is always between 0 and 1; values close to 1 mean the standardized sample is well approximated by the theoretical values given by the null hypothesis of x being GED-distributed. A formal proof of this property is provided in appendix A. Finally we are able to formally define our proposed test, the null hypothesis that a sample x is drawn from a GED distribution with unknown parameters, in symbol
is accepted if
for a level of confidence 1 − a; where q T (a, β, n) is the quantile of level a of (4). Since q T (a, β, n) is unknown and function of the sample size n and the true value of β, we estimated q T (a, β, n) simulating 1,000,000 samples for many combination of n and β, where n = {20, 21, 22, ..., 1, 000} and β = {−0. Table 1 : Empirical quantiles of T for n = 50 and some selected values of β
In figure 2 instead we report the graphical representation q T (0.05) in function of n and β.
Finally the acceptance region (7) is modified as follows:
where β is the estimation of β from the sample x with the estimator presented in Coin (2013) . In table 3 For better understanding we briefly describe the plug-in estimator used for estimating β, given a sample x ∼ GED (µ, σ, β, n) we get standardized ordered sample z (.) in the same way described above in this section. From the model:
we estimate β 3 with OLS and we substitute in the following plug-in estimator:
where n is the sample size and theâ i are reported in table 2 (for details howâ i are computed see Coin (2013) 
Power Study
In order to evaluate the power of our proposal, a Monte Carlo study was performed. We estimated the power of our testing procedure by simulating 20,000 samples from many alternative distributions, considering the cases of 20, 50, 100, 200, 500 and 1000 units sample size. Power simulations are based on a equal to 0.05 and 0.01 type I error level. Then we compared the power of our test with the ones of two widespread tests based on different distances between theoretical distribution function (Φ X ), given by the null hypothesis, and the empirical distribution function (F n ) of the sample. We will consider the statistic proposed by Kolmogorov (1933) because of its wide diffusion, which is defined as
where Φ Z is the theoretical standardized distribution function and z is an n-size ordered standardized sample. Many authors (e.g. D'Agostino and Stephens (1986) pag. 370-374) suggest the use of the following statistics proposed by Anderson and Darling (1954) for testing normality and adapted to any distribution by Marsaglia et al. (2004) . It is defined as
where
and z (i) is the standardized i ordered value of the sample x n . The two summarized above tests can be performed only for simple null hypothesis, in other words the unknown parameters of (1) need to be explicitly defined in H 0 , here they are defined by estimation with sample mean and sample variance for µ and σ 2 while β with the method presented in Coin (2013) . The alternative distributions considered in this study were selected to be representative of the various types of distributions considered in many extensive review of power studies for goodness-of-fit tests.
In the first set there are location contaminated normal distributions, LCN (p, m) denotes the case in which an observation is randomly selected with a probability of 1 − p from a standard normal distribution and probability p from a normal distribution with mean m and variance 1.
The second set deals with symmetric short-tailed distribution with different shapes (tnorm(a, b) denotes the standard normal distribution truncated at a and b). Set 3 contains distributions that have slightly heavier tails than the standard normal distribution and the standard normal one. Scale contaminated normal distributions are included in sets 4, 5 and 6; SCN (p, b) denotes the case in which an observation is randomly selected with a probability of 1 − p from a standard normal distribution and probability p from a normal distribution with variance b and mean 0. Large kurtosis value distribution are in set 7.
The distributions in sets 8 and 9 are skewed unimodal with relative low kurtosis. They are separated by negative and positive skewness values. The location-contaminated normal distributions in sets 10, 11 and 12 are bimodal with positive skewness and relative low kurtosis. Set 13 includes the distributions with the most extreme skewness kurtosis values.
Tables 4, 5, 6, 7, 8 and 9 present the estimated powers of our proposed (T ), Kolmogorov-Smirnov (KS) and Anderson-Darling (A) tests versus the alternative distributions summarized above and for different sample sizes equal to 20, 50, 100, 200, 500 and 1000 respectively. The significance levels were: a = 0.05 and a = 0.01. For better understanding of the simulation results, the highest simulated power for any size among the three tests is highlighted in bold.
For any alternative distribution we also computed the following two indexes of skewness and kurtosis.
We define skewness as the standardized third moment
which is equal to 0 for normal distributions. The Pearson's measure of kurtosis is the fourth moment and it is equal to 3 for normal distributions:
is r-moment of a sample. Analyzing the simulation results, it emerges that our method is very powerful against skewed alternatives (groups 8 to 13), its power is higher for higher values of (12), it almost always dominates the other two tests specifically for higher sample sizes; (4) presents also good performances when the alternative is a scale contaminated normal distributions (sets 4, 5 and 6), dominating KS and A tests when the sample size is small (20 and 50 units). KS and specifically A perform better against bimodal alternatives (group 1) when sample sizes is small. Finally (4) is ineffective if the alternative distribution is just a normal truncated one (set 2). Group 3 contains distributions that are: or special case of GED family (normal) or very close to it (t with 9 degrees of freedom and logistic) so the percentage of refusal of alternatives tends to the level of confidence of the test.
Application to financial data
In order to present an application to real data we performed our test procedure on financial data: from the website http : //f inance.yahoo.com we got the daily prices of the Standard & Poor's 500 index for 2015. In total we have 252 observations, denoting the daily price with P i for day i we get the daily returns 
In figure 3 we present the kernel density estimation of R = [R 1 , ..., R i , ..., R 252 ] and on it we performed the normality test by Shapiro and Wilk (1965) obtaining a value of the statistic test of W = 0.92727 and a p.value < 0.0001 that leads to reject the null hypothesis of normality. On R we computed (4) In this paper we present an original goodness-of-fit test for Generalized Error Distribution. This approach has some appealing features for detecting non GED distribution when the alternative distribution is skewed or a mixture. On the other hand it is quite insensitive to truncated normal alternatives. The test produces a decision based on the critical values presented in section 3. Unfortunately we are not yet able to supply a method to compute the p-value representing how strongly the hypotheses of GED is rejected.
We have developed a function that performs the analysis described in this paper in the R environment. It can be obtained by e-mail on request to the author. In this R extension it is also possible to find all the critical values computed and cited in this paper. The computational time required to compute this procedure is negligible.
