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Abstract
For a linear equation v′ = A(t)v we consider general dichotomies that may exhibit stable and unstable
behaviors with respect to arbitrary asymptotic rates ecρ(t) for some function ρ(t). This includes as a spe-
cial case the usual exponential behavior when ρ(t) = t . We also consider the general case of nonuniform
exponential dichotomies. We establish the robustness of the exponential dichotomies in Banach spaces, in
the sense that the existence of an exponential dichotomy for a given linear equation persists under suffi-
ciently small linear perturbations. We also establish the continuous dependence with the perturbation of the
constants in the notion of dichotomy.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
We consider a linear equation
v′ = A(t)v. (1)
that may exhibit stable and unstable behaviors with asymptotic rates of the form ecρ(t) for an
arbitrary function ρ(t). The main motivation to consider this general asymptotic behavior are
those linear equations for which all Lyapunov exponents are infinite (either +∞ or −∞), and
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theory. This gives rise to the notion of ρ-nonuniform exponential dichotomy (see Section 3 for
the definition), which turns out to be rather common. In particular, we show in [2] that for ρ
in a large class of rate functions, any linear equation as in (1) in a finite-dimensional space,
with two blocks having asymptotic rates ecρ(t) respectively with c negative and positive, has a
ρ-nonuniform exponential dichotomy.
A related important problem is whether the notion of exponential dichotomy is robust under
sufficiently small linear perturbations, that is, whether the equation
v′ = [A(t) +B(t)]v (2)
admits a ρ-nonuniform exponential dichotomy if the same happens for Eq. (1). Our main objec-
tive is precisely to establish the robustness of ρ-nonuniform exponential dichotomies in Banach
spaces. We also establish the continuous dependence with the perturbation of the constants in the
notion of dichotomy.
We note that the study of robustness in the case of uniform exponential behavior has a long
history. In particular, it was discussed by Massera and Schäffer [7] (building on earlier work of
Perron [11]; see also [8]), Coppel [5], and Dalec’kiı˘ and Kreı˘n [6] in the case of Banach spaces.
For more recent works we refer to [4,9,14] and the references therein. We refer to [3] for the study
of robustness in the more general setting of nonuniform exponential behavior in the particular
case when ρ(t) = t .
We emphasize that in addition to considering arbitrary growth rates given by a function ρ, we
also consider the possibility of a nonuniform exponential behavior. As such, our work is also a
contribution to the nonuniform hyperbolicity theory. A uniform behavior substantially restricts
the dynamics and it is important to look for more general types of exponential behavior. We refer
to [1] for a detailed exposition of the nonuniform hyperbolicity theory. The theory goes back to
the landmark works of Oseledets [10] and particularly Pesin [12,13]. Since then it became an
important part of the general theory of dynamical systems and a principal tool in the study of
stochastic behavior.
2. Robustness of nonuniform exponential contractions
We establish in this section the robustness of nonuniform exponential contractions.
We consider the linear equation (1), where A :R+ → B(X) is a continuous function into
the space B(X) of bounded linear operators in a Banach space X. Notice that each solution of
Eq. (1) is defined in R+. We denote by T (t, s) the associated evolution operator, i.e., the linear
operator such that T (t, s)v(s) = v(t) for every t, s > 0, where v(t) is any solution of (1). Clearly,
T (t, t) = Id, and
T (t, τ )T (τ, s) = T (t, s), t, τ, s > 0.
Consider an increasing differentiable function ρ :R+0 → R+0 with ρ(0) = 0. We say that Eq. (1)
admits a ρ-nonuniform exponential contraction in R+ if for some constants λ, D > 0 and a  0
we have
∥∥T (t, s)∥∥De−λ(ρ(t)−ρ(s))+aρ(s), t  s  0.
466 L. Barreira, C. Valls / Journal of Functional Analysis 257 (2009) 464–484Now we consider the perturbed equation (2), where B :R+ →B(X) is a continuous function.
The following statement gives a class of perturbations B(t)v, under which a given ρ-nonuniform
exponential contraction is robust.
Theorem 1. Let A,B :R+ → B(X) be continuous functions such that Eq. (1) admits a ρ-
nonuniform exponential contraction in R+, and ‖B(t)‖  δe−aρ(t)ρ′(t), t  0 with δ < λ/D.
Then Eq. (2) admits a ρ-nonuniform exponential contraction in R+, with
∥∥Tˆ (t, s)∥∥De−(λ−δD)(ρ(t)−ρ(s))+aρ(s), t  s  0, (3)
where Tˆ (t, s) is the evolution operator associated to Eq. (2).
Proof. We consider the set
J = {(t, s) ∈R+ ×R+: t  s},
and the Banach space
C= {U :J →B(X): U is continuous and ‖U‖ < ∞} (4)
with the norm
‖U‖ = sup{∥∥U(t, s)∥∥e−aρ(s): (t, s) ∈ J}. (5)
We define an operator L in the space C by
(LU)(t, s) = T (t, s) +
t∫
s
T (t, τ )B(τ)U(τ, s) dτ
for each U ∈ C. Since
∥∥(LU)(t, s)∥∥ ∥∥T (t, s)∥∥+
t∫
s
∥∥T (t, τ )∥∥ · ∥∥B(τ)∥∥ · ∥∥U(τ, s)∥∥dτ
De−λ(ρ(t)−ρ(s))+aρ(s) + Dδeaρ(s)‖U‖
t∫
s
e−λ(ρ(t)−ρ(τ))ρ′(τ ) dτ
De−λ(ρ(t)−ρ(s))+aρ(s) + Dδ
λ
eaρ(s)‖U‖, (6)
we have
‖LU‖D + Dδ ‖U‖ < ∞,
λ
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we show that for every U1,U2 ∈ C,
‖LU1 − LU2‖ Dδ
λ
‖U1 − U2‖.
Since δ < λ/D, the operator L is a contraction. Hence, there exists a unique function U ∈ C such
that LU = U , which thus satisfies the identity
U(t, s) = T (t, s) +
t∫
s
T (t, τ )B(τ)U(τ, s) dτ
for every t  s  0. By the variation-of-constants formula, we know that U(t, s) = Tˆ (t, s). We
use the following statement to estimate the norm of the operator Tˆ (t, s).
Lemma 1. Given s  0, let x : [s,+∞) → [0,+∞) be a bounded continuous function satisfying
x(t)De−λ(ρ(t)−ρ(s))+aρ(s) + δD
t∫
s
e−λ(ρ(t)−ρ(τ))ρ′(τ )x(τ ) dτ (7)
for every t  s  0. If δ < λ/D, then
x(t)De−(λ−δD)(ρ(t)−ρ(s))+aρ(s), t  s  0. (8)
Proof. Consider the continuous function Φ(t) satisfying
Φ(t) = De−λ(ρ(t)−ρ(s))+aρ(s) + δD
t∫
s
e−λ(ρ(t)−ρ(τ))ρ′(τ )Φ(τ) dτ (9)
for every t  s  0. We can verify that Φ ′ = (δD − λ)ρ′(t)Φ . Furthermore, by (9) we have
Φ(s) = Deaρ(s), and hence,
Φ(t) = Deaρ(s)e(δD−λ)(ρ(t)−ρ(s)).
If z(t) = x(t) −Φ(t), then
z(t) δD
t∫
s
e−λ(ρ(t)−ρ(τ))ρ′(τ )z(τ ) dτ, t  s. (10)
Set z = supts z(t). Since the functions x and Φ are bounded, the number z is finite. It follows
from (10) that
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ts
t∫
s
e−λ(ρ(t)−ρ(τ))ρ′(τ )z(τ ) dτ
 δDz sup
ts
t∫
s
e−λ(ρ(t)−ρ(τ))ρ′(τ ) dτ.
Hence, z  (δD/λ)z, and since δD/λ < 1, we have z  0. This shows that x(t)  Φ(t) for
every t  s  0. 
Now we set x(t) = ‖Tˆ (t, s)‖. Since U ∈ C the function x is bounded. It follows from the first
inequality in (6) that (7) holds. Hence, by (8) we obtain inequality (3). This completes the proof
of the theorem. 
3. Robustness of nonuniform exponential dichotomies
We establish in this section the robustness of nonuniform exponential dichotomies. We say
that Eq. (1) admits a ρ-nonuniform exponential dichotomy in R+ if there exist projections
P(t) :X → X for each t > 0 satisfying
T (t, s)P (s) = P(t)T (t, s), t  s, (11)
and there exist constants λ, D > 0 and a  0 such that
∥∥T (t, s)P (s)∥∥De−λ(ρ(t)−ρ(s))+aρ(s), t  s, (12)
and
∥∥T (t, s)Q(s)∥∥De−λ(ρ(s)−ρ(t))+aρ(s), s  t, (13)
where Q(t) = Id−P(t) for each t > 0.
The following is our main result. Set
a˜ = λ√1 − 2δD/λ and D˜ = D
1 − δD/(a˜ + λ) .
Theorem 2. Let A,B :R+0 → B(X) be continuous functions such that Eq. (1) admits a ρ-
nonuniform exponential dichotomy in R+ with a < λ, and ‖B(t)‖  δe−2aρ(t)ρ′(t), t  0. If δ
is sufficiently small, then Eq. (2) admits a ρ-nonuniform exponential dichotomy in R+, with the
constants λ, D, and a replaced respectively by a˜, 4DD˜, and 2a.
Proof. We consider the set
J = {(t, s) ∈ I × I : t  s},
where I =R+, and the Banach space C in (4).
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U(t, s) = T (t, s)P (s) +
t∫
s
T (t, τ )P (τ)B(τ)U(τ, s) dτ
−
∞∫
t
T (t, τ )Q(τ)B(τ)U(τ, s) dτ. (14)
Moreover, t → U(t, s)ξ , t  s is a solution of Eq. (2) for each ξ ∈ X.
Proof. We proceed in a similar manner to that in the proof of Theorem 1. For the first property,
we show that the operator L defined by
(LU)(t, s) = T (t, s)P (s) +
t∫
s
T (t, τ )P (τ)B(τ)U(τ, s) dτ
−
∞∫
t
T (t, τ )Q(τ)B(τ)U(τ, s) dτ (15)
has a unique fixed point in C. We have
∥∥(LU)(t, s)∥∥ ∥∥T (t, s)P (s)∥∥+
t∫
s
∥∥T (t, τ )P (τ)∥∥ · ∥∥B(τ)∥∥ · ∥∥U(τ, s)∥∥dτ
+
∞∫
t
∥∥T (t, τ )Q(τ)∥∥ · ∥∥B(τ)∥∥ · ∥∥U(τ, s)∥∥dτ
De−λ(ρ(t)−ρ(s))+aρ(s) + Dδeaρ(s)‖U‖
t∫
s
e−λ(ρ(t)−ρ(τ))ρ′(τ ) dτ
+Dδeaρ(s)‖U‖
∞∫
t
e−λ(ρ(τ)−ρ(t))ρ′(τ ) dτ. (16)
Since λ > 0, taking δ sufficiently small, this implies that
‖LU‖D + 2δD
λ
‖U‖ < ∞,
and we have a well-defined operator L :C→ C. Using (15) and proceeding in a similar manner
to that in (16) we obtain
‖LU1 −LU2‖ 2δD ‖U1 −U2‖
λ
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there is a unique U ∈ C such that LU = U .
Finally, we note that the right-hand side of (14) is differentiable in t , and that
∂U(t, s)
∂t
= A(t)T (t, s)P (s) +A(t)
t∫
s
T (t, τ )P (τ)B(τ)U(τ, s) dτ
−A(t)
∞∫
t
T (t, τ )Q(τ)B(τ)U(τ, s) dτ
+ P(t)B(t)U(t, s) + Q(t)B(t)U(t, s)
= A(t)U(t, s) +B(t)U(t, s).
This completes the proof of the lemma. 
Lemma 3. For every t  τ  s in I we have U(t, τ )U(τ, s) = U(t, s).
Proof. Setting
Z(u) = U(u, τ)U(τ, s) −U(u, s),
X(t, u) = T (t, u)P (u)B(u), and Y(t, u) = T (t, u)Q(u)B(u), (17)
we can show in a straightforward manner that
Z(t) =
t∫
τ
X(t, u)Z(u)du −
∞∫
t
Y (t, u)Z(u)du. (18)
For each fixed τ  s in I , we consider the operator N defined by
(NW)(t) =
t∫
τ
X(t, u)W(u)du −
∞∫
t
Y (t, u)W(u)du, (19)
in the Banach space
E= {W : [τ,+∞) →B(X): W is continuous and ‖W‖ < ∞}
with the norm ‖W‖ = sup{‖W(u)‖: u ∈ [τ,+∞)}. By (19) we have
∥∥(NW)(t)∥∥D
t∫
τ
e−λ(ρ(t)−ρ(u))+aρ(u)
∥∥B(u)∥∥ · ∥∥W(u)∥∥du
+D
∞∫
e−λ(ρ(u)−ρ(t))+aρ(u)
∥∥B(u)∥∥ · ∥∥W(u)∥∥du 2δD
λ
‖W‖,
t
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‖NW1 −NW2‖ 2δD
λ
‖W1 −W2‖
for every W1,W2 ∈ E. If δ is sufficiently small, then N is a contraction, and there is a unique
function W ∈ E satisfying (18). Since 0 ∈ E satisfies (18) we must have W = 0. By Lemma 2,
the function Z in (17) is in E, and since it satisfies (18), for every t  τ  s in I we have Z(t) = 0.
This completes the proof of the lemma. 
Now we define linear operators
Pˆ (t) = Tˆ (t,0)U(0,0)Tˆ (0, t) and Qˆ(t) = Id−Pˆ (t) (20)
for each t ∈ I , where Tˆ (t, s) denotes the evolution operator associated to Eq. (2). We show that
Eq. (2) admits a ρ-nonuniform exponential dichotomy with projections Pˆ (t).
Lemma 4. The operator Pˆ (t) is a projection for each t ∈ I , and
Tˆ (t, s)Pˆ (s) = Pˆ (t)Tˆ (t, s), t  s. (21)
Proof. The proof is straightforward using U(0,0)2 = U(0,0), Tˆ (t, t) = Id, and (20). 
Lemma 5. Given s ∈ I , if y : [s,+∞) → X is a bounded solution of Eq. (2) with y(s) = ξ , then
y(t) = T (t, s)P (s)ξ +
t∫
s
T (t, τ )P (τ)B(τ)y(τ ) dτ −
∞∫
t
T (t, τ )Q(τ)B(τ)y(τ ) dτ.
Proof. By the variation-of-constants formula, for each t  s in I we have
P(t)y(t) = T (t, s)P (s)ξ +
t∫
s
T (t, τ )P (τ)B(τ)y(τ ) dτ (22)
and
Q(t)y(t) = T (t, s)Q(s)ξ +
t∫
s
T (t, τ )Q(τ)B(τ)y(τ ) dτ.
Equivalently, the last formula can be written in the form
Q(s)ξ = T (s, t)Q(t)y(t) −
t∫
s
T (s, τ )Q(τ)B(τ)y(τ ) dτ. (23)
Since y(t) is bounded, we have
∥∥T (s, t)Q(t)y(t)∥∥ CDe−λ(ρ(t)−ρ(s))+aρ(t),
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∞∫
s
∥∥T (s, τ )Q(τ)∥∥ · ∥∥B(τ)∥∥ · ‖y(τ)∥∥dτ DδC
∞∫
s
e−λ(ρ(τ)−ρ(s))ρ′(τ ) dτ
= DδC
λ
.
The statement follows from (22), taking limits in (23) when t → +∞. 
Lemma 6. The function [s,+∞) 
 t → Pˆ (t)Tˆ (t, s) is bounded, and for any t  s in I we have
Pˆ (t)Tˆ (t, s) = T (t, s)P (s)Pˆ (s) +
t∫
s
T (t, τ )P (τ)B(τ)Pˆ (τ )Tˆ (τ, s) dτ
−
∞∫
t
T (t, τ )Q(τ)B(τ)Pˆ (τ )Tˆ (τ, s) dτ. (24)
Proof. By Lemma 2, the function t → U(t,0)ξ , t  0 is a solution of Eq. (2) with initial condi-
tion at time zero equal to U(0,0)ξ . Therefore, U(t,0) = Tˆ (t,0)U(0,0). By Lemma 4 (see (21)),
Pˆ (t)Tˆ (t, s) = Tˆ (t, s)Pˆ (s) = Tˆ (t,0)U(0,0)Tˆ (0, s) = U(t,0)Tˆ (0, s). (25)
Again by Lemma 2, for each ξ ∈ X the function
y(t) = Pˆ (t)Tˆ (t, s)ξ = U(t,0)Tˆ (0, s)ξ
is a solution of (2). Furthermore, by the definition of the space C in (4)–(5) this solution is
bounded for t  s, and by (25),
y(s) = U(s,0)Tˆ (0, s)ξ = Pˆ (s)Tˆ (s, s)ξ = Pˆ (s)ξ.
The desired identity follows now readily from Lemma 5. 
Lemma 7. Given s ∈ I , if x : [s,∞) → [0,+∞) is a bounded continuous function satisfying
x(t)De−λ(ρ(t)−ρ(s))+aρ(s)γ + δD
t∫
s
e−λ(ρ(t)−ρ(τ))ρ′(τ )x(τ ) dτ
+ δD
∞∫
t
e−λ(ρ(τ)−ρ(t))ρ′(τ )x(τ ) dτ (26)
for every t  s, then
x(t) D˜γ e−a˜(ρ(t)−ρ(s))+aρ(s), t  s.
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the integral equation
Φ(t) = De−λ(ρ(t)−ρ(s))+aρ(s)γ + δD
t∫
s
e−λ(ρ(t)−ρ(τ))ρ′(τ )Φ(τ) dτ
+ δD
∞∫
t
e−λ(ρ(τ)−ρ(t))ρ′(τ )Φ(τ) dτ (27)
for t  s. We can easily verify that Φ(t) satisfies the differential equation
z′′ − ρ
′′(t)
ρ′(t)
z′ − λ2(1 − θ)(ρ′(t))2z = 0 (28)
with θ = 2δD/λ. Setting a˜ = λ√1 − θ , the function z(t) = e−a˜ρ(t) is a bounded solution of
Eq. (28). Therefore, Φ(t) = Φ(s)e−a˜(ρ(t)−ρ(s)). Furthermore, by (27), substituting Φ(t) and set-
ting t = s, we obtain
Φ(s) = Deaρ(s)γ + δDΦ(s)
∞∫
s
e−(λ+a˜)(ρ(τ)−ρ(s))ρ′(τ ) dτ
= Deaρ(s)γ +Φ(s) δD
λ + a˜ .
Since λ+ a˜ > 0, this yields
Φ(s) = D
1 − δD/(a˜ + λ)e
aρ(s)γ,
and Φ(t) = D˜γ e−a˜(ρ(t)−ρ(s))+aρ(s). Now we set z(t) = x(t)−Φ(t) for t  s. It follows from (26)
and (27) that
z(t) δD
t∫
s
e−λ(ρ(t)−ρ(τ))ρ′(τ )z(τ ) dτ + δD
∞∫
t
e−λ(ρ(τ)−ρ(t))ρ′(τ )z(τ ) dτ.
Set also z = supts z(t). Since the functions x and Φ are bounded, z is finite, and taking the
supremum in the above inequality we obtain
z δDz sup
ts
t∫
s
e−λ(ρ(t)−ρ(τ))ρ′(τ ) dτ + δDz sup
ts
∞∫
t
e−λ(ρ(τ)−ρ(t))ρ′(τ ) dτ.
Hence, z θz. We have z 0 for any sufficiently small δ, and thus x(t)Φ(t) for t  s. 
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y(t)De−λ(ρ(s)−ρ(t))+aρ(s)γ + δD
t∫
0
e−λ(ρ(t)−ρ(τ))ρ′(τ )y(τ ) dτ
+ δD
s∫
t
e−λ(ρ(τ)−ρ(t))ρ′(τ )y(τ ) dτ (29)
for every t ∈ (0, s], then
y(t) D˜γ e−a˜(ρ(s)−ρ(t))+aρ(s), t ∈ (0, s].
Proof. Proceeding in a similar manner to that in the proof of Lemma 7 we show that y(t) Ψ (t),
where Ψ (t) is any bounded continuous function satisfying
Ψ (t) = De−λ(ρ(s)−ρ(t))+aρ(s)γ + δD
t∫
0
e−λ(ρ(t)−ρ(τ))ρ′(τ )Ψ (τ) dτ
+ δD
s∫
t
e−λ(ρ(τ)−ρ(t))ρ′(τ )Ψ (τ) dτ
for t  s. Note first that Ψ (t) also satisfies the differential equation (28). Substituting Ψ (t) =
Ψ (s)e−a˜(ρ(s)−ρ(t)) in the above identity and setting t = s we obtain
Ψ (s) = Deaρ(s)γ + δDΨ (s)
s∫
0
e−(λ+a˜)(ρ(s)−ρ(τ))ρ′(τ ) dτ
Deaρ(s)γ + Ψ (s) δD
λ + a˜ .
Hence,
Ψ (s) D
1 − δD/(λ + a˜) e
aρ(s)γ,
and Ψ (t) Ψ (s)e−a˜(ρ(s)−ρ(t)). Proceeding in a similar manner to that in Lemma 7 we find that
y(t) Ψ (t) D˜γ e−a˜(ρ(s)−ρ(t))+aρ(s).
This completes the proof of the lemma. 
Now we establish norm bounds for Tˆ (t, s).
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∥∥Tˆ (t, s) ∣∣ Im Pˆ (s)∥∥ D˜e−a˜(ρ(t)−ρ(s))+aρ(s).
Proof. Let ξ ∈ X. Setting x(t) = ‖Pˆ (t)Tˆ (t, s)ξ‖ for t  s, and γ = ‖Pˆ (s)ξ‖ it follows from
Lemma 6 and (12)–(13) that the function x is bounded, and satisfies inequality (26). Therefore,
by Lemma 7,
∥∥Pˆ (t)Tˆ (t, s)ξ∥∥ D˜e−a˜(ρ(t)−ρ(s))+aρ(s)∥∥Pˆ (s)ξ∥∥, t  s.
By Lemma 4 we have
Pˆ (t)Tˆ (t, s) = Tˆ (t, s)Pˆ (s) = Tˆ (t, s)Pˆ (s)Pˆ (s),
and hence, setting η = Pˆ (s)ξ ,
∥∥Tˆ (t, s)Pˆ (s)η∥∥ D˜e−a˜(ρ(t)−ρ(s))+aρ(s)‖η‖, t  s.
This establishes the desired inequality. 
Lemma 10. For every t ∈ [0, s] we have
∥∥Tˆ (t, s) ∣∣ Im Qˆ(s)∥∥ D˜e−a˜(ρ(s)−ρ(t))+aρ(s).
Proof. Proceeding in a similar manner to that for (24), we can show that for t  s,
Qˆ(t)Tˆ (t, s) = T (t, s)Q(s)Qˆ(s) +
t∫
0
T (t, τ )P (τ)B(τ)Qˆ(τ )Tˆ (τ, s) dτ
−
s∫
t
T (t, τ )Q(τ)B(τ)Qˆ(τ )Tˆ (τ, s) dτ. (30)
Now let ξ ∈ X, and set y(t) = ‖Tˆ (t, s)Qˆ(s)ξ‖ for t  s, and γ = ‖Qˆ(s)ξ‖. The function y
satisfies inequality (29). Using Lemma 8 and proceeding in a similar manner to that in the proof
of Lemma 9 we obtain the desired inequality. 
We showed that there exist projections Pˆ (t) (see (20)) leaving invariant the evolution operator
Tˆ (t, s) (see Lemma 4), and satisfying the norms bounds in Lemmas 9 and 10. It remains to obtain
exponential bounds for the norms of the projections Pˆ (t) and Qˆ(t).
Lemma 11. Provided that δ is sufficiently small, for any t ∈ I we have
∥∥Pˆ (t)∥∥ 4Deaρ(t) and ∥∥Qˆ(t)∥∥ 4Deaρ(t). (31)
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Q(t)Pˆ (t) = −
∞∫
t
T (t, τ )Q(τ)B(τ)Pˆ (τ )Tˆ (τ, t) dτ. (32)
By Lemma 9 and Lemma 4 (see (21)), for τ  t we have
∥∥Pˆ (τ )Tˆ (τ, t)∥∥ D˜e−a˜(ρ(τ )−ρ(t))+aρ(t)∥∥Pˆ (t)∥∥. (33)
By (32), using (13) we obtain
∥∥Q(t)Pˆ (t)∥∥ δDD˜∥∥Pˆ (t)∥∥
∞∫
t
e−λ(ρ(τ)−ρ(t))+aρ(τ)e−2aρ(τ)e−a˜(ρ(τ )−ρ(t))+aρ(t)ρ′(τ ) dτ
 δDD˜
∥∥Pˆ (t)∥∥
∞∫
t
e−(λ+a˜−a)(ρ(τ)−ρ(t))ρ′(τ ) dτ = DD˜δ
λ+ a˜ − a
∥∥Pˆ (t)∥∥, (34)
since λ > a. Similarly, it follows from (30) with t = s that
P(t)Qˆ(t) =
t∫
0
T (t, τ )P (τ)B(τ)Qˆ(τ )Tˆ (τ, t) dτ. (35)
By Lemma 10, for τ  t we have
∥∥Qˆ(τ )Tˆ (τ, t)∥∥ D˜e−a˜(ρ(t)−ρ(τ))+aρ(t)∥∥Qˆ(t)∥∥. (36)
By (35), using (12) we obtain
∥∥P(t)Qˆ(t)∥∥ δDD˜∥∥Qˆ(t)∥∥
t∫
0
e−λ(ρ(t)−ρ(τ))+aρ(τ)e−2aρ(τ)e−a˜(ρ(t)−ρ(τ))+aρ(t)ρ′(τ ) dτ
 δDD˜
∥∥Qˆ(t)∥∥
t∫
0
e−(λ+a˜−a)(t−τ)ρ′(τ ) dτ = DD˜δ
λ+ a˜ − a
∥∥Qˆ(t)∥∥. (37)
Now observe that
Pˆ (t)− P(t) = Q(t)Pˆ (t)− P(t)Qˆ(t).
It follows from (34) and (37) that
∥∥Pˆ (t)− P(t)∥∥ δDD˜ (∥∥Pˆ (t)∥∥+ ∥∥Qˆ(t)∥∥). (38)
λ+ a˜ − a
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∥∥P(t)∥∥Deaρ(t) and ∥∥Q(t)∥∥Deaρ(t).
It follows from (38) that
∥∥Pˆ (t)∥∥ ∥∥Pˆ (t)− P(t)∥∥+ ∥∥P(t)∥∥
 δDD˜
λ + a˜ − a
(∥∥Pˆ (t)∥∥+ ∥∥Qˆ(t)∥∥)+Deaρ(t),
and since ‖Qˆ(t)− Q(t)‖ = ‖Pˆ (t)− P(t)‖ we also have
∥∥Qˆ(t)∥∥ ∥∥Pˆ (t)− P(t)∥∥+ ∥∥Q(t)∥∥
 δDD˜
λ + a˜ − a
(∥∥Pˆ (t)∥∥+ ∥∥Qˆ(t)∥∥)+Deaρ(t).
Therefore,
∥∥Pˆ (t)∥∥+ ∥∥Qˆ(t)∥∥ 2δDD˜
λ + a˜ − a
(∥∥Pˆ (t)∥∥+ ∥∥Qˆ(t)∥∥)+ 2Deaρ(t),
and
(
1 − 2δDD˜
λ + a˜ − a
)(∥∥Pˆ (t)∥∥+ ∥∥Qˆ(t)∥∥) 2Deaρ(t).
Taking δ sufficiently small so that 2δDD˜/(λ + a˜ − a) 1/2 we obtain
∥∥Pˆ (t)∥∥+ ∥∥Qˆ(t)∥∥ 4Deaρ(t).
This yields the desired inequalities. 
Combining (33) with (31) we find that for τ  t ,
∥∥Pˆ (τ )Tˆ (τ, t)∥∥ D˜e−a˜(ρ(τ )−ρ(t))+aρ(t)∥∥Pˆ (t)∥∥ 4DD˜e−a˜(ρ(τ )−ρ(t))+2aρ(t).
Similarly, combining (36) with (31) we find that for τ  t ,
∥∥Qˆ(τ )Tˆ (τ, t)∥∥ D˜e−a˜(ρ(t)−ρ(τ))+aρ(t)∥∥Qˆ(t)∥∥ 4DD˜e−a˜(ρ(t)−ρ(τ))+2aρ(t).
This completes the proof of the theorem. 
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We consider in this section the case of nonuniform exponential dichotomies in R and we
establish a corresponding robustness result.
Consider an increasing differentiable function ρ :R → R with ρ(0) = 0 such that
ρ(−t) = −ρ(t) for every t ∈ R. For a continuous function A :R→ B(X), we say that Eq. (1)
admits a ρ-nonuniform exponential dichotomy in R if there exist projections P(t) :X → X for
each t ∈R satisfying (11), and there exist constants λ, D > 0 and a  0 such that
∥∥T (t, s)P (s)∥∥De−λ(ρ(t)−ρ(s))+a|ρ(s)|, t  s,
and
∥∥T (t, s)Q(s)∥∥De−λ(ρ(s)−ρ(t))+a|ρ(s)|, s  t,
where Q(t) = Id−P(t) for each t ∈R.
Theorem 3. Let A,B :R → B(X) be continuous functions such that Eq. (1) admits a ρ-
nonuniform exponential dichotomy in R with a < λ, and ‖B(t)‖  δe−2a|ρ(t)|ρ′(t), t ∈ R. If δ
is sufficiently small, then Eq. (2) admits a ρ-nonuniform exponential dichotomy in R, with the
constants λ, D, and a replaced respectively by a˜, 4DD˜, and 2a.
Proof. Repeating the proof of Theorem 2 with I =R yields the following statement.
Lemma 12. There exist projections P+(t) for t ∈R such that
P+(t)Tˆ (t, s) = Tˆ (t, s)P+(s)
for every t, s ∈R,
∥∥Tˆ (t, s) ∣∣ ImP+(s)∥∥ D˜e−a˜(ρ(t)−ρ(s))+a|ρ(s)|, t  s, (39)
and
∥∥Tˆ (t, s) ∣∣ ImQ+(s)∥∥ D˜e−a˜(ρ(s)−ρ(t))+a|ρ(s)|, 0 t  s,
where Q+(s) = Id−P+(s) for each s ∈R.
A simple modification of the proof of Theorem 2 corresponding to reverse the time in the
notion of dichotomy yields the following statement.
Lemma 13. There exist projections P−(t) for t ∈R such that
P−(t)Tˆ (t, s) = Tˆ (t, s)P−(s)
for every t, s ∈R,
∥∥Tˆ (t, s) ∣∣ ImQ−(s)∥∥ D˜e−a˜(ρ(s)−ρ(t))+a|ρ(s)|, t  s, (40)
L. Barreira, C. Valls / Journal of Functional Analysis 257 (2009) 464–484 479and
∥∥Tˆ (t, s) ∣∣ ImP−(s)∥∥ D˜e−a˜(ρ(t)−ρ(s))+a|ρ(s)|, 0 t  s,
where Q−(s) = Id−P(s) for each s ∈R.
The projections in Lemma 13 are construct setting
Q−(t) = Tˆ (t,0)V (0,0)Tˆ (0, t),
where V (t, s) is the unique solution of the equation
V (t, s) = T (t, s)Q(s) −
s∫
t
T (t, τ )Q(τ)B(τ)V (τ, s) dτ
+
t∫
−∞
T (t, τ )P (τ)B(τ)V (τ, s) dτ (41)
in the space of continuous functions
V :
{
(t, s) ∈R×R: t  s}→B(X)
with the norm
‖V ‖ = sup{∥∥V (t, s)∥∥e−a|ρ(s)|: t  s}< ∞.
We have also the identities
P(0)P+(0) = P(0), P+(0)P (0) = P+(0), (42)
and
Q(0)Q−(0) = Q(0), Q−(0)Q(0) = Q−(0). (43)
Indeed, setting t = s = 0 in (14) we obtain
P+(0) = P(0)−
∞∫
0
T (0, τ )Q(τ)B(τ)U(τ,0) dτ,
which yields the first identity in (42). The second identity in (42) follows from reversing the roles
of T and Tˆ . The identities in (43) can be obtained in a similar manner.
Lemma 14. If δ is sufficiently small, then the operator S = P+(0)+ Q−(0) is invertible.
480 L. Barreira, C. Valls / Journal of Functional Analysis 257 (2009) 464–484Proof. By (43) we also have P(0)P−(0) = P−(0). Together with (42) this implies that
P+(0)+Q−(0) − Id = P+(0) − P(0)+ P(0)− P−(0)
= P+(0) − P(0)P+(0)+ P(0) − P(0)P−(0)
= Q(0)P+(0) + P(0)Q−(0).
By (41) we have
P(0)Q−(0) = P(0)V (0,0) = −
0∫
−∞
T (0, τ )P (τ)B(τ)V (τ,0) dτ,
and by Lemma 2,
Q(0)P+(0) = Q(0)U(0,0) = −
∞∫
0
T (0, τ )Q(τ)B(τ)U(τ,0) dτ.
On the other hand,
∥∥U(t,0)∥∥ ∥∥T (t,0)P (0)∥∥+
t∫
0
∥∥T (t, τ )P (τ)∥∥ · ∥∥B(τ)∥∥ · ∥∥U(τ,0)∥∥dτ
+
∞∫
t
∥∥T (t, τ )Q(τ)∥∥ · ∥∥B(τ)∥∥ · ∥∥U(τ,0)∥∥dτ
De−λρ(t) + Dδ
t∫
0
e−λ(ρ(t)−ρ(τ))ρ′(τ ) · ∥∥U(τ,0)∥∥dτ
+Dδ
∞∫
t
e−λ(ρ(τ)−ρ(t))ρ′(τ ) · ∥∥U(τ,0)∥∥dτ.
Setting x(t) = ‖U(t,0)‖ and γ = 1, it follows from Lemma 7 that
∥∥U(t,0)∥∥ D˜e−a˜ρ(t), t  0. (44)
Analogously,
∥∥V (t,0)∥∥ ∥∥T (t,0)Q(0)∥∥+
0∫ ∥∥T (t, τ )Q(τ)∥∥ · ∥∥B(τ)∥∥ · ∥∥V (τ,0)∥∥dτt
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t∫
−∞
∥∥T (t, τ )P (τ)∥∥ · ∥∥B(τ)∥∥ · ∥∥V (τ,0)∥∥dτ
Deλρ(t) +Dδ
0∫
t
e−λ(ρ(τ)−ρ(t))ρ′(τ ) · ∥∥V (τ,0)∥∥dτ
+Dδ
t∫
−∞
e−λ(ρ(t)−ρ(τ))ρ′(τ ) · ∥∥V (τ,0)∥∥dτ.
It follows from a slight modification of the proof of Lemma 8 (for functions in the interval
(−∞, s]) that
∥∥V (t,0)∥∥ D˜ea˜ρ(t), t  0. (45)
By (44) and (45) we obtain
∥∥Pˆ+(0)+ Qˆ−(0)− Id∥∥
∞∫
0
∥∥T (0, τ )Q(τ)∥∥ · ∥∥B(τ)∥∥ · ∥∥U(τ,0)∥∥dτ
+
0∫
−∞
∥∥T (0, τ )P (τ)∥∥ · ∥∥B(τ)∥∥ · ∥∥V (τ,0)∥∥dτ
 δDD˜
∞∫
0
e−(λ+a˜)ρ(τ )ρ′(τ ) dτ + δDD˜
0∫
−∞
e(λ+a˜)ρ(τ )ρ′(τ ) dτ
 2δDD˜|λ + a˜| .
Hence, for any sufficiently small δ, the operator S is invertible. 
For each t ∈R we set
P˜ (t) = Tˆ (t,0)SP (0)S−1Tˆ (0, t).
We have
P˜ (t)2 = Tˆ (t,0)P˜ (0)2Tˆ (0, t) = Tˆ (t,0)SP (0)2S−1Tˆ (0, t) = P˜ (t),
and P˜ (t) is a projection for each t ∈R. Furthermore,
Tˆ (t, s)P˜ (s) = Tˆ (t,0)SP (0)S−1Tˆ (0, s) = P˜ (t)Tˆ (t, s). (46)
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SP (0) = P+(0)P (0) + Q−(0)P (0) = P+(0),
and
SQ(0) = P+(0)Q(0) + Q−(0)Q(0) = Q−(0).
Therefore, setting
S(t) = Tˆ (t,0)STˆ (0, t) = P+(t)+Q−(t),
we obtain
P˜ (t)S(t) = Tˆ (t,0)SP (0)S−1STˆ (0, t)
= Tˆ (0, t)SP (0)Tˆ (0, t) = P+(t),
and thus also Q˜(t)S(t) = Q−(t), where Q˜(t) = Id−P˜ (t). Therefore,
Im P˜ (t) ⊃ ImP+(t) and Im Q˜(t) ⊃ ImQ−(t).
Since S(t) is invertible, we have in fact
Im P˜ (t) = ImP+(t) and Im Q˜(t) = ImQ−(t).
By (39), for t  s we obtain
∥∥Tˆ (t, s)P˜ (s)∥∥ ∥∥Tˆ (t, s) ∣∣ Im P˜ (s)∥∥ · ∥∥P˜ (s)∥∥
= ∥∥Tˆ (t, s) ∣∣ ImP+(s)∥∥ · ∥∥P˜ (s)∥∥
 D˜e−a˜(ρ(t)−ρ(s))+a|ρ(s)|
∥∥P˜ (s)∥∥. (47)
Similarly, it follows from (40) that for t  s,
∥∥Tˆ (t, s)Q˜(s)∥∥ ∥∥Tˆ (t, s) ∣∣ ImQ−(s)∥∥ · ∥∥P˜ (s)∥∥
 D˜e−a˜(ρ(s)−ρ(t))+a|ρ(s)|
∥∥Q˜(s)∥∥. (48)
Lemma 15. Provided that δ is sufficiently small, for each t ∈R we have
∥∥P˜ (t)∥∥ 4Dea|ρ(t)| and ∥∥Q˜(t)∥∥ 4Dea|ρ(t)|.
Proof. By (47), given ξ ∈ X the function y(t) = Tˆ (t, s)P˜ (s)ξ , t  s is bounded. Since
y(s) = P˜ (s)ξ , it follows from Lemma 5 and (46) that for t  s,
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t∫
s
T (t, τ )P (τ)B(τ)P˜ (τ )Tˆ (τ, s) dτ
−
∞∫
t
T (t, τ )Q(τ)B(τ)P˜ (τ )Tˆ (τ, s) dτ.
Setting t = s, since Q(t) = Id−P(t) we obtain
Q(t)P˜ (t) = −
∞∫
t
T (t, τ )Q(τ)B(τ)P˜ (τ )Tˆ (τ, t) dτ.
Proceeding as in (34) and using (46) and (47), we obtain
∥∥Q(t)P˜ (t)∥∥ DD˜δ
λ + a˜ − a
∥∥P˜ (t)∥∥.
Similarly, by (48), given ξ ∈ X the function y(t) = Tˆ (t, s)Q˜(s)ξ , t  s is bounded. Proceed-
ing in a similar manner to that in the proof of Lemma 5 we find that for t  s,
Q˜(t)Tˆ (t, s) = T (t, s)Q(s)Q˜(s) −
t∫
s
T (t, τ )Q(τ)B(τ)Q˜(τ )Tˆ (τ, s) dτ
+
t∫
−∞
T (t, τ )P (τ)B(τ)Q˜(τ )Tˆ (τ, s) dτ.
Setting t = s we obtain
P(t)Q˜(t) =
t∫
−∞
T (t, τ )P (τ)B(τ)Q˜(τ )Tˆ (τ, t) dτ,
and it follows from (48) and (46) that for τ  t ,
∥∥P(t)Q˜(t)∥∥ DD˜δ
λ+ a˜ − a
∥∥Q˜(t)∥∥.
Moreover,
P˜ (t) − P(t) = Q(t)P˜ (t)− P(t)Q˜(t).
The desired statement can now be obtained by repeating arguments in the proof of Lemma 11,
replacing Pˆ (t) by P˜ (t) and Qˆ(t) by Q˜(t). 
The theorem follows now readily from (47), (48), and Lemma 15. 
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