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Resumo
Neste trabalho estamos interessados em dois tipos de processos. Primeiro, em processos
onde uma barreira de semipermeabilidade divide o espaço de estados, produzindo uma
difusão assimétrica em cada lado. E segundo, aqueles que apresentam uma distribuição
marginal assimétrica e caudas pesadas. O interesse de trabalhar neste tipo de problemas
surge no contexto de modelagem de dados temporais como, por exemplo, preços de ativos,
dados climáticos, dados temporais bidimensionais, etc. Em particular, trabalhamos com
métodos MCMC e Bayesianos livres de verossimilhança. Este último é aplicado a modelos
onde a função de verossimilhança é analiticamente intratável ou computacionalmente
proibitiva. Apresentamos inferências bayesianas sobre os parâmetros envolvidos nesses tipos
de processos. Além disso, discutimos o comportamento assintótico de alguns estimadores
bayesianos para os parâmetros. Validamos as inferências obtidas através de conjuntos de
dados simulados e dados reais.
Palavras-chave: Inferencia bayesiana. processos assimétricos. livre de verossimilhança.
Abstract
In this work we have interest in two classes of processes. First, in processes where a
semi-permeable barrier splits the state space, producing a skewed diffusion that can have
different rates on each side. And second, those that have distributional asymmetry and
heavy tails. The interest to work in this type of problems arises in the context of temporal
data modeling for example; options prices, climate data, temporary two-dimensional
data, etc. In particular, we work with MCMC and likelihood-free Bayesian methods. The
latter is applied to models where the likelihood function is analytically intractable or
computationally prohibitive. We present Bayesian inferences about the parameters involved
in these classes of processes. In addition, we discuss the asymptotic behavior of some
Bayesian estimators for the parameters. We validate the inferences through simulated
datasets and real data.
Keywords: Bayesian inference. asymmetric processes. free of likelihood.
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Introdução
Ao analisar conjuntos de dados temporários a partir de uma variável contínua,
um processo de difusão pode ser apropriado sob certas condições na distribuição dos
incrementos, e tem sido de interesse para vários estudos na última década. O interesse de
trabalhar com esse tipo de modelo surge no contexto da modelagem de dados temporários,
como, por exemplo, gestão de risco de seguro, (HURST; PLATEN, 1997; WAGNER,
2008), preços dos ativos, turbulências financeiras, (HEYDE; LEONENKO, 2005), em
processos de ruído e mistura indeterminada (BARNDORFF-NIELSEN, 1977), em outros.
Tais fenômenos são observados no tempo e tem a particularidade de que a distribuição
marginal tem caudas pesadas.
Neste trabalho estamos interessados em processos onde uma barreira semi-
permeável divide o espaço de estados, produzindo uma difusão assimétrica que pode ter
taxas diferentes em cada lado (HARRISON; SHEPP, 1981a), este processo é chamado
movimento Browniano assimétrico (sBm). Outra motivação deste projeto é trabalhar
com o processo “Movimento Browniano geométrico com atividade do tempo Fractal ”
(FATGBM) que apresenta, por um lado, assimetria na distribuição dos incrementos e por
outro lado caudas pesadas (HEYDE, 1999; HEYDE; GAY, 2002; HEYDE et al., 2001;
BARNDORFF-NIELSEN et al., 2002).
É discutido o comportamento assintótico de algumas inferências bayesianas
para o processo sBm. O análise proposto é validada por meio de simulações. Até o momento,
na literatura específica, o único resultado é o análise assintótico do estimador de máxima
verossimilhança, sob a hipótese de assimetria nula, representando um movimento Brow-
niano padrão (LEJAY; MORDECKI; TORRES, 2014). Além disso, algumas inferências
bayesianas são discutidas em um tipo de processo gerado a partir de uma generalização do
movimento browniano e de processos de Lévy.
A estimação dos parâmetros da distribuição de probabilidade marginal usando
técnicas de verossimilhança livre, permite aproximar a distribuição a posteriori de cada
um dos parâmetros com base nos dados observados e nas funções de distribuição a
priori. Tais técnicas são aplicadas em contextos onde as funções de verossimilhança são
analiticamente inviáveis ou computacionalmente complexas para avaliar. Estes métodos
tentam de evitar a avaliação explícita da verossimilhança, ver por exemplo (BEAUMONT;
ZHANG; BALDING, 2002) e (RATMANN et al., 2009). Existem diferentes propostas
destes métodos entre as mais importantes: ABC (Cálculo Bayesiano Aproximado), ABC-
MCMC proposto por (MARJORAM et al., 2003) e ABC-PRC proposto por (SISSON;
FAN; TANAKA, 2007).
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A primeira parte do trabalho consistiu na definição dos processos estocásticos
em questão e nas propriedades associadas a eles. Esses resultados permitiram estabelecer
um modelo probabilístico e uma família paramétrica bem definida para os problemas
abordados.
A segunda parte do trabalho tem como objetivo inferências para as famílias
anteriores, em particular, utilizando métodos de inferência bayesiana e verossimilhança
livre para a construção de estimadores e testes de hipóteses. Estas ferramentas foram
validadas através de simulações e aplicações para conjuntos de dados reais.
Organização do trabalho
O documento está organizado da seguinte forma. O capítulo 1 apresenta
elementos matemáticos fundamentais. O capítulo 2 fornece a configuração dos modelos,
propriedades e as definições básicas. O capítulo 3 mostra elementos fundamentais da
inferência bayesiana, bem como algoritmos livres verossimilhança. O capítulo 4 apresenta
uma análise baseada em simulações sobre o comportamento assintótico dos estimadores
bayesianos propostos para o movimento browniano assimétrico, além de aproximações
numéricas, análise de dados reais e discussão sobre alguns aspectos dos resultados obtidos.
Finalmente, o capítulo 5 apresenta os resultados obtidos ao estimar os parâmetros do
processo FATGBM por meio de métodos de verossimilhança livre.
Parte I
Elementos fundamentais
18
1 Preliminares
Neste capítulo, apresenta fundamentos matemáticos relevantes, que permitem a
construção de processos e análise de propriedades expostas no seguimento do trabalho. Para
um tratamento completo dos tópicos expostos, veja por exemplo (JACOD; PROTTER,
2004; MÖRTERS; PERES, 2010; DURRETT, 2010; RESNICK, 2013)
1.0.1 Probabilidade
Uma σ´álgebra F é uma classe não vazia de subconjuntos de Ω fechado para
complementação, uniões e intersecções contábeis. Os postulados mínimos para F seja uma
σ´álgebra são:
1. φ P F .
2. Se Ac P F , então A P F .
3. Se tAnunPN Ă F , então
ď
iPN
Ai P F .
O par pΩ,Fq é chamado espaço mensurável e cada A P F é chamado conjunto mensurável.
Uma σ´álgebra de particular interesse é a σ´álgebra de Borel de um conjunto Ω, a
qual é o menor das σ´álgebra que contém a topologia de Ω e é denotada por BpΩq. Se
considerarmos pΩ,Fq um espaço mensurável. Diremos que µ : F ÝÑ R, é uma medida
sobre pΩ,Fq se verifica:
Se tAnunPN Ă F tal que Ai X Aj ‰ φ con i ‰ j, então,
µ
˜ď
iPN
Ai
¸
“
ÿ
iPN
µpAiq.
Em particular,
• Se µ é uma medida sobre pΩ,Fq e também µpΩq “ 1, então é dito que é uma medida
de probabilidade sobre pΩ,Fq e é denotada por P.
• Por outro lado, seja A “ pa1, b1q ˆ pa2, b2q ˆ .. ˆ pan, bnq Ă R, onde para cada
i “ 1, ..., n, ´8 ă ai ă bi ă `8, diremos que a medida µ definida sobre pRn,BpRnqq
é a medida de Lebesgue se
µpAq “
nź
i“1
pbi ´ aiq.
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Se P é uma medida de probabilidade sobre pΩ,Fq, diremos que pΩ,F ,Pq é um espaço de
probabilidade e os conjuntos A que pertencem à σ´álgebra F são chamados de eventos.
Suponhamos que pΩ,F ,Pq é um espaço de probabilidade e pΩ1,F 1q é um espaço mensurável.
Diremos que a aplicação X : Ω Ñ Ω1 é uma variável aleatória se verifica tX P Au P F para
tudo A1 P F , isto é, se X é F ´ F 1 mensurável.
Se considerarmos X uma variável aleatória de pΩ,F ,Pq sobre pΩ1,F 1q, é possível induzir
uma medida de probabilidade em pΩ1,F 1q, se considerarmos a seguinte relação
P tX P Au “ PXpAq A P F 1.
Esta medida é chamada distribuição da variável aleatória X e
EpXq “
ż
Ω
X dP “
ż
Ω1
x dPX ,
é a esperança de X. Sejam X, Y variáveis aleatórias em um espaço de probabilidade
pΩ,F ,Pq diremos que são identicamente distribuídas se para cada evento A na σ´álgebra
F verifica
PXpAq “ PY pAq
e é denotado por X d“ Y . Seja pΩ,F ,Pq um espaço de probabilidade. Uma medida µ
sobre pΩ,Fq se diz que é absolutamente contínua em relação a P se para todo conjunto
mensurável A P F tal que PpAq “ 0, implica µpAq “ 0. Diremos que µ é uma medida
σ´finita sobre pΩ,Fq, se existe uma sucessão tAnunPN Ă F tal que Ω “ YiPNAi e além
disso µpAiq ă 8, para cada n P N. O próximo resultado é conhecido como o teorema de
Radon-Nicodym e a demonstração pode ser encontrada em (HALMOS, 2017).
Teorema 1. Suponhamos µ uma medida σ´finita, tal que µ é absolutamente contínua
em relação a P. Então existe uma função mensurável g : Ω Ñ R`, tal que para tudo A P F
verifica-se
PpAq “
ż
A
g dµ.
Esta função g é comumente denotado por dP
dµ
e é chamado derivada de Radon-
Nikodym de P com respeito a µ. Se PX é a distribuição da variável aleatória X sobre
um espaço de probabilidade pΩ,F ,Pq e µ uma medida σ´finita sobre pΩ,Fq, define-se a
densidade de X por:
pX “ dPX
dµ
.
Em particular, se a distribuição de uma variável aleatória X é absolutamente contínua em
relação à medida de Lebesgue, então,
pX “ dPX
dx
,
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e verifica
P pX ď xq “ PXpp´8, xsq “
ż t
´8
pXptqdt.
A relação acima, é chamada a Função de Distribuição Cumulativa. Todas as distribuições
vistas neste trabalho são absolutamente contínuas em relação à medida de Lebesgue.
1.0.2 Lei dos Grandes Números
Seja tXiui“1,...,n uma sucessão de variáveis aleatórias definidas no mesmo espaço
de probabilidade pΩ,F ,Pq, diz-se que convergem quase certamente para a variável aleatória
X se
P
´!
ω P Ω : Xnpωq nÑ8ÝÝÝÑ Xpωq
)¯
“ 1,
e é denotado por, Xn c.s.ÝÝÑ X.
Um teorema que determina a convergência quase-segura de
Sn
n
“ 1
n
nÿ
i“1
Xi,
é a lei forte dos grandes números. La demostración puede ser encontrada en (JACOD;
PROTTER, 2004).
Teorema 2. Seja tXnuną1 uma sucessão de variáveis aleatórias independentes, distribuídas
identicamente e definidas no mesmo espaço de probabilidade. Então,
Sn
n
c.s.ÝÝÑ µ, (1.1)
se e somente se
EpXjq “ µ ă 8,
para tudo j.
O teorema 2 permite o método não-determinístico de aproximação de integrais
conhecido como Método de Monte Carlo, que permite aproximar a integral
I “
ż
A
hpxqdx, (1.2)
utilizando simulações x1, x2, ..., xN provenientes de uma conveniente função de densidade
pX , então aproximar I por meio de
pI “ 1
N
Nÿ
i“1
hpxiq
pXpxiq ,
que, pela lei dos grandes números
1
N
Nÿ
i“1
hpxiq
pXpxiq
c.s.ÝÝÑ EpX
ˆ
hpxq
pXpXq
˙
“ I.
O método de Monte Carlo, ao contrário dos métodos determinísticos, é útil quando a
dimensão de A em (1.2) é grande.
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1.0.3 Processos Estocásticos
Na teoria da probabilidade, um processo estocástico é uma sucessão de variáveis
aleatórias que evoluem de acordo com outra variável, geralmente o tempo. Cada uma das
variáveis aleatórias no processo tem sua própria função de distribuição de probabilidade e
pode ou não estar correlacionada entre elas.
Seja T ‰ φ um conjunto de índices, diremos que a sucessão tXtutPT é um
processo estocástico sobre o espaço de probabilidade pΩ,F ,Pq se Xt é uma variável
aleatória para cada t P T .
Se considerarmos pT,FT q um espaço mensurável. À função
tÑ Xt,
é chamada de trajetória do processo estocástico tXtutPT . Como tXt : t P T u é um processo
aleatório com espaço de estado S Ă R e o conjunto de índices T é o conjunto N ou
r0,8q, em cujo caso T é interpretado como espaço de tempo discreto e tempo contínuo,
respectivamente. No que se segue, vamos considerar T Ď R.
Definição 1. Seja o processo estocástico tXtutPT , então
(i) X tem incrementos estacionários se para s, t P T com s ď t, o incremento
Xt ´Xs tem a mesma distribuição que Xpt´sq.
(ii) X tem incrementos independientes se para t0, t1, t2, ..., tn P T com t0 ă t1 ă
t2 ă ... ă tn , os incrementos Xt0 , Xt1 ´Xt0 , ..., Xtn ´Xtn´1 são independentes.
Processos estocásticos com incrementos estacionários e independentes são o
coração do conceito de infinita divisibilidade que é análogo ao passeio aleatório que começa
no tempo zero,
Xt “
ż t
0
dYt.
O processo Xptq é infinitamente divisível se satisfiz a definição 1 e adicionalmente satisfaz
a condição de continuidade em probabilidade e inicialização zero, isto é,
Xs`t
PÝÑ Xs, cuando tÑ 0, X0 “ 0, @ t, s ě 0.
1.0.3.1 Movimento Browniano
Diremos que o processo estocástico tBtutą0 sobre o espaço de probabilidade
pΩ,F ,Pq é um Movimento Browniano se verifica:
1. B0 “ x quase certamente, isto é, PpB0 “ xq “ 1, com x P R;
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2. tBtutą0 tem incrementos independentes;
3. Para tudo t ě 0 e h ą 0, Bt`h ´Bt „ Np0, hq;
4. tÑ Bt é contínua quase-certeza.
Se x “ 0, diz-se que tBtutą0 é um Movimento Browniano padrão. Algumas propriedades
do processo são:
1. A esperança do processo é:
EpBtq “ 0. (1.3)
2. A variância, para o movimento browniano, em cada tempo t, é
V arpBtq “ t. (1.4)
3. A função característica definida, para k P R, por
ϕXpkq “ EpeikXq,
para o movimento Browniano é,
ϕBtpkq “ e´ t
2k2
2 ,
para cada t ą 0.
4. A covariância entre duas variáveis aleatórias X e Y que é definida por
CovpX, Y q “ EpXY q ´ EpXqEpY q,
para o movimento Browniano se tem
CovpBt, Bsq “ min ts, tu .
5. Finalmente, a Correlação entre duas variáveis aleatórias X e Y , que é definida por
CorrpX, Y q “ CovpX, Y qa
V arpXqV arpY q ,
para o movimento Browniano é,
CorrpBs, Btq “
c
s
t
,
para s ă t.
Em particular, para um tratamento mais completo do movimento Browniano, ver por
exemplo (MÖRTERS; PERES, 2010).
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2 Processos sBm e FATGBM
2.1 Movimento Browniano Assimétrico
O interesse de trabalhar com o movimento Browniano assimétrico (sBm) se
origina em sua relação com processos de difusão com descontinuidade e problemas de
barreiras semi-permeáveis, entre outros. Sendo o primeiro exemplo de uma solução de uma
equação diferencial estocástica tendo um tempo local como drift (HARRISON; SHEPP,
1981b).
Considere a equação diferencial estocástica, para um processo X P R, da forma
Xt “ x` σBt ` θlxt , (2.1)
onde B “ tBt : 0 ď t ď T u é o movimento Browniano padrão definido em um espaço de
probabilidade, a condição inicial x ě 0 ( para o caso x ą 0 é simétrico), σ é o parâmetro
de volatilidade, θ P r´1, 1s parâmetro de assimetria, e lx “ tlxt : 0 ď t ď T u é o tempo
local em zero.
Dado T ą 0 fixo, para qualquer intervalo I Ă r0, T s, defina
lpI, Aq :“ λpts P I;Xs P Auq, A Ă R,
onde λ é a medida de Lebesgue sobre R`, e lpI, ¨q denota a medida de ocupação em R
de X durante o intervalo de tempo I. Se lpI, ¨q é absolutamente contínuo em relação à
medida de Lebesgue λ em R, denotamos esta derivada de Radon-Nikodym por
lpI, xq “ dlpI, ¨q
dλ
,
e chamamos lpI, xq a densidade de ocupação de X no nível x durante o intervalo de tempo
I. Escrevemos ltpAq “ lpr0, ts, Aq e ltpxq “ lpr0, ts, xq para a medida de ocupação e para a
densidade (tempo local), respectivamente.
Uma alternativa equivalente para a definição do tempo local lx “ tlxt : 0 ď t ď
`8u no nível zero de solução (desconhecida) X da equação 2.1, partindo de x, é dado
pelo seguinte limite,
lxt “ limÑ0
1
2
ż t
0
1p´,qpXsqds.
Lembre-se que a solução forte de X da equação diferencial estocástica dada
por 2.1 em um determinado espaço de probabilidade pΩ,F ,Pq, em relação ao movimento
browniano fixo B e condição inicial independente x sobre este espaço de probabilidade, é
um processo estocástico pXt, t ě 0q satisfazendo:
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1. X é adaptado para a filtragem pFtq, onde Ft :“ σpBs, 0 ď s ď tq;
2. X é um processo contínuo;
3. PpX0 “ xq “ 1;
4. com probabilidade um, temos Xt “ x` σBt ` θ lxt , @t ě 0.
Então, o movimento browniano assimétrico (sBm), X “ tXt : 0 ď t ď `8u,
pode ser definido como a solução forte (única solução) da equação diferencial estocástica
2.1, (HARRISON; SHEPP, 1981a).
Na literatura, o parâmetro de assimetria é por vezes definido como α “ pθ`1q{2.
Esta segunda parametrização é mais conveniente para uma construção alternativa do sBm.
Em particular para o desenvolvimento deste documento, a primeira parametrização é
usada.
As transições entre os estados são dirigidos pelo seguinte kernel
qpt, x, y|σ2, θq “
#
φtσ2py ´ xq ` θφtσ2py ` xq si y ą 0
φtσ2py ´ xqp1´ θq c.o.c.
,
quando x ą 0,
qpt, x, y|σ2, θq “
#
φtσ2py ´ xq ´ θφtσ2py ` xq si y ď 0
φtσ2py ´ xqp1` θq c.o.c.
,
quando x ă 0, e quando x “ 0
qpt, 0, y|σ2, θq “
$’’’&’’’%
1
2φtσ
2pyqp1´ θq si y ď 0
1
2φtσ
2pyqp1` θq c.o.c.
,
onde φtσ2 denota a densidade de uma variável aleatória Gaussiana centrada com variância
tσ2. Ver (LEJAY; MORDECKI; TORRES, 2014) por exemplo.
Em particular, se o parâmetro θ é positivo, existe uma assimetria à direita, se θ é zero
uma distribuição normal é recuperada com média zero e variância t, e finalmente, se θ é
negativo, existe uma assimetria à esquerda.
Uma alternativa para escrever a densidade de transição do sBm, é
ppt, x, yq “
$’’’’’’’’’&’’’’’’’’’%
1?
2pit
e´
px´yq2
2t ` θ?
2pit
e´
px`yq2
2t if y ą 0 and x ě 0
1?
2pit
e´
px´yq2
2t ´ θ?
2pit
e´
px`yq2
2t if y ă 0 and x ď 0
1?
2pit
p1` θqe´ px´yq
2
2t if y ą 0 and x ď 0
1?
2pit
p1´ θqe´ px´yq
2
2t if y ă 0 and x ě 0.
Capítulo 2. Processos sBm e FATGBM 26
2.1.1 Densidade do sBm
A densidade do processo sBm, em cada instante t, é dado por:
fpx, t, θq “ 1?
2pit
e
´x2
2t r1` θsignopxqs. (2.2)
Propriedades do sBm tXtutě0
1. Esperança:
EpXtq “
?
2t?
pi
θ.
2. A variância:
V arpXtq “ t
ˆ
1´ 2θ
2
pi
˙
.
3. A função Característica do sBm:
ϕXtpkq “ e´ tk
2
2
„
1`
?
2iθk?
pit
1F1
ˆ
1
2;
3
2;
k2t
2
˙
,
onde 1F1 é a série hipergeométrica generalizada (BUCHHOLZ, 2013).
2.2 Processo de Lévy
Um processo estocástico tXtutą0 se diz processo de Lévy sobre um espaço de
probabilidade pΩ,F ,Pq se verifica as seguintes condições:
1. tBtutą0 tem incrementos independentes;
2. PpX0 “ 0q “ 1
3. O processo de Lévy tXtutą0 tem incrementos independentes.
4. O processo de Lévy tXtutą0 tem incrementos estacionários.
5. Para tudo  ą 0 e s ě 0,
lim
tÑs Pp|Xt ´Xs| ą q “ 0,
isto é, o processo tXtutą0 é estocasticamente contínuo.
Para um tratamento completo dos processos de Lévy veja (APPLEBAUM, 2009).
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2.2.1 Processos Subordinados
A ideia de processo subordinado é introduzida por (BOCHNER, 1949). Para
um desenvolvimento completo de suas propriedades, veja por exemplo (SATO, 1999).
Definição 2. Um processo Lévy unidimensional não decrescente (a.s.) é chamado de
subordinado.
Tal processo pode ser interpretado como um modelo aleatório da evolução do
tempo, já que se T “ tT ptq, t ě 0u é um processo subordinado, se tem
T ptq ě 0 a.s. para cada t ą 0, (2.3)
y
T pt1q ď T pt2q a.s. cuando t1 ď t2. (2.4)
2.2.1.0.1 Subordinados.
Neste trabalho os processos descritos a seguir serão utilizados como subordina-
dos.
1. Processo Gama: O Processo tγtutą0 é chamado de processos Gama, se a sua
densidade para cada t ě 0, é dada por
fγtpxq “ b
at
Γpatqx
at´1e´bx, con α , β ą 0, (2.5)
onde Γptq é a função Gama em relação a t.
Algumas propriedades do processo γt são:
a) A esperança do processo γt,
Epγtq “ at
b
, t ą 0.
b) A variância do processo γt,
V arpγtq “ at
b2
.
c) A função característica, em cada t ą 0, para o processo γt é
ϕγtpkq “
ˆ
1´ ik
b
˙´at
.
d) A covariância do processo Gama,
Covpγs, γtq “ a
b2
min ts, tu .
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e) A correlação entre γs e γt
Corrpγs, γtq “
c
s
t
,
para s ă t.
Um aspecto relevante para a simulação do processo γt é que tem incrementos
independentes, isto é,
γt`h ´ γt „ fγhpxq “
bah
Γpahqx
ah´1e´bx, h ą 0.
Além disso, se considerarmos a “ b “ 1{2 os incrementos têm distribuição qui-
quadrado com h graus de liberdade (χ2h), isso é,
γt`h ´ γt „ fγhpxq “
1
2h2 Γ
ˆ
h
2
˙xh2´1e´x2 .
2. Processo Gaussiano Inverso: O processo tτtutą0 é chamado Gaussiano inverso
(τt „ IGpα, γtq, com α , γ ą 0), se para cada τt com t ě 0 sua densidade é dada por
fτtpxq “ γte
γtα
?
2pix3
e
´ 12
ˆ
t2γ2
x
`α2x
˙
, x ě 0, (2.6)
Algumas propriedades do processo τt são:
a) A esperança do processo τt,
Epτtq “ γt
α
, t ą 0.
b) A variância do processo τt,
V arpτtq “ γt
α3
.
c) A função característica, em cada t ą 0, para o processo τt é
ϕτtpkq “
c
2tγ
pi
eγtαpα2 ´ 2ikq1{4K1{4ptγ
?
α2 ´ 2ikq.
d) A covariância do processo Gaussiano inverso,
Covpτs, τtq “ γ
α3
min ts, tu .
e) A correlação entre τs e τt
Corrpτs, τtq “
c
s
t
,
para s ă t.
Um aspecto importante do processo τt é que tem aumentos independentes, isto é,
τt`h ´ τt „ fτhpxq “
γheγhα?
2pix3
e
´ 12
ˆ
h2γ2
x
`α2x
˙
, h ą 0.
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Figura 1 – Em vermelho o movimento Browniano padrão, e em preto o movimento
Browniano com processo subordinado T .
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Figura 2 – À esquerda, encrementos do movimento Browniano com processo subordinado
T , e à direita, os incrementos do movimento Browniano padrão.
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2.3 Modelo de Black-Scholes
A partir de os trabalhos de (BACHELIER, 1900), são usados os processos em
tempo contínuo para modelar o comportamento do preço de um ativo. Black, F. e Scholes
M. (BLACK; SCHOLES, 1973) desenvolveram a fórmula que é a base de todo o mercado
de opções. Uma opção é entendida como o pagamento para possuir o direito, mas não a
obrigação com data de validade fixa, em que o contratante, tem a opção de comprar ou
vender ativos em valor que é chamado o preço de exercício.
O modelo é uma das maiores conquistas em matemática financeira, descreve o
valor de uma opção ao longo do tempo e torna possível encontrar explicitamente o valor
de uma opção sob certas condições ou suposições.
O modelo de Black-Scholes parte de hipóteses semelhantes ao modelo Binomial
(COX; ROSS; RUBINSTEIN, 1979) sobre o funcionamento do mercado e acrescenta
algumas hipóteses específicas sobre a evolução do preço subjacente.
2.3.1 Modelo
Consideramos agora o movimento Browniano geométrico, um modelo de mate-
mática financeira também conhecido como modelo de Black-Scholes. Onde o preço St ao
tempo t, de um ativo é:
St “ S0 exprµt` σW ptqs, (2.7)
onde µ, σ2 ą 0 são constantes fixas e W “ tW ptq, t ě 0u é o movimento Browniano. Note
também que 2.7 é a solução de Itô da equação diferencial estocástica,
dSptq “ Sptqppµ` 12σqdt` σdW ptqq.
O retorno do processo é
Xt “ log
ˆ
St
St´1
˙
“ µ` σpW ptq ´W pt´ 1qq. (2.8)
As seguintes propriedades são conseqüências diretas das expressões 2.7, 2.8.
i.- O processo tXtutě0 tem distribuição estacionária Gaussiana.
ii.- tXtu tem incrementos independentes.
iii.- CovppXt`k ´ µq2, pXt ´ µq2q “ 0, isto é, os retornos ao quadrado são independentes.
iv.- Covp|Xt`k ´ µ|, |Xt ´ µ|q “ 0, isto é, os retornos absolutos não são correlacionados.
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Figura 3 – O movimento Browniano geométrico, considerando em preto µ “ 1, σ “ 0.5 e
em vermelho µ “ 0.5, σ “ 0.5
Se denotarmos a P ptq t ě 0, como o preço de um ativo ao tempo t, Xptq são chamados de
retornos, ao tempo t e escala τ e representa a variação relativa do preço de t´ τ até t,
Xτ ptq “ P ptq ´ P pt´ τq
τ
,
se τ é suficientemente pequeno, temos aproximadamente
Xτ ptq » logP ptq ´ logP pt´ τq.
2.3.2 Distribuição tipo G
A família de distribuições de probabilidade do tipo G, é gerada a partir do
produto entre uma família de distribuições normais e outra de distribuições infinitamente
divisíveis (i.d.) definidas em reais positivos, e também conhecidas como distribuições
normais com mistura de variância e média (ROSINSKI, 1991). Esta família de distribuições
é discutida por (MARCUS, 1987), estudada por (ROSINSKI, 1991).
Definição 3. Seja X uma variável aleatória contínua do tipo G definida como:
X
d“ µ` βT 2 ``TW, (2.9)
onde T e W são variáveis aleatórias independentes, W tem distribuição normal com
média zero e variância constante, T é não-negativo e pertence à classe de distribuições
infinitamente divisíveis, µ é o parâmetro de localização, o parâmetro β refere-se à assimetria
da variável resultante, com β “ 0 a variável aleatória X é simétrica, β ă 0 ou β ą 0 a
variável aleatória X é assimétrica negativa ou positiva respectivamente.
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Se T tem uma distribuição Gaussiana Inversa Generalizada (GIG) a variável
X tem distribuição Hiperbólica Generalizada (BARNDORFF-NIELSEN, 1977). Esta
distribuição particular tem três parâmetros GIGpλ, γ, q foi usado por (SICHEL, 1974) ao
construir misturas de uma distribuição de Poisson e foi popularizado por (BARNDORFF-
NIELSEN, 1977), que obteve uma distribuição hiperbólica generalizada ao fazer misturas
de uma distribuição normal com média zero e variância constante, a distribuição inversa
Gaussiana é obtida quando se considera λ “ ´1{2. Várias propriedades probabilísticas da
distribuição GIG como divisibilidade infinita e auto-decomposição são demonstradas por
(BARNDORFF-NIELSEN; HALGREEN, 1977) e (HALGREEN, 1979). A distribuição
GIG é semelhante à distribuição von Mises (BARNDORFF-NIELSEN, 1977) e compartilha
muitas propriedades dessa distribuição. Tais propriedades especiais da distribuição GIG
não são tratados neste trabalho, ver (FOLKS; CHHIKARA, 1978) para uma revisão mais
detalhada. O conceito de infinita divisibilidade de uma variável aleatória foi introduzido
em 1929 por Bruno de Finetti que deu o contexto matemático de processos estocásticos,
com incrementos estacionários e independentes (sii) seu desenvolvimento foi concluído
com a forma mais geral da representação canônica das funções características de variáveis
aleatórias infinitamente divisíveis ((STEUTEL; HARN, 2003)).
Este trabalho lida com diferentes estruturas para T , considerado como um processo de
Lévy.
2.4 FATGBM
O Movimento Browniano Geométrico com Tempo Fractal (FATGBM por suas
siglas em inglês) proposto originalmente por (HEYDE, 1999), descreve um modelo seme-
lhante ao modelo de Black-Sholes para o preço de opções, usando movimento Browniano
geométrico com tempo fractal ou subordinado aleatório, para duas construções alternativas
deste processo ver (KERSS; LEONENKO; SIKORSKII, 2014) . No modelo FATGBM o
preço Pt ao tempo t, de um ativo é:
Pt “ P0eµt`θTt`σW pTtq, t ě 0, P0 ą 0, (2.10)
onde µ P R, θ P R y σ ą 0 são os parâmetros de drift, assimetria e volatilidade, respecti-
vamente, W ptq, t ě 0 é o movimento browniano, independente da ”atividade de tempo",
tTtu. tTt, t “ 0, 1, 2, ..., T0 “ 0u é um processo estritamente positivo, não decrescente, com
incrementos estacionários, mas não necessariamente independentes. Os incrementos sob a
unidade de tempo são dados por
τ “ Tt ´ Tt´1, t “ 1, 2, ...
(HEYDE; LEONENKO, 2005) No contexto financeiro, esta “atividade de tempo"tTtu pode
ser interpretada como o tempo durante o qual os preços de mercado evoluem (HOWISON;
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Figura 4 – À esquerda, simulação de FATGBM com µ “ 1, θ “ ´1 e σ “ 1, e à direita, o
log de FATGBM.
LAMPER, 2001). Quanto mais informação é lançada no mercado, mais rápido flui o tTtu.
Note que se Tt “ t, então a equação descreve o modelo clássico de Black-Scholes. Os
retornos correspondentes são dados por,
Xτ “ µ` θτt ` στ 1{2t W p1q, t “ 1, 2, ... (2.11)
O papel que desempenha tTtu no modelo é crucial, pois determina a distribuição de tXtu
e sua estrutura de correlação.
2.4.1 Distribuição Teórica do Modelo.
A partir da expressão 2.11 podemos ver que a distribuição condicional de Xt
dado τt “ h é normal, com média µ` θh, e variância σ2h, isso é,
Xt|τt “ h „ Npµ` θh, σ2hq. (2.12)
Depois do qual é possível deduzir algumas propriedades do processo.
1. A esperança do processo:
EpXtq “ µ` θEphq.
2. A variação para o processo em cada tempo τt “ h
V arpXtq “ σ2Ephq ` θ2V arphq.
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3. O coeficiente de assimetria da distribuição de Xt é,
γ1 “ θpp3µθ ` 3σ
2qV arphq ` θ2Eph´ Ephqq3q
pσ2Ephq ` θ2V arphqq 32 .
4. O coeficiente de curtose de Xt,
γ2 “r6p2µθ2 ` θσ2 ´ 2µθ3qE3phq ` 3p4µθσ2 ´ 4θµ3 ` σ4qEph2q ` 6θ2σ2Eph3q
´ 12θ2µ2EphqEph2q ` θ4Eph´ Ephqq4spσ2Ephq ` θ2V arphqq´2.
Os coeficientes de assimetria e curtose existem se o terceiro e quarto momentos de tτtu
são finitos respectivamente. Além disso, observe que se θ “ 0 o modelo é simétrico.
2.4.2 Distribuição dos Incrementos do Processo Subordinados
A seguir se mostram algumas distribuições possíveis para τt. Em cada caso, se
mostra a distribuição de Xt.
2.4.2.1 Subordinado com distribuição Gama Inversa
Se τt tem uma distribuição Gama inversa, com parâmetros α, β ą 0 e função
de densidade dada por,
fRΓpxq “ β
α
Γpαqx
´α´1e´β{x, x ą 0. (2.13)
Então, a densidade marginal de Xt para θ “ 0 é dada por,
fpxq “ β
αΓpα ` 1{2q
?
2piσΓpαq
´
px´µq2`2σ2β
2σ2
¯α`1{2 , x P R.
Por outro lado, se θ ‰ 0 então a densidade de Xt é
fpxq “ β
αe
θpx´µq
σ2?
2piσ2Γpαq2
ˆpx´ µq2 ` 2βσ2
θ2
˙´α`1{22
ˆ
ˆK´α´1{2
˜a
θ2ppx´ µq2 ` 2βσ2q
σ2
¸
, x P R.
Onde Kν é a função Bessel modificada de terceira ordem, ou a função McDonalds com
índice ν. Dada por,
Kν “
ż
R`
e´x coshptq coshpνtqdt.
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2.4.2.2 Subordinado com distribuição de Gama
Se τt é distribuído Gama com parâmetros α, β ą 0, isso é,
fΓpxq “ β
α
Γpαqx
α´1e´βx, x ą 0. (2.14)
Então a densidade marginal de Xt, quando θ “ 0, é dada por,
fpxq “
c
2
pi
βα
σΓpαq
ˆ |x´ µ|
σ
?
2β
˙α´1{2
Kα´1{2
ˆ |x´ µ|?2β
σ
˙
, x P R.
E se θ ‰ 0, então
fpxq “
c
2
pi
βαe
θpx´µq
σ2
σΓpαq
ˆ |x´ µ|?
θ2 ` 2βσ2
˙α´1{2
ˆ
ˆKα´1{2
ˆ |x´ µ|?θ2 ` 2βσ2
σ2
˙
, x P R (2.15)
2.4.2.3 Subordinado com distribuição Gaussiana Inversa
Se τt tem distribuição IGpα, γq com parâmetros α ą 0, γ ě 0, então a sua
função de densidade é dada por,
fIGpxq “ γe
γα
?
2pix3
e
´ 12
ˆ
γ2
x
`α2x
˙
, x ą 0. (2.16)
Quando θ “ 0 a densidade marginal de Xt é dada por,
fpxq “ γ
pi
eγα
αapx´ µq2 ` σ2γ2 K1
˜
α
apx´ µq2 ` σ2γ2
σ
¸
, x P R.
Por outro lado, se θ ‰ 0, então
fpxq “ γ
piσ
eγα`
θpx´µq
σ2
d
θ2 ` σ2α2
px´ µq2 ` σ2γ2 ˆ
ˆK1
˜apθ2 ` σ2α2qppx´ µq2 ` σ2γ2q
σ2
¸
, x P R,
onde K1 é a função de Bessel modificada do terceiro tipo com índice 1.
2.4.3 Estrutura de dependência do Modelo
Propriedades da estrutura de covariância do processo tXtu em termos do
processo subordinado, assumindo momentos finitos de segundo ordem como condição
necessária. Para o inteiro k ą 1, temos,
CovpXt, Xt`kq “ Covpθτt ` στ
1
2
t W1p1q, θτt`k ` στ
1
2
t`kW2p1qq,
“ θ2pEτtτt`k ´ Eτtτt`kq,
“ θ2Covpτt, τt`kq,
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onde W1 y W2 são movimentos brownianos independentes. Note também que se θ “ 0,
então CovpXt, Xt`kq “ 0.
Também
CovpX2t , X2t`kq “Covppµ` θτt ` στ
1
2
t W1p1qq2, pµ` θτt`k ` στ
1
2
t`kW2p1qq2q,
“pσ4 ` 4θ2µ2 ` 4θµσ2qCovpτt, τt`kq ` θ4Covpτ 2t , τ 2t`kq
` pθ2σ2 ` 2θ3µqpCovpτ 2t , τt`kq ` Covpτt, τ 2t`kqq,
que é reduzido a
CovpX2t , X2t`kq “ σ4Covpτt, τt`kq,
quando θ “ 0.
Parte III
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3 Elementos de Inferência Bayesiana
3.1 Inferência Bayesiana
Na inferência clássica, os parâmetros de um modelo são vistos como quanti-
dades fixas, mesmo que sejam desconhecidos. Em contraste, na inferência bayesiana, o
conhecimento que temos sobre os parâmetros do modelo pode ser quantificado através
de uma distribuição de probabilidade. Essa distribuição de probabilidade é chamada de
distribuição a priori do parâmetro, e ela contém toda a informação que o pesquisador tem
sobre os parâmetros. As inferências para os parâmetros do modelo são obtidas através da
distribuição a posteriori de cada parâmetro.
Seja θ um vetor de parâmetros a ser estimado, com espaço paramétrico Θ Ď Rn.
Então, pelo teorema de Bayes, temos a seguinte distribuição de probabilidade a posteriori
para θ,
pipθ|yq “ pipθqfpy|θqż
Θ
pipθqfpy|θqdθ
. (3.1)
onde θ é contínuo, pipθq é a distribuição a priori conjunta para θ e fpy|θq “ Lpθq é a função
de verossimilhança de θ. A forma usual do teorema de Bayes é
pipθ|yq9pipθqfpy|θq. (3.2)
Note que omitindo fpyq, a igualdade em 3.1 é substituída pela proporcionalidade. É uma
forma simplificada do teorema de Bayes.
3.1.1 Teoria de Decisão
Constituem os elementos fundamentais da teoria da decisão:
1. Um modelo estatístico P sobre pX ,FX q. Em particular, considerando um modelo
paramétrico,
P “ tPθ : θ P Θu ,
como a família de distribuições de um vetor aleatório X, que assume valores em
pX , T q.
2. Um espaço mensurável pA,FAq, chamado espaço de ações. O conjunto A é o con-
junto de decisões estatísticas. (Conclusões sobre θ ou Pθ tomadas com base em as
observações)
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3. Uma função de perda L : Θˆ AÑ R` tal que Lpθ, ¨q é Borel mensurável para tudo
θ P Θ. O número Lpθ, aq representa a perda em escolher a ação a para cada θ.
Definidos esses três elementos, apresentamos as ferramentas utilizadas na tomada de
decisão.
Definição 4. Uma regra de decisão é uma função δ : X Ñ A tal que δpxq “ a, isto é,
todo valor possível de x P X , indica que ação a deve ser tomada se X assume o valor x.
Definição 5. A função de perda associada a uma regra de decisão δ é dado por,
Lpθ, δpxqq “
ż
A
Lpθ, aqdδpxqpaq.
Perdas comumente usadas são:
Lpθ, aq “ pgpθq ´ aq2;
Lpθ, aq “ |gpθq ´ a|;
Lpθ, aq “ kpθq|gpθq ´ a|p, kpθq ě 0.
Definição 6. O risco a posteriori de uma regra de decisão δ é definido por:
rpδ|xq “ EpLpθ, δpxqq|X “ xq
“
ż
Ω
Lpθ, δpxqqdPθ|xpθ|xq.
A comparação de duas regras de decisão na perspectiva bayesiana é baseada
em na escolha de uma com o menor risco após a observação dos dados.
Definição 7. Uma regra de decisão δ0 é chamada de regra Bayesian se,
rpδ0|xq ă 8, @x P X
rpδ0|xq ă rpδ|xq, @x P X ,
e qualquer outra regra de decisão δ.
De acordo com o critério de Bayes, δpθq é a regra de Bayes formal com relação
a θ se o risco a posteriori é o mínimo possível, isto é, se
rpδ|xq “ E pLpθ, δpxqq|X “ xq “ minpθPΘ E
´
Lpθ, pθq|X “ x¯ , @x P X .
Para mais detalhes, veja por exemplo (DEGROOT; SCHERVISH, 2012; SCHERVISH,
2012).
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3.1.2 Estimativa por Regiões
Um resumo de pipθ|xq mais informativos do que qualquer estimativa pontual
é obtido a partir de uma região de Θ que contenha uma parte substancial da massa de
probabilidade a posteriori.
Definição 8. Rpxq é uma região de credibilidade γ para θ se
Prθ P Rpxq|xs ”
ż
Rpxq
dPθ|xpθ|xq “
ż
Rpxq
pipθ|xqdθ ě γ.
Qualquer região de credibilidade é definida numericamente, isso é, não aleatório,
e admite uma interpretação probabilística direta e inequívoca em contraste com uma
região de confiança clássica.
Dadas as inúmeras regiões de credibilidade com o mesmo grau de credibilidade γ, obvi-
amente, estamos interessados em selecionar aqueles que incluem todos os valores de θ
“credíveis ” a posteriori, satisfazendo a seguinte relação,
pipθ1|xq ě pipθ2|xq, @θ1 P Rpxq, θ2 R Rpxq,
Assim definimos o seguinte,
Definição 9. Rpxq é uma região de credibilidade γ com densidade (probabilidade) a
posteriori máxima (abreviado, região de HPD) se
sup
θRRpxq
pipθ|xq ď cγ ď inf
θPRpxq
pipθ|xq,
para algum cγ tal que Prθ P Rpxq|xs ě γ, ou equivalentemente, se
Rpxq “ tθ : pipθ|xq ě cγu ,
com cγ ą 0 a maior constante tal queż
Rpxq
pipθ|xqλpdθq ě γ. (3.3)
As regiões de credibilidade HPD não são invariantes para transformações
paramétricas não lineares, isso é, se Rpxq é HPD para θ, a região transformada para a
função biunívoca α “ ϕpθq tem a mesma credibilidade, mas não é HPD se ϕp¨q
As integrais a ser resolvidas em 3.1 e 3.3 podem ser difíceis de resolver. Neste
caso, alguns métodos numéricos de aproximação de integrais devem ser utilizados. Em
particular, o método que usaremos para resolver este tipo de integrais é o método de
Monte Carlo em cadeias de Markov (MCMC). Que também é usado como um método de
simulação para obter amostras da distribuição a posteriori de interesse, veja por exemplo
(VOSS, 2013).
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3.1.3 Teste de Hipótese Bayesiana
Dentro das diversas alternativas de procedimentos de testes para hipóteses
precisas, utilizaremos aquela construída por Pereira and Stern (BRAGANÇA-PEREIRA;
STERN, 1999) e (PEREIRA et al., 2008), denominada Full Bayesian Significance Test
(FBST), comparando-a com outros procedimentos de seleção de modelos usualmente
adotados.
Esta metodologia tem sido aplicada com sucesso em contextos onde a metodo-
logia clássica não é a mais apropriada ou é simplesmente inexistente, como discutido nas
referências citadas.
Especificamente, no caso de processos de difusão com saltos, (RIFO; TORRES,
2009) estuda o caso de identificação de saltos com aplicações a dados meteorológicos, e no
caso de processos de difusão assimétricos, (TORRES; TUDOR, 2009) aplica a metodologia
a dados financeiros e (BARAHONA et al., 2016) a dados de localização de leões marinhos
da América do Sul.
Outros trabalhos têm aplicado este procedimento em diversos contextos: (BER-
NARDINI; RIFO, 2011) estuda o parâmetro de forma na distribuição de Valores Extremos
Generalizada, (RODRIGUES, 2003) analisa o processo de Poisson inflacionado em zero,
(RIFO; GONZÁLEZ-LÓPEZ, 2012) modela dependência caudal via cópulas logísticas
assimétricas para duas variáveis, (LOSCHI; SANTOS; ARELLANO-VALLE, 2010) estende
a metodologia a um critério de decisão ponderado relacionando o FBST e fator de Bayes,
entre outros.
Seja Ω o espaço paramétrico definido para o problema em estudo, e denotado
por pipθq a densidade a priori em Ω, por Ldpθq, a função de verossimilhança para θ depois
de observar os dados d, e por pipθ|dq a densidade a posteriori de θ dada a amostra d,
relacionados por
pipθ|dq9pipθq ¨ Ldpθq.
Uma hipótese simples é uma sub-variedade Ω0 de Ω tal que dimpΩ0q ă dimpΩq. Isto
implica que a probabilidade a posteriori de Ω0 é igual a 0 no caso em que a distribuição a
posteriori seja absolutamente contínua. Uma medida de evidência neste caso é definida
pelo teste de significância FBST, definido a partir da probabilidade a posteriori de uma
espécie de região crítica do espaço paramético.
Mais precisamente, vamos definir o conjunto de tangente a Ω0 como o conjunto
T0 “ t θ P Ω : pipθ|dq ą pi0, u ,
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onde
pi0 “ sup
Ω0
pipθ|dq,
definido pelas curvas de nível da densidade a posteriori. Em palavras, o conjunto tangente
considera todos os pontos mais “prováveis"a posteriori do que aqueles em Ω0. A medida de
evidência e´valor em favor da hipótese nula é definida como
evpΩ0q “ 1´
ż
T0
pipθ|dq dθ. (3.4)
Desta forma, se o conjunto tangente tem uma alta probabilidade a posteriori,
a evidência em favor de Ω0 é pequena; se tiver uma baixa probabilidade a posteriori, a
evidência contra Ω0 é pequena.
Tal como é descrito em (BERNARDINI; RIFO, 2011), pela continuidade da
distribuição a posteriori em Ω, existe uma representação de pipω|dq tal que
pi0 “ lim
Ñ0 sup tpipω|dq : ω P V0pqu , (3.5)
onde V0pq “ tω P Ω : distpω,Ω0q ă u é uma vizinhança de Ω0.
Esta propriedade nos permite determinar pi0 sem a necessidade de obter a
densidade a priori condicional na hipótese nula, usando o limite 3.5 em seu lugar.
3.1.3.1 Teste de Significância
Sob esta formulação, esta medida nos permite realizar um teste de significância
para H0: θ P Ω0. De fato, consideramos o espaço de decisão D “ ta0, a1u, onde a1 representa
a decisão de rejeitar H0, y a0, não rejeitar H0.
A função de perda L : D ˆ Ω Ñ R é definida por
Lpa1, θq “ ω0p1´ 1T0pθqq,
Lpa0, θq “ ω1 ` c1T0pθqq,
com ω0, ω1, c ą 0. O valor de c representa o custo adicional de não rejeitar Ω0 quando de
fato θ P T0, e portanto, tem densidade a posteriori maior do que qualquer valor em Ω0.
De acordo com (MADRUGA; ESTEVES; WECHSLER, 2001), a regra de
decisão definida por
“rejeitar Ω0”, se, e somente se e´ valor ă ω1 ` c
ω0 ` c, (3.6)
minimiza o valor esperado Eplpa, θq|dq.
Em outras palavras, a decisão 3.6 entrega um critério em termos do custo de
cada decisão incorreta e a probabilidade a posteriori do conjunto tangencial.
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Por exemplo, se tomarmos ω1 ăă c, e reescrevemos as condições em 3.6,
obtemos c{ω0 ą e{p1´ eq. Ou seja, rejeitamos H0 se o custo relativo de rejeitar H1 é maior
que a razão de probabilidade contra o conjunto tangencial.
3.1.3.2 Critério de Informação Bayesiana
O Critério de Informação Bayesiana (BIC por suas siglas em inglês) para a
hipótese i, é definido como
BICi “ 2li ` pin, (3.7)
onde pi é o número de parâmetros do modelo i e n é o tamanho da amostra. De acordo com
este bem conhecido critério, o melhor modelo é o que tem menor BIC, (SPIEGELHALTER
et al., 2002).
Nesta tese, usamos as abordagens anteriores para obter medidas de evidência
bayesiana para as hipóteses de simetria, sobre o parâmetro θ e σ em sBm.
3.2 Computação Bayesiana Aproximada
A classe de algoritmos computacionais conhecida como Computação Bayesiana
Aproximada, ou Approximate Bayesian Computation (ABC), é uma alternativa aos
métodos de Monte Carlo baseados em cadeias de Markov, ou MCMC (Markov Chain
Monte Carlo). Tais métodos são eficientes no contexto de funções de verossimilhança
complexas ou intratáveis analítica e computacionalmente.
Os métodos ABC são usados para aproximar a distribuição a posteriori sem exigir uma
expressão explícita para a função de verossimilhança. Estes métodos tornam-se importantes
com os trabalhos de (TAVARÉ et al., 1997),(BEAUMONT; ZHANG; BALDING, 2002) e
(PRITCHARD et al., 1999) em genética e (CSILLÉRY et al., 2010) em ecologia.
O algoritmo proposto por (PRITCHARD et al., 1999), pode ser resumido da
seguinte forma: dada uma amostra D de um espaço D,
Algoritmo 1 – Computação Bayesiana Aproximada (ABC)
A1 Gerar θ desde a distribuição a priori pip¨q
A2 Simular D˚ desde o modelo fp¨|θq com parâmetro θ, então calcule T ˚ “ T pD˚q
A3 Calcular a distância dpT, T ˚q
A4 Aceitar θ se d ă , então voltar a A1.
Os parâmetros do algoritmo ABC são o estatístico T , a distância dp¨, ¨q ě 0 e o
nível de tolerância  ą 0. A aproximação da distribuição a posteriori proporcionada pelo
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Algoritmo A é obtida como a marginal de θ da distribuição conjunta
pipθ,D˚|Dq “ pipθqfpD
˚|θqIA,DpD˚qż
A,DˆΘ
pipθqfpD˚|θqdD˚dθ
, (3.8)
onde IBp¨q denota a função indicadora do conjunto B e
A,D “ tD P D : dpT, T ˚q ď u .
Em (VOSS, 2013) é estabelecido que se T é um estatístico suficiente e além
disso Ñ 0, então a distribuição de pipθ|dpT, T ˚q ă q Ñ pipθ|T q, que é equivalente com a
distribuição de pipθ|Dq. Em outras palavras, a justificativa para a abordagem ABC é que,
quando usamos um estatístico suficiente T e uma tolerância pequena , temos
pipθ|Dq “
ż
pipθ,D˚|DqdD˚ « pipθ|Dq,
a distribuição a posteriori pipθ|Dq é igual ao limite quando  tende a zero de pipθ|Dq.
Dado que  não pode ser o valor zero, (MARIN et al., 2012) sugere considerar  como um
pequeno percentil das distâncias simuladas no passo 3 do Algoritmo A.
Como o algoritmo A é computacionalmente ineficiente, (MARJORAM et al.,
2003) propõe uma versão mais eficiente que pode ser resumida da seguinte forma:
Algoritmo 2 – ABC-MCMC.
B0 Use o Algoritmo A para obter uma realização de θ0
B1 Gerar θptq a partir do kernel de Markov qp¨|θpt´1qq
B2 Gerar D˚ usando o modelo fp¨|θtq, então calcule T ˚ “ T pD˚q
B3 Se dpT, T ˚q ă , ir para B4, caso contrário, ficar em θpt´1q, então voltar a B1.
B4 Calcular h “ hpθptq, θpt´1qq “ min
ˆ
1, pipθ
ptqqqpθpt´1q|θptqq
pipθpt´1qqqpθptq|θpt´1qq
˙
B5 Aceitar θptq com probabilidade h, caso contrário, ficar em θpt´1q, então voltar a B1.
Uma característica importante do Algoritmo B é que a taxa de aceitação
está diretamente relacionada ao valor da verdadeira função de verossimilhança, dado o
vetor de parâmetros proposto (SISSON; FAN; TANAKA, 2007), por outro lado, para
um valor de  pequeno, é obtida uma baixa taxa de aceitação que afeta a cadeia de
Markov, que em situações particulares pode ser presa em regiões de baixa densidade de
probabilidade a posteriori, (MARJORAM et al., 2003). Este problema ocorre em regiões
de baixa probabilidade, dada a proposta θptq, é muito improvável que sejam produzidos
dados simulados D˚ próximos dos dados observados D, em tal situação, a probabilidade
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de que a cadeia se mova fora da região de baixa probabilidade é próxima de zero, desta
forma o algoritmo produz amostras altamente dependentes.
Embora todas as cadeias de MCMC correm o risco de ficar presas, o algoritmo
ABC-MCMC é suscetível a este tipo de problemas devido aos dois critérios que devem
ser cumpridos para aceitar uma proposta θptq, primeiro, a probabilidade de aceitação das
amostras Metropolis-Hastings primero, la probabilidad de aceptación de las muestras
Metropolis-Hastings, e segundo, a geração de dados suficientemente próximos aos dados
observados, Portanto, a taxa de rejeição do ABC-MCMC pode ser extraordinariamente alta,
por isso requer ciclos computacionais bastante altos, mesmo para problemas relativamente
simples, (TURNER; ZANDT, 2012).
O Algoritmo ABC Controle de Rejeição Parcial (ABC-PRC por suas siglas em
Inglês) proposto por (SISSON; FAN; TANAKA, 2007) como uma opção aos problemas
que apresenta o Algoritmo ABC-MCMC, e foi o primeiro algoritmo ABC que usa um filtro
de partículas.
O ABC-PRC exige que escolhamos um kernel de transição Ktp¨|θ˚q como uma função de
densidade. Tamanho da amostra efetivo (ESS por suas siglas em Inglês) calcula o número
equivalente de amostras aleatórias necessárias para obter uma estimativa, de modo que
sua variação de Monte Carlo seja igual àquela das N partículas ponderadas. E pode ser
resumido da seguinte forma:
Dependendo da natureza do modelo, provar a suficiência de um estatístico
T pode ser analiticamente impraticável. Por esta razão, devemos usar o conhecimento
sobre o modelo para mostrar que o estatístico T conserva grande parte da informação
disponível sobre os parâmetros. (JOYCE; MARJORAM et al., 2008) mostra que isso pode
ser alcançado selecionando o estatístico T que minimiza a entropia a posteriori.
3.3 Suficiência
A escolha apropriada de estatísticos de resumo para o uso de métodos ABC
corresponde a um estágio fundamental, dado que uma má escolha, ou a seleção de um
estatístico insuficiente, poderia significar perda de informação e, em última instância, que
o método seja impreciso. Na prática, são raros os casos em que se tem acesso a estatísticos
suficiente de forma analítica, por isso, devemos nos preocupar por aqueles estatísticos que
podem ser mais representativos, ou seja, aqueles que têm uma perda mínima de informação
em relação aos parâmetros de interesse.
A seguir, são apresentados elementos básicos sobre Entropia e informação com o propósito
de avaliar o grau de informação dos estatísticos propostos, para mais detalhes veja (COVER;
THOMAS, 2012).
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Algoritmo 3 – ABC-PRC .
C1 Inicializar 1, ..., T , e especifique a distribuição de amostragem inicial µ1.
Definir indicador de população t “ 1.
C2 Definir indicador de partículas i “ 1.
C2.1 Se t “ 1, amostra θ˚˚ „ µ1pθq independentemente de µ1.
Se t ą 1, amostra θ˚ a partir de a população anterior tθpiqt´1u
com pesos tW piqt´1u, e perturbar a partícula para θ˚˚ „ Ktpθ|θ˚q
de acordo com um kernel Kt .
Gere um conjunto de dados D˚˚ „ fpD|θ˚˚q.
Se dpT, T ˚q ě t , então ir para C2.1.
C2.2 Set
θ
piq
t “ θ˚˚ e W piqt “
$’&’%
pipθpiqt q{µ1pθpiqt q if t “ 1
pipθpiqt qřN
j“1W
pjq
t´1Ktpθpiqt |θ˚q
if t ě 1
onde pipθq denota a distribuição a priori para θ, e
Se i ă N , aumentar i “ i` 1 e ir para C2.1.
C3 Normalize os pesos para que
Nÿ
i“1
W
piq
t “ 1.
Se ESS “ r
Nÿ
i“1
pW piqt q2s´1 ă E depois reamostrar com substituição,
as partículas tθpiqt qu com pesos tW piqt u para obter uma nova população
tθpiqt qu, e definir pesos tW piqt “ 1{Nu
C4 Se t ă T , aumentar t “ t` 1 e ir para C2.
Onde Wt são os pesos dada a nova partícula θ˚˚.
3.3.1 Entropia e Informação Mútua.
Definição 10. A Entropia de X, denotada por H, mede a incerteza de X e é definida da
seguinte forma,
HpXq “ ´
ÿ
x
pXpxq log pXpxq “ ´EX plog pXpXqq “ ´EX
ˆ
1
log pXpXq
˙
ě 0,
onde EX denota a esperança sob a função de massa de probabilidade pX . Sejam pX, Y q
variáveis aleatórias discretas com f.d. conjunta pX,Y . A entropia condicional HpY |Xq é
definida como
HpY |Xq “ ´EX,Y
“
log pY |XpY |Xq
‰
.
A informação mútua IpX;Y q entre duas variáveis aleatórias discretas X e Y
mede a quantidade de informações que Y contém sobre X. mide la cantidad de información
que Y contiene sobreX. Pode-se ver a redução da incerteza sobreX devido ao conhecimento
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de Y ,
IpX;Y q “HpXq ´HpX|Y q
“
ÿ
x,yPX
pX,Y px, yq log
ˆ
pX,Y px, yq
pXpxqpY pyq
˙
“KLppX,Y ||pXpY q ě 0,
onde KLpP ||Qq refere-se à divergência Kullback-Leibler (KL) entre duas medidas de pro-
babilidade P y Q. A informação mútua IpX;Y q é igual a 0 se e somente se as variáveis
aleatórias X e Y são independentes.
A informação mútua condicional de variáveis aleatórias discretas X, Y e Z é
definida como:
IpX;Y |Zq “ HpX|Zq ´HpX|Y, Zq;
esto é a redução da incerteza de X devido ao conhecimento de Y quando Z é dado. Tal
valor é de 0 se e somente se X e Y são condicionalmente independentes, dado Z, o que
significa que Z contém todas a informação sobre X em Y . A informação mútua condicional
satisfaz a regra da cadeia; para variáveis aleatórias discretas X1, X2, ..., Xn e Y , quer dizer
IpX1, X2, ..., Xn;Y q “
nÿ
i“1
IpXi;Y |X1, ..., Xi´2, Xi´1q.
Neste trabalho, é considerada a entropia, em vez de entropia diferencial, com aplicações a
variáveis aleatórias contínuas.
3.3.2 Desigualdade do Processamento de Dados e Estatísticos Suficientes
A desigualdade do processamento de dados (DPE) estado que para variáveis alea-
tórias X, Y e Z tal que X Ñ Y Ñ Z, (isto é, Y depende, aleatória ou deterministicamente,
de X e Z depende de Y )
IpX;Y q ě IpX;Zq,
com igualdade somente se X Ñ Y Ñ Z formam uma cadeia de Markov, que signi-
fica que a variável aleatória X e Z são condicionalmente independentes dado Y , isto é,
pX,Z|Y “ pX|Y pZ|Y .
Consideramos agora a família de distribuições tfp¨|θquθPΘ e seja X uma amostra
de uma distribuição nesta família. Seja S um estatístico e denotamos por S a variável
aleatória tal que S “ SpXq, então θ Ñ X Ñ S. Obtendo por DPE,
Ipθ;Sq ď Ipθ;Xq.
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Diremos que o estatístico S é suficiente para o parâmetro θ se e somente se Ipθ;Sq ď
Ipθ;Xq.
Proposição 1. S é um estatístico suficiente para o parâmetro θ se e somente se,
Ipθ;X|Sq “ 0.
Neste caso,
Eθ,X
„
log ppθ|Xq
ppθ|Sq

“ 0.
Exemplo
Como ilustração, consideraremos a estimação do parâmetro de localização µ
de uma distribuição de Cauchy. Para isto, foram realizadas simulações com a seguinte
configuração de parâmetros: µ “ 0 e σ “ 1. Como se trata do parâmetro de localização,
um estatístico de resumo possível para o Algoritmo C é a média da amostra. Especificamos
como a priori de µ a distribuição Uniforme em p´10, 10q, e o kernel correspondente
Ktpµt|µt´1q como um passeio aleatório Gaussiano. O Algoritmo C foi executado para 1000
iterações. As tolerâncias programadas são dadas na Tabela 1.
Iteraciones t Valor de t
1-100 10
101-200 5
201-300 2
301-400 1
401-500 0.5
501-600 0.2
601-700 0.1
701-800 0.05
801-900 0.02
901-1000 0.01
Tabela 1 – Simulações e níveis de tolerância.
Para verificar o desempenho do Algoritmo 3, foi considerado como um estima-
dor a média a posteriori, e o desvio padrão da distribuição a posteriori. Os resultados
são apresentados na Tabela 2, onde é possível ver uma diferença considerável entre as
estimativas pontuais do parâmetro, associadas ao tamanho de , também se pode ver uma
redução significativa em no desvio padrão.
Os resultados mostrados na Tabela 2 e a Figura 5 sugerem que uma boa maneira
de ver o Algoritmo C de (SISSON; FAN; TANAKA, 2007) é como uma série de sucessivas
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Valor de  sample mean (SE)
10 -1.22680 (4.6367)
5 -0.55045 (3.5321)
1 0.12922 (2.7633)
2 0.06258 (2.2970)
0.5 -0.2387 (5.4334)
0.2 0.29349 (2.1673)
0.1 -0.13251 (2.1652)
0.05 0.23571 (1.8058)
0.02 0.36734 (1.5159)
0.01 0.29067 (1.4938)
Tabela 2 – Média e desvio padrão para distribuição a posteriori, dependendo das tolerâncias
e assumindo que µ “ 0.
aplicações do Algoritmo A sobre variáveis aleatórias extraídas de uma distribuição a priori,
que é uma convolução do núcleo suavizado e as variáveis selecionadas da rodada anterior
de rejeição.
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Figura 5 – A posteriori, dependendo do vetor de tolerâncias .
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4 Estimadores Bayesianos para o sBm
4.0.1 Resumo
Em alguns problemas que envolvem séries temporais de variáveis aleatórias
contínuas, considerar barreiras semipermeáveis permite construir modelos mais precisos
para o fenômeno estudado. Por exemplo, em finanças, é possível considerar barreiras psico-
lógicas semipermeáveis que envolvem preços de ativos, gerando diferentes procedimentos de
tomada de decisão em cada lado da barreira. Desta forma, propomos um modelo que capta
essa característica em termos de tempos locais, dando origem ao chamado movimento
Browniano assimétrico (sBm).
Recentemente, vários trabalhos consideraram o sBm em modelagem ou em
problemas de simulação, assim como em alguns problemas de otimização. Ver, por exemplo
(LEJAY, 2006) para referências sobre o tema, e para um estudo sobre as diversas construções
e possíveis aplicações do sBm.
Neste trabalho estamos interessados em estimar o parâmetro de assimetria
quando observamos uma trajetória do processo em uma quadrícula de tempo igualmente
espaçados.
Do ponto de vista estatístico, este problema representa uma análise intermédio
entre o problema clássico da estimativa do drift em uma difusão, (KUTOYANTS, 1984;
LIPSTER; SHIRYAEV, 2001), e a estimativa da variância de uma difusão, ver (FLORENS-
ZMIROU, 1993; JACOD, 1998) e referências no mesmo, onde as medidas de probabilidade
geradas pelas trajetórias são singulares para diferentes valores do parâmetro.
Até onde sabemos, existem poucos trabalhos sobre a estimação deste parâmetro.
Em (BARDOU; MARTINEZ, 2010), os autores assumem que sBm é refletido nos níveis 0 e
1 para garantir a ergodicidade, por outro lado em (LEJAY; MORDECKI; TORRES, 2014),
o estimador de máxima verossimilhança é construído e é analisado seu comportamento
assintótico sob a hipótese nula do parâmetro de assimetria nulo, ou seja, sBm sendo o
movimento browniano padrão. Sob hipóteses gerais, no entanto, o problema não é tratado
analiticamente e ainda não foi estudado
Neste trabalho, discute-se uma análise baseada em simulação sobre o compor-
tamento assintótico dos estimadores de Bayes para o parâmetro de assimetria, mostrando
sua consistência através de simulações. A metodologia é aplicada a uma trajetória que os
leões marinhos da América do Sul (SASL, Otaria flavescens) seguem durante suas viagens
de alimentação
La metodología se aplica a una trayectoria que los lobos marinos sudamericanos
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(SASL, Otaria flavescens) siguen durante sus viajes de alimentación, tais viagens no mar
alternam-se com visitas a colônias para descansar e que as fêmeas amamentam filhotes de
lactação ((BONESS; BOWEN; OFTEDALL, 1994)), na costa do sul do Chile
4.0.2 Formulação do modelo
Ao considerar o sBm X com parâmetro θ P r´1, 1s definido em 2.1, para
t P r0, T s e o esquema de amostragem denotado por Xi :“ Xi∆, i “ 0, ..., n, e ∆ “ T {n.
Como é mostrado em (WALSH, 1978). As transições entre estados, mostradas na Figura
6, são definidas pelo kernel
qpt, x, y|σ, θq “ pφpy ´ x|tσ2q ` sgnpx, yqθφp|x| ` |y||tσ2qq12p2´ 1t0upxqq, (4.1)
onde
φpx|tσ2q “ 1?
2pitσ
exp
ˆ
´ x
2
2tσ2
˙
,
é a densidade de uma variável aleatória Gaussiana centrada com variância tσ2, sgnpx, yq “
sgnpyq1t‰0upyq`sgnpxq1t0upyq, e sgnpxq “ 1 se x ą 0, sgnpxq “ ´1 se x ă 0 e sgnpxq “ 0
se x “ 0. Além disso, podemos reescrever as transições entre os estados como:
qpt, x, y|σ, θq “
#
φpy ´ x|tσ2q ` θφpx` y|tσ2q si y ą 0
φpy ´ x|tσ2qp1´ θq c.o.c. , (4.2)
quando x ą 0,
qpt, x, y|σ, θq “
#
φpy ´ x|tσ2q ´ θφpx` y|tσ2q si y ď 0
φpy ´ x|tσ2qp1` θq c.o.c. , (4.3)
quando x ă 0, e por ultimo quando x “ 0,
qpt, 0, y|σ, θq “
$’’’&’’’%
1
2φpy|tσ
2q ` p1´ θq si y ď 0
1
2φpy|tσ
2q ` p1` θq c.o.c.
. (4.4)
Pode-se observar desde o kernel de transição, que o parâmetro θ tem uma
grande influência na trajetória somente quando está perto da origem.
tiene una gran influencia sobre la trayectoria sólo cuando está cerca del origen
(barreira de semipermeabilidade). De fato, para um valor fixo do tempo t, e quando x está
o suficientemente “longe” do origem, o segundo termo é quase zero. Nesse caso, a trajetória
é praticamente um movimento browniano, quase sem influência de θ, e, portanto, quase
não existe informações sobre θ. Por outro lado, quando uma trajetória se aproxima ao
origem desde o primeiro quadrante, por exemplo, se θ ă 0 a trajetória é “empurrada” para
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(a) (b)
(c) (d)
Figura 6 – Kernel de transição qpt, x, y | τ, θq, com t “ 1, τ “ 1, considerando θ “ 0.8 e:
(a) x “ 0.1, (b) x “ 1, (c) x “ 2, (d) x “ 3.
cruzar ao quarto quadrante, e se θ ą 0, tem mais probabilidade de refletir-se e permanecer
no primeiro quadrante.
No caso limite θ “ 1, a solução para 2.1 é o movimento browniano refletido
sobre o origem, e quando θ “ ´1, é o movimento browniano refletido baixo o origem, tão
logo a trajetória se torna negativa. O caso θ “ 0 corresponde ao movimento browniano
padrão. A Figura 12 (a) mostra uma trajetória típica para θ “ 0.8.
4.0.3 Tempo de Saída
Consideramos τx “ inftt ą 0 : Xt “ xu, como o primeiro tempo de visita ao
ponto x P R. Sea J “ pa, bq qualquer intervalo aberto tal que a probabilidade de saída
(exiting probabilitity) Pxpτta,bu ă 8q é igual a 1, para qualquer x P J . Então existe uma
função contínua, estritamente crescente Spxq en R, tal que
Pxpτa ă τbq “ Spbq ´ Spxq
Spbq ´ Spaq , x P J .
A função S é chamada função de escala do processo. Para mais detalhes sobre funções de
escala, veja por exemplo (BREIMAN, 1992). Para o movimento browniano assimétrico, a
função de escala é dada por,
Spxq “
#
α´1x si x ě 0
p1´ αq´1x c.o.c.
onde α “ p1` θq{2, como em (LEJAY, 2006). Isso implica que, se a “ ´b ă 0 ă b,
P0pτ´b ă τbq “ 1´ α “ p1´ θq{2 .
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Podemos ver que esse valor não depende de b, somente de θ:
• si θ “ 0, então P0pτ´b ă τbq “ 1{2;
• si θ ą 0, então P0pτ´b ă τbq ă 1{2;
• si θ ă 0, então P0pτ´b ă τbq ą 1{2,
para qualquer b ą 0. Em outras palavras, se θ ă 0, uma vez que a partícula atinge a
barreira, ela é empurrada para baixo com probabilidade p1´ αq mayor a 1{2; e se θ ą 0, a
partícula é empurrada para cima com probabilidade α maior a 1{2.
Do ponto de vista dos procedimentos inferenciais, dada uma trajetória observada,
para aquelas observações o suficientemente perto da barreira, as proporções destas em
cada lado da barreira são funções lineares de θ. Esta propriedade pode nos guiar para
definir uma distribuição a priori apropriada para este parâmetro.
4.0.4 Verossimilhança e configurações a priori
Pelo exposto, podemos ver que para o processo inferencial, após observar
uma trajetória, se esta “passa” longe do origem, quase não dá informação sobre θ; pelo
contrário, quanto maior seja o número de passos o suficientemente perto da barreira, mais
informativos são os dados sobre θ. Este ganho de informação será clara em na forma
analítica da densidade a posteriori para θ
Para o modelo 2.1, vamos considerar o espaço paramétrico
Ω “  ω “ pθ, σ2q P R2 : σ2 ą 0,´1 ď θ ď 1( .
Para uma amostra dada d “ px1, ..., xnq do processo observado aos tempos
pt1, . . . , tnq, a função de verossimilhança para ω P Ω , depois de observar d é dada por
ldpωq “
n´1ź
i“1
qpτi, xi, xi`1 | θ, σ2q ,
com q como em (4.1), y τi “ ti`1 ´ ti. Para facilitar a notação, seja ai “
aipσ2q “ φτiσ2pxi`1 ´ xiq y bi “ bipσ2q “ φτiσ2pxi ` xi`1q. Com esta notação, a função de
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verossimilhança de pθ, σ2q é proporcional a
ldpωq9
˜ź
i
aipσ2q
¸
p1` θqn´`p1´ θqn`´
ź
xją0
xj`1ą0
ˆ
1` bjpσ
2q
ajpσ2q θ
˙
ˆ (4.5)
ˆ
ź
xjă0
xj`1ă0
ˆ
1´ bjpσ
2q
ajpσ2q θ
˙
9 1?
σ2n
exp
#
´ 12σ2
ÿ
i
pxi`1 ´ xiq2
+
p1` θqn´`p1´ θqn`´ˆ
ˆ
ź
j
ˆ
ajpσ2q
bjpσ2q ˘ θ
˙
,
onde n´` é o número de cruzamentos do lado negativo para o positivo, n`´ é o número
de cruzamentos do lado positivo para o lado negativo, e bj{aj “ expt´2xjxj`1{pτjσ2qu.
Dada uma trajetória, quando xi está distante da barreira, e |xi| ` |xi`1| fica
grande„ menos informação temos sobre θ, como é intuitivo que ocurra. Assim, a parte
mais relevante da amostra, para θ, são aquelas seções próximas da barreira.
Observe que, para cada passo que atravessa a barreira, se xi ď 0 e xi`1 ą
0, então qpτi, xi, xi`1 | θ, σ2q9p1 ` θq ai. Por outro lado, se xi ě 0 e xi`1 ă 0, então
qpτi, xi, xi`1 | θ, σ2q9p1´ θq ai. No primeiro caso, θ “ ´1 torna-se uma raiz da função de
verossimilhança, e quando ocorre o segundo, θ “ 1 torna-se raiz.
Por outro lado, para cada dois passos consecutivos positivos ou negativos,
qpτj, xj, xj`1 | θ, σ2q, como uma função linear em θ, tem uma raiz, ˘aj{bj , fora do intervalo
r´1, 1s, com máximo em θ “ 1 se xj ą 0, e em θ “ ´1, no outro caso. Isto implica, por
exemplo, que se observarmos uma trajetória positiva sem cruzamentos com a barreira, a
estimativa de máxima verossimilhança para θ é 1, generando evidencia de un movimiento
Browniano reflejado, (LEJAY; MORDECKI; TORRES, 2014, Lemma 1).
Suponhamos que temos informação a priori sobre assimetria e volatilidade, e
denotamos por fpωq a densidade a priori para ω, quantificando essa informação. Pelo
teorema de Bayes, a densidade a posteriori para ω, dada a amostra d, é determinada pela
relação 3.2.
Se assumirmos uma simetria a priori ao redor de θ “ 0, a simetria a posteriori
para θ basicamente depende dos factores polinomiais definidos por os passos realizados
em cada um dos lados da barreira. Se, por exemplo, uma trajetória com pelo menos duas
cruzes tem mais passos no lado positivo do que no lado negativo, então a distribuição a
posteriori está inclinada para a esquerda, dando mais massa de probabilidade para θ ą 0.
Além disso, quando a trajetória não atravessa a barreira, se xi ą 0, para tudo
i, então a distribuição a posteriori é assimétrica à direita, com valor modal em θ “ 1, pelo
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contrário, se xi ă 0, para tudo i, então a distribuição a posteriori é assimétrica à esquerda,
com valor modal em θ “ ´1.
Consideramos a priori que, θ e σ2 são variáveis aleatórias independentes. Para
o inverso da variância adotamos uma distribuição Gama, Gpαs, βsq, isso devido principal-
mente ao primeiro termo na expressão de verossimilhança (4.5), desta forma, podemos
obter um tipo de conjugação para 1{σ2. Por outro lado, a partir da interpretação de θ
como uma função linear de uma proporção dada na Seção 4.0.3 e novamente para obter
uma conjugação parcial para θ, adotamos para θ uma distribuição a priori Beta em r´1, 1s
com hiperparâmetros αt, βt.
Com isso, a densidade a priori é dada por
fpθ, σ2q9p1` θqαt´1p1´ θqβt´1
ˆ
1
σ2
˙αs`1
exp
ˆ
´βs
σ2
˙
1Ωpθ, σ2q ,
e consequentemente, a densidade a posteriori pode ser escrita da seguinte forma
fpθ, σ2 | dq9
ˆ
1
σ2
˙αs`1`n{2
exp
#
´ 1
σ2
˜
βs `
ÿ
i
1
2τi
pxi`1 ´ xiq2
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ˆ
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ź
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ˆ
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2q
ajpσ2q θ
˙
ˆ
ˆ
ź
xjă0
xj`1ă0
ˆ
1´ bjpσ
2q
ajpσ2q θ
˙
.
Os dois últimos fatores mostram a dependência entre θ e σ2, dada pela informação
actualizada depois de observar d, quanto mais forte a dependência, mais a trajetória
permanece próxima da barreira. À medida que a trajetória se afasta da barreira, esses
fatores convergem exponencialmente para um.
4.0.5 Considerações sobre o comportamento assintótico de a posteriori.
Nesta seção apresentamos uma análise baseada em simulações sobre o compor-
tamento assintótico da distribuição a posteriori de θ, dado σ2, na medida que o tamanho
da amostra aumenta.
Em (LEJAY; MORDECKI; TORRES, 2014), foi alcançado um primeiro passo
em direção a um resultado de convergência para o estimador de máxima verossimilhança
(MLE). Os autores caracterizam a distribuição limite sob a hipótese nula do movimento
Browniano padrão, quer dizer θ “ 0, ea convergência está relacionada com G-estabilidade
(ver (JACOD, 1998) para a definição e propriedades). Este tipo de convergência é compro-
vada para uma vizinhança de θ “ 0, mas mesmo nesse caso não é uma condição suficiente
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para a consistência do estimador. Nesse sentido, (LEJAY; MORDECKI; TORRES, 2014)
é o único resultado analítico sobre a convergência do estimador para o parâmetro de
assimetria θ em o sBm.
Além disso, para o MLE, a estimativa obtida para uma sequência de tempos
tiT {nui, é equivalente à estimativa obtida para uma seqüência de passos de tempo igual
a um. Assim, as simulações realizadas consideram o aumento dos tempos t1, . . . , nu e
fornecem suporte para a consistência da distribuição posterior quando o tamanho da
amostra n aumenta, como podemos ver a seguir.
Figura 7 – Distribuição amostral da moda a posteriori dadas trajectórias com n passos,
n “ 100, 1000, 10000 assumindo θ “ 0.
Para esta discussão, apresentamos a distribuição da amostra simulada da moda
a posteriori, a média a posteriori, e os quartis a posteriori 0.025 e 0.975 para θ. Estas
distribuições foram obtidas simulando dez mil trajetórias com n passos, considerando
n “ 100, 1000 e 10000, para diferentes valores de θ em ´1 a 1. Consideramos para o
desenvolvimento das simulações, o valor de σ2 “ 1; resultados análogos foram obtidos para
outros valores de σ2.
A Figura 7 apresenta a distribuição amostral da moda a posteriori de θ, a
partir de trajetórias geradas com θ “ 0.
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Em A Figura 7 observa-se também que para trajetórias com n “ 100 passos, a
distribuição amostral da moda a posteriori é trimodal, com valores modais ´1, 0, 1. Essas
modas extremas ocorrem porque existe uma probabilidade positiva de que a trajetória não
atinja a origem, dando evidência para θ “ 1 se a trajetória é principalmente positiva, e para
θ “ ´1, se fosse principalmente negativo. Por simetria, ambos casos ocorrem com a mesma
probabilidade, como mostrado pelas simulações. Quando n aumenta, essa probabilidade
tende a zero, como podemos ver nos histogramas, para n “ 1000 e n “ 10000 passos, onde
a massa de probabilidade em torno de ´1 e 1 quase desaparece.
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Figura 8 – Média a posteriori e quartis qp0.025q y qp0.975q, para trajetórias com n passos,
n “ 100, 1000, 10000, assumindo θ “ 0.
A Figura 8 apresenta a distribuição da amostra da média a posteriori e a
distribuição da amostra conjunta para os quantis qp0.025q e qp0.975q a posteriori. É claro
que a distribuição da amostra da média para a posteriori está concentrada em torno de
θ “ 0 quando n cresce. Além disso, a distância qp0.975q ´ qp0.025q diminui a medida que
n aumenta, mostrando que a distribuição a posteriori se concentra assintoticamente. A
Tabela 3 mostra a média da amostra e o desvio padrão para a média e a posteriori.
A convergência também pode ser observada na distribuição amostral da média
a posteriori para diferentes valores de θ, como é mostrado na Figura 9. Nos gráficos, o
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n “ 100 n “ 1.000 n “ 10.000
média (DP) média (DP) média (DP )
moda 0.000783 (0.494) -0.00256 (0.319) -0.00192 (0.192)
média 0.00565 (0.366) -0.000689 (0.312) -0.000387 (0.226)
Tabela 3 – Média e desvio padrão para moda e média a posteriori, assumindo que θ “ 0.
eixo horizontal representa os valores nominais para θ, desde -1 até 1. Para cada θ, as
linhas sólidas representam intervalos de credibilidade do 95% para a média a posteriori,
dependendo do número de cruzamentos. Em paq com 100, pbq 1000 e pcq 10000 passos,
a linha contínua considera todas as trajetórias, a linha pontilhada mostra o mesmo
intervalo para a média a posteriori, mas considerando apenas as trajetórias que têm cinco
cruzes ou mais, e a linha segmentada, aqueles com dez cruzes ou mais com a barreira de
semipermeabilidade. O intervalo de credibilidade, para a média a posteriori, é mais preciso
quando o número de cruzamentos com a barreira aumenta, e, nesse sentido, é necessário
enfatizar que o número de cruzamentos é uma estatística relevante para ter uma inferência
mais precisa sobre θ.
(a) (b) (c)
Figura 9 – Intervalo de amostragem para a média a posteriori de θ, com σ2 “ 1, consi-
derando θ P r´1, 1s e: (a) n “ 100, (b) n “ 1000, (c) n “ 10000 passos. Para
cada gráfico, a linha sólida representa o 95% dos valores centrais da média a
posteriori, a linha pontilhada mostra o mesmo intervalo considerando apenas
as trajetórias que possuem cinco cruzes ou mais, e a linha segmentada, aquelas
com dez cruzes ou mais.
Podemos ver na Figura 10, que a proporção de trajetórias positivas, sem
atravessar a barreira, é maior para trajetórias com n “ 100 passos, como é evidenciado
pela moda a posteriori perto de 1. No entanto, essa proporção diminui à medida que n
aumenta.
A Figura 11 se apresenta a distribuição da amostra da média a posteriori,
dependendo do número de cruzes com a barreira semi-permeável. É apreciada uma
diminuição na variabilidade da distribuição a posteriori à medida que o número de
cruzamentos aumenta.
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Figura 10 – Distribuição da amostra da moda a posteriori, dadas as trajetórias de n passos,
n “ 100, 1000, 10000 assumindo θ “ .5.
Como pode ser visto nas Figuras 7, 10 e 8, para tamanhos de amostra inferiores
a 1000, a moda a posteriori para o parâmetro de assimetria mostra uma distribuição
amostral mais dispersa do que a média a posteriori. Isto significa que, em certo sentido, a
média a posteriori é um estimador mais confiável para θ. Por outro lado, ambos estimadores
melhoram à medida que o número de cruzamentos com a barreira aumenta, e nesse sentido
a sua consistência é bem suportada por simulações, para qualquer valor de θ.
4.1 Computação para dados
4.1.1 Dados simulados
Esta seção se descreve o procedimento seguido para obter inferências a posteriori,
a partir de uma única trajetória, as estimativas pontuais a posteriori e e-valor. Para fins
ilustrativos, considerarmos a trajetória simulada com n “ 1000 passos, a partir de um
sBm com parâmetros σ2 “ 1 y θ “ 0.8, tal trajetória é apresentada na Figura 12(a).
A distribuição a priori considerada para 1{σ2 é Gama r1, 1s e para θ quatro
distribuições a priori Beta diferentes, com parâmetros pαt, βtq igual a p1, 1q, p0.5, 0.5q, p5, 1q
e p1, 5q. Desde que a distribuição a posteriori fpω | dq tem uma forma analítica fechada,
exceto pela constante de normalização, a calculamos em uma grade com 141ˆ 40 pontos
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Figura 11 – Boxplot da distribuição amostral da média a posteriori, considerando o
número de cruzamentos com a barreira.
para pθ, σ2q em r´1, 1s ˆ r0.8, 1.2s. As distribuições a posteriori correspondentes a cada
uma das a priori consideradas, são representadas na figura12 em azul, rosa, ciano e verde,
respectivamente..
É possível observar que praticamente não existe diferença entre as distribuições
a posteriori obtidas nas três primeiras a priori. Esta falta de influência deve-se à grande
quantidade de passos próximos da barreira de semipermeabilidade, que fornecem, como já
mencionado, informação relevante sobre o parâmetro de assimetria θ. Com a versão da
distribuição a priori Beta(1,5), a estimativa pontual é fortemente próxima a θ “ ´1, neste
caso, a diferença nas estimativas para θ não passa despercebida, como podemos ver na
Tabela 4. Mesmo neste último caso, o e-valor em favor da hipótese θ “ 0 é insignificante,
o que também concorda com o fator Bayes.
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Figura 12 – (a) Simulação de uma trajetória do processo, com n “ 1000 passos, para
θ “ 0.8 e σ2 “ 1. Note que a trajetória tende a ser mais positiva que negativa.
(b) Densidades a posteriori marginais e conjuntas para pθ, σ2q, com distribuição
a priori para θ: Beta(1,1) em azul, Beta(0.5,0.5) em rosa, Beta(5,1) em ciano,
Beta(1,5) em verde. A linha vertical magenta representa a hipótese θ “ 0.
4.1.2 Real data
Sete SASL (1 macho e 6 fêmeas) foram capturados em julho de 2009 e junho de
2010 na costa em frente a Calbuco (41o48’S; 73o08’W), sul do Chile. Os indivíduos foram
marcados com etiquetas GPS da Unidade de Investigação em Mamíferos Marinhos (SRDL,
por suas siglas em inglês), colados na pele dorsal. As etiquetas SRDL-GPS coletaram
dados sobre a posição dos animais, o comportamento de mergulho e a temperatura da água.
Estes dados foram processados a bordo para calcular uma série de parâmetros, depois
resumidos e transmitidos através do sistema ARGOS.
Neste trabalho, modelamos os locais de viagem de alimentação de um desses
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distribuição a moda a posteriori média a posteriori e-valor fator de Bayes
priori para θ para pθ, σ2q para pθ, σ2q para θ “ 0 contra θ “ 0
Beta(1,1) p0.74, 1.01q p0.66, 1.02q 0.0029 16.8
Beta(1,5) p0.56, 1.02q p0.49, 1.02q 0.0224 2.55
Tabela 4 – Estimativas a posteriori para pθ, σ2q, considerando diferentes distribuições a
priori para θ, tomando uma trajetória simulada com valores nominais θ “ 0.8
e σ2 “ 1. As duas últimas colunas mostram a evidência em favor da hipótese
θ “ 0, dadas por o e-valor e o fator de Bayes.
Figura 13 – Localização da área de alimentação, Calbuco, Chile.
SASL (sujeito ID 96721), como exemplo de trajetória assimétrica. Vários estudos sobre
diferentes espécies de leões marinhos mostraram uma fidelidade às áreas de alimentação
entre indivíduos (veja por exemplo, (BONADONNA et al., 2001; ROBSON et al., 2004;
CALL et al., 2008)), incluído SASL na costa do Atlântico ((RIET-SAPRIZA et al., 2013;
RODRÍGUEZ et al., 2013)). A fidelidade individual às áreas de alimentação pode permitir
aos animais localizar locais produtivos de alimentação em viagens sucessivas, o que poderia
ser uma estratégia benéfica, uma vez que confere a vantagem de reduzir os custos totais de
viagem ((ROBSON et al., 2004; RIET-SAPRIZA et al., 2013)). Com base nisso, levantamos
a hipótese de que o SASL viajará sempre para as mesmas áreas de alimentação e, portanto,
dentro do modelo proposto, 0 deve estar próximo de ´1.
A maioria dos viagens de alimentação estão concentradas entre a colônia de
La Sebastiana e as águas interiores da ilha de Chiloé (Figura 13). Como é mostrado na
Figura 14(a) existe uma barreira física na latitude ´41.76 que corresponde à localização
da colônia de leões marinhos.
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Figura 14 – (a) Latitude de uma trajetória de um leão-marinho na costa de frente a
Calbuco, no sul do Chile. (b) Densidades a posteriori marginal e conjunta
para o parâmetro de assimetria θ, com distribuição a priori: Beta(1,1) em
azul , Beta(0.5,0.5) em rosa, Beta(5,1) em ciano, Beta(1,5) em verde. A linha
vertical magenta representa a hipótese θ “ 0.
Como no exemplo simulado, consideramos quatro distribuições a priori diferen-
tes para θ, Betapαt, βtq, com pαt, βtq igual a p1, 1q, p0.5, 0.5q, p5, 1q e p1, 5q, representado na
Figura 14 em azul, rosa, ciano e verde, respectivamente. Também padronizamos a trajetória
observada, dividindo todos os termos pelo desvio padrão das diferenças observadas e a
distribuição a priori considerada para 1{σ2 é Gama(1,1). As estimativas a posteriori são
apresentadas na Tabela 5.
A evidência dada pelo fator de Bayes contra H é favorável a esta hipótese. No
entanto, considerando a regra de decisão (3.6) e uma distribuição a priori uniforme para θ,
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a priori moda a posteriori média a posteriori
para θ para pθ, σ2q para pθ, σ2q
Beta(1,1) p´0.13, 0.99q p´0.11, 1.00q
Beta(5,1) p0.04, 0.99q p0.04, 1.00q
Beta(1,5) p´0.26, 0.99q p´0.23, 1.00q
a priori e-valor fator de Bayes P pθ ă 0 | dq
para θ para θ “ 0 contra θ “ 0
Beta(1,1) 0.656 0.394 0.648
Beta(5,1) 0.876 0.283 0.424
Beta(1,5) 0.355 0.404 0.799
Tabela 5 – Estimativas a posteriori para pθ, σ2q, considerando diferentes distribuições a
priori para θ, para a trajetória SAL observada. As últimas três colunas mostram
a evidência em favor da hipótese θ “ 0, dada pelo e-valor, o fator de Bayes e a
probabilidade a posteriori de θ ă 0.
devemos tomar a decisão de rejeitar H se e somente se,
0.656pw0 ` cq ă w1 ` c ðñ 23w0 ă w1 `
1
3c , aproximadamente.
Em outras palavras, se temos, por exemplo w1 « c, e o custo do erro de tipo II é pelo
menos a metade do custo do erro tipo I, então H deve ser rejeitada.
Além disso, as probabilidades P pθ ă 0 | dq ą 0.4, para as diferentes distribui-
ções a priori, indicam que é provável que o sujeito nem sempre viaje para a mesma área de
alimentação, mas em vez disso algumas de suas viagens foram para latitudes mais baixas.
Biologicamente, pelo menos três explicações diferentes, não excludentes mutuamente,
poderia explicar por que o SASL se move para diferentes áreas de alimentação. Primeiro,
as presas podem mudar de localização devido a variações nas características oceanográficas,
forçando os predadores a mudar suas áreas de alimentação. (FRIEDLAENDER et al.,
2006). Segundo, os indivíduos geralmente segregam e mudam seus locais de alimentação
para diminuir a competição por recursos ((LEUNG et al., 2012)). Finalmente, SASL
é considerado um predador generalista, o que significa que consome diferentes espécies
como presa, (CAPPOZZO; PERRIN, ). Portanto, se a abundância e a disponibilidade de
presas diminuem em uma determinada área de alimentação, o indivíduo pode apresentar
plasticidade comportamental deixando a área para se alimentar em um lugar diferente ou
procurar presas diferentes ((SIGLER et al., 2009)).
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5 Estimadores bayesianos para el FATGBM
A estimativa dos parâmetros da distribuição do tipo G é uma tarefa difícil,
(BROWNE; MCNICHOLAS, 2015), esta dificuldade está em na forma da função de
verossimilhança com relação aos parâmetros. Está documentado que os métodos de
otimização padrão não resolvem o problema de inferência, em particular ao estimar todos
os parâmetros do modelo (BARNDORFF-NIELSEN; BLAESILD, 1981). Tem havido
considerável contribuições a este respeito, por exemplo, (BLAESILD; SØRENSEN, 1992)
propõe o algoritmo “ Hyp ” para estimar os parâmetros apenas para o caso λ “ 1, no
entanto, o método tem um alto custo computacional, (EBERLEIN; PRAUSE, 2002). Por
outro lado (PROTASSOV, 2004) usa o algoritmo EM e realiza a estimativa dos parâmetros
apenas para o caso λ “ ´1{2. A estimação dos parâmetros sob a abordagem Bayesiana,
de acordo com a bibliografia vista até o momento, foi feita apenas na distribuição NIG
(Normal Inverse Gaussian), (LILLESTØL, 2000) , (KARLIS; LILLESTÖL, 2004).
Neste capítulo estamos interessados na implementação do ABC-PMC, para os
modelos apresentados na seção 2.4, considerando um subordinado τt distribuído Gama
com parâmetros α0 e β0, ambos conhecidos. Os análises desenvolvidos são baseadas em
um conjunto de simulações do modelo.
5.1 Formulação do Modelo
O processo FATGBM com parâmetro ω “ pθ, σq P R ˆ R` definido em 2.11,
para tudo t P r0, T s, tem densidade marginal definida em 2.15, e representada nas Figuras
15 e 16 para diferentes configurações de parâmetros.
5.1.1 Simulações
Existem vários métodos de simulação de um processo estocástico tipo G, neste
trabalho as simulações serão realizadas através de processos estocásticos com incrementos
reais e independentes, tendo em conta que também depende da medida de probabilidade
do processo Tt dada na equação 2.11.
O problema subjacente é que o vetor T não é observado, mas como a distribuição
do processo não depende de ω, e os parâmetros dos quais depende são conhecidos α “
0.5 “ β, é possível realizar simulações do processo T , e obter resultados dos métodos ABC
proposto. No entanto, o estimador não é fixo e, obviamente, depende do vetor simulado T .
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Figura 15 – O kernel de transição, variando o parâmetro de assimetria θ, com t “ 1 e
σ “ 1.
5.1.2 Configuração de distribuição a priori
A implementação do Algoritmo C exige a abordagem de três questões impor-
tantes: a seleção das distribuições a priori para os parâmetros envolvidos no modelo, o
kernel de transição associado aos pesos e os estatísticos de resumo.
As distribuições a priori foram consideradas independentes, isto é,
pipθ, σ2q9pi1pθq ¨ pi2pσ2q, (5.1)
onde pi1p¨q é uma distribuição normal com hiperparâmetros µ0 “ 0, σ20 “ 2 e pi2p¨q é
uma distribuição gama com hiperparâmetros α0 “ 2 e β0 “ 3. Em relação ao kernel de
transição para o método ABC-PMC, Ktp¨|γq será considerado como a densidade Normal
com parâmetros γ e 0.1. Além disso, foi estudado o desempenho de 6 combinações de
estatísticos de resumo que, a priori, têm informações sobre os parâmetros do modelo, As
medidas de resumo são apresentadas na Tabela 6. A seleção é a combinação que gera os
melhores resultados ao combinar o Algoritmo A e os critérios descritos na seção 3.3.
Para estudar o comportamento do estimador bayesiano proposto para o modelo
2.10, foram realizadas simulações com diferentes configurações de parâmetros θ e σ. O
parâmetro de localização µ é fixado em US 0 e não será estimado. Um total de três
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Figura 16 – O kernel de transição, variando o parâmetro de escala σ, com t “ 1 e θ “ 0.
θ σ
Terceiro momento Coeficiente de variação
Coeficiente de assimetria de Fisher Desvio padrão
Coeficiente de assimetria de Pearson
Tabela 6 – Estatísticos usados para avaliar a suficiência.
especificações para os parâmetros foram investigados. As combinações são identificadas
como modelos na Tabela 7.
Modelo 1 Modelo 2 Modelo 3
θ ´.5 1 .5
σ 1 1 1
Tabela 7 – Configuração de parâmetros do modelo.
Para avaliar as propriedades do Algoritmo C e sua eficiência na estimativa das
distribuições a posteriori de θ y σ foram geradas 500 amostras de 1000 observações, de cada
modelo, utilizando R ((R Core Team, 2013)). Para todas as réplicas do modelo foi calculada
a média e moda a posteriori, o que será denotado por pθˆmean, σˆmeanq e pθˆmode, σˆmodeq
respectivamente. Finalmente, para medir o desempenho de ambos os estimadores, usamos:
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o desvio padrão (SE), erro absoluto AB e a raiz quadrada do erro quadrado médio, os
últimos definidos respectivamente como:
AB “ 1
n
nÿ
i“1
|θˆi ´ θ| y
?
MSE “
d
1
n
nÿ
i“1
pθˆi ´ θq2.
O valor
?
MSE fornece alguma informação sobre o viés do método quando é comparado
com o desvio padrão (SE).
5.1.3 Resultados
Os resultados do AB e MSE para os estimadores propostos são apresentados
na Tabela 8, tomando apenas a distribuição a posteriori gerada na última iteração do
Algoritmo C para fazer as comparações.
Model M1 M2 M3pθmean AB 0.1215 0.0603 0.0974
MSE 0.0274 0.0067 0.0154pθmode AB 0.1277 0.0671 0.1288
MSE 0.0292 0.0077 0.0289pσmean AB 0.0766 0.0675 0.0736
MSE 0.0097 0.0073 0.0091pσmode AB 0.1137 0.0570 0.1151
MSE 0.0335 0.0052 0.0344
Tabela 8 – Resultado de AB e MSE para os estimadores média e moda a posteriori.
A partir da Tabela 8 pode-se observar que a média e a moda a posteriori
produzem resultados semelhantes para as estimativas θ. No entanto, a média a posteriori
produz melhores resultados para a estimação de σ, em relação ao AB e MSE.
As Tabelas 9, 10 e 11 mostram a média (SM) e desvio padrão (EP) da média
a posteriori, para cada modelo considerado. O vetor de tolerância considerado é  “
p2, 1,.5,.1q.
 “ 2  “ 1  “ 0.5  “ 0.1
SM (SE) SM (SE) SM (SE ) SM (SE)
θˆ -0.4083 (0.182) -0.5434 (0.130) -0.6083 ( 0.122) -0.5998 (0.083)
σˆ 0.7261 (0.181) 0.8233 (0.135) 0.8208 (0.096) 0.9650 (0.092)
Tabela 9 – Média e desvio padrão da amostra para a média a posteriori, dependendo do
vetor de tolerâncias e assumindo que θ “ ´.5 e σ2 “ 1.
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 “ 2  “ 1  “ 0.5  “ 0.1
SM (SE) SM (SE) SM (SE ) SM (SE)
θˆ -0.0002 ( 0.131) 0.0017 (0.119) -0.0012 (0.112) 0.0006 (0.084)
σˆ 0.6220 (0.134) 0.5772 (0.114) 0.4961 (0.091) 1.0526 (0.067)
Tabela 10 – Média e desvio padrão da amostra para a média a posteriori, dependendo do
vetor de tolerâncias e assumindo que θ “ 0 e σ2 “ 1.
 “ 2  “ 1  “ 0.5  “ 0.1
SM (SE) SM (SE) SM (SE ) SM (SE)
θˆ 0.4143 (0.221) 0.5470 (0.164) 0.6012 (0.121) 0.5725 (0.104)
σˆ 0.9444 (0.181) 0.8223 (0.154) 0.8227 (0.113) 0.9688 (0.091)
Tabela 11 – Média e desvio padrão da amostra para a média a posteriori, dependendo do
vetor de tolerâncias e assumindo que θ “ 0 e σ2 “ 1.
média (SE) média (SE) média (SE )
θˆmean -0.6016 ( 0.137) -0.0004 (0.088) 0.6043 (0.134)
σˆmean 0.9116 (0.160) 1.0291 (0.066) 0.9090 (0.161)
Tabela 12 – Média e desvio padrão da amostra para a moda a posteriori, assumindo que
 “ 0.1 e todas as configurações de parâmetros.
Por espaço e simplicidade, apenas os resultados das simulações consideradas
mais relevantes são apresentados em tabelas.
Nas Figuras 17 e 18, as médias a posteriori de ω “ pθ, σq são incluídas para as
réplicas dos Modelos 2 e 3, considerando o vetor de tolerâncias . É claro a partir deles e
das Tabelas 9, 10 e 11 que a variabilidade não é uma constante nas diferentes iterações.
De fato, essa variabilidade diminui à medida que  diminui.
A Figura 19 mostra as modas a posteriori conjuntas resultantes de cada réplica
dos Modelos 1, 2 e 3, considerando a última iteração do Algoritmo C. Nelas, observa-se
maior variabilidade e presença de atípicos, especialmente para o Modelos 1 e 3, resultado
que é corroborado pela Tabela 12.
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Figura 17 – Média a posteriori conjunta de pθ, σq, dependendo do vetor de tolerância  e
assumindo θ “ 0 e σ2 “ 1
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Figura 18 – Média a posteriori conjunta de pθ, σq, dependendo do vetor de tolerância  e
assumindo θ “ .5 e σ2 “ 1
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Figura 19 – Moda a posteriori conjunta de pθ, σq, assumindo que  “ 0.1 e todas as
configurações de parâmetros.
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6 Considerações Finais
6.0.1 Resultados sBm
Em um problema de seleção de modelos, alguns aspectos devem ser levados em
conta, como considerações teóricas sobre a problemática em si ou a experiência passada. A
amostra observada pode fornecer informações sobre o modelo, principalmente se existirem
cruzamentos através da barreira, sin embargo, consideraciones adicionales son necesarias
para escoger el sBm como un modelo adecuado para un problema especifico.
Do ponto de vista da estimação, como pode ser visto nas Figuras 7 e 10, para
amostras com tamanho menor que 1000, a moda a posteriori e, em particular, o estimador
de máxima verossimilhança para o parâmetro de assimetria apresentam distribuição
amostral com maior dispersão que a média a posteriori.
Isso faz que, em certo sentido, a média a posteriori seja uma estimativa mais
confiável para θ. Por outro lado, ambos estimadores são melhoradas quando o número de
cruzamentos aumenta na amostra, e nesse sentido a sua consistência é apoiada por meio
das simulações.
Uma possível generalização deste problema é considerar que, em cada lado da
barreira de semipermeabilidade Una posible generalización de este problema es considerar
que, en cada lado de la barrera de semipermeabilidad, os valores para o parâmetro de
volatilidade são diferentes, σ21 e σ22, permitindo assim diferentes dinâmicas dependendo
da barreira de semipermeabilidade. Neste espaço paramétrico expandido, a metodologia
proposta também pode ser aplicada. Levando em conta essa parametrização, obtemos uma
hipótese precisa que estabelece que essas difusões têm o mesmo valor que o parâmetro
σ21 “ σ22, cuja evidência pode ser medida pelo e-valor, por exemplo. Outra possível extensão
consiste em considerar mais de uma barreira e vários processos de difusão entre elas, ou até
mais, considerando uma barreira dependente do tempo, problemas de modelos dinâmicos
subjacentes.
A análise proposta aqui poderia ser usada para modelar mudanças comporta-
mentais em predadores, como mamíferos marinhos. Compreender os hábitos de alimentação
de animais e como isso varia temporalmente e espacialmente pode ser um indicador de
eventos ecossistêmicos, e liga as mudanças na dinâmica dos predadores e presa com a
variabilidade ambiental.
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6.0.2 Resultados FATGBM
A classe de algoritmos ABC apresentada é ideal no contexto em que a função
de verossimilhança é analiticamente intratável. O método proposto parece ser eficiente
quando comparado aos principais procedimentos clássicos de estimativa encontrados na
literatura. Neste caso, a eficiência foi verificada apenas no contexto de dados simulados e
com uma única configuração do processo subordinado. No entanto, isso pode ser facilmente
estendido para outras configurações de ruído subordinadas.
Do ponto de vista da estimativa, como pode ser visto nas Figuras 19, a moda
a posteriori para o parâmetro variabilidade apresenta distribuição amostral com maior
dispersão que as médias a posteriori, principalmente nos Modelos 1 e 3. Isso implica que,
em certo sentido, a média a posteriori é um estimador mais confiável para σ..
Uma possível generalização deste problema é considerar que, várias estruturas
para o vetor T , e fazer as estimativas dos parâmetros no modelo completo.
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ANEXO A – Códigos fonte
Os códigos-fonte a seguir são feitos na linguagem R,
A.0.1 Metropolis
1 # Metropolis -Hastings
2 #
3 # prior t ~ Beta(ath ,bth)
4 # prior v ~ invGamma(as,bs)
5 # data = data sample
6 # lp0 ,th0 ,v0 = initial state (posterior mode in grade =
MHskew0(vdata) )
7 # e1, e2 - step sizes in MCMC
8 # N - sample size MCMC
9 MHskew1 <- function(ath ,bth ,as ,bs ,data ,lp0 ,th0 ,v0,e1 ,e2 ,N){
10 skewMHth <-numeric (0);skewMHv <-numeric (0);skewMHlpost <-numeric
(0);
11 skewMHth [1] <- th0;
12 skewMHv [1] <- v0;
13 skewMHlpost [1] <- lp0;
14 cont <- 1
15 for (i in 1:N){
16 R0 <- skewMHlpost[i];
17 th0i <- skewMHth[i]; v0i <- skewMHv[i];
18 epsth <- runif(1,-e1,e1);
19 thpot <- th0i+epsth
20 th1 <- ifelse(thpot < -1,-2-thpot ,ifelse(thpot > 1,2-thpot ,
thpot));
21 epsv <- runif(1,-e2 ,e2);
22 vpot <- v0i+epsv;
23 v1 <- ifelse(vpot >0,vpot ,v0i -epsv);
24 R1 <- lposteriorskew(th1 ,v1 ,ath ,bth ,as ,bs,data)
25 u <- log10(runif (1));
26 alph <- R1-R0;
27 if (is.finite(alph) && alph >= u){
28 skewMHth[i+1] <- th1;
29 skewMHv[i+1] <- v1;
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30 skewMHlpost[i+1] <- R1;
31 cont <- cont +1;
32 }
33 else{
34 skewMHth[i+1] <- th0i;
35 skewMHv[i+1] <- v0i;
36 skewMHlpost[i+1] <- R0;
37 }
38 }
39 psample <- cbind(skewMHth ,skewMHv ,skewMHlpost);
40 list(psample ,cont/N)
41 }
42 ######################################
43 # e-valor
44 #
45 evalue <- function(th ,v,lp,h0){
46 d0 <- abs(th-h0)
47 q5 <- quantile(d0,probs =.05,na.rm=TRUE)
48 mh0 <- max(lp[which(d0<q5)],0,na.rm=T)
49 1-length(which(lp>mh0))/length(th)
50 }
A.0.2 ABC
1 # ABC -PRC
2 #
3 abc.pmc <- function(npart ,niter ,mu,sigma_nor ,parexp ,y,eps ,sig
,the){
4 if(length(eps) != niter)stop("eps errado")
5 if(niter < 20) nscore <- niter
6 else nscore <- 20
7 parameterEstimating <- array(dim=c(nscore ,npart ,2))
8 p.historyt <- matrix(nrow=nscore ,ncol=npart)
9 p.history <- matrix(nrow=nscore ,ncol=npart)
10 pt <- round(seq(1,niter ,length=nscore))
11 nsamp <- length(y)
12 yrho <- rho(y)
13 v1 <- rnorm(npart ,mu,sigma_nor)
14 wtvec <- rep(1,npart)
15 k <- 1
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16 for(j in 1: niter){{
17 vx <- numeric (0)
18 while(T){
19 vv <- sample(v1 ,100* npart ,replace=T,prob=wtvec)#,prob=wtvec
20 ssvec <- lapply(lapply(vv ,simtheta ,sigma=sig),rho)
21 ind <- sqrt((as.numeric(ssvec) - yrho)^2) <= eps[j]^2
22 if(sum(ind) == 0)next;
23 vx <- c(vx,vv[ind])
24 if(length(vx) >= npart){
25 vx <- vx[1: npart]
26 break;
27 }
28 }
29 if(pt[k] == j){
30 p.historyt[k,] <- vx;
31 k <- k+1
32 }
33 aux=wtvec
34 dem=numeric (0)
35 v1 <- vx + rnorm(npart ,0,sqrt (.1))
36 for(jj in 1: npart){
37 for(l in 1: npart){
38 dem[l]=aux[l]*dnorm(vx[l],v1[l],sqrt (.1))
39 }
40 wtvec[jj] <- dnorm(v1[jj],mu,sigma_nor)/sum(dem)
41 }
42 }
43 parameterEstimating [,,1] <- t(p.historyt)}
44 ysd <- var(y)
45 v1 <- rexp(npart ,parexp)
46 wtvec <- rep(1,npart)
47 k <- 1
48 for(j in 1: niter){{
49 vx <- numeric (0)
50 while(T){
51 vv <- sample(v1 ,100* npart ,replace=T,prob=wtvec)#,prob=wtvec
52 ssvec <- lapply(lapply(vv ,simsigma ,theta=the),var)
53 ind <- sqrt((as.numeric(ssvec) - ysd)^2) <= eps[j]^2
54 if(sum(ind) == 0)next;
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55 vx <- c(vx,vv[ind])
56 if(length(vx) >= npart){
57 vx <- vx[1: npart]
58 break;
59 }
60 }
61 if(pt[k] == j){
62 p.history[k,] <- vx;
63 k <- k+1
64 }
65
66 aux=wtvec
67 dem=numeric (0)
68 v1 <- vx + rnorm(npart ,0,sqrt (.1))
69 v1 <- abs(v1)
70 for(jj in 1: npart){
71 for(l in 1: npart){
72 dem[l]=aux[l]*dnorm(vx[l],v1[l],sqrt (.1))
73 }
74 wtvec[jj] <- dexp(v1[jj],parexp)/sum(dem)
75 }
76 }
77 parameterEstimating [,,2] <-t(p.history)}
78 parameterEstimating
79 }
