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Abstract: Beyond Bose and Fermi statistics, there still exist various kinds of generalized
quantum statistics. Two ways to approach generalized quantum statistics: (1) in quantum
mechanics, generalize the permutation symmetry of the wave function and (2) in statis-
tical mechanics, generalize the maximum occupation number of quantum statistics. The
connection between these two approaches, however, is obscure. In this paper, we suggest
a unified framework to describe various kinds of generalized quantum statistics. We first
provide a general formula of canonical partition functions of ideal N -particle gases obeying
various kinds of generalized quantum statistics. Then we reveal the connection between the
permutation phase of the wave function and the maximum occupation number, through
constructing a method to obtain the permutation phase and the maximum occupation
number from the canonical partition function. We show that the permutation phase of the
wave function is closely related to the higher dimensional representation of the permutation
group. In our scheme, for generalized quantum statistics, the permutation phase of wave
functions is generalized to a matrix phase, rather than a number. The permutation phase
of Bose or Fermi wave function, ei0 = 1 or eipi = −1, is regarded as 1×1 matrices, as special
cases of generalized statistics. It is commonly accepted that different kinds of statistics are
distinguished by the maximum number. We show that the maximum occupation number is
not sufficient to distinguish different kinds of generalized quantum statistics. As examples,
we discuss a series of generalized quantum statistics in the unified framework, giving the
corresponding canonical partition functions, maximum occupation numbers, and the per-
mutation phase of wave functions. Especially, we propose three new kinds of generalized
quantum statistics which seem to be the missing pieces in the puzzle. The mathematical
basis of the scheme are the mathematical theory of the invariant matrix, the Schur-Weyl
duality, the symmetric function, and the representation theory of the permutation group
and the unitary group. The result in this paper builds a bridge between the statistical
mechanics and such mathematical theories.
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1 Introduction
The principle of indistinguishability requires that exchanging two identical particles does
not lead to any observable effect [1–3]. In quantum mechanics, a physical system is de-
scribed by a complex wave function, but the observable is a real number. The principle
of indistinguishability allows a change on wave functions after exchanging two identical
particles so long as the observable does not change. Consequently, the wave function may
change a phase factor after exchanging identical particles. It comes naturally Bose-Einstein
statistics and Fermi-Dirac statistics whose phase factors change ei0 = 1 and eipi = −1,
respectively. Beside Bose-Einstein statistics and Fermi-Dirac statistics, however, one can
still consider other kinds of quantum statistics so long as it does not violate the principle
of indistinguishability, i.e., there are no changes on observables after exchanging identical
particles. Generalizing quantum statistics along this line is to consider phase factors be-
tween 0 and pi, e.g., anyons are successful in explaining the fractional quantum Hall effect
[4, 5].
In statistical mechanics, macroscopic systems are treated averagely. The number of mi-
crostates is the key in the calculation of the average value. Particles are indistinguishable, so
exchanging particles occupying different states does not lead to new microstates. In quan-
tum statistics allowed by the principle of indistinguishability, there is no new microstate
after exchanging identical particles. From the view of statistical mechanics, the differ-
ence between various quantum statistics is reflected in the maximum occupation numbers,
e.g., for Fermi-Dirac statistics the maximum occupation number is 1 and for Bose-Einstein
statistics there is no limitation on the maximum occupation number. Generalizing statistics
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along this line is to generalize the maximum occupation number to arbitrary number, e.g.,
the spin wave satisfies Gentile statistics [6].
The above analyses shows two approaches of constructing generalized statistics: (1)
in quantum mechanics, generalize the permutation symmetry of the wave function and
(2) in statistical mechanics, generalize the maximum occupation number. The connection
between those two approaches, however, is obscure.
In statistical mechanics, a system with the fixed particle number should be considered
in the canonical ensemble and the canonical partition function is the key. It is because
all the thermodynamic information is embedded in the canonical partition function. For
example, the eigenvalue spectrum can be obtained from the canonical partition function [7].
However, to calculate the canonical partition function is difficult. It is because one has to
deal with the inter-particle interactions and at the same time takes the constraint of fixed
particle number into consideration. For example, the previous work [8] gives the canonical
partition function for ideal Bose, Fermi, and Gentile statistics.
In this paper, based on the mathematical theory of the invariant matrix [9], the Schur-
Weyl duality [10], and the symmetric function [9, 11], we suggest a unified framework to
describe various kinds of generalized quantum statistics. We first provide a general formula
of canonical partition functions of ideal N -particle gases who obeying various kinds of
generalized quantum statistics. Then we reveal the connection between the permutation
phase of the wave function and the maximum occupation number, through constructing a
method to obtain the permutation phase and the maximum occupation number from the
canonical partition function.
We show that the permutation phase of the wave function is closely related to the
higher dimensional representation of the permutation group. In our scheme, for generalized
quantum statistics, the permutation phase of wave functions is generalized to a matrix,
rather than a number. The permutation phase of Bose or Fermi wave function, 1 or −1, is
regarded as 1× 1 matrices, as special cases of generalized quantum statistics.
It is commonly accepted that different kinds of statistics are distinguished by the max-
imum number. We show that the maximum occupation number is not sufficient to distin-
guish different kinds of generalized quantum statistics.
As examples, we describe various kinds of statistics in a unified framework, including
parastatistics proposed in 1952 by H. Green [12, 13], the intermediate statistics or Gentile
statistics proposed in 1940 by G. Gentile Jr [14, 15], Gentileonic statistics proposed by
Cattani and Fernandes in 1984 [16], and the immannons proposed by Tichy in 2017 [17],
etc, where the canonical partition function, the maximum occupation number, and the
permutation phase of the wave function are given. Especially, we propose three new kinds
of generalized statistics which seem to be the missing pieces in the puzzle.
The mathematical basis of the scheme are the mathematical theory of the invariant
matrix [9], the Schur-Weyl duality [10], the symmetric function [9, 11], and the represen-
tation theory of the permutation group and the unitary group [18, 19]. The result in this
paper builds a bridge between the quantum statistical mechanics and such mathematical
theories and enables one to use the fruitful result in the theory of the symmetric function
to solve the problem in quantum statistical mechanics.
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There are discussions on various kinds of generalized quantum statistics. For exam-
ple, the generalized quantum statistics such as parastatistics and Gentile statistics are
discussed in Ref. [20]. The distinctions between the intermediate statistics, parastatistics,
and Okayama statistics are discussed in Ref. [21]. The connection between the irreducible
representation of SN and the parastatistics is given by Okayama [22]. The operator real-
ization of Gentile statistics is given in Ref. [23] and the statistical distribution of various
intermediate statistics is calculated from operator relations in Ref. [24]. The relation be-
tween properties of Gentile statistics and the fractional statistics of anyons is discussed
in Ref. [25]. The operator realization of intermediate statistics is discussed in Ref. [26].
Statistical distributions for generalized ideal gas of fractional-statistics gases are given in
Ref. [27].
This paper is organized as follows. In Sec. 2, we briefly review the mathematical theory
of integer partitions and symmetric functions. In Sec. 3, we give a general formula of the
canonical partition function of an ideal N -particle gases under various kinds of statistics.
In Sec. 4, we give a method to obtain the maximum occupation number and show that the
maximum occupation number is not sufficient to distinguish different statistics. In Sec. 5,
we give a method to obtain the permutation phase from the canonical partition function
and discuss the permutation phase of the wave function for different statistics. In Sec. 6,
we give a unified framework to describe a series of generalized statistics. The canonical
partition function, the maximum occupation number, and the permutation phase of the
wave function are given. The intermediate statistics such as Gentile statistics, parastatistics,
the immanonns, Gentileonic statistics, and the new proposed generalized quantum statistics
is discussed as examples. In Sec. 7, the conclusion is given. Some details of the calculation
are given in appendixes.
2 The integer partition and the symmetric function: a brief review
The main result of the present paper involves some basic knowledges of the mathematical
theory of the integer partition and the symmetric function. In this section, we give a brief
review on the theory. For more details, one can refer to Refs. [9, 11, 28].
2.1 The integer partition
The integer partition and the length of an integer partition. An integer N can be represented
as a sum of other integers:
N = λ1 + λ2 + . . . + λl, (2.1)
where λ1 ≥ λ2 ≥ . . . ≥ λl > 0. The integer partition of N is denoted by the notation
(λ) = (λ1, λ2, . . . , λl). The number of the integer in (λ) is the length of (λ), denoted by
l(λ). N is the size of (λ). For example, for an integer partition (λ) = (3, 2, 1), the length is
l(λ) = 3 and the size is 6.
The unrestricted partition function P (N) and arranging integer partitions in a pre-
scribed order. An integer N has many integer partitions and the unrestricted partition
function P (N) counts the number of integer partitions [3]. For a given N , one arranges the
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integer partition in the following order: (λ), (λ)′, when λ1 > λ
′
1; (λ), (λ)
′, when λ1 = λ
′
1
but λ2 > λ
′
2; and so on. One keeps comparing λi and λ
′
i until all the integer partitions of N
are arranged in a prescribed order. (λ)I is the Ith integer partition function. For example,
the integer partitions of 4 are (λ)1 = (4), (λ)2 = (3, 1), (λ)3 =
(
22
)
, (λ)4 =
(
2, 12
)
, and
(λ)5 =
(
14
)
, where, e.g., the superscript in 14 means 1 appearing twice, the superscript in
22 means 2 appearing twice, and so on.
The conjugate integer partition. For an integer partition (λ) = (λ1, λ2, . . . , λl), there
is one and only one integer partition (λ)∗ that is conjugate to (λ). To get the conjugate
integer partition (λ)∗ from (λ), an efficient method is to use the Young diagram [9, 11, 29].
For example, the conjugate integer partition of (λ) = (3, 1), as shown in Fig. (1), is
(λ)∗ =
(
2, 12
)
.
Figure 1. An example of the method to obtain the conjugate integer partition by Young diagram.
2.2 The symmetric function
The symmetric function, first studied by Hall in 1950s, is an important issue in algebraic
combinatorics [9, 11]. It is closely related to the integer partition in number theory and
plays an important role in the theory of group representations [9, 11, 28].
In this section, we give a brief review on several important types of symmetric functions,
such as the S-function s(λ) (x1, x2, x3, . . .), the monomial symmetric functionm(λ) (x1, x2, x3, . . .),
and the power sum symmetric function p(λ) (x1, x2, x3, . . .).
The S-function s(λ) (x1, x2, x3, . . .). The S-function, also called the Schur function, is
an important type of the symmetric function. For an integer partition (λ) of the integer
N , the S-function is defined by [9, 11]
s(λ) (x1, x2, ..., xn) =
det
(
x
λj+n−j
i
)
det
(
x
n−j
i
) , (2.2)
where det(A) represents the determinate of matrix A. There is also another definition of
s(λ) (x1, x2, ...) without limitation on the number of variables [9, 11]:
s(λ)I (x1, x2, ...) =
P (N)∑
J=1
gJ
N !
χIJ
k∏
m=1
(∑
i
xmi
)aJ,m
, (2.3)
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where (λ)I is the Ith integer partition of the integer N and aJ,m represents the times m
occuring in (λ)J , χ
I
J is the simple characteristic of the permutation group of order N . gI
satisfies
gI = N !

 N∏
j=1
jaI,jaI,j!


−1
. (2.4)
The monomial symmetric function m(λ) (x1, x2, . . .). For an integer partition (λ), there
is a corresponding monomial symmetric polynomial, defined by [9, 11]
m(λ) (x1, x2, . . . , xn) =
∑
perm
xλ11 x
λ2
2 . . . ., (2.5)
where
∑
perm indicates that the summation runs over all possible monotonically increasing
permutations of xi.
The power sum symmetric function p(λ) (x1, x2, . . .). For an integer partition (λ), there
is a symmetric polynomial, defined by [9, 11]:
p(λ) (x1, x2, . . . , xn) =
l(λ)∏
i=1
m(λi). (2.6)
The relation among s(λ) (x1, x2, ...), m(λ) (x1, x2, . . . , xn), and p(λ) (x1, x2, . . . , xn). There
is a relation between m(λ) (x1, x2, . . . , xn) and s(λ) (x1, x2, ...): the S-function can be repre-
sented as a linear combination of the monomial symmetric polynomial [9, 11], i.e.,
s(λ)K (x1, x2, ...) =
P (N)∑
I=1
kIKm(λ)I (x1, x2, ...) , (2.7)
where kIK is the Kostka number [9, 11]. There is a relation between p(λ) (x1, x2, . . . , xn) and
s(λ) (x1, x2, ...): the S-function s(λ) (x1, x2, ...) can be represented as a linear combination
of the power sum symmetric function p(λ) (x1, x2, . . .) [30]:
p(λ)K (x1, x2, ...) =
P (N)∑
I=1
χIKs(λ)I (x1, x2, ...) , (2.8)
where χIK is the simple characteristics of SN [28, 30].
3 The canonical partition function for various kinds of statistics: a gen-
eral result
In statistical mechanics, the canonical partition function carries all the thermodynamic
information and plays a centeral role. In this section, we provide a general formula of the
canonical parition function of various kinds of generalized quantum statistics. The canonical
partition function of Bose, Fermi, and Gentile statistics considered in the previous work [8]
is the special case of the formula.
The result in this section is a bridge between the maximum occupation number and
the permutation phase of the wave function.
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Theorem 1 (1) The canonical partition function of an ideal gas consisting of N -identical
particles is
Z (β,N) =
P (N)∑
I
CIs(λ)I
(
e−βε1 , e−βε2 , ...
)
, (3.1)
where CI is an nonnegative integer and s(λ)I
(
e−βε1 , e−βε2 , ...
)
is the S-function with εi the
eigenvalue of single particles.
(2) The Hilbert subspace describing the system is
D =
P (N)⊕
I=1
(
V I
)⊕CI
, (3.2)
where V I carries the inequivalent and irreducible representation of SN corresponding to the
integer partition (λ)I .
Proof. The direct sum decomposition of the N -particle Hilbert space V ⊗N and the trace
of the operator e−βH in the subspace of V ⊗N are the basises of the proof. Before proving
Eqs. (3.1) and (5.1), we prove that the N -particle Hilbert space V ⊗N can be decomposed
into subspaces labeled by the integer partition (λ) of N and the trace of the operator e−βH
in the subspace is the S-function.
A brief review on the mathematical theory of the Schur-Weyl duality. Let V be a linear
space of the dimension m. Let g ∈ GL (V ) be a linear operator on V . The action of g on a
vector ei1 ⊗ ei2 ⊗ . . .⊗ eiN in V ⊗N is
g (ei1 ⊗ ei2 ⊗ . . .⊗ eiN ) ≡ gei1 ⊗ gei2 ⊗ . . . ⊗ geiN , (3.3)
where, {e1, e2, ...} is a basis in V . For σ ∈ SN , the action of σ on the vector ei1⊗ei2⊗. . .⊗eiN
is
σ (ei1 ⊗ ei2 ⊗ . . .⊗ eiN ) ≡ eσi1 ⊗ eσi2 ⊗ . . .⊗ eσiN . (3.4)
Eqs. (3.3) and (3.4) imply that the operator g commute with σ on V ⊗N . For m ≥ N , the
space V ⊗N can be decomposed into a direct sum of the subspace V I [10, 31]. The number
of V I is P (N) and each integer partition (λ)I of N corresponds to a subspace V
I [10, 31],
i.e.,
V ⊗N =
P (N)⊕
I=1
V I . (3.5)
The subspace V I carries irreducible representations for SN and GL (V ) with the dimension
fI and RI respectively, where
fI = N !
∏
i=1,i<j
(λI,i − λI,j − i+ j)
∏
i=1
[(
l(λ) + λI,i − i
)
!
]−1
, (3.6)
and
RI =
m∏
i<j
(aI,i − aI,j + j − i) (j − i)−1 (3.7)
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with aI,1 = λI,1, aI,2 = λI,2, . . ., aI,l(λ) = λI,l(λ) , aI,l(λ)+1 = 0,. . ., and aI,m = 0 [10, 31].
The dimension of V I is [10, 31]
dim
(
V I
)
= fIRI . (3.8)
For SN , the inequivalent and irreducible representation with the dimension fI occurs RI
times in V I [10, 31]. For GL (V ), the inequivalent and irreducible representation of the
dimension RI occurs fI times in V
I [10, 31]. It can be verified that
dim
(
V ⊗N
)
= mN =
P (N)∑
I=1
dim
(
V I
)
=
P (N)∑
I=1
RIfI . (3.9)
A brief review on the mathematical theory of the invariant matrix. For anm-dimensional
matrix group G. Let A be an m-dimensional matrix in G. Let T (A) be a function of A.
T (A) is an invariant matrix [9] if
T (A)T (B) = T (AB) , (3.10)
where B is also an m-dimensional matrix in G. The invariant matrix gives a representation
of the group G. If T is reducible, then for any A in G, T (A) can be diagonalized in the
same way and the matrix in diagonal is a new invariant matrix of G [9]. The N times
direct product of G, G⊗N , is an invariant matrix [9]. The G⊗N can be decomposed into
P (N) irreducible invariant matrices. An integer partition (λ)I corresponds to an irreducible
invariant matrix, denoted by T I (G). For A in G, the trace of T I (A) is [9]
tr
[
T I (A)
]
= s(λ)I (a1, a2, . . .) , (3.11)
where ai is the eigenvalue of A.
The direct sum decomposition of the N -particle Hilbert space V ⊗N . By using the Schur-
Weyl duality, the Hilbert space of a N -particle system V ⊗N can be decomposed into a direct
sum of subspaces V I . The number of the subspace is P (N) and each integer partition (λ)I
of N corresponds to a subspace V I . The dimension of the subspace V I is RIfI . The
space V I gives fI equivalent and irreducible representations with the dimension RI for the
Hamiltonian and RI equivalent and irreducible representations with the dimension fI for
SN .
The trace of the operator e−βH in the subspace. Let H be the Hamiltonian of a single
particle and V be the Hilber space of a single particle. One can give the matrix expression
of the operator e−βH on V
e−βH =
∑
i=1
e−βεi |φi〉〈φi|, (3.12)
where |φi〉 is the eigenfunction of the Hamiltonian H and εi is the corresponding eigenvalue.
e−βHN =
(
e−βH
)⊗N
is an operator on V ⊗N , where HN =
N⊕
i=1
Hi is the Hamiltonian of an
N -identical-particle gas system. Since e−βHN is an invariant matrix of e−βH , by using
the mathematical theory of the invariant matrix, e−βHN can be decomposed into P (N)
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irreducible invariant matrices. Each irreducible invariant matrix, denoted by DI
(
e−βH
)
,
corresponds to an integer partition (λ)I of N . The trace of D
I
(
e−βH
)
is
tr
[
DI
(
e−βH
)]
= s(λ)I
(
e−βε1 , e−βε2 , . . .
)
. (3.13)
By the mathematical theory of the Schur-Weyl duality, we recongnize that Eq. (3.13) is the
trace of e−βHN in the subspace V ′I with V ′I the inequivalent and irreducible representation
corresponding to the integer partition (λ)I . That is, for a complete basis |Φ〉 in V ′I , one
has ∑
〈Φ| e−βHN |Φ〉 = s(λ)I
(
e−βε1 , e−βε2 , . . .
)
. (3.14)
According to the Schur-Weyl duality, the inequivalent and irreducible representations V ′I
occurs fI times in V
I , that is, for a complete basis |Ψ〉 in V I , the equation∑
〈Ψ| e−βHN |Ψ〉 = fIs(λ)I
(
e−βε1 , e−βε2 , . . .
)
(3.15)
holds. In Eq. (3.15), the coefficient fI can be canceled by setting
∣∣Ψ′〉 = 1√
fI
|Ψ〉 . (3.16)
Thus, we make no distinguish between the subspace V ′I and V I in the rest discussion of
the present paper.
The proof of Eq. (3.1). An identical-particle system is described in a Hilbert subspace
D. The space D can be decomposed into subspace V I that carries the equivalent and
irreducible representation of SN [19], i.e.,
D =
P (N)⊕
I=1
(
V I
)⊕CI
, (3.17)
where CI are nonnegative integers representing the times of V
I occuring in D. By the
definition of the canonical partition function, Z (β,N) = tr
[
D
(
e−βH
)]
, and Eq. (3.13),
we give the canonical partition function of an N -identical-particle system:
Z (β,N) = tr
[
D
(
e−βH
)]
=
P (N)∑
I=1
CItr
[
DI
(
e−βH
)]
=
P (N)∑
I=1
CIs(λ)I
(
e−βε1 , e−βε2 , ...
)
, (3.18)
where D
(
e−βH
)
is the representation of e−βH on D. Therefore, Eq. (3.18) proves Eq.
(3.1). For a basis |Φ〉 in V I , it gives the equivalent and irreducible representation of SN .
Therefore, Eq. (3.13) requires that Eqs. (5.1) and (5.2) hold.
In the proof of Theorem (1), we show that the S-function s(λ) (x1, x2, . . .) in mathemat-
ics is closely related to the Hilbert subspace: if the canonical partition function is written
– 8 –
as a linear combination of the S-function s(λ) (x1, x2, . . .), the coefficient gives the Hilbert
subspace.
An example of decomposing the Hilbert space V N . For the sake of clarity, we give an
example of the decomposition of the V ⊗N . Let the dimension of the Hilbert space of a
single particle V be 6. For a system consists of 5 particles, the Hilbert space V ⊗5 is a
7776-dimensional space. It can be decomposed into 7 subspaces, as shown in Table. (1) :
the subspace V (5) corresponds to the integer partition (5) and the dimension of V (5) is 252.
It gives a one-dimensional representation of SN , and a 252-dimensional representation of
the Hamiltonian, and so on.
Table 1. An example of decomposing the Hilbert space
subspace V (λ) dim
(
V (λ)
)
f(λ)) R(λ)
V (5) 252 1 252
V (4,1) 2016 4 504
V (3,2) 2100 5 420
V (3,1
2) 2016 6 336
V (2
2,1) 1050 5 210
V (2,1
3) 336 4 84
V (1
5) 6 1 6
4 The maximum occupation number for various kinds of statistics
In statistical mechanics, it is commonly believed that quantum statistics is determined by
the maximum occupation number. Different maximum occupation numbers lead to different
kinds of quantum statistics, e.g., setting the maximum occupation number to 1 leads to
Fermi statistics. Therefore, the maximum occupation number is an important issue. For
example, Ref. [24] shows that a number of quantization schemes in quantum field theory
corresponds to different maximum occupation numbers in quantum statistical mechanics.
Ref. [15] considers quantum statistics where the maximum occupation number for different
states is different.
In this section, (1) we provide a method to obtain the maximum occupation number
from the canonical partition function, and (2) we point out that the maximum occupation
number is not sufficient to distinguish different kinds of statistics.
4.1 Obtaining the maximum occupation number from the canonical partition
function
In this section, we show that as long as the canonical partition function is expressed in
terms of m(λ) (x1, x2, . . .), the maximum occupation number can be obtained directly.
Theorem 2 For an ideal gas consisting of N -identical particles, if the canonical parti-
tion function Z (β,N) can be written in terms of the monomial symmetric polynomial
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m(λ) (x1, x2, . . .) with nonnegative-integers coefficient, i.e.,
Z (β,N) = m(λ)q
(
e−βε1 , e−βε2 , ...
)
+
P (N)∑
λI,1≤q
M Im(λ)I
(
e−βε1 , e−βε2 , ...
)
(4.1)
with (λ)q denoting the integer partition with λ1 = q and M
I a nonnegative integer, then the
maximum occupation number is q.
Proof. The canonical partition function is
Z (β,N) =
∑
E
ω (E,N) e−βE , (4.2)
where ω (E,N) is the number of the microstate in the macrostate (N,E) [1, 2]. By letting
xi = e
−βεi with εi the energy of quantum state in Eq. (2.5), the monomial symmetric
polynomial becomes
m(λ)
(
e−βε1 , e−βε2 , . . .
)
=
∑
perm
e−βεi1λ1e−βεi2λ2 . . . . (4.3)
If the canonical partition function of a quantum system Z (β,N) is the monomial symmetric
polynomial m(λ)
(
e−βε1 , e−βε2 , . . .
)
, i.e.,
Z (β,N) = m(λ)
(
e−βε1 , e−βε2 , . . .
)
, (4.4)
Then, substituting Eqs. (4.2) and (4.3) into Eq. (4.4) gives∑
E
ω (E,N) e−βE =
∑
perm
e−βεi1λ1e−βεi2λ2 . . . , (4.5)
where ω (E,N) in Eq. (4.5) counts the number of microstate where there are λ1 particles
occupying a quantum state, λ2 particles occupying another quantum states, and so on
[8, 32]. In this case, the maximum occupation number is λ1.
If the canonical partition function is a linear combination of m(λ)
(
e−βε1 , e−βε2 , . . .
)
,
say, Eq. (4.1), then the corresponding ω (E,N) satisfies
∑
E
ω (E,N) e−βE = m(λ)q
(
e−βε1 , e−βε2 , ...
)
+
P (N)∑
λI,1≤q
M Im(λ)I
(
e−βε1 , e−βε2 , ...
)
. (4.6)
Introducing ωI (E,N) that satisfies
ω (E,N) =
P (N)∑
I=1
ωI (E,N) (4.7)
and substituting Eq. (4.7) into Eq. (4.6) give∑
E
ω(λ)q (E,N) e
−βE = m(λ)q
(
e−βε1 , e−βε2 , ...
)
, (4.8)
P (N)∑
λI,1≤q
∑
E
ωI (E,N) e
−βE =
P (N)∑
λI,1≤q
M Im(λ)I
(
e−βε1 , e−βε2 , ...
)
. (4.9)
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Since ωI (E,N) counts the number of microstate where there are λI,1 particles occupying
a quantum state, λI,2 particles occupying another quantum state, and so on. Thus, the
maximum occupation number of the system is the largest λJ,1, for M
J 6= 0. In Eq. (4.6),
the largest λJ,1 is q. Therefore the maximum occupation number of the system is q.
In the proof of Theorem (2), we show that the monomial symmetric polynomials
m(λ) (x1, x2, . . .) in mathematics is closely related to the maximum occupation number
in physics: if the canonical partition function is written as a linear combination of the
monomial symmetric polynomials m(λ) (x1, x2, . . .), the maximum element in the integer
partition with non-zero coefficient gives the maximum occupation number.
Examples: Bose-Einstein, Fermi-Dirac, and Gentile statistics. As examples, we give
a brief discussion on Bosee-Einstein, Fermi-Dirac, and Gentile statistics as examples. The
canonical partition functions for ideal Bose, Fermi, and Gentile gases are given in the
previous work [8]:
ZB (N,β) = m(N)
(
e−βε1 , e−βε2 , . . .
)
+
∑
λI,1<N
m(λ)
(
e−βε1 , e−βε2 , . . .
)
, (4.10)
ZF (N,β) = m(1N )
(
e−βε1 , e−βε2 , . . .
)
, (4.11)
Zq (N,β) = m(λ)q
(
e−βε1 , e−βε2 , . . .
)
+
∑
λI,1≤q
m(λ)
(
e−βε1 , e−βε2 , . . .
)
. (4.12)
From Eqs. (4.10), (4.11), and (4.12), we can directly obtain the maximum occupation
number: for Fermi cases, the maximum occupation number is 1; for the Gentile cases, the
maximum occupation number is q; for Bose cases, there is no limitation on the maximum
occupation number.
4.2 The failure of distinguishing different statistics by the maximum occupa-
tion number
It is commonly accepted that various statistics are distinguished by the maximum occu-
pation number. In this section, we show that the maximum occupation number is not
sufficient to distinguish different kinds of statistics. It is the maximum occupation number
together with the coefficient of the monomial symmetric polynomial m(λ)
(
e−βε1 , e−βε2 , . . .
)
in Eqs. (4.1) determines the kind of statistics. A discussion of para-Fermi statistics and
Gentile statistics is given as examples.
Corollary 3 (1) The maximum occupation number is not sufficient to distinguish different
statistics. The nonnegative-integers coefficient M I in Eq. (4.1) distinguishes statistics with
the same maximum occupation number q.
(2) The microstate where there are λI,1 particles occupying a quantum state, λI,2 par-
ticles occupying another quantum state, and so on, will be counted M I times in the number
of the microstate ω (E,N).
The proof of Corollary. (3) is embedded in the proof of Theorem (2). We give examples
to illustrate Corollary. (3).
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Example: Para-Fermi and Gentile statistics. For the sake of clarity, we give explicit
expressions of the canonical partition function of para-Fermi statistics and Gentile statistics
as examples. The detail of the calculation is given in the following section. For example,
the canonical partition function for para-Fermi statistics with parameter q = 2 is
ZPF2 (β, 5) = m(22,1) + 3m(2,13) + 10m(15) (4.13)
and the canonical partition function for Gentile statistics of maximum occupation number
q = 2 is
ZG2 (β, 5) = m(22,1) +m(2,13) +m(15), (4.14)
where we denote m(λ) = m(λ)
(
e−βε1 , e−βε2 , ...
)
for convenience. Eqs. (4.13) and (4.14)
show the difference between the para-Fermi statistics and Gentile statistics: although the
maximum occupation numbers both are 2, the weight for microstate corresponding to the
integer partition
(
2, 13
)
and
(
15
)
are different. The microstate with less number of parti-
cles occupying the same states has larger weight in para-Fermi statistics. This is because
exchanging two different-state particles that obey para-Fermi statistics will lead to a new
microstate.
5 The permutation phase of the wave function for various kinds of statis-
tics
Unlike that in Bose and Fermi statistics, the permutation phase of the wave function of
some kinds of generalized quantum statistics with a given maximum occupation number
is unknown. For example, the permutation phase of the wave function corresponding to
Gentile statistics which is determined by a maximum occupation number is obscure.
In this section, we show that for generalized quantum statistics with the Hamiltonian
invariant under permutations, the permutation phase is generalized to a matrix, rather than
a number. We provide a method to obtain the permutation phase of the wave function. The
permutation phase of Bose or Fermi wave function, 1 or −1, is regarded as 1× 1 matrices,
as special cases in the scheme.
We also point out that there is generalized quantum statistics with the Hamiltonian
nonnvariant under permutations. For such statistics, the permutation phase of the wave
function can not be constructed. We provide a method to distinguish them.
5.1 The statistics with the Hamiltonian invariant under permutations: the
permutation phase
In this section, for various kinds of statistics with the Hamiltonian invariant under permu-
tations, we provide a method to obatain the permutation phase from the canonical partition
function.
Theorem 4 If the Hamiltonian is invariant under permutations, i.e., [H,SN ] = 0, then
the wave function after exchanging two particles σij|Φ〉 satisfies
σij|Φ〉 = D (σij) |Φ〉, (5.1)
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where σij |Φ〉 represents exchanging the ith particle and the jth particle in the wave function
|Φ〉. D (σij) here is the permutation phase,
D (σij) =
P (N)⊕
I=1
[
DI (σij)
]⊕CI
, (5.2)
where DI is the inequivalent and irreducible representation of SN corresponding to the
integer partition (λ)I , and D
I occurs CI times with CI given in Eq.(3.1).
Proof. Since the Hamiltonian of the system is invariant under permutations. The wave
function |Φ〉 forms a base of the space D that carries the representation of SN . By using
Theorem (1), one can find that if the canonical partition function is written in the form Eq.
(3.1), then the space D can be decomposed into subspace V I that carries the equivalent
and irreducible representation of SN , and V
I occurs CI times with CI given in Eq.(3.1).
Thus, Eq. (5.2) holds.
It is obvious that the permutation phase given in Eq. (5.2) is a matrix. For Bose and
Fermi cases, the permutation phase, D (σij), recovers ±1.
5.2 The statistics with the Hamiltonian noninvariant under permutations
A physics system is described by a Hamiltonian. The canonical partition function which
is obtained by taking statistical averages, however, does not contain all the information of
the physics system. Consequently, the invariance of the Hamiltonian under permutations
ensures the invariance of the canonical partition function under permutations, but not vice
versa.
In this section, we provide a method to distinguish statistics with the Hamiltonian
noninvariant under permutations. For such statistics, the permutation phase can not be
constructed in the scheme.
Theorem 5 If the canonical partition function of an ideal gas consisting of N -identical
particles, Z (β,N), can not be written in the form Eq. (3.1) with non-negative-integer
coefficient, then the Hamiltonian is noninvariant under permutations, i.e., [H,SN ] 6= 0.
Proof. Theorem (5) is the reverse proposition of Theorem (1). Thus Theorem (5) holds.
Examples such as Gentile statistics will be given in the following section.
6 A unified framework
For Bose statistics, there is no limitation on the maximum occupation and the wave function
is symmetric with the permutation phase ei0 = 1. For Fermi statistics, the maximum
occupation number is 1 and the wave function is anti-symmetric with the permutation
phase eipi = −1. The Hilbert subspace describing Bose statistics is the symmetric subspace,
as shown in Fig. (3). The Hilbert subspace describing Fermi statistics is the anti-symmetric
subspace, as shown in Fig. (4).
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In this section, as examples, we describe a series of generalized quantum statistics, such
as parastatistics [12, 13], the intermediate statistics or Gentile statistics [14, 15], Gentileonic
statistics [16], and the immannons [17], in a unified framework. For these kinds of statistics,
the canonical partition function, the maximum number, and the permutation phase of the
wave function are given. Especially, three new generalized quantum statistics, which seem
to be the missing pieces in the puzzle are proposed.
The Hilbert subspace helps to illustrate the difference between generalized quantum
statistics intuitively. Therefore, we also give the Hilbert subspace for these kinds of statis-
tics.
6.1 The N-distinguishable-particle gas system: Boltzmann statistics
The system consisting of distinguishable particles obeys Boltzmann statistics. The canoni-
cal partition function for an ideal N -distinguishable-particle gas is [1, 2]
Zcl (β,N) =
(∑
i
e−βεi
)N
. (6.1)
In this section, by discussing the N -distinguishable-particle gas in the scheme, we suggest
an unconventional perspective to study the Hilbert subspace and the maximum occupation
number of the system. The distinguishablility of the particle of Boltzmann statistics appears
automatically.
6.1.1 The Hilbert subspace
One can verify that Eq. (6.1) can be expressed as a linear combination of the S-function:
Zcl (β,N) =
(∑
i
e−βεi
)N
=
P (N)∑
I=1
fIs(λ)I
(
e−βε1 , e−βε2 , ...
)
, (6.2)
where the coefficient fI is defined in Eq. (3.6). By using Theorem (1), Eq. (6.2) implies
that the Hilbert space describing the N -distinguishable-particle system is
D =
P (N)⊕
I=1
(
V ′I
)⊕fI = P (N)⊕
I=1
V I = V ⊗N , (6.3)
where we use the fact that V ′I occurs fI times in V
I , i.e., V I =
(
V ′I
)⊕fI . Therefore,
as shown in Fig. (2), the Hilbert space V ⊗N describes an N -distinguishable-particle gas
system.
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Figure 2. The space V ⊗N describing the N -distinguishable-particle gas system. Each cube repre-
sents a subspace corresponding to an integer partition.
Figure 3. The Hilbert subspace describing Bose-Einstein statistics.
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Figure 4. The Hilbert subspace describing Fermi-Dirac statistics.
6.1.2 The maximum occupation number and the distinguishablility of the par-
ticle.
One can verify that Eq. (6.1) can be expressed as a linear combination of the monomial
symmetric polynomial m(λ)
(
e−βε1 , e−βε2 , . . .
)
:
Zcl (β,N) =
(∑
i
e−βεi
)N
=
P (N)∑
I=1
zIm(λ)I
(
e−βε1 , e−βε2 , ...
)
, (6.4)
where zI satisfies
zI = N !

 N∏
j=1
λI,j!


−1
. (6.5)
By using Theorem (2), one can find that there is no limitation on the maximum oc-
cupation number for an N -distinguishable-particle gas system, since the first term in Eqs.
(6.4) is m(N)
(
e−βε1 , e−βε2 , ...
)
.
A direct manifestation of the distinguishablility of the particle is given: the coefficient
zI appears because the number of microstates with λI,1 distinguishable particles occupying
a quantum state, λI,2 distinguishable particles occupying another quantum state, and so
on, is exactly zI .
6.2 Gentile statistics
Gentile statistics is a generalization of Bose-Einstein and Fermi-Dirac statistics. The max-
imum occupation number of Gentile statistics is an integer q [14, 15, 33].
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The canonical partition function of an ideal Gentile gas is [8]
ZGq (β,N) =
P (N)∑
I=1
QI (q) s(λ)I
(
e−βε1 , e−βε2 , ...
)
, (6.6)
where the coefficient QI (q) is given as
P (N)∑
J=1
ΓJ (q)
(
kIJ
)−1
= QJ (q) . (6.7)
(
kIJ
)−1
satisfies
(
kIJ
)−1
kLI = δ
L
J and Γ
J (q) satisfies
ΓJ (q) =
{
1, if λI,1 6 q
0, otherwise
. (6.8)
In this section, we give a discussion on Gentile statistics in the scheme. Especially, we
show that the Hamiltonian of a Gentile-statistics system is noninvariant under permuta-
tions.
6.2.1 Discussions on the permutation phase of the wave function
By using Theorem (5), one can find that, for Gentile statistics, the Hamiltonian is nonin-
variant under permutations. The permutation phase can not be constructed in the scheme.
This can be verified, from Eq. (6.6), that the coefficient, QI (q), is not nonnegative. As
examples, we list the explicit expression of the canonical partition function of N = 3, 4, 5,
and 6 with various maximum occupation numbers q.
N = 3,
ZG2 (β, 3) = s(2,1) − s(13), (6.9)
where we denote s(λ) = s(λ)
(
e−βε1 , e−βε2 , ...
)
for convenience.
N = 4,
ZG2 (β, 4) = s(22) − s(14), (6.10)
ZG3 (β, 4) = s(3,1) − s(2,12) + s(14). (6.11)
N = 5,
ZG2 (β, 5) = s(22,1) − s(2,13), (6.12)
ZG3 (β, 5) = s(3,2) − s(22,1) + s(15), (6.13)
ZG4 (β, 5) = s(4,1) − s(3,12) + s(2,13) − s(15). (6.14)
N = 6,
ZG2 (β, 6) = s(23) − s(2,14) + s(16), (6.15)
ZG3 (β, 6) = s(3,3) − s(22,12) + s(2,14), (6.16)
ZG4 (β, 6) = s(4,2) − s(3,2,1) + s(22,12) − s(16), (6.17)
ZG5 (β, 6) = s(5,1) − s(4,12) + s(3,13) − s(2,14) + s(16). (6.18)
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The Hilbert subspace describing Gentile statistics is the subspaces with nonzero coeffi-
cient QI (q), as shown in Figs. (5)-(7). One can find that the subspace becomes complicated
as N increases.
Figure 5. The Hilbert subspace describing Gentile statistics with maximum occupation number
q=2. The cube with horizontal lines means that the corresponding coefficient is negative.
Figure 6. The Hilbert subspace describing Gentile statistics with maximum occupation number
q=3.
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Figure 7. The Hilbert subspace describing Gentile statistics with maximum occupation number
q=4.
6.3 Parastatistics
Parastatitics is proposed by H. Green as a generalization of Bose and Fermi statistics in
1953 [12, 20]. In Green’s generalization, a trilinear relation of the algebra of creation and
annihilation operators is proposed [34, 35]. Moreover, one already knows that parastatitics
corresponding to the higher dimensional representation of the permutation group [4]. For
instance, Okayama (1952) [22] suggests that all irreducible representations associated with
Young diagrams of at most p columns yield parastatitics [36].
The canonical partition function for para-Bose and para-Fermi statistics with q the
parameter is [34]
ZPBq (β,N) =
P (N)∑
I=1,l(λ)≤q
s(λ)I
(
e−βε1 , e−βε2 , ...
)
, (6.19)
ZPFq (β,N) =
P (N)∑
I=1,λI≤q
s(λ)I
(
e−βε1 , e−βε2 , ...
)
. (6.20)
In this section, we discuss parastatistics in the scheme. The permutation phase for
parastatistics is discussed in Refs. [4, 22, 36]. Our method is new and gives results such as
the dimension of the permutation phase of the wave function corresponding to parastatistics.
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6.3.1 The maximum occupation number
The canonical partition function of parastatistics, Eqs. (6.19) and (6.20), can be rewritten
in terms of m(λ)I
(
e−βε1 , e−βε2 , ...
)
:
ZPBq (β,N) =
P (N)∑
I,J=1
P Jb (q) k
I
Jm(λ)I
(
e−βε1 , e−βε2 , ...
)
, (6.21)
ZPFq (β,N) =
P (N)∑
I,J=1
P Jf (q) k
I
Jm(λ)I
(
e−βε1 , e−βε2 , ...
)
, (6.22)
where
P Jb (q) =
{
1, for l(λ)J ≤ q,
0, otherwise
, (6.23)
P Jf (q) =
{
1, for λJ,1 ≤ q,
0, otherwise
, (6.24)
Since the Kostka number is a lower triangular matrix [9, 11], for para-Fermi statistics,
the first term in the canonical partition function ism(λ)q
(
e−βε1 , e−βε2 , ...
)
with λI,1 = q. For
the para-Bose statistics, the first term in the canonical partition function ism(N)
(
e−βε1 , e−βε2 , ...
)
with λI,1 = N . Eqs. (6.21) and (6.22) can be written in the form
ZPBq (β,N) = m(N)
(
e−βε1 , e−βε2 , ...
)
+
P (N)∑
λI,1<N
M ′Im(λ)I
(
e−βε1 , e−βε2 , ...
)
, (6.25)
ZPFq (β,N) = m(λ)q
(
e−βε1 , e−βε2 , ...
)
+
P (N)∑
λI,1<q
M ′′Im(λ)I
(
e−βε1 , e−βε2 , ...
)
. (6.26)
By using Theorem (2), one can find that for para-Fermi statistics with parameter q, the
maximum occupation number is q. For para-Bose statistics, there is no limitation on the
maximum occupation number.
For the sake of clarity, we list some of the explicit expression of the canonical partition
function for parastatistics of N = 3, 4, 5 with different q (for q = 1 parastatistics recovers
Bose and Fermi statistics). The detail of the calculation can be found in appendixes.
N = 3, for para-Bose cases,
ZPB2 (β, 3) = m(3) + 2m(2,1) + 3m(13), (6.27)
ZPB3 (β, 3) = m(3) + 2m(2,1) + 3m(13). (6.28)
For para-Fermi cases,
ZPF2 (β, 3) = m(2,1) + 3m(13), (6.29)
ZPF3 (β, 3) = m(3) + 2m(2,1) + 4m(13). (6.30)
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N = 4, for para-Bose cases,
ZPB2 (β, 4) = m(4) + 2m(3,1) + 3m(22) + 4m(2,12) + 6m(14), (6.31)
ZPB3 (β, 4) = m(4) + 2m(3,1) + 3m(22) + 5m(2,12) + 9m(14), (6.32)
ZPB4 (β, 4) = m(4) + 2m(3,1) + 3m(22) + 5m(2,12) + 10m(14). (6.33)
For para-Fermi cases,
ZPF2 (β, 4) = m(22) + 2m(2,12) + 6m(14), (6.34)
ZPF3 (β, 4) = m(3,1) + 2m(22) + 4m(2,12) + 9m(14), (6.35)
ZPF4 (β, 4) = m(4) + 2m(3,1) + 3m(22) + 5m(2,12) + 10m(14). (6.36)
N = 5, for para-Bose cases,
ZPB2 (β, 5) = m(5) + 2m(4,1) + 3m(3,2) + 4m(3,12)
+ 5m(22,1) + 7m(2,13) + 10m(15), (6.37)
ZPB3 (β, 5) = m(5) + 2m(4,1) + 3m(3,2) + 5m(3,12)
+ 7m(22,1) + 12m(2,13) + 21m(15), (6.38)
ZPB4 (β, 5) = m(5) + 2m(4,1) + 3m(3,2) + 5m(3,12)
+ 7m(22,1) + 13m(2,13) + 25m(15), (6.39)
ZPB5 (β, 5) = m(5) + 2m(4,1) + 3m(3,2) + 5m(3,12)
+ 7m(22,1) + 13m(2,13) + 26m(15). (6.40)
For para-Fermi cases,
ZPF2 (β, 5) = m(22,1) + 3m(2,13) + 10m(15), (6.41)
ZPF3 (β, 5) = m(3,2) + 2m(3,12) + 4m(22,1) + 9m(2,13) + 21m(15), (6.42)
ZPF4 (β, 5) = m(4,1) + 2m(3,2) + 4m(3,12) + 6m(22,1)
+ 12m(2,13) + 25m(15), (6.43)
ZPF5 (β, 5) = m(5) + 2m(4,1) + 3m(3,2) + 5m(3,12)
+ 7m(22,1) + 13m(2,13) + 26m(15). (6.44)
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From Eqs. (6.27) - (6.44), one can see that the coefficient distinguishes parastatistics
from Gentile statistics. For example, for para-Fermi statistics with parameter q, although
the maximum occupation number is q, however, it does not yield Gentile statistics, because
the weight, represented by the coefficient, distinguishes those two kinds of statistics, e.g.,
ZPF2 (β, 5) = m(22,1) + 3m(2,13) + 10m(15) and Z
G
2 (β, 5) = m(22,1) + m(2,13) + m(15). In
Gentile statistics, the microstate with the same occupation number only be counted once.
6.3.2 The permutation phase of the wave function
The canonical partition function of parastatitics, Eqs. (6.19) and (6.20), shows, using
Theorem (1), that the Hilbert subspace describing para-Bose statistics is a direct sum of
those spaces corresponding to (λ) with length smaller than q, as shown in Figs. (10) and
(11). The Hilbert subspace describing para-Fermi statistics is a direct sum of those spaces
corresponding to (λ) with λ1 smaller than q, as shown in Figs. (8) and (9). That is,
⊕
l(λ)≤q
V (λ) for para-Bose statistics with parameter q,
⊕
λI,1≤q
V (λ) for para-Fermi statistics with parameter q.
Figure 8. The Hilbert subspace describing para-Fermi statistics with q=2.
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Figure 9. The Hilbert subspace describing para-Fermi statistics with q=3.
Figure 10. The Hilbert subspace describing para-Bose statistics with q=2.
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Figure 11. The subspace describing para-Bose statistics with q=3.
For parastatistics, using Theorem (4), the permutation phase of the wave function can
be given as
σij|Φ〉 = D (σij) |Φ〉, (6.45)
where
D =


⊕
l(λ)≤q
DI for para-Bose statistics with parameter q,
⊕
λI,1≤q
DI for para-Fermi statistics with parameter q.
(6.46)
This is a multi-dimensional representation. By using the dimension of the representation of
the permutation group [18], we give the dimension of the permutation phase. For para-Bose
statistics with parameter q,
dim (D) =
∑
l(λ)I
≤q
N !
∏
i=1,i<j
(λI,i − λI,j − i+ j)
∏
i=1
[(
l(λ) + λI,i − i
)
!
]−1
. (6.47)
For para-Fermi statistics with parameter q,
dim (D) =
∑
λI,1≤q
N !
∏
i=1,i<j
(λI,i − λI,j − i+ j)
∏
i=1
[(
l(λ) + λI,i − i
)
!
]−1
. (6.48)
6.4 The immannons and Gentileonic statistics
Gentileonic statistics is proposed by Cattani and Fernandes in 1984 [16]. The immannons is
proposed by Tichy in 2017 [17]. They both are generalized quantum statistics corresponding
to the higher dimensional representation of permutation groups [16, 17].
In this section, we discuss the immannons and Gentileonic statistics in the scheme.
The result shows that in statistical mechanics, the immannons and Gentileonic statistics
are essentially equivalent.
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6.4.1 The canonical partition function
Theorem 6 The canonical partition function of the immanonns and Gentileonic statistics
is
ZIG(λ) (β,N) = s(λ)
(
e−βε1 , e−βε2 , ...
)
. (6.49)
Proof. Gentileonic statistics is related to the higher dimensional representation of SN and
the wave function is give as [16, 20]
∣∣Ψ(λ)〉 = 1√
fI


Φ
(λ)
1
Φ
(λ)
2
...
Φ
(λ)
fI

 , (6.50)
where Φ
(λ)
i is the operator associated with the Young shapes [19] corresponding to the
integer partition (λ). Since the operator associate with the Young shape is one of the
constructions for the basis of the subspace that carries the irreducible representation for
SN [19], that is, the subspace spanned by the wave function
∣∣Ψ(λ)〉 is V (λ). The canonical
partition function is
ZIG(λ) (β,N) =
∑〈
Ψ(λ)
∣∣ e−βHN ∣∣Ψ(λ)〉 (6.51)
=
1
fI
fI∑
i=1
〈
Φ
(λ)
i
∣∣∣ e−βHN ∣∣∣Φ(λ)i 〉
= s(λ)
(
e−βε1 , e−βε2 , ...
)
, (6.52)
where
〈
Φ
(λ)
i
∣∣∣ e−βHN ∣∣∣Φ(λ)i 〉 = 〈Φ(λ)j ∣∣∣ e−βHN ∣∣∣Φ(λ)j 〉 = s(λ) (e−βε1 , e−βε2 , ...) is used. Φ(λ)i
and Φ
(λ)
j give the equivalent and irreducible representation for HN .
The immannons [17] is a kind of generalized quantum statistics, of which, the inner
product of the wave function gives the immanant, labeled by an integer partition (λ) [17]. It
recovers Bose-Einstein statistics for (λ) = (N), and Fermi-Dirac statistics for (λ) =
(
1N
)
.
The wave function of the immannons is [17]∣∣Φ(λ)〉 ∝ Pˆλ |ψ1, ψ2, . . . , ψN 〉 , (6.53)
where
Pˆλ =
χ(λ) (e)
N !
∑
σ∈SN
χ(λ) (σ) Qˆ (σ) (6.54)
with χ(λ) (σ) the simple characteristic of σ and Qˆ (σ) an operator satisfying [17]
Qˆ (σ) |ψ1, ψ2, . . . , ψN 〉 = |ψσ1 , ψσ2 , . . . , ψσN 〉 . (6.55)
The wave function, Eq. (6.53), is a construction of the basis for the subspace V ′(λ). Thus
the wave function, Eq. (6.53), directly yields
ZIG(λ) (β,N) =
〈
Φ(λ)
∣∣ e−βHN ∣∣Φ(λ)〉 = s(λ) (e−βε1 , e−βε2 , ...) . (6.56)
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Eq. (6.49) shows that in statistical mechanics, the immanonns and Gentileonic statistics
share the same canonical partition function and thus are essentially the same statistics.
6.4.2 Discussions on the permutation phase of the wave function
The Hilbert subspace describing Gentileonic statistics and the immanonns are slightly differ-
ence: the subspace describing the Gentileonic statistics is V (λ) and the subspace describing
the immanonns is V ′(λ), i.e.,
D =
{
V (λ), for Gentileonic statistics,
V ′(λ), for the immanonns.
(6.57)
We have shown in the proof of Theorem (1) that the subspace V ′(λ) occurs f(λ) times
in V (λ), thus these two subspaces are essentially the same.
The immanonns does not possess a permutation symmetry, because V ′(λ), spanned by
wave function Eq. (6.53), does not carry a representation for SN . However, for Gentileonic
statistics the permutation phase of the wave function is
σij|Φ〉 = DI (σij) |Φ〉. (6.58)
Figure 12. The Hilbert subspace describing the immannons and Gentileonic statistics labeled by
the integer partition (4,12).
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6.4.3 The maximun occupation number
We express the canonical partition function of the immannons and the Gentileonic statistics,
Eq. (6.49), in terms of m(λ)I (x1, x2, ...):
ZIG(λ)J
(β,N) =
P (N)∑
K=1
P (N)∑
I=1
δJ,Kk
I
Km(λ)I
(
e−βε1 , e−βε2 , ...
)
=
P (N)∑
I=1
kIJm(λ)I
(
e−βε1 , e−βε2 , ...
)
. (6.59)
Since the Kostka number is a lower triangular matrix, i.e., kIJ = 0 if I < J [9, 11], the first
term of in Eq. (6.59) is always
ZIG(λ)J
(β,N) = m(λ)J
(
e−βε1 , e−βε2 , ...
)
+ . . . , (6.60)
which, using Theorem (2), implies that the maximum occupation number for the immanonns
and Gentileonic statistics is λJ,1.
For example, the explicit expression of the canonical partition function for the imman-
nons and Gentileonic statistics labeled by the integer partition
(
3, 12
)
is
ZIG(3,12) (β,N) = m(3,12) +m(22,1) + 3m(2,13) + 6m(15). (6.61)
The coefficient in Eq. (6.59) distinguishes the immanonns and Gentileonic statistics from
Gentile statistics.
6.5 generalized quantum statistics dual to Gentile statistics: GD-ons
In this section, we propose a new kind of generalized quantum statistics dual to Gentile
statistics. For convenience, we denote the particle GD-ons. By dual we mean that the
relation between GD-ons and Gentile statistics is an analog to the relation between para-
Bose and para-Fermi statistics.
6.5.1 The canonical partition function
The canonical partition function for GD-ons labeled by the integer partition (λ) is
Z∗q (N,β) ≡
P (N)∑
I=1,l(λ)I≤q
m(λ)I
(
e−βε1 , e−βε2 , ...
)
. (6.62)
GD-ons recovers bosons when q = N .
For Gentile statistics, the canonical partition function is given in Eq. (4.12). From Eqs.
(6.62) and (4.12), one can see that the relation between GD-ons and Gentile statistics is an
analog to the relation between para-Bose and para-Fermi statistics of which the canonical
partition function is given in Eqs. (6.19) and (6.20).
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6.5.2 Discussions on the permutation phase of the wave function
Expressing the canonical partition function, Eq. (6.62), in terms of the S-function gives
Z∗q (N,β) =
P (N)∑
J=1
GI (q) s(λ)I
(
e−βε1 , e−βε2 , ...
)
, (6.63)
where the coefficient GI (q) is given as
P (N)∑
J=1
Γ′J (q)
(
kIJ
)−1
= GI (q) (6.64)
with
Γ′J (q) =
{
1, if l(λ)I ≤ q
0, otherwise
. (6.65)
By calculating the coefficient GI (q), we find that GI (q) is not nonnegative. For ex-
ample, the explicit expressions for the canonical partition function of GD-ons with N = 5
are
Z∗1 (5, β) = s(5) − s(4,1) + s(3,12) − s(2,13) + s(15), (6.66)
Z∗2 (5, β) = s(5) − s(4,1) + 2s(2,13) − 3s(15), (6.67)
Z∗3 (5, β) = s(5) − s(2,13) + 3s(15), (6.68)
Z∗4 (5, β) = s(5) − s(15), (6.69)
Z∗5 (5, β) = s(5) + s(4,1) + s(3,2) + s(3,12) + s(22,1) + s(2,13) + s(15). (6.70)
Thus, for GD-ons, using Theorem (5), the Hamiltonian is noninvariant under permutations.
The permutation phase of GD-ons can not be constructed in the scheme.
The Hilbert subspace describing GD-ons is the space with nonzero coefficients.
6.5.3 The maximum occupation number
Since the first term in the canonical partition function of GD-ons, Eqs. (6.62), ism(N)
(
e−βε1 , e−βε2 , ...
)
,
i.e.,
Z∗q (N,β) = m(N)
(
e−βε1 , e−βε2 , ...
)
+
P (N)∑
I=2,l(λ)I≤q
m(λ)I
(
e−βε1 , e−βε2 , ...
)
, (6.71)
the maximum occupation number, using Theorem (2), is N , that is, there is no limitation
on the maximum occupation number for GD-ons.
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6.6 generalized quantum statistics corresponding to the monomial symmetric
function: M-ons
We have shown that the S-function is closely related to the permutation phase and the
monomial symmetric function is closely related to the maximum occupation number. The
generalized quantum statistics corresponding to the S-function is given as the immannons
and Gentileonic statistics. In this section, we propose a kind of generalized quantum statis-
tics corresponding to the monomial symmetric function m(λ). For the sake of convenience,
we denote the particle M-ons.
6.6.1 The canonical partition function
The canonical partition function of M-ons labeled by the integer partition (λ) is
ZM(λ) (β,N) = m(λ)
(
e−βε1 , e−βε2 , ...
)
. (6.72)
The M-ons recover fermions when (λ) =
(
1N
)
.
6.6.2 Discussions on the permutation phase of the wave function
Expressing the canonical partition function, Eq.(6.72), in terms of the S-function gives
ZM(λ)J
(β,N) =
P (N)∑
K=1
P (N)∑
I=1
δJ,K
(
kIK
)−1
s(λ)I
(
e−βε1 , e−βε2 , ...
)
=
P (N)∑
I=1
(
kIJ
)−1
s(λ)I
(
e−βε1 , e−βε2 , ...
)
. (6.73)
The coefficient in Eq. (6.73) is not nonnegative. For example, the explicit expressions
of the canonical partition function for M-ons labeled by (λ) = (5), (4, 1), ..., are
ZM(5) (β, 5) = s(5) − s(4,1) + s(3,12) − s(2,13) + s(15), (6.74)
ZM(4,1) (β, 5) = s(4,1) − s(3,2) − s(3,12) + s(22,1) + s(2,13) − 2s(15), (6.75)
ZM(3,2) (β, 5) = s(3,2) − s(3,12) − s(22,1) + 2s(2,13) − 2s(15), (6.76)
ZM(3,12) (β, 5) = s(3,12) − s(22,1) − s(2,13) + 3s(15), (6.77)
ZM(22,1) (β, 5) = s(22,1) − 2s(2,13) + 3s(15), (6.78)
ZM(2,13) (β, 5) = s(2,13) − 4s(15). (6.79)
For M-ons, using Theorem (5), the Hamiltonian is noninvariant under permutations.
The permutation phase for M-ons can not be constructed in the scheme.
The Hilbert subspace describing the M-ons is the space with nonzero coefficients.
6.6.3 The maximum occupation number
One can find, by using Theorem (2), that the maximum occupation number is q = λ1. In
the case of M-ons, the only counted microstate is that there are λ1 particles occupying a
quantum states, λ2 particles occupying another quantum state, and so on.
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6.7 generalized quantum statistics corresponding to the power sum symmetric
function: P-ons
In this section, we propose a kind of generalized quantum statistics corresponding to the
power sum symmetric function p(λ). For the sake of convenience, we denote the particle
P-ons.
6.7.1 The canonical partition function
The canonical partition function of P-ons labeled by the integer partition (λ) is
ZP(λ) (β,N) = p(λ)
(
e−βε1 , e−βε2 , ...
)
. (6.80)
Interestingly, one can verify that the P-ons recovers the distinguishable particle when (λ) =(
1N
)
.
6.7.2 Discussions on the permutation phase of the wave function
Expressing the canonical partition function, Eq. (6.80), in terms of the S-function gives
ZP(λ)K
(β,N) = p(λ)K
(
e−βε1 , e−βε2 , ...
)
=
P (N)∑
I=1
χIKs(λ)I (x1, x2, ...) . (6.81)
The coefficient in Eq. (6.81) is not nonnegative. For example, the explicit expressions of
the canonical partition function for P-ons labeled by (λ) = (5), (4, 1), ..., are
Z
p
(5) (5, β) = s(5) − s(4,1) + s(3,12) − s(2,13) + s(15), (6.82)
Z
p
(4,1) (5, β) = s(5) − s(3,2) + s(22,1) − s(15), (6.83)
Z
p
(3,2) (5, β) = s(5) − s(4,1) + s(3,2) − s(22,1) + s(2,13) − s(15), (6.84)
Z
p
(3,12)
(5, β) = s(5) + s(4,1) − s(3,2) − s(22,1) + s(2,13) + s(15), (6.85)
Z
p
(22,1)
(5, β) = s(5) + s(3,2) − 2s(3,12) + s(22,1) + s(15), (6.86)
Z
p
(2,13)
(5, β) = s(5) + s(4,1) − s(3,2) − s(22,1) + s(2,13) + s(15), (6.87)
Z
p
(15)
(5, β) = s(5) + 4s(4,1) + 5s(3,2) + 6s(3,12) + 5s(22,1) + 4s(2,13) + s(15). (6.88)
Thus, the Hamiltonian, using Theorem (5), is noninvariant under permutations. The per-
mutation phase of P-ons can not be constructed in the scheme.
The Hilbert subspace describing the P-ons is the space with nonzero coefficients.
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6.7.3 The maximum occupation number
Expressing the canonical partition function, Eq. (6.80), in terms of the monomical sym-
metric function gives
ZP(λ)K
(β,N) = p(λ)K
(
e−βε1 , e−βε2 , ...
)
=
P (N)∑
j=1

P (N)∑
I=1
χIKk
J
I

m(λ)J
(
e−βε1 , e−βε2 , ...
)
. (6.89)
The maximum occupation number can be obtained from the non-zero coefficient in Eq.
(6.89). Based on the property of the simple characteristics of the SN and the Kostka
number kJI , Eq. (6.89) can be written as
ZP(λ)K
(β,N) = m(N)
(
e−βε1 , e−βε2 , ...
)
+ . . . . (6.90)
For example, the explicit expression of the canonical partition function for P-ons labeled
by (λ) = (5), (4, 1), ..., are
Z
p
(5) (5, β) = m(5), (6.91)
Z
p
(4,1) (5, β) = m(5) +m(4,1), (6.92)
Z
p
(3,2) (5, β) = m(5) +m(3,2), (6.93)
Z
p
(3,12)
(5, β) = m(5) + 2m(4,1) +m(3,2) + 2m(22,1), (6.94)
Z
p
(22,1)
(5, β) = m(5) +m(4,1) + 2m(3,2) + 2s(22,1), (6.95)
Z
p
(2,13)
(5, β) = m(5) + 2m(4,1) +m(3,2) + 2m(3,12), (6.96)
Z
p
(15)
(5, β) = m(5) + 5m(4,1) + 10m(3,2) + 20m(3,12)
+ 30m(22,1) + 60m(2,13) + 120m(15). (6.97)
One can find, by using Theorem (2), that for P-ons, there is no limitation on the maximum
occupation number.
7 Conclusions
In this paper, we give the unified framework to describe various kinds of generalized quan-
tum statistics. We provide a general formula of canonical partition functions of ideal
N -particle gases obeying various kinds of generalized quantum statistics. We reveal the
connection between the permutation phase of the wave function and the maximum occupa-
tion number, through constructing a method of obtaining the permutation phase and the
maximum occupation number from the canonical partition function.
We show that for generalized quantum statistics, the permutation phase of wave func-
tions should be generalized to a matrix, rather than a number. The permutation phase of
Bose or Fermi wave function, 1 or −1, is regarded as 1 × 1 matrices, as special cases of
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generalized quantum statistics. We suggest a method to distinguish generalized quantum
statistics with the Hamiltonian noninvariant under permutations, in which the permutation
phase can not be constructed in the scheme.
It is commonly accepted that different kinds of statistics are distinguished by the max-
imum number. We show that the maximum occupation number is not sufficient to distin-
guish different kinds of generalized quantum statistics.
As examples, we describe various kinds of statistics in a unified framework, including
parastatistics, Gentile statistics, Gentileonic statistics, and the immannons. The canonical
partition function, the maximum occupation number, the permutation phase of the wave
function, and the Hilbert subspace are given. Especially, we propose three new kinds of
generalized statistics which seem to be the missing pieces in the puzzle.
The mathematical basis of the scheme are the mathematical theory of the invariant
matrix, the Schur-Weyl duality, the symmetric function, and the representation theory of
the permutation group and the unitary group. The result in this paper, together with our
previous works [8, 32], builds a bridge between the quantum statistical mechanics and such
mathematical theories. This enables one to use the fruitful result in such theories to solve
the problem in quantum statistical mechanics.
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9 Appendix
9.1 The Kostka number
N = 3. The Kostka number kJK is k
(3)
(3) = k
1
1 = 1, k
(3)
(2,1) = k
1
2 = 0, k
(3)
(13)
= k13 = 0,
k
(2,1)
(3) = k
2
1 = 1, k
(2,1)
(2,1) = k
2
2 = 1, k
(2,1)
(13)
= k23 = 0, k
(13)
(3) = k
3
1 = 1, k
(13)
(2,1) = k
3
2 = 2, and
k
(13)
(13)
= k33 = 1 [9, 11]. For clarity , we rewrite the Kostka number in a matrix form:
k =

 1 0 01 1 0
1 2 1

 , (9.1)
where we take the upper index of kJK as a row index and the lower index as a column index.
N = 4. The Kostka number is [9, 11]
k =


1 0 0 0 0
1 1 0 0 0
1 1 1 0 0
1 2 1 1 0
1 3 2 3 1

 . (9.2)
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N = 5. The Kostka number is [9, 11]
k =


1 0 0 0 0 0 0
1 1 0 0 0 0 0
1 1 1 0 0 0 0
1 2 1 1 0 0 0
1 2 2 1 1 0 0
1 3 3 3 2 1 0
1 4 5 6 5 4 1


. (9.3)
9.2 The simple characteristic of SN
N = 3. The simple characteristic χJK is χ
(3)
(3) = χ
1
1 = 1, χ
(3)
(2,1) = χ
1
2 = 1, χ
(3)
(13)
= χ13 = 1,
χ
(2,1)
(3) = χ
2
1 = 2, χ
(2,1)
(2,1) = χ
2
2 = 0, χ
(2,1)
(13)
= χ23 = −1, χ
(13)
(3) = χ
3
1 = 1, χ
(13)
(2,1) = χ
3
2 = −1, and
χ
(13)
(13)
= χ33 = 1 [19]. For clarity , we can rewrite the simple characteristic in a matrix form:
χ =

 1 1 12 0 −1
1 −1 1

 . (9.4)
N = 4. The χ is [19]
χ =


1 1 1 1 1
3 0 −1 1 −1
2 −1 2 0 0
3 0 −1 −1 1
1 1 1 −1 −1

 . (9.5)
N = 5. The χ is [19]
χ =


1 1 1 1 1 1 1
−1 0 −1 1 0 1 4
0 −1 1 −1 1 −1 5
1 0 0 0 −2 0 6
0 1 −1 −1 1 −1 5
−1 0 1 1 0 1 4
1 −1 −1 1 1 1 1


. (9.6)
9.3 The calculation of the maximum occupation number of the parastatistics:
an example of calculation the coefficient in the canonical partition function
The canonical partition function of an N -particle gas under various kinds of generalized
quantum statistics can be expressed in terms of symmetric functions such as the S-function,
the monomical symmetric function, and so on. The procedure of the calculation of the
coefficient in the canonical partition function involves the transformation of the coefficient
by the matrix of Kostka number or the simple characteristic. In this appendix, we give
details of the calculation of the coefficient for parastatistics as an example.
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N = 3, q = 1, for para-Bose statistics, the coefficient in Eq. (6.21) is

 1 0 01 1 0
1 2 1



 10
0

 =

 11
1

 , (9.7)
that is,
ZPB1 (β, 3) = m(3) +m(2,1) +m(13);
for para-Fermi statistics, the coefficient in Eq. (6.22) is

 1 0 01 1 0
1 2 1



 00
1

 =

 00
1

 , (9.8)
that is,
ZPB1 (β, 3) = m(13).
In the following, the corresponding expression of the canonical partition function is
already given in Eqs. (6.27)-(6.44), thus, we only give the coefficient. q = 2, for para-Bose
statistics, the coefficient in Eq. (6.21) is

 1 0 01 1 0
1 2 1



 11
0

 =

 12
3

 ; (9.9)
for para-Fermi statistics, the coefficient in Eq. (6.22) is

 1 0 01 1 0
1 2 1



 01
1

 =

 01
3

 . (9.10)
q = 3, for para-Bose statistics, the coefficient in Eq. (6.21) is

 1 0 01 1 0
1 2 1



 11
1

 =

 12
3

 ; (9.11)
for para-Fermi statistics, the coefficient in Eq. (6.22) is

 1 0 01 1 0
1 2 1



 11
1

 =

 12
3

 . (9.12)
N = 4, q = 1, for para-Bose statistics, the coefficient in Eq. (6.21) is
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

1 0 0 0 0
1 1 0 0 0
1 1 1 0 0
1 2 1 1 0
1 3 2 3 1




1
0
0
0
0

 =


1
1
1
1
1

 ; (9.13)
for para-Fermi statistics, the coefficient in Eq. (6.22) is


1 0 0 0 0
1 1 0 0 0
1 1 1 0 0
1 2 1 1 0
1 3 2 3 1




0
0
0
0
1

 =


0
0
0
0
1

 . (9.14)
q = 2, for para-Bose statistics, the coefficient in Eq. (6.21) is


1 0 0 0 0
1 1 0 0 0
1 1 1 0 0
1 2 1 1 0
1 3 2 3 1




1
1
1
0
0

 =


1
2
3
4
6

 ; (9.15)
for para-Fermi statistics, the coefficient in Eq. (6.22) is


1 0 0 0 0
1 1 0 0 0
1 1 1 0 0
1 2 1 1 0
1 3 2 3 1




0
0
1
1
1

 =


0
0
1
2
6

 . (9.16)
q = 3, for para-Bose statistics, the coefficient in Eq. (6.21) is


1 0 0 0 0
1 1 0 0 0
1 1 1 0 0
1 2 1 1 0
1 3 2 3 1




1
1
1
1
0

 =


1
2
3
4
9

 ; (9.17)
for para-Fermi statistics, the coefficient in Eq. (6.22) is


1 0 0 0 0
1 1 0 0 0
1 1 1 0 0
1 2 1 1 0
1 3 2 3 1




0
1
1
1
1

 =


0
1
2
4
9

 . (9.18)
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q = 4, for para-Bose statistics, the coefficient in Eq. (6.21) is


1 0 0 0 0
1 1 0 0 0
1 1 1 0 0
1 2 1 1 0
1 3 2 3 1




1
1
1
1
1

 =


1
2
3
5
10

 ; (9.19)
for para-Fermi statistics, the coefficient in Eq. (6.22) is


1 0 0 0 0
1 1 0 0 0
1 1 1 0 0
1 2 1 1 0
1 3 2 3 1




1
1
1
1
1

 =


1
2
3
5
10

 . (9.20)
N = 5, q = 1, for para-Bose statistics, the coefficient in Eq. (6.21) is


1 0 0 0 0 0 0
1 1 0 0 0 0 0
1 1 1 0 0 0 0
1 2 1 1 0 0 0
1 2 2 1 1 0 0
1 3 3 3 2 1 0
1 4 5 6 5 4 1




1
0
0
0
0
0
0


=


1
1
1
1
1
1
1


;
for para-Fermi statistics, the coefficient in Eq. (6.22) is


1 0 0 0 0 0 0
1 1 0 0 0 0 0
1 1 1 0 0 0 0
1 2 1 1 0 0 0
1 2 2 1 1 0 0
1 3 3 3 2 1 0
1 4 5 6 5 4 1




0
0
0
0
0
0
1


=


0
0
0
0
0
0
1


.
q = 2, for para-Bose statistics, the coefficient in Eq. (6.21) is


1 0 0 0 0 0 0
1 1 0 0 0 0 0
1 1 1 0 0 0 0
1 2 1 1 0 0 0
1 2 2 1 1 0 0
1 3 3 3 2 1 0
1 4 5 6 5 4 1




1
1
1
0
0
0
0


=


1
2
3
4
5
7
10


;
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for para-Fermi statistics, the coefficient in Eq. (6.22) is


1 0 0 0 0 0 0
1 1 0 0 0 0 0
1 1 1 0 0 0 0
1 2 1 1 0 0 0
1 2 2 1 1 0 0
1 3 3 3 2 1 0
1 4 5 6 5 4 1




0
0
0
0
1
1
1


=


0
0
0
0
1
3
10


.
q = 3, for para-Bose statistics, the coefficient in Eq. (6.21) is


1 0 0 0 0 0 0
1 1 0 0 0 0 0
1 1 1 0 0 0 0
1 2 1 1 0 0 0
1 2 2 1 1 0 0
1 3 3 3 2 1 0
1 4 5 6 5 4 1




1
1
1
1
1
0
0


=


1
2
3
5
7
12
21


;
for para-Fermi statistics, the coefficient in Eq. (6.22) is


1 0 0 0 0 0 0
1 1 0 0 0 0 0
1 1 1 0 0 0 0
1 2 1 1 0 0 0
1 2 2 1 1 0 0
1 3 3 3 2 1 0
1 4 5 6 5 4 1




0
0
1
1
1
1
1


=


0
0
1
2
4
9
21


.
q = 4, for para-Bose statistics, the coefficient in Eq. (6.21) is


1 0 0 0 0 0 0
1 1 0 0 0 0 0
1 1 1 0 0 0 0
1 2 1 1 0 0 0
1 2 2 1 1 0 0
1 3 3 3 2 1 0
1 4 5 6 5 4 1




1
1
1
1
1
1
0


=


1
2
3
5
7
13
25


;
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for para-Fermi statistics, the coefficient in Eq. (6.22) is

1 0 0 0 0 0 0
1 1 0 0 0 0 0
1 1 1 0 0 0 0
1 2 1 1 0 0 0
1 2 2 1 1 0 0
1 3 3 3 2 1 0
1 4 5 6 5 4 1




0
1
1
1
1
1
1


=


0
1
2
4
6
12
25


.
q = 5, for para-Bose statistics, the coefficient in Eq. (6.21) is


1 0 0 0 0 0 0
1 1 0 0 0 0 0
1 1 1 0 0 0 0
1 2 1 1 0 0 0
1 2 2 1 1 0 0
1 3 3 3 2 1 0
1 4 5 6 5 4 1




1
1
1
1
1
1
1


=


1
2
3
5
7
13
26


;
for para-Fermi statistics, the coefficient in Eq. (6.22) is

1 0 0 0 0 0 0
1 1 0 0 0 0 0
1 1 1 0 0 0 0
1 2 1 1 0 0 0
1 2 2 1 1 0 0
1 3 3 3 2 1 0
1 4 5 6 5 4 1




1
1
1
1
1
1
1


=


1
2
3
5
7
13
26


.
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