Abstract-The growing variety and consumption of the mobile services throughout the Long Term Evolution (LTE) mobile networks lead to various challenging issues in radio resource scheduling. One of the main challenges in LTE resource management is how to allocate the scare available bandwidth, especially in overload states of the network, to the services which have different characteristics and quality requirements. In this paper, we study the optimal solution to LTE downlink resource allocation problem which has already been cast as the fractional knapsack optimization problem. The performance of this solution is investigated by a wide range of demands from different classes of services, over sequences of alternating overload and normal states of the network. The simulation results demonstrate that the proposed method supplies diverse quality requirements of different service classes in compromise with data rate enhancement. System performance has been evaluated in terms of loss, delay and throughput in comparison with reference algorithms.
I. INTRODUCTION
With the increasing popularity of high-demanding mobile broadband services, LTE cellular network has been introduced as an advancing communication technology, in the wireless world. Along with the increasing number of mobile devices, more users are using data services via the applications [1] . Hence, bandwidth overload states may occur much in the network [2] and contribute to the system performance degradation. Therefore, it is important to note that the QoS requirements are needed to be supported in these conditions too. In this regard, the efficient resource scheduling schemes are essential strategies to cope with the scare sub-carrier resources available to the huge volume of traffic [3] .
In order to feature the wide variety of applications, there is a shift from five service classes in WiMAX [4] network to nine classes in LTE network [5] . As of today, many resource allocation solutions have been proposed, mostly researchers focus on just two common categories of real time and non-real time services, in normal conditions. Therefore, it motivates proposing an efficient resource allocation algorithm, considering the predefined per-class QoS constraints to be met.
Recently, a wide domain of the optimization methods and cross-layer formulations have been deployed to enhance the performance of the system [6] - [8] in research literature. In [9] , downlink scheduling problem was formulated to the fractional knapsack problem by mapping their respective properties. The coming traffic flows were ordered by using a rank value calculated based on the multiple QoS metrics. In [10] , the normalized throughput was added to these metrics for providing a throughput-aware resource allocation scheme. However, choosing the highest rank bearer without any concern for the extent of their required resources does not lead to optimal benefit. Accordingly, in this paper the optimization modeling strategy of the multi-service downlink resource allocation is presented. Since this model is NP-hard, the greedy solution based on the effective QoS and throughput metrics is proved as an optimal solution. The behavior of the greedy-knapsack algorithm is investigated over sequences of alternating normal and overload states of the network, where the demands from different classes of services exceed the available amount of system resources. The performance of this optimal solution is evaluated by comparing with the priority only, proportional and knapsack algorithm as reference scheduling schemes with the help of simulation results in terms of throughput [11] , packet loss rate and latency.
II. SYSTEM MODEL
The Orthogonal Frequency Division Multiple Access (OFDMA) is used as the transmission scheme in LTE networks, to carry out downlink communications [12] .
The adaptive assignment of users to OFDMA subcarriers leads to a significant enhancement of total system spectral efficiency and make the OFDMA pleasing for high-rate downlink transmission. Each OFDMA frame of the LTE radio channel contains a sub-channel of 12 consecutive sub-carriers over the frequency domain and ten 1ms sub-frames over the time domain [13] . The basic resource unit for scheduling sub-carriers is called Resource Block (RB) which spans over one sub-channel and 0.5 ms time extent.
We assume B = 5M Hz system bandwidth, consisting of 25 RBs in time-frequency domain. The set of all users is defined by U (U = {1, 2, ..., u}) and the set of all available RBs by E (E = {1, 2, ..., e}). U is the set of users with different kinds and number of bearers. The focus of this paper is the time domain packet scheduling phase, where the scheduler selects an optimal set of bearers to be served in the present time interval and the appropriate number of RBs for each bearer. Then in the next phase, frequency domain scheduler defines the most suitable RBs to be assigned to each bearer from the selected set of the prioritized bearers [14] .
Here, the scheduling architecture works on a service bearer level over the LTE MAC layer where, a bearer is considered to convey a service data flow. The bearers are associated with special properties, relevant to the application coming from, and are grouped into either Guaranteed Bit Rate (GBR) or Non-Guaranteed Bit Rate (Non-GBR) group. The 3GPP has standardized the corresponding service characteristics of the bearers into nine QoS classes which are indexed by an individual Quality Class Indicator (QCI) to ensure that the bearers belong to the same class of services, receive the same minimum level of service quality.
III. OPTIMAL DOWNLINK RESOURCE ALLOCATION
The main important objective of the optimal downlink resource allocation approach is to maximize the total system performance. The bearers demanding resources are from different applications and assigned to diverse QCI classes. Every QCI has a particular packet forwarding treatment according to their predefined specifics. Therefore, all bearers assigned to an especial QCI must follow a common rate and scheduling policy, while fulfilling the QoS class-based constraints as well as maximizing system throughput.
A. Fractional-Knapsack Resource Allocation Model
In this context, we suppose each bearer i ∈ N = {1, 2, . . . , n}, which is waiting to be resource allocated, has a rank value r i and a size υ i . The constant system bandwidth E, available in each scheduling time interval, is modeled to a knapsack and the present bearers are considered as the listed items which are needed to be selected and put inside the given knapsack. The objective is to fill the knapsack with a set of the highest valued bearers so that the total acquired value is maximized, but the sum of their demands must not exceed the total volume of the available system bandwidth. Then, the following definition introduces the associated problem more formally.
Definition 1
The fractional knapsack model of the resource allocation problem is defined by a finite set of bearers N , a nonnegative real number E and two nonnegative vectors r ∈ IR N and s ∈ IR N verifying:
subject to:
where N is set of bearers waiting for resources, E is the given constant system bandwidth, r = {r 1 , r 2 , . . . , r n } is the vector of bearers' rank values, υ = {υ 1 , υ 2 , . . . , υ n } is the vector of bearers' required RBs and is a proportion (whole or a fraction) of the bearer i, selected for resource allocating, otherwise x i = 0. υ i is achieved by computing the total number of RBs, needed to deliver the queued packets of that bearer. The rank value r i is applied to measure the benefit of selecting and scheduling bearer i and accordingly drive an appropriate resource allocation decision. Serving users with the highest rank value leads to a major maximization of system throughput.
The r i is calculated by using the aggregate rank function [10] :
which is sum of five ranking functions, corresponded to each individual influential metric m ∈ {delay, loss, queuedepth, priority, throughput}. Each ranking function outputs a weighted rank value, bounded in [0, p m ], and is calculated as follows:
where p m is the adjustable weight for each influential metric assigned by the operator and w m is the normalized value of metric m.
B. Optimal Scheduling Solution
The performance of the network is improved in terms of fulfilling the QoS constraints by using the ranked list solution of the knapsack approach; however, the optimum resource allocation decision can not be defined. Hence, the previously mentioned resource allocation problem needs to be solved by an efficient approach, in an optimal manner. The optimal allocation can be achieved by exploiting the fact that different b 5 (13, 10) Due to the greedy-choice property of the fractional knapsack problem of resource allocation [15] , it can be solved optimally by using the greedy-knapsack algorithm which selects bearers with better ratio r i υ i , aiming to maximize x i r i . Through this algorithm, the bearers are sorted based on their corresponding rank value to size ratio, in decreasing order, and then the required quantity of resource blocks from the available system bandwidth are allocated to the bearers in order, until all the queued bearers receive the adequate resources or no system resources remained unallocated. If a bearer cannot completely fit to the remaining resources, a fraction of its packets is selected to be resource allocated such that the remained resources are finished entirely. As an example, consider scheduling of the competing bearers (b 1 , b 2 , b 3 , b 4 , b 5 ) with their associated rank values and required RBs which are represented in Table  I . Accordingly, each bearer i is defined by pair b i (r i , υ i ). The last row of this table represents the produced resource allocation solution for the given list of bearers by applying greedy-knapsack algorithm. Fig. 1 shows the mentioned competing bearers, and output of the knapsack and greedy-knapsack algorithm for a given T T I k , where there are 15 resource blocks available (E = 15). As can be seen in this figure the greedy-knapsack algorithm leads to the best solution. By considering the per-size value of the bearers the total value acquired in case (b) is equal to 
C. Performance Analysis
The optimal performance of the greedy-knapsack algorithm with respect to selecting an optimal set of bearers can be mathematically analyzed by using the following definition and theorem.
Definition 2 A feasibility solution for the fractional knapsack problem, defined in Definition 1, is defined by a finite set Z = {z 1 , z 2 , . . . , z n }, such that satisfying the problem constraint
Theorem 1
The greedy-knapsack algorithm can guarantee finding an optimal solution for the resource allocation problem stated in Definition 1.
Proof. Let Z = {z 1 , z 2 , . . . , z n } be the output feasible solution. Primarily all the bearers have been sorted in monotonically decreasing order of r i υ i and indexed from 1 to n, where
If for all i, we have z i = 1 then the output solution Z is optimal. Let j be the index of the first bearer for which z j < 1 and i = j. Assume that Y = {y 1 , . . . , y n } be any feasible solution then, according to Definition 2, n i=1 y i υ i ≤ E. Also according to the greedy-knapsack algorithm, since
and also we have:
If i > j then
Let P (Z) denotes the total profit of a feasible solution Z, then we have:
; by eq. (7) and (8).
Therefore, the total value of solution Z is equal or greater than the total value of any other feasible solution, then the solution of the greedy-knapsack algorithm is an optimal solution.
IV. PERFORMANCE EVALUATION

A. Simulation Environment and Parameters
Inasmuch as different traffic conditions of the network is one of the important aspects of our research, here the algorithm's behavior is analyzed through different traffic conditions of the network by using the realtime measurements of Quality of Service (QoS) parameters, following the same simulation experiment environment as defined in [9] . The system performance is investigated over sequences of alternating normal and overload states of the network, where the demands from different classes of services exceed the available amount of system resources.
According to the 3GPP LTE verification framework [16] , an LTE cell was implemented consisting of the eNodeB base station and User Equipment (UE) devices located in coverage area of eNodeB. The implemented eNodeB provides the air interface as the communication links to the UEs. Radio resource scheduling process is performed every TTI which lasts one ms. The system has considered 25 RBs in time-frequency domain over 5MHz system bandwidth. The downlink scenario of a single cell which contains 330 active users with different kinds and number of bearers (single VoIP, single data, multiple data and VoIP-data), over the stochastic interval-time of sequential normal and overload states, is addressed in this experiment. In each overload time interval, 50 users with single data session are added to the existed traffic and they are removed at the beginning of normal time interval.
The numerical results are presented in terms of QoS performance and throughput results. Subsequently the QoS performance results are presented in terms of packet loss rate and packet latency. Packet loss is defined as the difference between the total number of generated bearer packets N generated and the total number of scheduled bearer packets in bit N scheduled at the evolved NodeB (eNodeB) base station. Therefore, packet loss can be expressed as follows:
Packet latency refers to the time in millisecond between the arrival and departure of a packet from the queue which can be expressed as follows:
where x arrival (i) is the arrival time of packet i in the queue, T departure (i) is the departure time of packet i from the queue, and n is the total number of packets that arrived in the queue.
B. Results and Discussion
System packet loss rate and system packet latency are measured over the simulation time and presented in Figs. 2 and 3 respectively. As can be seen from these figures, greedy-knapsack scheduling algorithm provides better level of QoS, experienced by the whole system, especially in terms of system loss rate, in compare with the reference algorithms. This total system performance improvements is clarified because of the prioritizing and scheduling the bearers with the highest potential to maximize the quality level of services.
The QoS performance results for every individual class of QoS, have been shown in terms of average packet loss and latency in Tables II and III. The most of the QCIs experienced less loss and delay with the greedy-knapsack scheduler in compare with the reference algorithms. The greedy-knapsack algorithm has the biggest improvement for the first four QCIs which are GBR classes. Since GBR classes are critical regarding to data rate and have the highest priority for scheduling, the optimal scheduling decision is in their favor and consequently they experience more performance enhancement or better level of quality of services.
Further, to evaluate the throughput performance in balance with the QoS, the average throughput results for every QoS class are shown in Table IV . As can be seen in this table, the average throughput results of most of the QCI classes for the greedy-knapsack scheme are improved. The GBR batch receives more throughput in compare with the Non-GBR group. The average throughput some of them decreased for the sake of increasing average throughput of other QCIs to figure out the scare bandwidth sharing and make a better level of total system performance.
The performance of this greedy-knapsack solution is analyzed by a wide range of demands from different classes of services, over sequences of alternating overload and normal states of the network.
proposed an optimal scheduler for LTE downlink resource allocation aiming to fulfill the QoS requirements of different QCI classes, standardized in LTE specifications.
V. CONCLUSION
The mobile bandwidth overload states occurring much in LTE networks can cause the quality of services to degrade. This service quality degradation and the robustness of the LTE scheduler are crucial problems to be considered by the resource scheduler designers. In this regard, the optimization modeling strategy of the fractional knapsack resource allocation problem was presented. Then, we analyzed the performance of the greedy-knapsack scheduler as an alternative optimal solution through a wide range of resource demands from different classes of services, over the overload states of the network. Therefore, by considering the wide variety of services over the sequences of alternating overload and normal states in the network, we tried to overcome the drawbacks that limit some of the state-of-art downlink scheduling algorithms to be applied in practical context due to their weak scalability in terms of services and data traffic. The simulation results show the QoS performance improvements in terms of system and per-class packet loss and delay in comprise with the system throughput. 
