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Abstract
Base station cooperation is an attractive technique to increase the spectral efficiency of multi-cell systems. One of the
challenges in multi-cell systems is obtaining accurate channel state information (CSI) at the base station. One source
of CSI inaccuracy is the delay incurred in obtaining CSI and exchanging it among base stations. The presence of delay
is inevitable when CSI is exchanged over the back-haul. In addition, CSI is commonly obtained using limited feedback
techniques which further contribute to its inaccuracy. In this paper, we re-visit the comparison between competitive
(egoistic) and cooperative (altruistic) beamforming strategies in the presence of imperfect CSI. The impact of CSI
inaccuracy due to delay and finite codebook size on the achieved sum rate is analyzed. Closed-form expressions for a
lower bound and a first-order approximation of the average sum rates achieved by these beamforming strategies are
derived. Using the closed-form expressions, a mode switching criterion is proposed to switch between competitive
and cooperative beamforming based on the signal-to-noise ratio (SNR), delay, Doppler frequency and codebook size.
It is shown that competitive beamforming is preferred in the limit of low SNR irrespective of the quality of CSI, while
cooperative beamforming is preferred only at high SNR and low Doppler frequencies, confirming that base station
cooperation is not always advantageous.
Keywords: Coordinated beamforming; Interference channel; Sum rate analysis; Back-haul delay; Limited feedback
1 Introduction
Multi-cell cooperation is known to improve the perfor-
mance of cellular communication systems as compared
to single-cell systems which treat the out-of-cell inter-
ference as noise [1-4]. Multi-cell cooperative transmis-
sion has also been proposed in upcoming standards such
as LTE-Advanced to decrease inter-cell interference and
improve data rate in a universal or partial frequency re-use
framework [5,6].
Various levels of base station cooperation, ranging from
full cooperation to simpler schemes involving only the
sharing of channel state information (CSI), are consid-
ered for multi-cell systems [3]. While joint precoding,
which requires CSI and user data sharing, provides the
highest sum rate in an ideal CSI setting, it comes at a
cost of large back-haul load and high overhead and com-
plexity [7]. These factors, specially the capacity of the
back-haul link, determine the level of cooperation and
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the transmission strategy in multi-cell systems [8-10].
Cooperative beamforming, which requires the exchange
of CSI only, improves the sum rate with a reasonable
back-haul load. In fact, the back-haul load for exchang-
ing CSI is very small as compared to exchanging user data
[9]. A comparison of cooperative (altruistic) and com-
petitive (egoistic) beamforming strategies and the achiev-
able rate regions in multiple-input single-output inter-
ference channel (MISO-IC) are studied in [11,12]. These
beamforming strategies are distributed, non-iterative, and
satisfy per base station power constraint. However, it
is assumed that there is perfect CSI at the transmit-
ter. In the presence of only statistical CSI, the achiev-
able rate regions for a two-user MISO-IC are studied
in [13].
In practice, base stations obtain delayed and quantized
channel state information. CSI delay, whichmay be caused
by propagation, signal processing or information routing,
affects the performance of both single-cell systems [14]
and multi-cell systems. Cooperative multi-cell systems
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which exchange CSI over the back-haul network suffer the
most since an extra back-haul latency can cause signifi-
cant CSI outdating [15,16]. In frequency division duplex
(FDD) systems, channel state information can only be
delivered to the transmitter using limited feedback which
further contributes to CSI inaccuracy [17,18]. Therefore,
it is important to re-visit the performance comparison
of egoistic and altruistic beamforming methods in the
presence of quantized and delayed CSI. Based on the com-
parison, a mode switching criterion can be proposed in
order to switch the transmissionmode between single-cell
(competitive) and multi-cell (cooperative) beamforming
based on the signal-to-noise ratio (SNR) and quality of
CSI. Beyond the mode switching method, the analysis also
serves to gain a better understanding of which cooper-
ative transmission method is the best depending on the
feedback exchange properties. In particular, our intuition
is that transmission mechanisms that rely on inter-base
station CSI exchange can be powerful in an ideal CSIT
(channel state information at the transmitter) setting but
not as robust as simpler (matched filter based) strategies
that can operate with local CSIT alone. The paper inves-
tigates this question by using closed-form analysis where
possible.
In order to compare competitive and cooperative beam-
forming strategies, it is necessary to obtain the average
sum rates in closed form. In [16], the average loss in sum
rate due to limited feedback and delay using inter-cell
interference cancellation is derived and used for feedback
bit allocation. In [11], the average sum rate for a two-user
MISO system is evaluated in closed form assuming avail-
ability of perfect CSI. The two-user analysis is extended
in [13], in the availability of statistical CSI at the trans-
mitter. The average sum rate achieved without delay, but
with quantized CSI, is also derived in [19], though the
derivations are only for two- and three-cell settings and
expressed in terms of integrals. In general, the average
closed-form sum rates achieved by egoistic and altru-
istic beamforming with quantized and delayed CSI had
not been derived in the literature for a general multi-cell
setting.
In this paper, the performance of egoistic and altruis-
tic beamforming schemes is compared in the presence
of CSI inaccuracy using the average sum rate as a met-
ric. The main emphasis of the paper is to evaluate the
effect of feedback delay and back-haul delay; neverthe-
less, the effect of limited feedback is also considered for
completeness. Closed-form expressions for a lower bound
and a first-order approximation of the average sum rates
are obtained. Using these expressions, a mode switch-
ing criterion is obtained to switch between these beam-
forming schemes based on the SNR and quality of CSI.
In this work, it is assumed that all base stations in a
cluster use the same beamforming scheme; as a result,
mode switching can be done in a decentralized fash-
ion. Though it is possible to improve the sum rate
marginally by using an adaptive scheme where base sta-
tions can adopt different schemes as discussed in [19],
this method has some limitations. Firstly, the complex-
ity of mode selection grows exponentially with the cluster
size. Secondly, such a method assumes that each base
station knows the scheme selected by the other base
stations; however, this requires back-haul information
exchange in practice, which causes further performance
degradation in the presence of delay. Moreover, the per-
formance gained by such an adaptive scheme can be rather
gained through dynamic clustering and using a cluster-
wide beamforming scheme. Therefore, it is assumed in
this paper that all base stations in a cluster use the same
beamforming scheme. The paper has the following main
contributions:
• Simplified closed-form expressions for a lower bound
and a first-order approximation of the ergodic sum
rates achieved by competitive and cooperative
beamforming are derived. The validity of the lower
bounds and approximations is demonstrated.
• A mode switching criterion is obtained to switch
between these beamforming schemes based on the
quality of CSI and the SNR. This helps to avoid the
unnecessary load of CSI sharing in the case where
cooperation is not useful.
The paper is organized as follows. In Section 2, a multi-
cell MISO-IC and models representing the effect of delay,
limited feedback, and user locations are outlined and dis-
cussed. In Section 3, the competitive and cooperative
beamforming schemes used in this paper are reviewed. In
Section 4, closed-form expressions for a lower bound and
a first-order approximation of the average sum rates are
derived and the accuracy of the closed forms is demon-
strated using simulations. In Section 5, the sum rate
results are used to derive a mode switching criterion. In
Section 6, various results are shown to demonstrate the
accuracy of the cooperation region obtained from deriva-
tions and the effect of different parameters on the region.
The paper is concluded in Section 7.
1.1 Notation
In this paper, (·)H and ‖·‖ refer to the conjugate transpose
and norm, respectively. CN (0, I) refers to independent
and identically distributed (i.i.d.) complex Gaussian dis-
tribution with 0 mean and unit variance. E{·} refers to
expectation over the distribution of the channel, unless
specified otherwise. The abbreviations BS, BSs, and BSk
denote ‘base station’, ‘base stations’, and ‘the kth base
station’, respectively.
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2 Systemmodel
Consider a downlink cellular MISO system as shown
in Figure 1 consisting of K cooperating cells. Each cell
contains a base station having Nt transmit antennas and
a single-antenna user. An orthogonal intra-cell multiple
access scheme is assumed so that each BS serves only a
single user per resource block. The channel between BSi
and user k is denoted by a 1 × Nt row vector hik .
Each user estimates the direct channel from its serving
BS (‘local channel’) and interfering channels from other
BSs (‘cross channels’) using downlink pilot symbols. It is
assumed that these channels can be estimated with negli-
gible error at the users. Each user k then feedbacks both
its local channel (hkk) and cross channels (hik , ∀i = k) to
its serving base station, BSk , as shown in Figure 1. Then,
the BSs exchange the cross channel information through
the back-haul link. This feedback scheme is compliant to
single-cell systems and the requirement that users com-
municate to their serving BSs only [16]. It is also similar to
the feedback scheme used in the LTE framework [6].
In practice, there is a delay before the BSs acquire the
necessary channel state information. First, there is a feed-
back delay until each BS receives CSI from the local user,
which affects all channel vectors. Then, there is a back-
haul delay while exchanging CSI through the back-haul,
which affects only the cross-channels. Assuming that the
back-haul delay between all BS pairs is equal, the delayDik
incurred by each channel vector hik is given by
Dik =
{
Df if i = k
Df + Db if i = k
where Df and Db denote the feedback and back-haul
delays, respectively. Let us denote Df + Db by Df+b for
notational brevity.
2.1 Modeling the effect of delay
In order to analyze the impact of delay, a model for
the temporal variation of the channel is used. Con-
sider the channel vector hik[n] and its delayed ver-
sion hik [n − Dik] where n denotes a symbol time index.
Assuming isotropic scattering and reception, the entries
of hik can be modeled as i.i.d. complex Gaussian random
variables, hik ∼ CN (0, I), and the temporal correlation







according to Clarke’s autocorrelation model [20], where fd
is the Doppler spread, τ is the symbol time, and J0(·) is the
zeroth-order Bessel function of the first kind. The tempo-
Figure 1 A downlink MISO-IC withK cells each having anNt antenna base station.
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ral correlation is determined by the product fdτ , which is
referred to as normalized Doppler frequency.
In slowly varying wireless channels, the Gauss-Markov
autoregressive order one (AR1) model can represent the
temporal variation with sufficient accuracy [21]. Using
this model, hik[n] can be expressed as
hik[n] = ρikhik [n − Dik] +
√
1 − ρ2ikeik[n] (2)
where eik[n]∼ CN (0, I) is a channel error vector inde-
pendent of hik [n − Dik].
2.2 Limited feedback model
Delay is not the only factor for channel state information
inaccuracy. In practice, a limited feedback scheme with
finite codebook size is used for quantizing the channel
vectors in FDD systems [17]. Thus, the effect of quanti-
zation error caused by finite codebooks has to be consid-
ered. Even though the main goal of the paper is to study
the effect of feedback delay and back-haul delay, the effect
of limited feedback is also considered for completeness.
Random vector codebooks are commonly used for ana-
lyzing the effect of vector quantization schemes on the
performance of MIMO systems [18,22]. Consider a ran-
dom vector codebook of B-bits for quantizing each nor-
malized channel direction h˜ik := hik‖hik‖ . In such a random
codebook of B bits, the 2B codeword vectors are isotopi-
cally distributed in an Nt dimensional unit sphere. Let
θik be the angle between the normalized channel direc-
tion h˜ik[n] and the quantized channel direction denoted




1 − Zik hˆik[n]+
√
Zik sik[n]
where sik[n] is an isotropically distributed unit norm
error vector orthogonal to hˆik[n] and Zik = sin2 (θik) is
the quantization error magnitude and is independent of
sik[n]. In a codebook of size B, Zik is the minimum
of 2B beta (1,Nt − 1) distributed random variables [18].
Incorporating the quantization error model in the Gauss-
Markov model in (2), the relation between the chan-
nel vector hik[n] and its quantized and delayed version
hˆik [n − Dik] can be expressed as follows:
hik[n] = ρik ‖hik [n − Dik]‖
(√
1 − Zik hˆik [n − Dik]




1 − ρ2ik eik[n]. (3)
2.3 Input-output model
The Gauss-Markov model represents only the fast fluctu-
ations of the channel assuming that the statistical param-
eters of the channel vary so slowly that their fluctuation
can be neglected. However, the relative magnitudes (chan-
nel gain ratios) of the local and cross channels as a result
of difference in path loss cannot be neglected in a multi-
cell scenario. These relative magnitudes are considered
together with the transmit power as follows.
Assume that BSk transmits symbol sk to its local user
using a beamformer wk , which satisfies ‖wk‖ = 1. Let the
power transmitted from BSk be denoted by Pk , which sat-
isfies per base station power constraints. In addition, let
the path loss from BSi to user k be Lik . The signal received













where vk[n] denotes the additive complex Gaussian
noise of variance σ 2. The resulting instantaneous signal-
to-interference-and-noise ratio (SINR) of user k and the











log (1 + SINRk[n] )
}
where γk represents the SNR at user k and α2ik represents
the ratio of the interference power from BSi and the useful








In the case that interference can be mitigated by trans-
mitter pre-processing, power control is not desired and
maximum throughput can be obtained by transmitting
with full power.
Assume that all BSs transmit with equal power and this
results in a cell-edge SNR denoted by γE . Let us also
denote the distance from BSi to user k by dik . Then, γk and
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where rcell is the cell radius and μ is the path loss expo-
nent. dkk,N ∈ (0 : 1] and dik,N are the normalized dis-
tances (normalized to the cell radius) of user k from its
serving BS and an interfering BSi, respectively. When user




, its SNR γk and the cell-
edge SNR γE become equal. Since a user is normally
assigned to the BS fromwhich it receives the strongest sig-
nal, the ratio dkkdik is less than 1. Hence, it holds in general
that αik = 1 for i = k and αik < 1 for i = k. Thus, the
value of αik referred hereafter refers to the case of i = k
only.
3 Competition versus cooperation
In MISO-IC beamforming, there are two well-known cat-
egories of distributed beamforming strategies, namely
competitive (egoistic) and cooperative (altruistic). Several
beamforming schemes can be categorized under these
strategies; however, the fundamental ones are maximum
ratio transmission and inter-cell interference cancellation
[11]:
• Maximum ratio transmission (MRT) : In MRT, each
BS ignores the inter-cell interference it causes to
other cells and aims to maximize the received signal
power at its intra-cell user. In MRT, the beamforming




where the subscript eg refers to the beamformer
being egoistic. In MRT, the only CSI in need is the
local channel; hence, there is less feedback overhead.
• Inter-cell interference cancellation (ICIC) : In ICIC,
the focus of each BS is to avoid interference caused to
other cells. In the presence of enough transmit
antennas (Nt ≥ K ), the inter-cell interference can be
completely nullified. As a result, the ICIC
beamformer at BSk can be expressed as
wk,al[n]=
⊥k [n]hHkk[n]∥∥⊥k [n]hHkk[n]∥∥ (6)
where the subscript al denotes the beamformer being
altruistic and⊥k [n] is a projection matrix onto the
subspace orthogonal to the channels being interfered.
When Nt < K , projection in the direction of the
smallest eigenvector of the interference subspace can
be used instead.
MRT and ICIC are two extreme beamforming strate-
gies. So, other beamforming schemes that optimize per-
formance based on various criteria can be used to
approach the capacity region of the MISO-IC. Some
examples are virtual SINR maximization [23,24], MMSE
estimation [25], and transmit power minimization [26].
The algorithms in [24-26] are iterative and require inter-
BS information exchange. Most importantly, all these
beamforming schemes require full channel knowledge.
Specifically, both the magnitude and direction of the
channel vectors are required for beamforming. Since
only the normalized directions of the local and cross
channels are fed back as discussed in Section 2.2, ICIC
is the most suitable and practical cooperative beam-
forming scheme for such limited feedback systems.
Similarly, having knowledge of only the directions of
the local channels, MRT is the sum rate maximizing
strategy for non-cooperative systems. Therefore, MRT
and ICIC are chosen as the competitive and cooper-
ative beamforming schemes in this paper. Therefore,
we refer to MRT and ICIC, respectively, when we say
egoistic beamforming (denoted by ‘EgBf ’) and altruis-
tic beamforming (denoted by ‘AlBf ’) throughout this
paper.
In the presence of full channel knowledge, it is known
that ICIC achieves a higher sum rate than MRT at
high SNR and MRT is better at low SNR [11]. How-
ever, it is not clear when and whether ICIC provides
a sum rate improvement over MRT in the presence of
quantized and delayed CSI. In the next section, closed-
form expressions for the average sum rates achieved
by these beamformers are derived to study this basic
problem.
4 Sum rate analysis with delay and limited
feedback
Consider the feedback scheme shown in Figure 1. In order
to use EgBf, only the local channels are used. On the other
hand, in order to cooperate and use AlBf, both the local
and cross channels are involved as shown in (6). Each BS
receives an updated version of its local channel after a
delay Df , while all the cross channels have a delay of Df+b.
Thus, the channel correlation ρik in (3) can be replaced by
the local channel correlation ρl for i = k and the cross










Let us also consider the effect of limited feedback on
these beamforming schemes. Assume that the total num-
ber of bits available for CSI feedback is denoted by B and
is the same at all users. For EgBf, each user can use all the
B-bits to quantize its local channel. When AlBf is used, on
the other hand, the B-bits must be allocated between the
local and cross channels. Various methods of quantization
such as joint quantization [27] and separate quantization
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with adaptive bit allocation [16] may be considered for
quantizing the local and cross channels. In this paper,
separate quantization with equal bit allocation is used
due to its simplicity and since the performance gained by
adaptive bit allocation is onlymarginal [19]. Therefore, the
number of bits used for quantizing each channel vector is
equal to BK when AlBf is used. Though the same codebook
size can be used, codebooks must be different from cell to
cell to avoid the possibility of the same codebook vector
selection.
Using the channel model in (3), the sum rate achieved
with quantized and delayed CSI can be evaluated. The
average sum rates achieved by EgBf and AlBf, denoted Reg











































] hˆHkk [n − Df ]∥∥∥⊥k [n − Df+b] hˆHkk [n − Df ]
∥∥∥ . (9)
In general, it is difficult to find an accurate and gen-
eralized closed-form expression for these ergodic sum
rates. The main goal of this paper however is to deter-
mine which beamforming scheme (EgBf or AlBf) achieves
a higher sum rate for a particular set of system and
channel parameters such as SNR, Doppler frequency,
delay, and codebook size. Therefore, two different sum
rate representations, a lower bound and a first order
approximation, are used to estimate and compare the sum
rates.
4.1 Sum rate representation using lower bound
One possibility to get insight into and compare the ergodic
sum rates is using a lower bound. In order to derive the
lower bound, the concavity of the logarithmic function
is used and high channel correlations are assumed. In a
low-mobility environment, where the channels are slowly
time-varying, this assumption is valid. The lower bound is
stated in the following theorem.
Theorem 1. The ergodic sum rates in egoistic and altru-
istic beamforming can be lower bounded by the follow-





















ψ (Nt − K + 1) + ln
(
ρ2l





















where B, ρl , and ρc are the codebook size, local chan-
nel correlation and cross-channel correlation, respectively,
and Q = 2− BNt−1 . ψ(x) is the digamma function given by
ψ(x) = ddx ln(x), and βk is the total interference to noise











The proof is shown in Appendix 1. The distance of a
user from an interfering base station is at least equal to
the cell radius; thus, dik,N ≥ 1,∀i = k. If only neighbor-
ing BSs are interfering, then the maximum value of dik,N
is also 2. Therefore, the value of βk can be bounded by
γE (K − 1) (0.5)μ < βk ≤ γE (K − 1).
The lower bound in Theorem 1 has good accuracy for
the purpose of comparing the performance of EgBF and
AlBF as will be shown in Section 6. However, it is too
loose to estimate the actual value of the ergodic sum rates.
Moreover, the assumption of slowly time-varying chan-
nels used in the derivation of the lower bound limits its
generality. Therefore, a sum rate representation that can
be used to estimate the ergodic sum rates in all parameter
ranges is needed.
4.2 Sum rate representation using first-order
approximation
A general representation of the ergodic sum rates in EgBf
and AlBf can be obtained using approximations of the log-
arithmic function. Using first-order approximation of the
logarithm of ratios, the approximate ergodic sum rates can
be obtained as stated in the following theorem.
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Theorem 2. The first-order approximation of the
ergodic sum rate achieved in egoistic and altruistic beam-
forming schemes with a B-bit codebook per user, a local


























Nt − K − Q 1K
(












The proof of this theorem is shown in Appendix 2.
Let us discuss two important points based on
Theorems 1 and 2.
1. The average interference power in EgBf is
independent of the the number of quantization bits B
and the channel correlation. This is logical since the
quality of CSI in other cells has no impact on in-cell
performance if there is no cooperation.
2. In perfect CSI (ρc → 1,B → ∞), the average
interference power in AlBf vanishes since the
beamforming direction is orthogonal to the
interference subspace. However, that will not be the
case if Nt < K . In the case of Nt < K , the average
signal power remains the same as the case of Nt = K ,
whereas there will be a residual (additional)
interference proportional to the smallest eigenvalue
of the interference subspace. As a result, the average
sum rate for AlBf will be lower than the one in
Theorem 2.
4.3 Simulation results: sum rate lower bound and
approximation
In order to validate the accuracy and suitability of the
lower bound and approximation for representing the sum
rate, a three-cell system as shown in Figure 2 is consid-
ered. In this three-cell system, the hexagonal area shown
is cooperatively served. Such an area is typical of coop-
eration using sectored BS antennas in which each sector
antenna serves one third of a cell. Such a three-cell sys-
tem with sector antenna is commonly used in the liter-
ature [19,24]. We assume each BS to have four transmit
antennas.
In practical scenarios, the location of each user is ran-
dom, but uniformly distributed, within each cell. There-
fore, it is assumed that the location of each of users
1, 2 and 3 in Figure 2 is random and uniformly dis-
tributed within the sectors in their corresponding cells.
The numerical results in this paper are obtained by aver-
aging over large sets of such random users’ locations;
specifically, 100 tuples of random locations are averaged
in most of the results. A path loss exponent of 3.7 is also
used throughout the paper; this value is typical in practical
channel models [16,19].
In Figures 3 and 4, the sum rates of both EgBf and
AlBf are shown vs. Doppler frequency and vs. SNR,
respectively. In both figures, the sum rates obtained from
Monte Carlo simulations are compared with the lower
bound in Theorem 1 and the first-order approximation in
Theorem 2. The sum rates are averaged over the random
locations of users 1, 2 and 3. It is assumed that the feed-
back delay and back-haul delay are each 1 symbol time;
the quantization error is ignored. Another sum rate com-
parison is also shown in Figure 5 where the variation of
the sum rate with distance is demonstrated. In this com-
parison, it is assumed that user 3 is located on the line
connecting BS3 with the intersection point of the three
cells in Figure 2, while the locations of users 1 and 2
are still uniformly distributed in their corresponding cells.
Thus, the effect of the distance of user 3 from the cell cen-
ter is demonstrated in Figure 5 by averaging the sum rates
over the random locations of users 1 and 2. The following
points can be observed from Figures 3, 4 and 5:
1. The first-order approximation has a good accuracy in
estimating the true sum rates for both EgBf and AlBf.
However, it can be observed that the approximation
is tighter for EgBf than for AlBf. This becomes a
limitation in deciding the mode switching points. In
fact, it can be observed that the crossing point of the
lower bounds is closer to (is thus more accurate in
estimating) the crossing point of the true sum rates
than that of the first-order approximations.
2. The impact of CSI inaccuracy, in this case delay, is
much severe in AlBf than EgBf. In general,
cooperation yields a lower throughput than
competition at higher Doppler frequency and low
SNR, confirming that cooperation is not always
helpful.
3. It can be observed from Figure 5 that an increase in
distance from the cell center has similar impact on
both beamforming schemes. This is based on the
assumption that SNR decreases as a user moves
towards a cell edge (away from its serving BS) as
shown in (4). If the same SNR can be received at all
locations, it will be EgBf that will be severely affected
as a user moves towards the cell edge.




















Figure 2 A three-cell systemwith multi-antenna BSs and single-antenna users (dark lines show cell boundaries).
5 Mode switching with delay and codebook size
One of the goals of this paper is to obtain a decision
criterion that allows a cluster of cells to switch between
cooperation and competition in order tomaximize perfor-
mance for a given set of system parameters and feedback
exchange properties. Various metrics can be considered
for such a decision; however, sum rate is an appropriate





























Figure 3 Average sum rate vs. Doppler frequency.With a cell
edge SNR of 5 dB, a feedback delay of 1 and a back-haul delay of 1.
metric since it encourages fairness besides maximizing
throughput. When sum rate is used as a metric, a BS is
forced to accept a scheme that benefits the whole cluster
even though its local user can benefit from the oppo-
site scheme. Consider the three-cell system in Figure 2
for instance; assume that user 1 is closer to the cell cen-
ter while user 2 and user 3 are closer to the cell edge. If




























Figure 4 Average sum rate vs. cell edge SNR.With a Doppler
frequency of 0.05, a feedback delay of 1 and a back-haul delay of 1.
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Figure 5 Average sum rate vs. normalized distance.With a cell
edge SNR of 5 dB, a Doppler frequency of 0.05, a feedback delay of 1
and a back-haul delay of 1.
decisions were to be made based on individual rate, BS1
would like to serve user 1 using EgBf even though this
will cause significant interference to users 2 and 3. On the
other hand, when sum rate is used as a metric, a beam-
forming scheme that maximizes the system throughput is
chosen and that will probably be a fair scheme to users
2 and 3. Therefore, sum rate is selected as a metric and
the parameter region where cooperative beamforming
achieves a higher sum rate than competitive beamform-
ing is discussed in this paper. This region is referred to as
‘cooperation region’ hereafter.
The cooperation region can be obtained by using the
inequality Reg < Ral for the actual sum rates. However,
the cooperation region must be expressed in closed form
as a function of the system and channel parameters so
that the BSs can determine the operating mode based
on these parameters. Therefore, the cooperation region
is rather determined by using the corresponding lower
bounds from Theorem 1 or first-order approximations
from Theorem 2 instead of Reg and Ral. Once a closed-
form expression characterizing the cooperation region is
obtained, the operation mode can be switched between
AlBf and EgBf depending on whether the cooperation
region inequality is satisfied.
5.1 Cooperation region
The closed-form expressions from the lower bound are
simpler to analyze and compare. Moreover, it is demon-
strated in Section 4.3 that the lower bound has good
accuracy in estimating the crossing point of the actual
sum rates. Therefore, it is used here to study the the
effect of various system and channel parameters on the
cooperation region.
Using the lower bound in Theorem 1, the region where
cooperation achieves a higher sum rate than competition




Nt − k <
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⎝ 1 + βk
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. From this relation, the
following points can be observed:
• In the low-SNR region (γE→0),∑K−1k=1 1Nt−k <Q−Q 1K
is obtained. This relation is always false since the
right-hand side is negative and the left is positive.
This shows that competition (EgBf) is preferred at
low SNR irrespective of the quality of channel state
information. This is expected since the system is
noise-limited and performance can be enhanced only
using MRT.
• On the other hand, in the high-SNR region (γE→∞),∑K−1
k=1
1








is obtained. Therefore, the choice of a beamforming
scheme at high SNR depends on the quality of
channel state information. In the case of high CSI
quality (ρc → 1,B → ∞), this reduces to∑K−1
k=1
1
Nt−k < ∞ which confirms that cooperation is
indeed beneficial at high SNR with good CSI quality.
In this case, the system is interference-limited and
performance can be enhanced by using ICIC.
• When the feedback delay, back-haul delay or Doppler
frequency increases resulting in a lower ρc in (12), the
cooperation region shrinks. This is because AlBf is
very sensitive to delay than EgBf.
• It is discussed that βk can be bounded by γE (K − 1)
0.5μ < βk ≤ γE (K − 1). Therefore, βk does not
significantly vary with distance. Hence, the
cooperation region has less sensitivity to the location
of users.
The cooperation region for a delay-free CSI feedback
can be obtained using ρc = 1 in (12). Similarly, the coop-
eration region in the case of high-quality quantization can
be obtained by using Q = 0 in (12).
The cooperation region in (12) depends on various
system and channel parameters, namely the number of
cooperating cells (cluster size), number of transmit anten-
nas, SNR, codebook size, total delay, and Doppler fre-
quency. Given knowledge of these parameters, the BSs can
decide whether the cluster has to cooperate or compete
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in a decentralized, but synchronized way. Most of these
parameters do not change with time. For parameters like
SNR and Doppler frequency which may change slightly
with time, a long-term (less frequent) feedback can be
used to update them.
6 Numerical results
In this section, various numerical results on the multi-cell
cooperation region are shown. In particular, the bound-
ary of the cooperation region obtained from Monte Carlo
simulations is compared with the boundaries obtained
from closed-form expressions of the sum rate lower bound
and approximation. The numerical results in this section
consider two objectives. The first objective is to demon-
strate the validity and accuracy of the lower bounds
and first-order approximations for the purpose of mode
switching (estimating the cooperation region boundary).
The second objective is to investigate and verify the effect
of various system and channel parameters on the cooper-
ation region.
In Figures 6, 7, 8, 9 and 10, the effect of feedback
delay and back-haul delay is considered; the quantiza-
tion error is assumed to be negligible. Such results with
CSI imperfection due to delay only help to understand
the performance of FDD systems with large codebook
sizes and TDD systems where limited feedback may not
be necessary. Nonetheless, the effect of both delay and
quantization is also demonstrated in Figure 11.
For all the numerical results, the three-cell system
shown in Figure 2 is used. Each BS is assumed to have four
transmit antennas except the result in Figure 9, in which
the effect of the number of BS antennas is considered.
The locations of the users are assumed to be random and























Figure 6 Cooperation region: cell edge SNR vs. Doppler
frequency.With a feedback delay and back-haul delay of 1 symbol
time each.

























Figure 7 Cooperation region: cell edge SNR vs. Doppler
frequency.With only a feedback delay of 1 symbol time.
uniformly distributed in each sector and a path loss expo-
nent of 3.7 is used. All the numerical results are obtained
by averaging over the random locations of all the users.
The only exception is Figure 8, in which the effect of the
distance of the third user from the cell center is demon-
strated by averaging over the random locations of users 1
and 2 only (the same scenario as Figure 5).
6.1 Validity of lower bound and first-order
approximation of sum rates for mode switching
In Figures 6 and 7, the validity of the lower bound and
sum rate approximations for estimating the cooperation
region boundary (mode switching points) is demonstrated























Figure 8 Cooperation region: cell edge SNR vs. normalized
distance.With a Doppler frequency of 0.05, and a feedback delay and
back-haul delay of 1 symbol time each.
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Figure 9 Cooperation region: cell edge SNR vs. number of transmit antennas.With a Doppler frequency of 0.05, and a feedback delay and
back-haul delay of 1 symbol time each.
in the presence of feedback delay and back-haul delay.
The cell-edge SNR vs. Doppler frequency cooperation
region obtained from Monte Carlo simulations is com-
pared with the region obtained from sum rate lower
bounds and approximations in Theorem 1 and 2, respec-
tively. In Figure 6, a feedback delay and back-haul delay of
1 symbol time each is assumed; on the other hand, only








































Figure 10 Cooperation region: Doppler frequency vs. back-haul
delay. At a cell edge SNR of 5 dB.
feedback delay is considered in Figure 7. The region in
the left top side pointed by the arrow is the cooperation
region where AlBf outperforms EgBf. From the figures, it
can be observed that both the lower bound and first-order
approximations are close to the simulation (have a rea-
sonable accuracy). However, the lower bound estimates
the cooperation region much better than the first-order




























Number of Feedback bits
Cooperation
region
Figure 11 Cooperation region: Doppler frequency vs. number of
feedback bits. At a cell edge SNR of 10 dB.
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approximation in both figures. This can also be explained
using Figures 3 and 4.While the first-order approximation
has a good accuracy in estimating the sum rates in general,
it slightly overestimates the sum rate in AlBf. This results
in a significant error in determining the mode switch-
ing points. On the other hand, the error incurred by the
lower bound has a similar pattern for both EgBf and AlBf;
thus, the lower bound has better accuracy in determin-
ing the crossing points of the actual sum rates. However,
the accuracy of the lower bound decreases with increase
in Doppler frequency as shown in Figure 7 due to the
high channel correlation assumption used in its deriva-
tion. Nevertheless, the lower bound has a good accuracy
over typical normalized Doppler frequency ranges which
rarely exceed 0.15 in practical multi-cell systems. The
accuracy of the lower bound for estimating the coopera-
tion region can also be confirmed from other comparisons
in Figures 8 and 9.
6.2 Effect of system and channel parameters on the
cooperation region
In Figures 6 and 7, the effect of cell-edge SNR and Doppler
frequency on the cooperation region can be observed. In
general, the cooperation region shrinks with increase in
mobility (Doppler frequency). At low SNR, competition
outperforms cooperation irrespective of the Doppler fre-
quency. This is the same as the result obtained from the
limit analysis in Section 5. On the other hand, the pre-
ferred beamforming mode at high SNR depends on the
Doppler frequency, EgBf being preferred in high-mobility
scenarios and AlBf in low mobility.
Another parameter that can have an effect on the
cooperation region is the location of users. In Figure 8,
the cooperation region is shown as a function of dis-
tance of user 3 from its corresponding base station; a
Doppler frequency of 0.05 and a feedback and back-
haul delay of 1 symbol time each are used. It can be
observed that distance from the cell center has almost no
impact on the cooperation region; the region is affected
only by the cell-edge SNR, which is determined by the
transmit power and the cell radius. The reason for the
minimal impact of location of users can be explained as
follows. When a user moves towards a cell edge (away
from its local BS), the SNR it receives decreases due to
path loss while the interference it encounters from other
BSs increases. The decrease in SNR encourages the use
of EgBf, while the increase in interference encourages
the use of AlBf. Therefore, both the EgBf and AlBf sum
rates suffer drastically as shown in Figure 5. Unless a con-
stant SNR can be kept as a user moves towards the cell
edge, there will be no clear winner between EgBf and
AlBf.
Another system parameter that affects the cooperation
region is the number of antennas per BS as compared to
the number of users being served. This effect is demon-
strated in Figure 9 where the number of transmit antennas
at each BS is varied from 3 to 8 for the three-cell system
in Figure 2. The feedback and back-haul delays are set to
1 symbol time each, and a Doppler frequency of 0.05 is
assumed. AsNt increases, the cooperation region expands
owing to the fact that the system has more degrees of
freedom to cancel the interference and at the same time
maximize the received signal power. When the number
of extra degrees of freedom (number of antennas minus
number of cooperating cells, Nt − K) increases, the per-
formance achieved with AlBf is boosted making it more
preferable. On the other hand, if the number of anten-
nas is less than the number of cooperating cells (Nt < K),
the region will shrink more due to a residual inter-cell
interference which exists even with perfect channel state
information.
The general effect of mobility and channel state infor-
mation delay is shown in Figure 10 with a Doppler
frequency vs. back-haul delay cooperation region. The
values of the Doppler frequency, feedback delay, and back-
haul delay together determine the local and cross chan-
nel correlations which affect the cooperation region. As
expected, the figure shows that cooperation is preferred in
low-mobility and low-delay scenarios and the cooperation
region diminishes with increase in Doppler frequency or
delay.
In all numerical simulations so far, the effect of quan-
tization error is ignored. For completeness, the joint
effect of quantization error and delay is demonstrated in
Figure 11. For simplicity of demonstration, only the coop-
eration region obtained from lower bounds is plotted.
Figure 11 shows the effect of increase in number of feed-
back bits (codebook size) on the cooperation region with
different values of feedback delay Df and back-haul delay
Db. For small to medium codebook sizes, the figure shows
that competitive beamforming is preferred irrespective of
the Doppler frequency. This is based on the assumption
the all feedback bits are used to represent only the local
channel in EgBf while the same number of feedback bits
are divided equally to represent the local and cross chan-
nels in AlBf. If the same codebook size can be used per
channel vector in both schemes, the cooperation region
will not be as pessimistically narrow as Figure 11. In that
case, AlBf can outperform EgBf with codebook sizes in the
order of 5 bits.
7 Conclusions
In this paper, the sum rate performance of two extreme
competitive and cooperative beamforming schemes,
namely MRT and ICIC, is evaluated and compared in the
presence of quantized and delayed channel state infor-
mation. Closed-form expressions are derived for a lower
bound and a first-order approximation of the ergodic sum
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rates achieved by these beamforming strategies. Using
the closed-form expressions, a mode switching crite-
rion is proposed to switch between these beamforming
strategies based on the SNR and quality of channel state
information. It is shown that competitive beamform-
ing is preferred at low SNR irrespective of the quality
of channel state information. On the other hand, coop-
erative beamforming is preferred at high SNR only at
low Doppler frequencies and large codebook sizes. This
is because cooperative beamforming schemes require
accurate information about the interfering channels to
be able to nullify interference; however, such informa-
tion is obtained after an extra back-haul delay resulting
in further CSI inaccuracy. With small codebook sizes,
competitive beamforming is preferred since it requires
only a local channel information feedback which can
be quantized with few bits. In addition, it is demon-
strated that cooperative beamforming gains from the
availability of more degrees of freedom. In general, it
is shown that base station cooperation is not always
advantageous.
In this paper, MRT and ICIC are selected as representa-
tive competitive and cooperative beamforming schemes.
One of the motivations for such a choice is the suitabil-
ity of these schemes for a limited feedback framework.
Despite that, the performance analysis in this paper can
be extended to other competitive and cooperative beam-
forming schemes. In addition, single-antenna users are
considered in this paper. The sum rate analysis can be
extended to multi-antenna users by considering suitable
receive combining vectors. A re-consideration of these
issues is left as a future work.
Endnotes
a⊥k is used instead of ˆ⊥k (the subspace orthogonal to
quantized vectors) just for notational brevity.
b The sequential property of the digamma function is
used here to find a simplified expression.
c All the cross products are of the form abHbcH . For t2t∗3
and t1t∗3 , all vectors are independent. For t1t∗2 , a and c are
orthogonal and independent. Hence, the average value of
these products is zero since all vectors are i.i.d. zero-mean
Gaussian.
Appendices
Appendix 1: sum rate using lower bound


























where x represents the signal power and y represents the
interference power. (a) is due to the monotonicity of the
logarithmic function and linearity of expectation and is
tight in the high-SINR region. (b) is due to the concav-
ity of the logarithmic function (Jensen’s inequality). Using







































In the case of EgBf, the CSI needed for beamforming expe-
rience only a feedback delay. Thus, both the local channels
hkk[n] and the cross channels hik[n] are modeled by using
ρl and Df in place of ρik and Dik in the Gauss-Markov
model in (3).
For slowly time-varying channels or in cases where the
feedback delay is small, the temporal correlation ρl is close
to 1; thus, it can be assumed that
√
1 − ρ2l  ρl. Using




∥∥hkk [n − Df ]∥∥ hˆkk [n − Df ] .
(13)





ignored since it is orthogonal towk,eg[n] and does not have
effect on Reg . This approximation for hkk[n] and themodel
for hik[n] are used together with the beamformers in (9)
to evaluate each term in the ergodic sum rate.
Signal power (EgBf)∣∣hkk[n]wk,eg[n] ∣∣2 ≈ ρ2l (1 − Zkk) ∥∥hkk [n − Df ]∥∥2




(∣∣hkk[n]wk,eg[n] ∣∣2)} ≈ log (ρ2l )+
EC
{
log (1 − Zkk)
}+ E {log ∥∥hkk [n − Df ]∥∥2} .
The third term is a chi-square distributed random




(∥∥hkk [n − Df ]∥∥2)} = ψ(Nt)ln(2) , where ψ(x) is the
digamma function given by ddx ln ((x)).




log (1 − Zkk)
}
, the subscript C denotes that the
averaging is done on the set of random codebooks. It is
shown in [18] that the expectation of the quantization





of the beta function, and it is shown to be upper bounded
by EC {Zkk} < 2−
B
Nt−1 where B is the size of the ran-
dom codebook. For large codebook sizes, Zkk is small, so
ln (1 − Zkk) can be approximated by ln (1 − Zkk) ≈ −Zkk .
Using this approximation and the upper bound of the






≈ log (ρ2l )− 2−
B
Nt−1
ln(2) + ψ(Nt)ln(2) .
Interference power (EgBf) In order to evaluate the
average interference power, the cross channel hik[n] is






{∣∣hik[n]wi,eg[n] ∣∣2}. Using the stationarity of the process




{∣∣∣∣ρl√1 − Zikt0t1 + ρeg√Zikt0t2 +
√
1 − ρ2l t3
∣∣∣∣
2}











{|t2|2}+ (1 − ρ2l )E {|t3|2}
where t0 := ‖hik[n]‖, t1 := hˆik[n] hˆHii [n], t2 := sik[n] hˆHii
[n], and t3 := eik
[
n + Df
] hˆHii [n]. (a) is due to the fact
that the norms of the channel vectors are independent of
the quantization error Zik . In addition, all t1, t2, and t3 are
independent and the expectations of the cross products
between them are 0. The component terms have the fol-
lowing distribution: |t1|2 and |t2|2 are the squared projec-
tion of two independent vectors isotropically distributed
on Nt-dimensional unit sphere; thus, |t1|2 and |t2|2 have
beta distribution, Beta (1,Nt − 1), with mean 1Nt [18]. |t3|2
is the squared projection an isotropically distributed unit
vector on an independent standard Gaussian vector; thus,
|t3|2 has standard exponential distribution withmean 1, as
also stated in [11]. t20 is chi-squared distributed with mean
Nt .
Combining these expectations, the average interference





1 − 2− BNt−1
)









+ (1 − ρ2l )
= 1.
This shows that the interference caused to users in
another cell is independent of the quality of channel state
information in EgBf. This is expected since the beam-
former is independent of the cross channels.
Altruistic beamforming
In the case of AlBf, both the local and cross channels
are required. Since the local channels experience only a
feedback delay, hkk[n] is modeled as (13). On the other





by using ρc and Df+b in (3).























∥∥hkk[n−Df ]∥∥2∥∥∥⊥k [n−Df+b]hˆHkk[n−Df ]
∥∥∥2
(a) is obtained using the approximation for hkk[n] and
using the symmetry and squared property of projection
matrices. Applying expectation and time shifting by Df ,









(∥∥∥⊥k [n − Db] hˆHkk[n] ‖hkk[n]‖∥∥∥2
)}
.
The re-constructed Gaussian vector ‖hkk[n]‖ hˆkk[n] has
the same statistical properties as a standard Gaussian vec-
tor hkk[n].
∥∥⊥k [n − Db]hHkk[n]∥∥2 is the squared norm
of projection of an Nt dimensional vector hkk[n] on
a subspace of dimension K − 1. Since ⊥k [n − Db] is
independent of hkk[n], the squared norm of the projec-
tion is chi-square distributed with 2 (Nt − K + 1) degrees
of freedom. Thus, E
{
log
(∥∥⊥k [n − Db]hHkk[n]∥∥2)} =
ψ(Nt−K+1)
ln(2) . In altruistic beamforming, each channel vec-
tor is assumed to be quantized with BK size codebook;
hence, EC
{
log (1 − Zkk)
} ≈ 2− BK(Nt−1) .






≈ log (ρ2l )− 2
− BK(Nt−1)
ln(2) +
ψ (Nt − K + 1)
ln(2)
Interference power (AlBf) Using the model for hik[n]







∣∣2}, using the fact that hˆik [n − Df+b] is orthogonal to
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wi,al[n] and time shifting by Df , the interference power








{|t2|2}+ (1 − ρ2c )E {|t3|2}
where t0=‖hik [n − Db]‖, t2=sik[n − Db] 
⊥
i [n−Db]hˆHii [n]∥∥∥⊥i [n−Db]hˆHii [n]∥∥∥
and t3 = eik
[
n + Df
] ⊥i [n−Db]hˆHii [n]∥∥∥⊥i [n−Db]hˆHii [n]∥∥∥ . t20 is chi-square dis-
tributed, and |t3|2 is exponentially distributed with mean
1. In |t2|2, vector sik[n] and the subspace projector⊥i [n]
are independent, but both are orthogonal to hˆik[n]. Since
the independency is conditioned on hˆik[n], |t2|2 is beta
distributed with Beta (1,Nt − 2) and has an average value
of 1Nt−1 . Combining these terms together, the average













= 1 − ρ2c
(
1 − NtNt − 12
− BK(Nt−1)
)
Note that the average interference power reduces to 0
when both ρc → 1 and B → ∞.
Combining the signal and interference terms and and
denoting βk := γk∑Ki=1,i=k α2ik , the ergodic sum rate lower
bounds in (10) can be obtained.
Appendix 2: sum rate using first-order approximation
In order to derive the sum rate approximation, let us







using first-order Taylor series around E{x}
and E{y}.
f (x, y) ≈ f (E{x},E{y})
+ fx (E{x},E{y}) (x − E{x})
+ fy (E{x},E{y}) (y − E{y})
where fx (·, ·) and fy (·, ·) are first derivatives with respect
to x and y, respectively. Applying expectation, the first-























Such an approximation helps to represent the ergodic
sum rates in (8) with an exact Doppler analysis (without
high channel correlation assumption).
The average interference powers obtained from
Appendix 1 can be directly used in this approximation,
so let us re-visit only the average signal powers where
Doppler approximations were involved. Instead of the
approximate model for hkk[n] in (13), let us use the










Signal power (EgBf) Time shifting byDf ,E
{∣∣hkk[n]wk,eg




{∣∣∣ρl√1 − Zkk ‖hkk[n]‖+√









{∣∣∣ekk [n + Df ] hˆHkk[n] ∣∣∣2
}
.
(a) is obtained since the quantization error vector is in the
null space of hˆkk[n].
∣∣∣ekk [n + Df ] hˆHkk[n]
∣∣∣2 is an exponen-
tially distributed random variable with mean 1. Thus, the





1 − 2− BNt−1
)










Signal power (AlBf) Using the stationarity of the process




{∣∣∣∣ρl√1 − Zkkt0t1 + ρl√Zkkt0t2 +
√
1 − ρ2l t3
∣∣∣∣
2}







}+ (1 − ρ2l )E {|t3|2}
where t0 := ‖hkk[n] ‖, t1 := ‖pkk[n] ‖, t2 := skk[n] pkk [n]‖pkk[n]‖
and t3 := ekk
[
n + Df
] ⊥k [n]hˆHkk [n]∥∥∥⊥k [n]hˆHkk [n]∥∥∥ with pkk[n] denoting
pkk[n] := ⊥k [n − Db] hˆHkk[n]. For the same reasons as dis-
cussed above, the average values of the cross products
between these terms are zero.
Let us consider the distribution of the individual terms
in E
{∣∣hkk[n]wk,al[n] ∣∣2}. (t0t1)2 is chi-square distributed
with Nt − K + 1 degrees of freedom. |t3|2 is exponentially
distributed with mean 1. However, the distribution of the
random variable t20 |t2|2 is not obvious due to the orthog-
onality of skk[n] and hˆkk[n]. Nevertheless, the expected
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value of t20 |t2|2 can be determined as follows. Note that
the unit vector pkk [n]‖pkk [n]‖ can also be expressed as
pkk[n]
‖pkk[n]‖ = ‖pkk[n]‖ hˆkk[n]+
√
1 − ‖pkk[n]‖2 s′kk[n]
where s′kk[n] is another unit vector perpendicular to
hˆkk[n] (in addition to skk[n]). Using this expression and









= (E {t20}− E {(t0t1)2})E {|skk[n] s′Hkk[n]|2}





Since skk[n] and skk[n] are independent and both
orthogonal to hˆkk[n], |skk[n] s′Hkk[n]|2 has Beta (1,Nt − 2)
distribution which has an expected value of 1Nt−1 . Thus,
the resul to E
{
t20 |t2|2
} = K−1Nt−1 .

















· K − 1












Combining the average signal and interference powers,
the first-order approximations of the ergodic sum rates
can be formulated as in (11).
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