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Let x = (x 1	x„) be n functions depending on the variable t which usually has the
meaning of time and let
Sl,(t, x) =- .* -co,(x, c) = 0, (v = 1, . . ., n)
	
(1)
be a system of n autonomous differential equations of first order . The co, are assumed to
be polynomials in x . In addition they may contain one or more parameters
Ck
which are
denoted collectively as c = (c l , c2 . . . . ) . One of the most prominent features governing the
solution set of the autonomous system (1) is the chaotic behaviour which may occur in
some regions of the parameter space as opposed to a highly regular behaviour which may
be characteristic for some other region . It is one of the basic problems connected with
systems of this kind to characterise these regions (Lichtenberg & Lieberman, 1983) . There
is no general answer to this question . The situation is completely different, however, if
first integrals can be found . By definition a function f is a first integral for (1) if its total
derivative with respect to time vanishes, i .e . if it satisfies
df = 0 (2)
dt
under the constraints (1) . If f does not depend on t explicitly this condition may be
written as
cov
8f(x)
= 0
(3)
v=1
0X V
and the function f(x) is called a time independent first integral . As it has been shown by
Steeb (1982) there may exist also time dependent first integrals with exponential time
dependence . They have the form
f(t, x) = ell f(x) . (4)
In this case condition (2) leads to the constraints
Y
af(x)
- ( 5)
kf(x)+ Vs1 co,, ax, - 0
where the constant k has to be determined appropriately .
Although the knowledge of first integrals of the system (1) is of utmost importance for
understanding the behaviour of the solutions, very few are known to date . The reason for
that is the enormous amount of calculations which are necessary to find them . Therefore a
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REDUCE package has been developed which does these calculations almost completely
automatically if a polynomial ansatz for the x-dependent part is made, i .e. it is assumed
n n
Ax) _ ar
fl
x vr
X
or f( t, x )
= e" Z a, fl x',, (6)
r
v=1
r u=1
for the time independent and the time dependent case respectively . Inserting this ansatz
into the defining equations and equating the coefficients of the resulting polynomial in x
to zero leads to a system of algebraic equations for the unknown coefficients a1 and the
parameters
Ck .
Methods for solving such systems in any number of variables are known in
principle for quite a long time either in terms of elimination methods (Moses, 1966 ; Yun,
1973; Pohst & Yun, 1981) or by constructing a suitable Grobner basis (Buchberger,
1985) .
The algebraic systems which have to be solved for determining first integrals may
comprise up to several hundred equations and unknown coefficients . To solve systems of
this size it is important to take into account the special structure which originates from
the problem where they come from . This point has been emphasised by several authors,
see e .g. Moses (1966, page 635, second paragraph) and Pohst & Yun (1981, Section 5) . In
the present case it turns out that in an early stage the algebraic system contains a large
number of very simple equations leading to obvious simplifications . They have to be
performed as efficiently as possible . Very often they even lead to a complete solution . In
some other cases this is not true and a rather complicated system of polynomial equations
for the parameters c is left. Its size, however, has been diminished by several orders of
magnitude . An important restriction for the c's is the assumption that they are different
from zero. If any parameter
Ck
vanishes the system of differential equations (1) is
considered as a different problem which has to be treated separately .
There follows rather naturally a partition of the algorithm into essentially two phases .
In the first phase a set of simple and obvious rules is applied . If they do not succeed in
solving the system completely, in a second phase the algorithmic methods which have
been developed for solving polynomial equations are employed . There is strictly speaking
a third possibility which occurs very rarely . It may happen that also in the second phase
the system is not completely solved . There is an exit provided which avoids an error
message but instead returns the actual state of the solution algorithm . So the user may try
to obtain a partial solution interactively by applying the procedure REDSYS which is
provided for this purpose .
The rules which are applied during the first phase of the solution procedure may be
described as follows .
1 . Because the c's are assumed to be non-zero, overall factors ck may be removed just
like numbers, i .e. any equation may be simplified according to
nc kf(a, c) = 0 -,f (a, c) = 0, (7)
where n is a number, a = (a 1 , a 2 , . . .) and c = (c o , c 1 , c 2 , . . .) ; we have set co = k in the
time dependent case (4),
2. A relation of the form
aak+.f(al,
. . .,
ak-1, ak+1,
. . ., c) = 0,
(8)
where a is the product of an integer and c's may be used to eliminate the coefficient a k .
3 . If the system contains an equation which factorises, i .e. an equation of the form
f(a, c) ==f,(a, c)f2(a, c) . . . .fk(a, c) = 0, (9)
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SYMBOLIC
PROCEDURE SIMPSYS$
(This is the main solution algorithm for solving the system of algebraic equations which
determines the constant of the motion}
begin MARKO :
SIMPSYS tO ;
{Searches for relations of the type (8) with f comprising a single term and performs the
corresponding substitutions}
SIMPSY52O ;
(Searches for an equation which factorises, replaces this equation by the first factor in the
system currently treated and stores copies of this system with the remaining factors
instead of it on an auxiliary list,
If any factorisation has been found goto MARKO)
SIMPSYS3O ;
{Searches for relations of the type (8) with increasing number of terms contained in f,
beginning with two terms, and performs the corresponding simplifications .
If any substitution has been found goto MARKO}
slMPSYs4O;
{If equations containing any coefficients a, are left here new equations containing fewer
a's are obtained by division-free Gaussian algorithm,
If Gaussian algorithm has been completed goto MARKO)
SIMPSY55O ;
{Searches for subsystem which is free of a's and performs iterated Gaussian elimination to
construct an equation with minimal number of variables
.
If elimination is completed goto MARKO)
end
Fig. 1. The most important steps of the solution procedure for the algebraic systems determining the constants
of the motion are shown .
the system splits up into several alternatives which contain only a single factor . Each
alternative has to be considered separately .
4. An equation which is free of a's and has the form
nCk+f(CO, CI, . . .,
Ck-1 , Ck+1,
. .
.)
= O
with n an integer may be used to eliminate the parameter e k .
5 .
An equation which is free of a's and is a sum of positive terms of products of even
powers of c's is inconsistent . The corresponding alternative has to be discarded
. A simple
example is the equation
c?+2ck = 0,
	
(11)
which can only be satisfied if both c, and C
k
are equal to zero . The same is true if an
equation in the system reduces to a number .
6 . Due to the linearity in the a's division free Gaussian elimination may be applied to
eliminate multiple occurrences of any coefficient a k .
These rules are applied by the procedures sIMPSYSn, n = 1 . . . 4, as may be seen from
Fig . 1 . sIMPsYs5 is a modified elimination scheme taking advantage of the peculiarities of
the systems under consideration . A detailed description of the algorithm is given in
Schwarz (1985) .
The development of the REDUCE package described above has been initiated by a recent
publication (Kus, 1983) where several new time dependent first integrals for the Lorenz
system have been reported . So the Lorenz system and its first integrals are taken as
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examples to demonstrate how the package is applied . In the conventional notation
(Lichtenberg & Lieberman, 1983) the Lorenz equations read
xi = cl(x2-x1),
x 2 =-x 1 x3 +c2x 1 -x2 , x3 = x1x2-03x3 . (12)
Furthermore, it has been shown by applying this
REDUCE
package that these are the only
first integrals of the Lorenz system up to and including 6th order in x . Beyond that
numerous other autonomous systems have been investigated . Some results are reported in
Schwarz & Steeb (1984) . They may be used as additional test cases .
There is another property of our algorithm which seems to be worth mentioning, i .e .
the fact that it is almost trivial to run it in parallel . Any alternative which arises during
the solution procedure by factorisation defines a new problem which may create a new
job which is completely independent of the rest . It could be transferred to a separate
processor without any overhead time . The number of processes created in this way is in
principle not limited . Our experience shows that about a dozen different jobs would be a
reasonable number diminishing the total computing time by one order of magnitude .
The REDUCE package described in this article should be applied to find 'as many first
integrals as possible. This is interesting for its own right and may be very useful for many
applications . Beyond that this proceeding may very well lead to additional insights into
the basic question what the distinguishing feature of a system possessing first integrals
really is. In this way some sort of systematics may be found and the relation to other
methods like the singular point analysis may be clarified .
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There are three time dependent integrals of second order in x
c 3 = 2c 1 , c o = 2c 1 , c 1 , c 2 arbitrary I(t, x) = (x;-2c 1 x 3) e 2rit , (13)
c 3 = 1, c2 = 0, co = 2, c 1 arbitrary
1(t,
x)
=
(x2 +x3) e 21 , (14)
c 3 = 1, c 1 c o = 2, c2 arbitrary I(t, x) = (-c2 xi+x?+x3)e2t . (15)
In addition there are three fourth-order integrals
c2 arbitrary, (16)
C3
= 0, c
1 = 3, co 3,
I(t, x) _ (9x4-12xix3 +12c2 xi-4x2-8x 1 x2)el t , (17)
c a = 4, c l = 1, c o = 4, c2 arbitrary, (18)
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