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Resumo 
Neste trabalho apresentamos uma implementação de um provador de teoremas baseado 
em tableau semânticos para diversas lógicas modais. A implementação segue a idéia de 
se dividir as regras de tableau em regras estruturais e de propagação, o que permite que 
o provador possa ser configurado sob demanda para provar fórmulas em lógicas modais 
diversas. Cabe ao usuário informar quais são os axiomas que caracterizam a lógica modal 
desejada e o provador escolhe as regras de tableau correspondentes. A implementação 
também permite ao usuário determinar a estratégia de aplicação de regras a ser utilizada 
em cada prova. O trabalho mostra uma aplicação deste provador no contexto de raciocínio 
sobre ações. 
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Abstract 
This research presented the implementation of a theorem prover based in a semantic 
tableau for several modal logics. The implementation follows the idea of dividing the 
tableau rules in propagation rules and structural rules, that enables the prover to be 
configured on demand to prove formulae in several modal logics. The user has to inform 
which are the axioms that caracterize the modal logic wanted in case, and the prover 
chooses the correspondent tableau rules. The implementation also allows the user to 
determine the rules application strategy to be used in each proof. The research presented 
an application of this prover in the reasoning context about actions. 
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Capítulo 1 
Introdução 
A Inteligência Artificial (IA) surgiu do desejo do homem de criar mecanismos para rea-
lizar tarefas que, apesar de todo desenvolvimento tecnológico, ainda são melhor realizadas 
por seres humanos, aquelas que exigem comportamento "inteligente". 
Um dos principais objetivos da IA é desenvolver métodos para realizar tais tarefas 
através da representação computacional do comportamento humano. 
McCarthy afirma que um programa de computador capaz de agir inteligentemente no 
mundo deve possuir uma representação geral desse mundo. Mais ainda, é preciso uma 
representação para a maneira de se manipular as informações do mundo. Para tanto, 
apresenta uma linguagem formal que permite tais representações, o cálculo de situações 
[35]. 
Esse trabalho deu início às bases da linha de pesquisa conhecida atualmente por IA 
Simbólica (IAS) sobretudo no que se refere à representação do conhecimento. 
Existem diversas teorias para formalizar o conhecimento, como por exemplo sistemas 
a base de regras de produção, as redes semânticas, quadros ( f rames) e, de particular 
interesse neste texto, a lógica formal. 
A lógica é o estudo mais antigo sobre a natureza do raciocínio e do próprio conheci-
mento, e continua sendo uma teoria muito utilizada em tais representações pois permite 
inferências sobre os mesmos. 
A teoria original - a lógica clássica - foi criada para expressar o raciocínio de princípios 
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matemáticos onde ambigüidade e imprecisão não são aceitas. Por essa razão, as represen-
tações são feitas baseadas em mundos perfeitos onde não há tons de cinza, meias verdades 
ou conceitos vagos. 
Apesar de ser a mais conhecida (ainda se confunde a palavra "lógica" com a própria 
lógica clássica), a lógica clássica não é suficiente para representar de um modo mais 
completo o conhecimento humano. 
Com o objetivo de minimizar esse problema existem outras lógicas, conhecidas como 
lógicas não-clássicas, que modificam de alguma forma a lógica clássica, seja estendendo 
seu domínio ou derrogando um ou mais dos seus princípios. 
A lógica multivalorada [39], por exemplo, modifica a lógica clássica derrubando o 
princípio do terceiro excluído, isto é, existem outros valores além de verdadeiro ou falso. 
Outro exemplo interessante é a lógica paraconsistente [8] que restringe o princípio da não-
contradição sem tornar o sistema trivial. Isto é são aceitas inconsistências mas evita-se 
que a partir de duas premissas contraditórias se possa deduzir uma fórmula qualquer. 
Neste trabalho estaremos interessados nas lógicas denominadas "modais". Nestas, a 
lógica clássica é estendida através de dois novos operadores, chamados de modalidades. 
Nosso interesse se justifica pois as lógicas modais fornecem ferramentas poderosas para 
formalizar uma grande variedade de discursos e raciocínio humanos. 
Na lógica modal, uma proposição é necessária se é verdadeira em toda situação possível 
e possível se é verdadeira em pelo menos uma situação. A partir desses modos - possibili-
dade e necessidade - obtém-se quatro noções fundamentais: necessidade, impossibilidade, 
contingência e possibilidade. 
Estas noções são representadas por dois operadores modais básicos: é possível e é 
necessário, além de sua combinação com a negação. Essas noções definem as modalidades 
básicas onde uma proposição pode ser considerada verdadeira ou falsa. 
Na verdade, os operadores modais podem representar não apenas noções de necessida-
de e possibilidade, mas também uma gama bastante variada de outras noções não menos 
importantes para representação do conhecimento humano, tais como: obrigação, crença, 
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saber, percepção, tempo, ações, dentre outras. 
No entanto, do ponto de vista da IAS, representar conhecimento em lógica é apenas 
parte do problema. A outra parte, não menos importante, é a realização de inferências a 
partir deste conhecimento. 
Em lógica, isto se produz pela verificação de validade das fórmulas. Do ponto de vista 
da IA, estamos no contexto de prova automática de teoremas. 
A busca por um procedimento automático de prova de teoremas é antigo. Sabe-se 
que Leibniz (1646-1716) já demonstrava interesse no assunto, interesse que foi revivido 
no início do século XX por Peano e Hilbert. Em 1930, Herbrand [23] deu um passo 
importante quando propôs um método mecânico para prova de teoremas em lógica de 
primeira ordem. Apesar de mecânico, o método era muito difícil de aplicar porque era 
feito "a mão" pois, vale lembrar, na época ainda não havia computadores. 
Nos anos 60, Gilmore [20] implementou, com sucesso, o método de Herbrand para um 
computador digital e foi seguido por Davis e Putnam [lO] que propuseram um procedi-
mento um pouco mais eficiente. O próximo passo, e mais importante, foi dado por J. A. 
Robinson em 1965 [40] ao desenvolver uma única regra de inferência que era uma simpli-
ficação muito mais eficiente do método de Davis e Putnam. Tal método foi chamado de 
"Princípio da Resolução" que, além de eficiente, era simples de implementar. 
Durante anos o princípio da resolução foi o método de prova automática mais usado 
para prova de teoremas em lógica de primeira ordem. E um método fácil de aplicar pois 
possui uma única regra de inferência. Essa técnica é base do funcionamento da linguagem 
PROLOG (que nasceu de um provador de teoremas baseado em resolução) e de um modo 
geral, pode-se dizer que também é base da programação lógica. 
Paralelamente aos trabalhos de Herbrand, ainda nos anos 30, Gentzen [43] propôs 
uma teoria de dedução baseada em regras de manuseio de suposições ao invés da usual 
formulação axiomática. Essa teoria ficou conhecida como método da dedução natural cujo 
propósito era construir um sistema formal que se aproximasse ao máximo do raciocínio 
humano. 
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Gentzen ainda desenvolveu o cálculo de seqiientes [19] que pode ser considerado um 
método intermediário entre o sistema de dedução natural e os tableau semânticos. 
O cálculo de seqüentes executa a prova em uma árvore cujos nós são gerados através 
de aplicações de regras. O nó raiz contém a negação da fórmula que se deseja provar e os 
nós seguintes contém listas de fórmulas chamadas "seqüentes" que são estruturas muito 
rígidas, cuja ordem das fórmulas é importante e a quantidade de vezes que uma fórmula 
aparece também. 
Os métodos de tableau surgiram em 1955 com Hintikka [27] seguido por outros. Mais 
tarde, Fitting [16] e Goré [2l] desenvolveram adaptações dos tableau semânticos para 
lógicas modais. 
Assim como o cálculo de seqüentes, os tableaux são métodos de prova por refutação 
que executam a prova em uma árvore gerada através da aplicação de regras. A princi-
pal diferença é que os tableaux são semânticos e os nós da árvore contém conjuntos de 
fórmulas, uma estrutura bem mais flexível que seqüentes. 
Nos dias de hoje, encontramos muitos trabalhos de implementação de provadores au-
tomáticos de teoremas para lógicas modais baseados em tableaux semânticos. 
No entanto, a maioria das implementações desses provadores está restrita a realizar 
provas de teoremas em um único sistema modal através de uma estratégia, ou a ordem de 
aplicação das regras de tableau, pré-definida. Mas como existem muitas lógicas modais 
diferentes, o usuário pode querer verificar se uma fórmula é um teorema nesse ou naquele 
sistema modal, e nesse caso, precisará executar provas em programas diferentes. 
Além de querer provar fórmulas em vários sistemas modais diferentes, o usuário 
também pode achar interessante utilizar diferentes estratégias de busca ou ainda, criar 
uma nova lógica baseada em outros sistemas modais. 
Nesses casos, quando o usuário precisa usar uma lógica ou estratégias de busca um 
pouco diferentes da lógica e estratégia implementadas no seu sistema, ele deve fazer al-
terações no código ou até implementar seu próprio provador. Testes para verificar o que 
pode acontecer se mudar a ordem na aplicação das regras ou outras tentativas acabam 
sendo impossíveis se o usuário não tiver em mãos o código fonte do provador para fazer 
o 
as alterações necessárias [12], 
Em situações como essas, é interessante o uso de um provador genérico que permita 
ao usuário informar a lógica onde ele deseja provar uma fórmula e também a estratégia 
(a ordem de aplicação das regras e o tipo de busca). 
Neste trabalho apresentamos a implementação de um provador genérico de teoremas 
para lógicas modais baseado em tableau. O usuário informa a fórmula, o sistema modal 
(ou multimodal) e a estratégia de aplicação de regras a ser utilizada durante a prova e 
o programa verifica, de forma automática, se tal fórmula é válida ou não no sistema em 
questão. 
O texto está estruturado da seguinta maneira: no capítulo 2, fazemos uma breve 
introdução às lógicas modais onde a ênfase maior é dada à semântica, apresentando intui-
tivamente o conceito de mundos possíveis de Kripke através da apresentação do sistema 
55. 
No capítulo 3, as lógicas modais são abordadas de modo mais formal, o conceito de 
relação de acessibilidade é introduzido e a relação entre a semântica e a axiomática das 
lógicas modais fica evidente. 
A seguir, no capítulo 4, apresentamos o método de tableau com regras de propagação e 
regras estruturais. Esse método é modular, o que nos permitiu a implementação genérica 
do provador, cujos detalhes de implementação são apresentados no capítulo 5. 
No capítulo 6 apresentamos uma aplicação com o intuito de demonstrar como é possível 
adaptar o provador para outras lógicas, através da implementação de outras regras de 
tableau. 
Por fim, no capítulo 7 traçamos nossos comentários conclusivos acerca do trabalho e 
apresentamos algumas sugestões de trabalhos futuros. 
Capítulo 2 
Uma lógica diferente 
Neste capítulo, e no seguinte, apresentamos a lógica modal como uma alternativa ao uso 
da lógica clássica na representação do conhecimento. A estrutura do texto está baseada em 
Herzig [24] e recomendamos como leitura complementar os textos de Hughes & Cresswell 
[28], Chellas [7] e Popkorn [37]. 
O desenvolvimento da lógica modal tem uma historia interessante que Blackburn [2] 
sugere dividir em 3 períodos: a era sintática, a era clássica e a era moderna. 
Desde os tempos de Aristóteles que os lógicos comentam sobre o estudo de modalidades 
[3]. Mas somente em meados do século XX, com os trabalhos de Lewis [32, 33], é que 
foram apresentadas as formalizações matemáticas para a lógica modal. 
Foi o início da era sintática, que foi marcada pelo intenso estudo na sintaxe e também 
pela falta de uma interpretação formal adequada. Lewis não foi o primeiro a considerar o 
raciocínio modal, mas foi o primeiro a propor um sistema simbólico mais claro, estendendo 
a linguagem do cálculo proposicional com a inclusão de uma modalidade unária que ele 
denominou I significando "é impossível que". O sistema modal de Lewis é muito diferente 
dos estudados hoje porque ao invés de estender a axiomática do cálculo proposicional 
apenas com a inclusão de axiomas exclusivamente modais, Lewis definiu sua própria 
axiomática. Anos depois, Gõdel [18] desenvolveu um sistema modal mais parecido com o 
que vemos nos dias de hoje. 
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Outros autores como Feys, Carnap e Lemmon, também desenvolveram estudos sobre 
o tema. Naquela época, essa incipiente lógica modal ainda era muito criticada quanto a 
sua aplicabilidade porque não havia uma semântica bem definida que pudesse representar 
formalmente todas as possibilidades relevantes. 
Uma semântica adequada só surgiu em 1959 com os trabalhos de Kripke [30] e esse 
ano marca o início de uma nova fase para a lógica modal, a era clássica. 
A nova semântica de Kripke revolucionou o estudo da lógica modal, pois problemas 
antes muito difíceis e complexos encontraram solução simples e direta com o uso dessa 
caracterização semântica, que será melhor descrita ao longo deste capítulo. 
O uso da lógica modal na ciência da computação marca o início da era moderna. 
Isto se deu a partir dos anos 70 com trabalhos de Pratt em PDL [38], quando a falta 
de aplicabilidade da lógica modal deixou de ser um problema. Surgiram então muitos 
trabalhos no sentido de como aplicar a lógica modal em ciência da computação. Essa era 
foi marcada pela intensa produção científica e o estabelecimento da lógica modal como 
uma ferramenta muito útil para a ciência da computação. 
Intuitivamente, a lógica modal é uma extensão sintática da lógica clássica que introduz 
novos conectivos unários m¿ e O,- com i pertencente ao conjunto / de índices. Tais conecti-
vos são mais comumente conhecidos como operadores modais e servem, respectivamente, 
para representar as noções de necessidade e possibilidade. 
Nesse sentido, se temos uma expressão da forma ü¿ A, onde A é uma fórmula qualquer, 
então temos que A é forçada a ser verdadeira em toda situação possível e sua condição de 
verdade é necessariamente verdadeira ou necessária. 
Já em uma expressão representada pela fórmula Oj-iA, A é falsa em qualquer situação 
possível e dizemos que A é necessariamente falsa ou impossível. Da mesma forma, a 
expressão -iD¿ A diz que A não é necessária, logo é uma contingência. E ainda, a expressão 
-ídj-iA afirma que não é necessário que A seja falsa, ou que A não é impossível e dizemos 
que A é possível. 
O que torna este estudo tão interessante é que os operadores modais não precisam ser 
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interpretados apenas era termos de necessidade e possibilidade. Dependendo do contexto 
em que são empregados, eles permitem formalizações de outros conceitos que, quando em-
pregados em uma proposição, não possuem um valor lógico preciso. Entre tais conceitos, 
ou modalidades, podemos citar: a crença, o conhecimento, a obrigação, a permissão, a 
incerteza, a execução de um programa ou de uma ação, etc. 
Originalmente havia apenas um conectivo D1, mas há ocasiões em que é interessante 
adicionar vários (possivelmente infinitos) conectivos • com significados diferentes, repre-
sentados por Dj, um para cada i pertencente ao conjunto I. 
Os operadores modais podem ser indexados conforme a modalidade a ser formalizada. 
Assim, a fórmula d¿A pode representar expressões diferentes, dependendo do conceito que 
estamos interessados em formalizar: 
• "O agente i acredita que A" é uma interpretação doxástica; 
• "O agente i sabe A" é uma interpretação epistêmica; 
• "O agente i é obrigado a A" para uma interpretação deôntica; 
• "A é verdade no instante i" para uma interpretação temporal; 
• "A é verdade com grau i" em se tratando de interpretação em termos de incerteza; 
• 11A é verdade depois de executado o programa i" interpretando em termos de pro-
gramas; 
• "A é verdade depois de executada a ação z" para uma interpretação em termos de 
ações; 
• "A é provável em um sistema formai i" em algum sistema formal i; 
Na literatura, podemos encontrar várias famílias de lógicas modais. As interpretações 
particulares dos operadores modais têm motivado aplicações dessas lógicas, em particular 
na inteligência artificial, sobretudo na representação do conhecimento, raciocínio sobre 
ações e na verificação de programas. 
pode ser representado assim sem o índice quando conjunto I for unário. 
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No restante deste capítulo, introduzimos as lógicas modais através da explanação 
relativamente informal de algumas das suas principais características. Deixamos para o 
próximo capítulo uma análise mais aprofundada sobre estas lógicas. 
2.1 Uma linguagem mais geral 
Com o uso dos operadores modais, temos uma linguagem mais geral do que o cálculo pro-
posicional que, como já citamos, permite formalizar expressões que representam conceitos 
mais vagos, cujo valor de verdade não é expresso apenas em termos de verdadeiro ou 
falso. A seguir, apresentamos, uma introdução aos principais conceitos sintáticos usados 
em lógica modal. 
As sentenças não-atômicas da linguagem são formadas a partir dos conjuntos de 
fórmulas atômicas (que são as sentenças mais simples da lógica modal) e de conectivos 
já conhecidos da lógica clássica proposicional com a adição do conjunto dos operadores 
modais. 
O conjunto formado pelas fórmulas atômicas ou símbolos proposicionais é o conjunto: 
FLM0 = {p,q,r,php2,...} 
• O conjunto dos conectivos clássicos é o conjunto {A, ->}. 
• O conjunto dos operadores modais { • , : i e Index} onde pode ser representado 
por [i] ou simplesmente • no caso de Index ser unitário. 
• A união do conjunto dos conectivos clássicos com o conjunto dos operadores modais 
mais o T (verum) forma o conjunto de operadores da lógica modal. 
O operador T é constante; - l e O j são operadores unários; e A é binário. 
Definição 2.1.1 (Abreviaturas) O conectivo clássico V é definido como abreviatura 
de -i(-iA A - iB) . A —>• B é definido como abreviatura de A -iB). Do mesmo modo, 
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o conectivo clássico abrevia ->(A A -<B) A - i (B A ~A), o operador modal 0¿A abrevia 
-.•,—A e o operador _L (falso) abrevia -iT. 
A ordem de precedência dos operadores é a mesma da lógica clássica e os operadores 
modais e a negação têm maior prioridade. 
O conjunto das sentenças é o conjunto FLM tal que: 
Definição 2.1.2 (Fórmulas da Lógica Modal) 
• Te FLM; 
• Seja FLM0, o conjunto das sentenças atômicas, então FLM0 Ç FLM; 
• Se A G FLM então - A G FLM; 
• Se A e FLM e B G FLM, então (A A B) G FLM; 
• Se A G FLM e é um operador modal, então (0¿A) G FLM. 
Chamamos subsentença de uma sentença A qualquer sentença que é parte de A, in-
cluindo a própria sentença A. A definição formal do conjunto Sub(A), formado pelas 
subsentenças de A, é mostrada a seguir: 
Definição 2.1.3 (Subsentença) 
1. Sub(p) = {p} para todo p G FLM0. 
2. SubÇT) = {T}. 
3. Sub(-<A) = { — U Sub(A). 
4. Sub(A A B) = {A A B} U Sub(A) U Sub{B). 
5. SublPiÁ) = {DiA} U Sub(A). 
Exemplo 2.1.1 (Conjunto Sub) Seja a sentença ,(A -iO,(¿? A -A)) , o conjunto 
formado por suas subsentenças é: 5u6(D¿(A —>• -<Oi(B A ~>A))) = { ^ ( A -•<>i(B A 
-n i ) ) , (A ^Oi(B A - A ) ) , A, ~-Oi(B A -iA), 0¿(5 A -iA), 5 A - A , i?, - A } . 
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Outra maneira de ver a estrutura de uma sentença é por meio de uma árvore de 
construção (Figura2.1). As subsentenças são escritas nos nodos da árvore e os ramos 
indicam a ordem de aplicação das operações sintáticas. Uma árvore de construção não 
mostra apenas as subsentenças de uma sentença mas também indica suas ocorrências. Na 
figura 2.1, a subsentença A tem duas ocorrências na sentença n¿(A —> -<Oi(B A e 
por isso aparece em dois nodos da árvore. 
DÍ{A -,Oi{B A^A)) 
I 
A -<Oi(B A -iA) 
O i ( ß A - A ) 
B A -iA 
B ^ A 
A 
Figura 2.1: Ilustração da árvore de construção para D¿(A —Y -¡Oi(B A ->A)) 
Definição 2.1.4 (Modalidade) Chamamos de modalidade qualquer seqüência finita, 
possivelmente vazia, dos operadores -i, D^Oj. Por exemplo, •,<>,, <>,•,•, , 
•j-iOj, üj-üj. A modalidade vazia ou nula é representada por <f>, por exemplo <j)A que 
é mesmo que A. Uma modalidade pode ser afirmativa ou negativa e classificamos uma 
modalidade como afirmativa, no caso de -i ocorrer um número par de vezes (incluindo 
zero) e negativa se o -> ocorrer um número ímpar de vezes. 
Definição 2.1.5 (Substituição) Sejam A, B e B' sentenças da lógica modal, chamamos 
de substituição A[B/B'}, a sentença resultante da troca de uma ou mais ocorrências de 
B por B' em A. 
Exemplo 2.1.2 (Substituição) Seja A = D¿(p ->0¿(<?A-ip)), B = pe B' = rV 
A[B/B'] pode ser uma das sentenças abaixo: 
• ¿ ( ( r V D ^ ç ) -> - .Oi (çA-p) ) 
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• i ( p - > V D ^ ç ) ) ) 
• i ( ( r V • i ^ q ) - .O i (9 A - ( r V •< - .? ) ) ) 
Definição 2.1.6 (Esquemas) Chamamos de esquemas um conjunto de sentenças que 
são usualmente da mesma forma. 
Exemplo 2.1.3 (Esquemas) O esquema 0¿A —> üjOjA se refere a todas as sentenças 
nesta forma: uma condicional com uma possibilidade como antecedente e a necessidade 
de uma possibilidade como conseqüente. 
Definição 2.1.7 (Esquemas de axiomas) Chamamos de esquemas de axiomas o con-
junto de axiomas que são usualmente da mesma forma. 
Definição 2.1.8 (Esquema de regra de inferência) Um esquema de regra de inferência 
é uma tupia (A, At,A2,..., An), para n > 1, escrita AhA*v~iAn ; o n ( j e Av, A2,..., An são es-
quemas. 
Vimos a lógica modal tratada sob o ponto de vista da linguagem, fórmulas e regras 
para formar tais fórmulas. Na próxima seção, estaremos interessados na interpretação 
dessas fórmulas. 
2.2 Uma semântica geral 
O conceito de mundos possíveis nos quais sentenças da linguagem são verdadeiras ou falsas 
será melhor explicado nesta seção. 
Ao trabalhar com as noções de necessidade e possibilidade, fazemos afirmações sobre 
vários mundos diferentes (ou situações possíveis). Uma sentença na forma OjA é verda-
deira se e somente se A é verdadeira em todo mundo possível. Já uma sentença na forma 
OjA será verdadeira só no caso de A ser verdadeira em pelo menos um mundo possível. 
Ou seja, já não temos um único valor verdade como na lógica clássica, estamos agora 
diante de vários, onde cada valor assumido é em relação a um mundo possível. Logo, o 
valor verdade de A pode ser diferente em mundos diferentes. 
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Nos vemos, então, diante de vários mundos possíveis incluindo nosso próprio mun-
do real, onde as sentenças de uma linguagem são verdadeiras ou falsas. Desse modo, 
precisamos delinear essa noção de mundos, o que é feito através de um modelo. 
Definição 2.2.1 (Modelo) Um modelo é um par {W, V) onde W é um conjunto não 
vazio de mundos possíveis e V é uma função de valoração tal que V : F LM —» V(w), 
onde se A G FLM, V(A) = {w G W\A é verdadeira em w}. 
Ao observarmos a figura 2.2, vemos um exemplo de modelo onde o conjunto de mundos 
possíveis é formado pelos mundos wi,w2e w3. ü¿A é verdadeira em wi, pois A é verdadeira 
em todos os mundos do modelo (w\,w2 e w3). 0¿B é verdadeira em wi, pois há pelo menos 
um mundo no modelo onde B é verdadeira (w3). 
w3 
Figura 2.2: Ilustração de um fragmento da semântica de mundos possíveis. 
Uma representação formal é feita aplicando-se a definição 2.2.1 onde W = {w\,w2, ^3} 
e V(A) = {wi,w2,w3}, V(D iA) = {wv,w2}, V(0<B) = {w,}, V(B) = {w3} e V(->B) = 
M -
Em termos de mundos possíveis em um modelo, o valor de verdade para as sentenças 
é dado de acordo com sua forma. Para uma sentença A e um mundo possível w em um 
modelo M = (W, V), representamos f=£f A para expressar que A é verdadeira no mundo 
w pertencente ao modelo M. 
Neste caso, as condições de verdade são as seguintes: 
Definição 2.2.2 
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1. t=£f A sse w 6 V(A); 
2 b M T-
3. Njf ->A sse não A; 
4. 1=2/ AaB sse ambos l=j¡f A e t=¿f fî; 
5. I=¿f ÜíA sse para todo w' em M, A; 
E interessante apresentar a condição de verdade para as abreviaturas: 
6. -< N M _L: 
\J. I yj 
7. A V B sse ou t=£f A ou B ou ambos; 
8. t=£f A B sse se ^ A então ß ; 
9. .4 ^ B sse A se e somente se B; 
10. OjA sse para algum w' em M A. 
Se uma sentença A for verdadeira em todo mundo possível de todos os modelos, então 
A é dita válida, e representamos por 1= A. Formalmente, temos: 
Definição 2.2.3 (Validade) 1= A sse para todo modelo M e todo mundo possível w em 
M, (=¿f A. 
Em se tratando da lógica da necessidade e da possibilidade, nós estamos interessados 
em conhecer quais sentenças são válidas e quais não são. Por exemplo, todas as sentenças 
da forma 0,-A —> A e todas as sentenças da forma 0 ,A -» •,-<>¿A são válidas, enquanto 
nem toda sentença da forma A -4 ü¿A é válida. 
Exemplo 2.2.1 (t= ü¿A —» A) De acordo com tal fórmula, o que é necessário é verdade 
e é lido da seguinte maneira: se necessário A então A. Paxa verificar que esse esquema 
é válido, basta provar que se w é um mundo possível em qualquer modelo M, então 
DjA —> A se verifica. E, para isso, é suficiente mostrar que se t=¿f 0¿A então A 
(pela cláusula 8 da definição de verdade). Então suponha que que DjA. Pela cláusula 
õ da definição de verdade, isto significa dizer que A para todo mundo w' 110 modelo 
M (inclusive para w). Logo A. 
Exemplo 2.2.2 (h 0 ¿ A —>• • í<>íA) O esquema diz que se possível A, então é necessa-
riamente possível A ou o que é possível é necessariamente possível. Para verificar esta 
validade, suponha que t=£f 0¿A, para um mundo possível w pertencente ao modelo M. 
Isto é o mesmo que dizer que o modelo M tem um mundo possível w' tal que A 
(conforme cláusula 10 da definição de verdade). Então, segue (novamente pela clausula 
10) que não importa qual mundo possível no modelo escolhamos, OtA se verifica, isto é, 
O iA para todo mundo possível w' pertencente ao modelo. Mas, por 5, isto quer dizer 
que DjOiA que é exatamente o que queremos mostrar. 
Para provar a não validade de um esquema basta mostrar um modelo onde haja um 
mundo no qual o esquema não seja válido. Tal modelo é chamado contra-modelo e pode 
ser representador por Y'-. 
Definição 2.2.4 (Contra-modelo) Se uma sentença A for falsa em um mundo w per-
tencente a um modelo M, dizemos que A é falsa no modelo. E quando tal sentença é falsa 
em M, dizemos que tal modelo é um contra-modelo para A. 
Exemplo 2 .2.3 ( i6 A —> 0¿A) Seja wt e w2 dois mundos distintos, seja W = {w l , ui2} e 
seja V(pn) = {lüi} onde pn é uma fórmula qualquer pertencente ao conjunto de fórmulas 
da lógica modal e n pertence ao conjunto dos números naturais. Então M = (W, V) é um 
modelo no qual pn, pois wi E V(pn) masJ^ • i p n (pois o mundo w2 $ V{pn)). Assim, 
temos um modelo onde J ^ pn —ï o que prova que A —» • {A. 
Comparando a lógica modal com a lógica clássica proposicional, podemos dizer que a 
lógica modal é um super-conjunto da lógica clássica porque a primeira inclui a segunda. 
O que vale dizer, em parte, que toda sentença proposicionalmente válida é também uma 
sentença válida na lógica modal. Isto é se A é uma tautología, então t= A - com que 
estamos afirmando que toda tautología da lógica clássica proposicional é uma sentença 
válida na lógica modal [7, p.6]. 
16 
C N 
A 
V J 
W\ 
Figura 2.3: Um contra-modelo para A —» U{A. 
Definição 2.2.5 (Conseqüência lógica) B é consequencia lógica de A se, e somente 
se, todo modelo de A é um modelo de B e escrevemos A\= B. 
Neste capítulo, apresentamos uma lógica diferente por ser menos restrita que a lógica 
clássica na representação do conhecimento sobre o mundo real, a lógica modal. Com o 
objetivo de fazer uma introdução mais intuitiva da nova lógica aqui apresentada, nossa 
discussão estava mais preocupada em apresentar os conceitos semânticos. 
A lógica modal é, na realidade, uma família de lógicas modais. Apesar disso, neste 
capítulo, nossa explicação se ateve na semântica de uma lógica modal mais genérica, 
cujos modelos apresentam mundos que se relacionam entre si sem restrição. Mas quando a 
relação entre os mundos do modelo não é assim tão generalizada, precisamos nos preocupar 
com a maneira com que um mundo se relaciona com outro, ou como um mundo pode ser 
acessado a partir de outro e essa relação de acessibilidade é um dos fatores que torna a 
lógica modal interessante. 
No próximo capítulo, apresentamos uma semântica capaz de representar as diversas 
relações entre os mundos pertencentes a um modelo, bem como a axiomatização de lógicas 
modais e a estreita relação existente entre a semântica e a axiomática dessas lógicas. 
w2 
Capítulo 3 
Lógica modal 
No capítulo anterior, apresentamos informalmente a lógica modal. Nesta apresentação, 
a partir de um mundo qualquer, pode-se acessar todos os outros mundos do modelo 
(inclusive o próprio). Neste capítulo esta visão é generalizada. 
A motivação é que há situações em que é interessante acessar apenas "pedaços" do 
modelo e não todos os mundos. Por exemplo, em casos de mundos que possuem algo em 
comum, ou que estão de alguma forma relacionados entre si. Neste caso, precisamos de 
alguma maneira representar esses mundos e o relacionamento entre eles. 
Em 1959, Kripke [30] aprimorou a idéia inicial de Leibniz1 propondo que o conceito 
de "possivelmente verdade" fosse modificado para "verdade em algum mundo possível", 
ou "verdade em algum mundo acessível", ou "em alguma situação possível", etc. A 
partir dessa idéia, Kripke propôs uma generalização de sua semântica que representa 
também essa "relação" entre os mundos possíveis através do que ele chamou de relação 
de acessibilidade definindo "mundos possíveis" como sendo todos os mundos "acessíveis" 
a partir do mundo (ou estado) atual. 
A relação de acessibilidade proposta por Kripke fornece uma semântica mais forte para 
a lógica modal e permite representar tais "pedaços" de mundos possíveis visualizando 
apenas os mundos que estão relacionados entre si. 
'Para Leibniz [41] existem conceitos de verdade. O que é verdade em algum mundo possível é "pos-
sivelmente verdade" e o que é verdade em todos os mundos possíveis pois é eterno é "necessariamente 
verdade". 
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Neste capítulo, apresentaremos a nova semântica que representa as relações entre os 
mundos do modelo, assim como a axiomatização de algumas lógicas modais. No final da 
leitura deste capítulo deverá ficar claro ao leitor a relação entre os axiomas das lógicas 
modais e a semântica dos mundos possíveis de Kripke. 
3.1 Modelos, verdade e validade 
A semântica de Kripke apresentada no capítulo anterior nos permite visualizar os mundos 
definidos na lógica modal como estados representados por conjunto de fórmulas mas não 
consegue representar a maneira como esses mundos se relacionam entre si. Por isso, 
Kripke sugeriu uma generalização da noção de modelo com o intuito de evidenciar o 
relacionamento entre os mundos. 
Nessa generalização, define-se uma relação de acessibilidade entre os mundos de um 
modelo. Tal relação deve mostrar que a partir de um determinadado mundo pode-se 
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acessar ou "visualizar" outros mundos do modelo, eventualmente todos. E importante 
salientar que as noções de necessidade e possibilidade são redefinidas em função da relação 
de acessibilidade. Uma fórmula é necessária em um mundo se for verdadeira em todos os 
mundos acessíveis a partir do mundo atual e não mais em todos os mundos existentes. 
Do mesmo modo, uma fórmula é possível em um mundo se for verdadeira em pelo menos 
um mundo acessível a partir do atual. 
Essa generalização dos modelos de Kripke é baseada no conceito de "estrutura" (fra-
me), que são estruturas relacionais simples com uma relação binária como definida a 
seguir. 
Definição 3.1.1 (Estrutura) Uma estrutura é um par (W,Ri) tal que: 
1. W é um conjunto de mundos possíveis; 
2. Ri é uma relação binária sobre W (i.e. Ri ÇW x W). 
Podemos agora redefinir modelos, desta vez baseados em estruturas: 
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Definição 3.1.2 (Modelo padrão da lógica modal ou modelo de Kripke) um mo-
delo padrão para a lógica modal é um par (T, V) onde: 
1. T é uma estrutura; 
2. V é uma função de valoração que mapeia fórmulas em subconjuntos de W. 
Um modelo padrão também pode ser representado como a tripla (W , Ri,V), onde W 
é o conjunto dos mundos possíveis, Ri relação binária sobre W e V a função de valoração. 
Dados dois mundos W\ e w2 pertencentes ao conjunto de mundos possíveis W, Rj 
representa uma relação binária entre os mundos e escrevemos wiRtw2 para representar 
que o mundo w2 é acessível a partir de W\, ou que w2 é o sucessor de wi, ou ainda que wi 
"enxerga" w2. Escrevemos wv para dizer que w^ não está relacionado com w2. 
Em função desta nova maneira de encarar os modelos, não é difícil perceber que as 
características da lógica em questão dependem das propriedades da relação de acessibili-
dade. Algumas propriedades interessantes que podemos destacar são: a reflexividade, a 
serialidade, transitividade, euclidianidade e simetria, para citar apenas as mais comuns. 
Apenas para efeito de clareza no texto, relembramos aqui as principais definições: 
• Seja uma estrutura (W., Ri) qualquer. Dizemos que a relação de acessibilidade é 
reflexiva se para todo mundo w pertencente a W, wRiW (figura 3.1). 
Ri 
w 
Figura 3.1: Estrutura com relação de acessibilidade reflexiva. 
• A relação de acessibilidade é dita serial, quando para todo mundo wi pertencente a 
W existe um mundo w2, tal que w\RíVj2 (figura 3.2). 
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Ri Ri 
w1 w2 w3 
Figura 3.2: Estrutura com relação de acessibilidade serial. 
• A relação de acessibilidade é dita transitiva quando para todo wi,w2, se w\Rívj2 
e w2RíW3 então WiRíW^ (figura 3.3). 
wvRiWz 
Figura 3.3: Estrutura com relação de acessibilidade transitiva. 
• Uma relação de acessibilidade é dita euclidiana se, paxa todo wi,w2,w3, se w\Ríw2 
e WiRíWz então w2R¡w3 (figura 3.4). 
Figura 3.4: Estrutura cora relação de acessibilidade euclidiana. 
• A relação de acessibilidade é dita simétrica, se para quaisquer dois mundos w\ e w2, 
se W\RíW'2 então w2RjW 1 (figura 3.5). 
As condições de verdade para as sentenças não-modais são as mesmas citadas no 
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WiRiW i 
Figura 3.5: Estrutura com relação de acessibilidade simétrica. 
capítulo anterior mas, como agora as relações de acessibilidade estão sendo consideradas, 
as condições de verdade para as sentenças modais devem ser redefinidas. Assim, DjA é 
verdadeiro em um mundo w\ se e somente se, A for verdadeiro em todo mundo w2 acessível 
a partir de W\, ou seja, em todo mundo w2 de modo que W\RíW2. 0¿A é verdadeiro em 
W\ se e somente se, A é verdadeira em algum mundo possível w2 acessível a partir de w\, 
ou seja em algum mundo w2 tal que W\RíW2. Formalmente temos2: 
Definição 3.1.3 (Verdade) Seja wi um mundo em um modelo padrão M — (W, Ri, V): 
1. f=¿f • ¡A sse A, para todo w2 em W tal que wiRíW2\ 
2. O,A sse A para algum w2 em W tal que w¡ R^w2-
De acordo com a fórmula ¡A é verdade em um mundo W\ quando A for 
verdade em todos os mundos possíveis w2 que estejam relacionados com w\ segundo a 
relação Ri. 0¿A afirma que OtA é verdade em um mundo W\ somente se A for 
verdade em pelo menos um mundo possível w2 relacionado com w\. 
É importante lembrar que a definição de modelo apresentada no capítulo anterior está 
incluída nesta, apenas observando-se que a relação de acessibilidade é universal e todos 
os mundos pertencentes a esse modelo, estão relacionados entre si. 
Outra situação importante é quando um mundo w não se relaciona com nenhum outro 
mundo do modelo, nesse caso conforme a definição de verdade 3.1.3 |=¿f D¿A porque A é 
verdade em todos os mundos que se relacionam com w (neste caso, nenhum) satisfazendo 
a condição de verdade para e ^w ^¿A pois, pela definição de verdade 3.1.3, A deveria 
2Assim como no capítulo anterior, definimos verdade para o O,, apesar de O,- ser definido em função 
de -iGj-i 
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ser verdade em pelo menos um mundo relacionado a w, e como não há nenhum, a condição 
de verdade não se satisfaz. 
Exemplo 3.1.1 Seja M o modelo onde W = {w\,w2,w3, w^, wG,w8,1^2,^24} e wxRiWy 
se e somente se, x y and y é divisível por x. Seja a função de valoração V onde 
V(A) = {w4,w8,wi2,w24} e V(B) - {we}. Temos: 
• 1=^ n{A: afirma sobre a validade da sentença e se explica pelo fato do mundo 
W4 estar relacionado apenas com os mundos wv¿ e w24 que são mundos onde A 
é verdade. 
w 1 w2 VJ3 
• ^w6 e s ^ a afirmação se verifica pois o mundo esta relacionado apenas com 
os mundos w i2 e w2a nos quais A é verdade conforme a figura a seguir. 
f— 
v. 
Wi 
• 0 
V)2 W3 W4 
• DjA: como podemos observar na próxima figura, esta afirmação se confirma 
pois apesar de w2 estar relacionado com todos os mundos pertencentes a V(A), ele 
também está relacionado com o mundo Wq que não pertence a V(A). 
• O i A: esta afirmação está representada na figura abaixo onde observamos sua 
validade, pois w3 está relacionado w6 ,u/12 e w2i, então é correto afirmar que em pelo 
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w i 
A 
W24 
menos um mundo ao qual w3 está relacionado A é verdade. 
Exemplo 3.1.2 Seja T — ({wi,w2, w3, W4,W5], Ri), onde wxRiWy sse y = x + 1 : 
O — O - ü — 0 
Wl W2 W3 IV4 
Se escolhermos uma valoração V em T de modo que V(A) — {w2, w3}, V(B) = 
{wi,w2,w3,w4,w5} e V(C) — 0 , temos um modelo M = (J-,V) onde: 
. Nü OíDÍA 
• J^ OjüjA A 
. ^Oi(AA^C) 
• • íB 
E evidente que a sentença 0{B é válida nos mundos W\, w2, w3 e w^, mas podemos 
afirmar que é válida no mundo w5? Se notarmos que w5 não tem sucessor (mundo acessível 
a partir dele), então podemos afirmar que B é verdade em todos os sucessores de w5, logo 
• i B é válida em w5. 
/—\ 
V y 
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3.2 Axiomatização de sistemas modais 
A axiomática dos sistemas de lógica modal pode ser definida adición ando-se àquela da 
lógica clássica novos axiomas relativos aos operadores modais. 
Vamos considerar somente as lógicas modais normais (que serão definidas em 3.2.1) 
pois essas são mais bem comportadas e tem alguns resultados gerais mais interessan-
tes para este nosso trabalho. O estudo das lógicas modais normais é mais importante 
quando estamos particularmente interessados em lógicas epistêmicas (ligadas ao saber) 
ou deônticas (ligadas ao dever ou às normas). Um estudo detalhado sobre lógicas modais 
não-normais foi apresentado por Gasquet em [17]. 
O sistema modal mais conhecido é o sistema K (chamado assim em homenagem a Saul 
Kripke). Os axiomas de K são todas as instâncias de tautologias do cálculo proposicional 
mais o axioma K como esquemas de axiomas e tomando modus ponens (MP), a regra da 
necessitação (RiN) e a regra da substituição uniforme como regras de inferência. 
Sua importância se deve ao fato de o axioma K permitir transformar ü¿(A —>• B) 
(uma fórmula com D¿) em n¡A —> 0¡B (uma implicação) [2], 
Mas, em muitas situações o sistema K ainda é muito fraco e não consegue representar 
a necessidade da maneira desejável, por isso existem outros sistemas modais normais 
baseados em K. 
Definição 3.2.1 (Lógica modal normal) Uma lógica modal normal é um conjunto de 
fórmulas que contém todas as tautologias e K como axiomas e modus ponens, regra da 
necessitação e a regra da substituição uniforme3 como regreis de inferência. 
O axioma K e as regras de inferência MP, R^N e SU são esquemas da forma: 
3leva esse nome porque é a substituição, como definida em 2.1.5, em todas as ocorrências. 
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K. D¿(A B) -»• (ü¿A -»• Diß) 
iîN. pTJj ^ tautología 
^ I 
Em SU, B é obtido pela troca de todos os símbolos pertencentes a FLM0 em A por 
fórmulas arbitrárias. 
Assim, a regra da substituição uniforme SU é construída de tal forma que qualquer 
instancia de substituição de um esquema de axioma ou teorema é também um teorema 
[21]. 
A lógica K é a lógica modal normal minimal porque sua axiomatização é feita uti-
lizando além das tautologias apenas o axioma K. A adição de fórmulas apropriadas da 
figura 3.6 à axiomática de K resulta em uma nova lógica modal normal. 
Quando uma lógica modal é axiomatizada através da adição dos axiomas A\, A2, •••, An 
a K, então seu nome é escrito como KAlA2.--An. Algumas lógicas modais são mais 
conhecidas na literatura por outro nome, por exemplo, a lógica modal KT5, definida 
pelos axiomas K,T e 5, é mais tradicionalmente conhecida por S5 e a lógica modal KT4, 
definida pelos axiomas K, T e 4 é mais conhecida como .54. Aqui, preferencialmente, 
adotaremos o nome tradicional de cada lógica modal. 
Um outro axioma interessante é o axioma T : OtA A que não é válido em K mas 
é claramente desejável, pois T afirma que se algo é necessário, estamos falando de algo 
que deve ser aceito em todas as situações que possamos imaginar (ou tivermos acesso), 
especialmente a situação atual. Esse axioma exprime exatamente a noção de reflexividade, 
se ü¿A em um mundo qualquer é interessante que A seja válido neste mesmo mundo. A 
lógica modal KT resulta da adição do axioma T a lógica modal K. Por outro lado, numa 
interpretação em termos de crença, DjA indica que o agente i acredita em A mas isto não 
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Axioma Fórmula Correspondente 
K •¿(A ->• B) -> (n¿A • íB) 
T •¿A A 
D •¿A OjA 
4 • ¿ A -)• GiDjA 
5 OjA GjOjA 
B A DjOjA 
C 0¿D¿A DiOiA 
De OiA OjOjA 
M •¿o¿A o¿n ¿A 
L •¿((A A n¿A) -> 5 ) V Di((B A •*£ ) A) 
3 n t (n ¿ A B) V • ¿ ( • ¿ ß A) 
X •¿•¿A D¿A 
F •¿(•¿A B) A (OiDiB A) 
R <>,••,• A -> (A D¿A) 
G •¿(•¿A A) ü¿A 
Grz •¿(•¿(A —> DjA) A) A 
Go •¿ ( • i (A DjA) -> A) DjA 
Z •¿(•¿A -» A) ->• (OjDiA n¿A 
Zbr •¿(•¿A A) (DiOiDjA ->• n¿A 
Zern • ¿0¿D ¿A (A D¿) 
Dum •¿(•¿(A DjA) A) (on¿A üjA) 
Dbr •¿(•¿(A n¿A) A) -> ( •¿O i n i A ->• ü¿A) 
Figura 3.6: Axiomas e fórmulas correspondentes, 
implica que A seja verdade. Se trata de "saber" então A é verdade. 
Exemplo 3.2.1 Seja o modelo M — (W, Ri, V) onde W = {w1,w2,..., wn} e wxRiWy se e 
somente se, x = y, ou seja, M é um modelo onde as relações de acessibilidade são apenas 
reflexivas. 
Reescrevendo d¿A —» A conforme 2.1.1 temos -•(•¿AA-iA). Então, conforme 2.2.2, temos: 
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não -.(DiA A -nA) 
não não|=£f (n¿A A - A ) 
H¡f ( ü ^ A - A ) 
ÜÍAA t=if -iA 
h i f ü¿AA não |=2f A 
para todo w' E W tal que wRíw', A e não f=¿f A (*) 
por 3 
por 4 
por 3 
Como a relação de acessibilidade é reflexiva, (*) é uma contradição. Então concluímos 
que não existe uma estrutura que seja reflexiva onde a fórmula 0¿A —» A não seja válida, 
logo é válida em todas as estruturas onde a relação de acessibilidade seja reflexiva, o que 
não é o caso da lógica K onde a propriedade reflexiva não se verifica. 
Muitos lógicos acreditam que KT ainda é muito fraca para formalizar a lógica da 
necessidade e da possibilidade. Eles recomendam outros axiomas para tratar da iteração, 
ou repetição de operadores modais. São os chamados axiomas de iteração e os axiomas 4 
e 5 (veja figura 3.6) são exemplos [2l]. O axioma 4 expressa a noção de transitividade e 
o axioma 5 a relação euclidiana. 
Exemplo 3.2.2 Seja o modelo M = (W,R¡,V) onde W = {wi,w2, •••tWn} e onde a re-
lação de acessibilidade é reflexiva e transitiva. Portanto, pela transitividade, se wxRiWy 
e WyRiWz então wxRiWz e pela reflexividade, é aceitável x = y — z. Reescrevendo 
• ¿ A D j D i A conforme 2.1.1 temos - • ( • ¿ A A - . • ¿ • ¿ A ) 
Suponha que djA. Então, por 5 da definição 2.2.2, }=£f A para qualquer w e M, 
inclusive o próprio wy (pela reflexividade). E, se A é válida em todos os mundos do 
modelo, temos ^ A , \=%f3 n¿A, etc. Ou seja, n¿A para todos os mundos w. E se 
• i A é válida é todos os mundos do modelo, concluímos que o mesmo vale para DjDiA. 
Seguindo o mesmo raciocínio, provamos ¡=¿f • ¿ • ¿ • i A e (=¿f • ¿ • ¿ • ¿ • ¿ A e • • •. 
S4 é um sistema que resulta da adição do axioma 4 a lógica modal KT (poderia ser 
chamada de KT A). E possível provar que o sistema 54 possui relação de acessibilidade 
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reflexiva e transitiva. De modo similar 55 é formado pela adição do axioma õ a KT. Pode-
se provar que o sistema 55 possui relação de acessibilidade reflexiva e euclidiana (que é 
equivalente à ser reflexiva, simétrica e transitiva ou seja, uma relação de equivalência). 
Em K4, a sentença •¿•¿.A é equivalente a sentença n¿A. Como resultado, qualquer 
seqüência de ü¿ pode ser substituída por um único ü¿, e o mesmo acontece com uma 
seqüência de O I s t o pode dar a impressão de que axiomas de iteração são supérfluos. 
Dizer que A é necessariamente necessário é considerado um modo prolixo de dizer que A 
é necessário. Em 54, uma seqüência de operadores do mesmo tipo pode ser substituída 
pelo uso do tal operador uma única vez. 
O sistema 55 tem princípios mais fortes para simplificar seqüências de operadores 
modais. Em tal sistema, seqüências contendo os operadores Oj e O, ao mesmo tempo 
são equivalentes ao uso do último operador em seqüência. Então, por exemplo, dizer: é 
possível que A seja necessário é o mesmo que dizer que A é necessário. 
Dessa forma, para 54, • • • = D¡ e <>¿<>¿0* • • • = 0¿ e para 55, MMMMM ••••, = 
• i e MMMM • • • Oj = Oj para cada M sendo um operador modal ou <0¿. 
O sistema B (em homenagem ao lógico Brouwer) é formado pela adição do axioma B 
(veja figura 3.6) ao sistema KT. O axioma B deixa clara a relação de simetria e por isso 
o sistema B possui as relações de acessibilidade reflexiva (devido a T) e simétrica (devido 
a B). 
Um sistema que possui apenas a relação de acessibilidade simétrica é chamado KB 
e sua axiomatização é feita acrescentando-se o axioma B ao sistema K. O sistema de 
lógica modal onde modelos possuem relação de acessibilidade simétrica (devido a B) e 
transitiva (devido a 4) é o sistema KBA, mais conhecido como BA. O sistema que possui 
as relações simétricas, transitivas e reflexivas (devido a T) é o KTAB que é uma outra 
axiomatização para o sistema 55. Isto ocorre porque é possível provar que uma relação 
reflexiva e euclidiana é de equivalência. 
O axioma B surge como um ponto importante sobre a interpretação de fórmulas 
modais. B diz que "se A, então A é necessariamente possível". Pode-se argumentar que 
B deve sempre ser adotado em qualquer lógica modal, claro que "se A, então é necessário 
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que A seja possível". 
Entretanto, há um problema com esta afirmação que pode ser exposto ao notar que 
a fórmula <>,••,-A —» A é provável no sistema KB. Logo, 0¿D¿A -» A deve ser aceitável 
se o axioma B o é. Mas, 0¿U { A —> A diz que se A é possivelmente necessário, então 
A é verdade, e tal afirmação não pode ser considerada verdadeira em todos os sistemas 
modais. 
Interessante notar que o axioma B parece óbvio e uma fórmula provada no sistema KB 
nem sempre parece totalmente aceitável. Isso se deve ao fato de haver uma ambigüidade 
importante na interpretação natural para a fórmula A —> üiOjA 
Nós precisamos deixar evidente a forte ligação entre a axiomática e a semântica das 
lógicas modais. A tabela da figura 3.7 sumariza a relação existente entre alguns axiomas 
e a respectiva propriedade na relação de acessibilidade. 
Axioma Relação de acessibilidade 
T Reflexiva 
D Serial 
4 Transitiva 
5 Euclidiana 
B Simétrica 
De Densidade 
C Confluência 
Figura 3.7: Axiomas e condições da relação de acessibilidade correspondentes. 
Na figura 3.8 encontramos um resumo da axiomatização de alguns importantes siste-
mas modais. 
Sistema Modal Axiomas Estruturas onde é válida 
K K Todas as estruturas 
K4 K + 4 Nas estruturas transitivas 
T K + T Nas estruturas reflexivas 
B K + B Nas estruturas simétricas 
KD K + D Nas estruturas onde vale a serialidade 
54 K + T+ 4 Nas estruturas reflexivas e transitivas 
55 K+T+4+B Nas estruturas onde haja uma relação de equivalência 
Figura 3.8: Relação entre semântica e axiomática. 
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3.3 Lógicas multimodais 
Durante os capítulos 2 e 3, nós apresentamos os operadores modais indexados por um 
índice i ( • , ) e deixamos vago sua importância. Nesta seção, mostraremos sua função na 
caracterização de lógicas multimodais e na representação do conhecimento. 
As lógicas multimodais são particularmente adequadas para representação de combi-
nação de noções de conhecimento, crença, tempo e ação. 
Podemos expressar, por exemplo, que um agente i sabe do conhecimento do agente j 
por meio da fórmula: 
• ¿ • j A 
onde A representa o conhecimento do agente j e ü¿A o conhecimento do agente i. 
Podemos ainda expressar que depois de executada a ação i, A é verdade, e que depois 
de executada a ação j seguida da i, A é verdade: 
UjUiA 
Um sistema é chamado de sistema multimodal homogêneo se para todos os operadores 
indexados, a axiomatização do sistema correspondente é a mesma. Caso contrário, o 
sistema é dito multimodal heterogêneo e então, nesses casos, a cada operador modal 
corresponde uma axiomatização. 
Há momentos em que pode ser necessária a inclusão de axiomas de interação, como 
por exemplo, quando queremos expressar que um agente sabe sobre o conhecimento de 
outro agente: 
Um axioma de interação típico - conhecido como axioma da inclusão - é : DjA 
•,-A que significa, em uma interpretação doxástica, que tudo o que é crido pelo agente i 
também é pelo agente j . Ou em uma interpretação em termos de conhecimento, que tudo 
que o agente i conhece, o agente j também conhece. 
Um outro axioma de interação é o da transitividade mútua: 4M¿¿ : Ü¿A —> DjC^A 
que expressa que o agente j está ciente do conhecimento de i. 
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Em termos de lógica temporal, pode ser necessário o uso do axioma de persistencia 
sugerindo que ü¿A é "z sabe A" e DtA é "A sempre é verdade" P¿¿ : UiUtA ntn{A 
que pode expressar que se o agente i sabe que A sempre acontece então sempre i saberá 
que A acontece. 
Assim como nas lógicas monomodais (com um operador modal apenas), onde a defi-
nição do sistema é apresentado em função da definição de seu conjunto de axiomas, os 
sistemas multimodals também o são. Por exemplo os dois sistemas a seguir: + Ti + 5, 
e Ki + Tj + 4f + Kj + Dj + Iid são chamados de KTòi e KT4{ + KDj + 
A principal característica de sistemas multimodals está na facilidade de expressar mo-
dalidades complexas. Isto se faz pela composição de diferentes tipos de operadores modais, 
permitindo projetar situações onde agentes podem ter diferentes tipos de raciocínio e di-
ferentes modos de interação entre tais raciocínios e, também, estudar simultaneamente 
várias modalidades (conhecimento e tempo ou conhecimento e crença). 
Vamos considerar o exemplo a seguir, que mostra um sistema multimodal com moda-
lidades representando ações e crenças de agentes. Tal exemplo, que ilustra uma aplicação 
de uma lógica multimodal na representação do conhecimento, foi apresentado em [13] e 
se inspira na fábula "a raposa e o corvo", na qual a raposa quer comer o queijo que está 
no bico do corvo. Para facilitar a leitura Oraposa será escrito [raposa]. 
Exemplo 3.3.1 Seja [raposa] um operador modal axiomatizado somente pelo axioma K 
representando a crença de uma raposa. Seja [elogia] e [canta] dois operadores do tipo 
K representando respectivamente as ações onde a raposa elogia o corvo e aquela onde o 
corvo canta. Consideremos também, o operador [sempre] do tipo KT4: 
(Av) T[sempre] : [sempre]A —» A 
(A2) 4[sempre] : [sempre]A —> [sempre] [sempre]A 
Para melhor caracterizarmos este exemplo, vamos assumir os eguintes axiomas de 
transitividade mútua para expressar o fato que se A é sempre verdade, então continua 
sendo verdade depois de executadas as ações elogiar e cantar. 
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(A3) 4M[sempre][elogia] : [sempre]A —> [elogia][sempre]A 
(A4) 4M[sempre][canta] : [sempre]A —> [canta][sempre}A 
A representação das idéias de que: (1) a raposa acredita que se elogiar o corvo, então 
ele ficará encantado; e (2) significa que a raposa acredita que no momento em que o corvo 
estiver encantado será possível que ele cante e então deixe o queijo cair: 
(1) [raposa][elogia]encantado-Corvo 
(2) [raposa][sempre](encantado-Corvo —t (canta)caidojqueijo) 
Desta teoria podemos provar que "a raposa acredita que elogiar o corvo pode fazê-lo 
cantar e então soltar o queijo", ou seja: 
[raposa] [elogia] (canta) caido-queijo 
Nestes capítulos vimos as lógicas modais normais, aquelas cujo sistema minimal é o 
sistema K. Vimos ainda a ligação entre os axiomas das lógicas modais e as propriedades 
das relações de acessibilidade e que para obter outros sistemas modais a partir de K, 
basta variar as propriedades da relação de acessibilidade variando os axiomas. O mesmo 
se aplica às lógicas multimodais que são generalizações das lógicas monomodais. 
No exemplo 3.3.1 mostramos como usar lógicas multimodais na representação do co-
nhecimento que é a solução de parte do problema do uso de IAS na representação do 
conhecimento. 
Como dissemos na introdução, a outra parte do problema é fazer inferências a partir 
do conhecimento representado e isso será apresentado no próximo capítulo. 
Capítulo 4 
Tableaux modais com regras de 
propagação e regras estruturais 
Neste capítulo apresentaremos sistemas de tableau semânticos para as lógicas modais. 
Recomendamos [16] e [2l] para uma leitura mais aprofundada sobre o assunto. 
Nos últimos 20 anos surgiram trabalhos no sentido de apresentar métodos efetivamente 
automáticos de prova para a lógica modal. Sistemas de resolução para várias lógicas 
modais foram apresentados a partir do trabalho original de Fariñas del Cerro [l4]. 
Em uma outra linha, vários trabalhos foram apresentados no sentido de traduzir as 
lógicas modais para a lógica clássica, com o objetivo de permitir a aplicação dos siste-
mas de prova automática já consolidados, notadamente resolução, então sua resposta era 
traduzida de volta para a lógica modal [13]. 
Contudo, tais metodologias mostraram-se limitadas e difíceis de se generalizar. A 
família de métodos que melhor se integraram às familias de lógicas modais foram os 
métodos de tableau e de seqüentes. Ambos são métodos de prova por refutação: a partir 
de uma fórmula A e de um conjunto de regras bem definidas, obtém a forma disjuntiva 
de subsentenças de ->A em uma estrutura de árvore de modo que cada disjunto ocupe um 
ramo da árvore. A seguir procura-se contradições nas subsentenças em todos os ramos da 
árvore de prova construída [21 ]. 
A história da construção de tais árvores pode ser traçada através de duas direções: 
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uma semântica (tableaux) e outra sintática (seqiientes). 
A diferença básica entre os tableau e os seqiientes é que o primeiro é semântico e a 
preocupação principal está 110 resultado da prova, a ordem em que as regras são aplicadas 
(estratégia) pode ser alterada. Já os seqüentes são mais rigorosos, mais formais havendo 
sempre uma ordem na aplicação das regras que deve ser obedecida. 
A abordagem sintática começou com o trabalho de Gerhard Gentzen [l9] e com os 
trabalhos de Curry [9], Ohnishi e Matsumoto [36]. Os autores ainda não tinham in-
tuição semântica da lógica modal para guiá-los e por isso a abordagem foi essencialmente 
sintática, o que dificultou o trabalho. 
O método de tableau semântico para a lógica proposicional surguiu em meados dos 
anos 50 com os trabalhos de Hintikka [27] e Beth [l]. Mais tarde, Smullyan [42] apresentou 
uma notação uniforme para os trabalhos de Beth e Hintikka. Não houve tentativa de 
adaptar tableau para a lógica modal enquanto não surgia uma semântica adequada para 
ela. 
Os trabalhos de Fitting [l6] e Goré [2l] consolidaram os métodos de tableau para 
as lógicas modais e hoje são os mais utilizados para essas lógicas. Fitting adaptou os 
trabalhos de Smullyan para a lógica modal enquanto, Goré segue a linha dos trabalhos 
de Hintikka. 
Os dois métodos de prova usam regras que propagam fórmulas em uma árvore de prova 
a fim de que tal árvore simule as propriedades de um modelo de Kripke. 
O problema desses métodos é que suas árvores de prova são muito restritivas pois nelas 
a propagação das fórmulas é somente top-down, de modo que eles falham quando se tenta 
projetar, por exemplo, regras de tableau paxa uma lógica modal cujas propriedades da 
relação de acessibilidade estão baseadas em axiomas de densidade (O¿p —> OjOip) ou de 
confluência (0¿n¿p —» [H¿0¿p). 
Outro problema é que tanto Goré quanto Fitting, em nome da funcionalidade, criaram 
regras de tableau para cada sistema modal. Por exemplo, para o sistema K existe uma 
regra chamada K que representa o axioma K e para o sistema 54 há uma regra chamada 
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54 que agrupa os axiomas K e 4, o que torna difícil um provador genérico. 
A solução que foi apresentada por Castilho et al[4] generalizou a estrutura adjacente 
ao tableau para um grafo e criou regras para representar as propriedades das relações de 
acessibilidade. 
Essa nova maneira de representar tableau em um grafo acíclico dirigido com um nó raiz 
(RDAG) onde a propagação das fórmulas não precisa mais ser exclusivamente top-down, 
permitiu projetar regras para relações de acessibilidade com propriedades mais comple-
xas, como por exemplo, aquelas que envolvem axiomas de interações entre densidade ou 
confluência. 
Esta nova filosofia deixou o método mais modular o que permite a implementação de 
um provador genérico. Para garantir a modularidade, tais regras foram divididas em dois 
tipos: 
• Regras de propagação - Se em um nó há um determinado padrão de fórmula então, 
conforme a regra para este padrão, a fórmula é propagada para um outro nó rela-
cionado a este (a mesma ou outra fórmula gerada pela regra). Tais regras incluem, 
por exemplo, os axiomas T, 4, B e 5 (propriedades da reflexividade, transitividade, 
simetria e euclidianidade, respectivamente) e formam o grupo 1; 
• Regras estruturais - Essas regras só podem ser aplicadas quando existe um deter-
minado padrão de relação entre nós. Adiciona-se um(s) novo(s) nó(s) e aresta(s) 
conforme a regra para tal padrão. Exemplos de tais regras são as relativas aos 
axiomas D, De e C (respectivamente as propriedades da serialidade, densidade e 
confluência) e formam o grupo 2. 
As regras para os conectivos clássicos e para 0¿ são comuns a todos os sistemas modais. 
Desta maneira, o método é bem mais genérico, porque as regras foram criadas de 
modo a simular as propriedades da relação de acessibilidade das lógicas modais. Assim, 
para provar se uma fórmula é verdade em uma lógica modal, basta tomar as regras que 
representam os conectivos clássicos e o 0¿ e acrescentar as regras que representam as 
propriedades da relação de acessibilidade da lógica modal em questão. 
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Assim, é possível fazer uma correspondência biunívoca entre o nome que caracteriza 
a lógica modal, o axioma correspondente e a regra de tableau que deve ser incluída no 
provador. 
4.1 Notação e terminologia 
Nesta seção, apresentamos as convenções e notações para posterior apresentação do método: 
Definição 4.1.1 (convenções notacionais) 
1. J_ denota a constante proposicional falso e 0 denota o conjunto vazio; 
2. p, q denotam proposições atômicas; 
3. A, B, C,... denotam fórmulas bem formadas; 
4. p denota o conjunto das propriedades da relação de acessibilidade da lógica modal 
em questão; 
5. S, 50, Si,..., denotam nós da árvore; 
Definição 4.1.2 Dado um conjunto p das propriedades da relação de acessibilidade de 
uma determinada lógica modal, um p-modelo é um modelo de Kripke cuja relação de 
acessibilidade satisfaz p. Uma fórmula é p-satisfatível se, e somente se, é satisfatível 
em um p-modelo. Tal fórmula é p-válida, se e somente se, é válida na classe de todos 
os p-modelos e será representada por (=p A. Assim, A é um teorema de um sistema 
representado por um conjunto de propriedades se e somente se é p-válida. 
O método de tableau que será em seguida apresentado é baseado em grafo acíclico 
orientado e com um nó raiz (RDAG) com algumas propriedades adicionais; seja p o 
conjunto dessas propriedades adicionais, define-se: 
Definição 4.1.3 Um p-RDAG é uma tripla (J\f, S , FOR) onde: 
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• (A/-, E) é um grafo acíclico orientado (DAG), i.e. um grafo orientado que não contém 
ciclos, com um nó distinto chamado raiz que pode acessar todos os nós em um feixe 
transitivo de E; 
• (Aí, E) satisfaz todas as propriedades de p; 
• FOR é uma função que associa informações adicionais a cada um dos nós: se x é 
um nó, FOR(x) é um conjunto de fórmulas pertencentes a x. 
Para simplificar a notação, não é feita distinção entre os nós e seus conjuntos de 
fórmulas associados, de modo que se escreve A G x ao invés de A G FOR(x). Pelo mesmo 
motivo, não é feita distinção entre um p-RDAG(A/", E) e a relação binária E, o que significa 
que também não é feita distinção entre estruturas rotuladas e estruturas. 
Tal noção se estende para grafos: 
Definição 4.1.4 Um RGRAPH é um grafo que tem uma raiz, e um /9-RGRAPH é um 
RGRAPH que satisfaz todas as propriedades de p. 
Como usual, E(x) representa o conjunto dos nós acessíveis a partir de x por E : 
E(x) = {y G Aí : (x,y) G E}. En representa os pares (x,y ) de forma que há um caminho 
de comprimento n entre x ey. A relação diagonal {(x, x) : x G Aí} pode ser representada 
por / ou por E°. 
Com o objetivo de facilitar a visualização, existe uma representação gráfica para RDAG 
onde as arestas são implicitamente orientadas da esquerda para a direita. 
S denota um nó 5 
so. .si denota (SO, 51) G E 
so S2 denota (50,51), (50,52), (51,52) G E 
denota (50,51), (50,52) G E 
si 
denota (50,51), (50,52), (51,53), (52,53) G E 
S2 
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so 
Os dois últimos diagramas não envolvem ordem entre 51 e 52, por exemplo, 
pode tranquilamente ser representada como so 
Algumas vezes também, uma parte do grafo pode ser reescrita na aplicação de uma 
regra e nesses casos a representação dever ser como a seguir. O grafo antes da aplicação 
da regra está do lado esquerdo da flexa dupla e é pré-condição para a aplicação da mesma. 
O grafo resultante da aplicação da regra está do lado direito da flexa dupla. 
S ^ S,A 
reescreve o nó 5 como 5 U {A}, i.e. adiciona a fórmula A ao nó 5, 
s . => S. .SI 
adiciona o novo nó 51 aos sucessores do nó 5, 
SO. .SI = > • SO,-4. .SI , S 
adiciona a fórmula A no nó 50 e a fórmula B em 51, 
SO . s l . S2 = £ SO, A . S,l'ß . S2, C 
adiciona a fórmula A a 50, B a 51 e C a 52, 
<S1 , B S 2 C 
adiciona a fórmula A ao nó 50, B em 51 e C em 52, 
so < 51 52 
cria um novo nó 53 e o define como um mesmo sucessor de 51 e 52, 
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SO. .SI =>• s o ^ r ^ ^ s i 
adiciona o novo nó 52 entre 50 e 51. 
Esta representação permite levar em conta restrições de aplicabilidade das regras, por 
exemplo, uma regra da forma: 
SO . S2 = > SO . S2, DfA 
é lida "se 51 é um nodo relacionado com um nodo antecessor e um sucessor e, ainda, 
contém uma fórmula n¿A no conjunto definido pelo nó 52 então, propaga a fórmula D¡A 
para o nó sucessor". 
4.2 Regras de propagação e regras estruturais 
Nesta seção apresentamos as regras de tableau que aqui aparecem divididas em 3 grupos. 
O grupo das regras clássicas mais a regra 0¿ é sempre utilizado. Os grupos das regras 
de propagação e estruturais, rotulados como "Grupo 1" e "Grupo 2" respectivamente, 
fornecem regras que simulam as propriedades das relações de acessibilidade. 
Apesar do conectivo V ser definido a partir de A e ->, sua regra é mostrada abaixo. 
As regras de tableau são: 
• Regras clássicas e 0¿: 
- Regra X: AçA>s 
- Regra ->: ^v 4 ' 5 HA, A, S 
Regra A: A Í B - S A Aß, A, B, S 
- Regra V: ~^(aab),c,s 
onde C é ->A ou -<B 
- Regra 0¿: = » o,A,S, i ,A 
Regras de propagação (Grupo 1): 
— Regra if¿: •.-¿.s, i .si =>• •i>i,s#_2_,J4,5i 
- Regra T¿: °íA,a,s 
- Regra 4¿: S^A^JL+SI s,o</i _ i_ s i , a , / t 
— Regra B\ s, i ..<?!,•; 4 s, a, 2 
Regra 5^: = • 
- Regra õ-j-: s , i =>• s,niA9^i_,Sí,niA 
Sl,QiA S2 51, Pi-4 S2,UiA 
Regra 5; : .<?. 1 ,1 , =¿> , z ,1 . 
Regras estruturais (Grupo 2): 
- Regrai?: 5 . s . .0 
Regra CO: s o ^ ^ ^ = » 
1 S2% 
- Regra C l : s . i .si 
Si . 0 
s. i . 
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. 0 . 
- Regra De: so._i_.si =>• 
i 
Ao definir um cálculo de tableau para um sistema denotado por pi U devemos 
associar um conjuntos de regras. Todos os cálculos de tableau que podem ser definidos 
a partir dessas regras devem conter as regras clássicas, O i e K e uma ou mais regras 
estruturais e/ou de propagação que são escolhidas conforme as propriedades da relação 
de acessibilidade da lógica modal em questão. 
A figura abaixo ilustra um comparativo entre as propriedades relacionais e as regras 
de tableau: 
Propriedades Regras 
Grupo 1 Ref T Regras 
Sym B de 
Tr 4 Propagação 
Eucl 
Grupo 2 Ser D Regras 
Dens De Estruturais 
Conf C0C1 
Figura 4.1: Comparativo entre propriedades relacionais e regras de tableau 
Note que o axioma 5 é representado pelas regras 5-f, 5; e 5_>. e o axioma C pelas regras 
CO e Cl o que significa que quando a lógica em questão possui a propriedade euclidiana, 
todas as regras 5 devem ser aplicadas e o mesmo ocorre com a confluência e as regras CO 
e C l . 
A semântica das lógicas modais e a axiomática estão embutidas nas regras de tableau. 
Observe a regra ÄV- se existe um mundo S relacionado com um mundo S i e se em S a 
fórmula d jA é válida, deve-se propagar A para S]_. O que simula o axioma K. 
Tomando a regra 7¿: se em um mundo S a fórmula D¿A é válida, propague a fórmula 
A no próprio mundo S. O que simula propriedade da reflexividade que diz que se o 
mundo atual é acessível a partir de si mesmo, então para cada fórmula ü¿A deve haver 
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uma fórmula A correspondente no mesmo mundo. 
A regra Bi é aplicável se há um mundo 5 e um mundo 51 acessível a partir de 5 e se 
em 51 a fórmula ü¿A é válida, então propague a fórmula A para o mundo 5. O que simula 
a propriedade simétrica: sejam dois mundos possíveis 5 e 51 e se 5 /^51 , então SIRiS e 
logo para cada fórmula válida em 51 deve haver uma fórmula A correspondente em 
5. 
A condição para aplicar a regra 4 é a existência de dois mundos 5 e 51 onde 51 seja 
acessível a partir de 5 e ainda, se em 5 a fórmula DjA se verifica, propague a fórmula 
•¿A. Essa regra simula o axioma 4 e, conseqüentemente, a propriedade da transitividade. 
Da mesma maneira as outras regras simulam outras propriedades da relação de aces-
sibilidade. 
Definição 4.2.1 Um tableau é dito "fechado" se pelo menos um nó contém ±; do con-
trário é dito "aberto". Uma fórmula é fechada para um tableau se e somente se todos os 
seus tableaux estão fechados. 
4.3 Exemplos de provas 
Com o objetivo de ilustrar a aplicação das regras de tableau aos conjuntos de fórmulas, 
nesta seção apresentamos alguns exemplos de prova. 
Ao iniciar uma prova, devemos escolher a fórmula a ser provada e o sistema modal no 
qual se deseja verificar a validade de tal fórmula. 
Depois, tomamos as regras clássicas, 0¿ e Ki (por serem comuns a todos os tableaux) e 
escolhemos as regras que serão aplicáveis à fórmula conforme as propriedades da relação de 
acessibilidade inerentes ao sistema escolhido, ou os axiomas que formam a axiomatização 
deste sistema. 
Por fim, escolhemos a estratégia, ou seja, a ordem de aplicação das regras. 
Exemplo 4.3.1 Para verificar a validade da fórmula —¥ A no sistema modal Ki, 
sabemos que precisamos das r e g r a s : - > , A, V, 0¿ e Ki. O próximo passo é escolher 
a estratégia que, no caso pode ser a mesma ordem. A seguir, reescrevemos a fórmula 
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conforme a definição 2.1.1: ->(n¿A A -lA). Como o método é por refutação, reescrevemos 
a fórmula negada: •¿A A ->A. 
• j A A ->A (A) 
•¿A; ->A 
Notamos que depois de aplicada a regra A não há a possibilidade de aplicar nenhuma 
outra regra. Assim, tendo esgotado todas as possibilidades de aplicação de regra e não 
encontrando inconsistência, o tableau não é fechado, logo a fórmula D¿A —>• A não é um 
teorema de K{. 
Exemplo 4.3.2 Agora vamos verificar a validade da mesma fórmula G¿A —> A no sistema 
modal KjTjAi (popularmente conhecido como 54¿), sabemos que precisamos das regras:_L, 
-i, A, V, Oj, Ki, Ti e 4¿. O próximo passo é escolher a estratégia que, no caso pode ser 
a mesma ordem. A seguir, encontramos a forma normal conjuntiva negada da fórmula : 
•¿A A -iA. 
•¿A A -lA (A) 
• i A ; - A (Ti) 
•¿A; -iA; A (_L) 
_L 
Como, encontramos inconsistência, o tableau é fechado pra S4¿, logo a fórmula ü¿A A 
é um teorema de S Ai. 
O método de tableau apresentado neste capítulo é modular pois as regras foram criadas 
para simular os axiomas ou as relações de acessibilidade das lógicas modais. O que deixou 
o método bastante genérico, permitindo assim, a implementação genérica de um provador 
de teoremas para lógicas modais. 
Implementando as regras clássicas, as regras de propagação, as regras estruturais e um 
algoritmo que verifique a possibilidade de aplicação destas regras e verifique se o tableau 
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está ou não fechado, temos a implementação de um provador genérico onde o usuário fica 
livre para fazer vários testes com uma mesma sentença. A adequação e a completude 
deste método foram demonstradas em [4]. 
No próximo capítulo apresentamos a implementação de um provador genérico de teo-
remas baseado no método de tableau aqui apresentado. 
Capítulo 5 
GTTP: um provador modal genérico 
Neste capítulo apresentaremos a implementação do GTTP1 , um provador genérico de 
teoremas para lógicas modais baseado em métodos de tableau [4]. 
A apresentação está dividida em seções nas quais explicaremos a arquitetura, a mo-
delagem e a implementação do GTTP como um provador que permite provas em lógicas 
modais e multimodais a partir de um conjunto de regras de estratégias, conforme definido 
pelo usuário. 
O GTTP implementa as idéias desenvolvidas em Castilho et al [4], segundo as quais é 
possível classificar as regras em dois tipos: as estruturais e as de propagação. Conforme 
dissemos no capítulo 4, isto permite que o usuário possa definir a lógica informando os 
axiomas que a definem e o provador usa as regras correspondentes. 
5.1 Arquitetura do GTTP 
A arquitetura geral do GTTP foi concebida em 3 módulos básicos: um analisador léxico 
e sintático, um módulo controlador e um módulo de ferramentas de tableau. Estes são 
módulos distintos mas que se relacionam durante as execuções do provador. 
0 módulo analisador léxico e sintático é responsável por verificar se o usuário digitou 
uma fórmula bem formada e seus procedimentos são invocados pelo módulo controlador 
de provas. 
1 Generic Tableaux Theorem Prover 
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A gramática aceita neste módulo foi implementada em YACC usando como reconhe-
cedor léxico o LEX [3l]. A seguir, a representação da gramática na forma BNF2: 
Sentença SentençaJ^tomica | Sentença.Complexa 
Sentença^Atomica —• Constante | Variavel-Proposicional 
Sentença.Complexa -+( Sentença) 
I Sentença conectivo Sentença 
I -i Sentença 
I [indice] Sentença 
I (indice)Sentença 
Conectivo —>• A | V |->!<-• 
Constante —> Verdadeiro | Falso 
Variavel _Proposicional A | B \ C \ • • • 
índice a | 6 | c | • • • 
O módulo controlador de provas consiste do programa principal, o responsável pela 
entrada de dados, por invocar o analisador léxico e sintático, fazer as inicializações, criar 
a raiz do tableau, disparar a execução da prova e retornar o resultado da prova. Basica-
mente, este módulo atua como interface entre o usuário, o analisador léxico e sintático e 
os procedimentos de prova. 
O módulo de ferramentas de tableau é justamente o que implementa os objetos das 
entidades envolvidas no processo de prova através do método de tableau, tal como apre-
sentamos no capítulo 4. Este módulo é formado pelas classes: Formula, Nodo e Tableau. 
Na figura 5.1 verificamos o esquema da arquitetura do provador através da ilustração 
do relacionamento entre os módulos o que compõem. 
Nas seções 5.2, 5.3 e 5.4 veremos as classes que modelam uma estrutura de tableau e 
os procedimentos que executam a prova. 
2Backus-Naur Form 
47 
Figura 5.1: Arquitetura geral do GTTP 
5.2 Classe Fórmula 
A classe Fórmula efetua a modelagem de uma fórmula válida da lógica modal. Um objeto 
desta classe apresenta como atributos: 
• sentença - um atributo do tipo string que constitui a palavra que representa a 
fórmula; 
• tipo - identificador de tipo principal da fórmula (constante, conjunção, disjunção, 
negação, necessidade, ...) para fazer o casamento de padrões com as regras de 
tableau; 
• regra - contém true se a regra de tableau correspondente ao tipo da fórmula foi 
aplicada a esta fórmula; 
• índice - um atributo do tipo string para armazenar o índice do operador modal. 
Caso a fórmula seja de um tipo não-modal ou modal, mas não-indexada (caso mo-
nomodal), esse atributo continua vazio (pois assim é por default). Caso seja uma 
fórmula modal indexada, esse atributo recebe o conteúdo do índice do operador 
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modal da formula; 
• esquerda - um ponteiro para a subfórmula à esquerda; 
• direita - um ponteiro para a subfórmula à direita. 
Estes dois últimos atributos servem para gerar a árvore de construção da fórmula. 
Tal árvore é gerada no início da execução da prova para que, a partir de uma formula, 
se tenha acesso a todas as suas subfórmulas. No caso de uma constante, que não possui 
subfórmulas, esses ponteiros apontam para null. 
Para facilitar o entendimento, vamos observar a árvore de construção da fórmula 
(o)(üA A [b]B A OC) do exemplo 5.2.1 representada na figura 5.2. 
Exemplo 5.2.1 A fórmula em questão é do tipo possibilidade, não possui fórmula à 
esquerda mas possui a subfórmula DA A [b]B A OC à direita. Como o operador modal (a) 
é indexado, o índice da fórmula é a. 
Analisando a subfórmula à direita: DA A [b]B A OC, verificamos que também é uma 
fórmula do tipo conjunção. Como conjunção não é um operador modal, o atributo índice 
é vazio. A subfórmula da esquerda é DA e a da direita é [b]B A OC. 
As subfórmulas DA e [b]BAOC também são fórmulas. A fórmula DA é do tipo necessidade 
e não é indexada, sem fórmula à esquerda e com a fórmula A à direita. A fórmula A é 
uma constante e, portanto sem subfórmulas e sem índice. 
A fórmula [b]B A OC é uma conjunção (e por isso com índice vazio) e com as subfórmulas 
[b)B e OC. 
[b]B é uma fórmula do tipo necessidade com o índice b, sem subfórmula à esquerda e com a 
subfórmula B à direita. Como B é uma fórmula do tipo constante não possui subfórmulas 
nem índice. 
OC é uma fórmula do tipo possibilidade, sem índice, sem subfórmula à esquerda e com a 
subfórmula C à direita que, como toda constante, não possui índice nem subfórmulas. 
Os métodos desta classe consistem de funções que retornam as subfórmulas e a negação 
da fórmula em questão. São eles: 
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(a)(OAA[b]B AOC) 
nulí^^DAA^B A O C 
[b)B A OC 
[b]B OC 
Figura 5.2: Árvore de construção da fórmula (a)(DA A [b]B A OC). 
pegar Jipo(), pegar-regra(), pegar Jndice(), pegarsentença(): retornam, respectiva-
mente, o conteúdo dos atributos tipo, regra, índice e sentença; 
setar-tipoQ, setar^regra(), setarJndice(), s et ar-indi ce (índice) e setarsentença(palavra): 
alteram o conteúdo dos atributos tipo, regra, índice (para null ou índice) e sentença, 
respectivamente; 
pegar Jormula-esquerda(), pegar Jormula.direita()\ retornam os endereços das subfórmulas 
à esquerda e à direita, respectivamente; 
neg(), ajusteQ: em conjunto, fazem os ajustes necessários à fórmula informada pelo 
usuário. Esses ajustes são feitos para que haja o casamento entre o tipo da fórmula 
e as regras de tableau e são por exemplo, a substituição de uma fórmula na forma 
-i-iA por A, de A —> B por -i(A A ->B) de modo que a fórmula de entrada tenha, 
no máximo, os conectivos A, -i, C^eO* e, por fim, a negação da fórmula; 
esta-em(formulas): é um método auxiliar para verificar se uma determinada fórmula 
está em um conjunto de fórmulas. 
5.3 Classe Nodo 
A classe Nodo contém as definições de um objeto do tipo nodo, que representa um nó da 
árvore de prova. Um nodo apresenta como atributos: 
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• conjunto-de-formulas: uma lista de fórmulas que são as sentenças resultantes da 
aplicação das regras de tableau; 
• nodo-esquerda: um ponteiro para o nodo filho à esquerda; 
• nodo-direita: um ponteiro para o nodo filho à direita; 
• historicoT, historicoT, historicoD: as duas primeiras são listas de fórmulas criadas 
para evitar ciclos nas aplicações das regras T e 4 e a última para evitar que nas 
aplicações da regra O sejam gerados mundos iguais. 
Os métodos implementados por um objeto da classe nodo consistem de procedimentos 
que executam operações em conjuntos de fórmulas: 
• pegar .esquerda (), pegar.direita(), pegar-conjunto-formulaQ, pegar JiistoricoQ, pe-
gar JiistoricoDQ, pegar-historicoT'(): retornam, o conteúdo dos atributos nodo-esquerda, 
nodo-direita, conjunto-de-formulas, histórica, historicoD e historicoT, respectiva-
mente; 
• setar-esquerda(nodo-esquerda), setar-direita(nodo-direita), setar-conjunto-formula(), 
setar-historicoQ, setar-historicoDQ, setar-historicoT(): atualiza conteúdo dos atri-
butos nodo .esquerda, nodo-direita, conjunto-de-formulas e históricos, respectiva-
mente; 
• retirar (formula): retira formula do conjunto de fórmulas; 
• tiraboxJÍ(), tiradiamondJC(): retornam a fórmula sob o escopo dos operadore mo-
dais ü j e Oj, respectivamente; 
• inconsistente() : retorna true se encontrou a inconsistência no conjunto de fórmulas 
do nó; 
• adiciona-formula(formula): adiciona uma fórmula no conjunto de fórmulas do nó; 
• adiciona-historico4(formula), adicionaJiistoricoD(formula), adicionaJiistoricoT(formula): 
adicionam uma fórmula no conjunto dos históricos; 
5.4 Classe Tableau 
Na classe tableau está definida a estrutura apresentada por cada objeto tableau criado 
durante o procedimento de prova. Um tableau possui como atributos: 
• relação: um vetor de palavras que armazena na primeira posição, o índice do opera-
dor que gerou o tableau atual e nas demais posições, os índices que estão relacionados 
com o primeiro através de axiomas de interação; 
• mundo s-acessíveis: um conjunto de mundos acessíveis, que são usados para simular 
as mudanças de mundo empreendidas durante a prova, na realidade é uma lista de 
apontadores para objetos do tipo tableau-, 
• raiz: um objeto do tipo nodo, que constitui a raiz árvore de prova dentro do tableau 
em questão; 
• estratégia e aplica-regra: o primeiro é um vetor de ponteiros para os métodos que 
verificam a aplicabilidade de uma regra, o segundo é um vetor de ponteiros para os 
métodos que aplicam as regras. Esses vetores são inicializados conforme a estratégia 
escolhida pelo usuário; 
• fechado: contém true se o tableau em questão está fechado, isto é, quando encon-
tramos JL. 
Os métodos definidos para todos os objetos do tipo tableau são, na realidade, as 
implementações das regras de tableau conforme definidas em [4], além de métodos para 
verificação da possibilidade de se aplicar determinada regra. Sendo assim, tem-se os 
métodos seguintes : 
• pegarjraizQ: retorna o nó raiz do tableau atual; 
• setar-relação(índice): método que insere uma relação (índice) no vetor de relações 
de acessibilidade do tableau, esse método é utilizado como auxiliar na aplicação da 
regraJ(), referente aos axiomas de interação; 
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• pegar.relação(), está-na-relacao(índice): retorna o conteúdo do vetor de relações de 
acessibilidade do tableau e verifica se a ação está no vetor de relações, respectiva-
mente; 
• inicialização(EntraEstratégia): inicializa os atributos estratégia e aplica^regra com 
os endereços dos métodos que implementam as regras informadas na estratégia, que 
é definida pelo usuário em tempo de execução; 
• pegar^mundos-acessíveis(): retorna o conteúdo do atributo mundo s-acessíveis; 
• insere_mundo(): insere um novo objeto tableau no conjunto mundo s-acessíveis; 
• inconsistência : este método varre o conjunto de fórmulas do nodo atual a procura de 
uma fórmula e sua negação e se encontrar, substitui as duas fórmulas pela constante 
falso (_!_). Ele está implementado para testar fórmulas complexas e não apenas 
fórmulas atômicas3; 
• procura-e(), procura-Ou(), procura-neg(), procura-pos(), procura-T(), procura-K(), 
procurado, procuraJQ: métodos que implementam funções booleanas de varredura 
na lista de fórmulas do nó atual à procura de uma fórmula onde possa ser aplicada 
uma determinada regra; 
• regra_e(), regra_ou(), regra_neg(), regra-diamond(), regra-K(), regra-T(), regrai(), 
regrajQ: métodos que implementam os algoritmos de aplicação das regras e, ou, 
negação, possibilidade, K, T, 4, e regra i, respectivamente, na fórmula pertencente 
ao conjunto de fórmulas do nó atual, a fórmula onde vai ser aplicada a regra será 
informada pelos métodos anteriores; Estes métodos foram implementados seguindo 
fielmente as idéias de Castilho et oí[4]; 
• expande() e expande(nodo, regra): o primeiro método inicializa um novo objeto 
tableau e o segundo é o método responsável pela execução da prova e será melhor 
descrito na seção 5.5. 
3A maior parte das implementações executa este teste apenas em fórmulas atômicas. 
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A maneira como a classe tableau foi projetada garantiu a implementação genérica do 
GTTP, pois nessa classe foram criados os métodos que implementam as regras de tableau, 
os vetores de ponteiros para estes métodos e o método que controla a execução da prova 
conforme a lógica e estratégia informadas pelo usuário. 
GTTP é genérico 110 tocante à lógica modal e à estratégia de ordem de aplicação das 
regras mas a busca na árvore é feita em profundidade. 
Na próxima seção apresentamos a maneira como as classes descritas nesta seção foram 
implementadas. 
5.5 Implementação 
Nesta seção veremos como está implementado o GTTP, segundo as especificações expli-
cadas na seção anterior. Basicamente, mostramos como resolver os principais problemas 
que surgem da especificação. 
O GTTP foi implementado a partir de dois provadores específicos para as lógicas mo-
dais K e 54 [44]. Desses provadores, o GTTP manteve a mesma arquitetura e modelagem, 
aproveitou alguns métodos que foram apenas adaptados e outros totalmente remodelados 
como, por exemplo, os que controlam a entrada de dados e os métodos responsáveis pela 
execução da prova. 
Ao começar a execução do provador o usuário deve informar a fórmula a ser provada, 
os axiomas do sistema modal e a estratégia de aplicação das regras. No exemplo 5.5.1 
mostramos a entradas de dados para executar duas provas no GTTP. 
A primeira linha contém a entrada para verificar se a fórmula OA —> B V C é um 
teorema da lógica modal K segundo a estratégia de aplicação de regras < k (aplica 
exaustivamente a regra e, em seguida exaustivamente a regra ou, em seguida exausti-
vamente a regra negação, em seguida exaustivamente a regra diamond e, por último, 
exaustivamente a regra K. 
A segunda linha é a entrada para verificar se a fórmula OA —» A é um teorema em 
KT4, seguindo a estratégia de aplicação exaustiva das regras e, ou, negação, diamond, k 
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e 4, nesta ordem. 
Exemplo 5.5.1 (Entrada de dados no GTTP) 
• A->BIC ; k ; &|~<k ; 
• A->A ; k t4 ; &|~t<k4 ; 
A função main() ativa a execução do analisador léxico e sintático através da função 
yyparseQ4 . Além da análise léxica e sintática da fórmula é feita a inicialização dos 
atributos dos objetos fórmula necessários para a representação da fórmula em questão. 
Após a verificação da fórmula, o processo de prova se inicia pela criação de um objeto 
tableau. Isso é feito na função main() pela chamada do método inicializaçao(). 
O método inicialização (), da classe tableau, recebe a estratégia armazenada na variável 
EntraEstrategia5 e inicializa os vetores estratégia e aplica-regra que, conforme definidos na 
seção anterior, são, respectivamente, um vetor de ponteiros para os métodos que verificam 
a possibilidade de aplicação de uma regra e um vetor de ponteiros para os métodos que 
de fato aplicam as regras. 
Essas estruturas foram escolhidas porque permitem a implementação genérica como 
nos propomos, uma vez que, são inicializadas em tempo de execução conforme a estratégia 
escolhida pelo usuário. 
Os métodos para verificação e aplicação de uma mesma regra estão na mesma posição 
nos dois vetores. Por exemplo, se o usuário deseja que seja aplicada a regra A primeiro, a 
primeira posição do vetor estratégia contém o endereço do método procura-e() e a primeira 
posição do vetor aplica-regra() contém o endereço do método regra-e(). 
Optamos por criar dois vetores similares porque durante a execução da prova, o método 
expand(nodo, regras) contém um laço que varre o vetor estratégia ativando a execução dos 
métodos apontados por este, incrementando a variável regras. 
Esta variável representa o índice dos vetores, até que um método apontado pelo vetor 
retorne true para a aplicação da regra. Então, o expand chama a execução do método 
4Função gerada pelo YACC a partir implementação da gramática com o reconhecedor léxico LEX. 
5 Essa variável contém a estratégia informada pelo usuário. 
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apontado pelo vetor aplica.regra na posição apontada pela variável regra. 
O exemplo 5.5.2 demonstra o processo de inicialização desses vetores: 
Exemplo 5.5.2 Se a estratégia desejada pelo usuário for aplicar todas as regras &, depois 
todas as regras | e, por último aplicar todas as regras K, ele deverá digitar &|k. A ordem 
de teste de aplicação das regras será: a regra e (representada por &), a seguir regra ou 
(representada por |) e por fim a regra K. Então, EntraEstrategia—' &|k" e o vetor estra-
tegia é inicializado com os endereços dos métodos procura-e(), procura.ou() e procura-k(). 
Analogamente para o vetor aplica-regra com relação aos métodos regra.e(), regra-Ou() 
e regra-k(), nesta ordem. Assim, Estratégia=[&¿Procura.e,&¿ Procura.ou, Procura.k] e 
AplicaRegra — {&¿Regra.e,&¿Regra.ou, & Regra .k]. 
Depois de realizadas as inicializações, é chamada a execução do método expand() 
que chama o método toma-raiz(). Este retorna o conteúdo do nó raiz do objeto tableau, 
inicializa a variável regra, que é o contador que controla qual regra está-se tentando aplicar, 
e evoca a execução do método expandfnodo, regras). O método expand() é chamado no 
início da execução da prova em um novo mundo (objeto tableau), quando nenhuma regra 
foi aplicada ainda e o conjunto de fórmulas está todo no nó raiz. 
Como os dois métodos estão tratando da expansão da árvore de prova, foi empregado 
o recurso de "sobrecarga de função" suportado pelo paradigma de programação orientada 
a objetos, que permite dar nomes iguais a funções com parâmetros diferentes. 
O método expand(nodo, regras) recebe como parâmetros um ponteiro para o nó atual 
e um ponteiro para a variável regras que contém a informação sobre qual regra está sendo 
aplicada. Esse é o método que controla a execução da prova e, por isso, é melhor descrito 
na próxima seção. 
Método expand (nodo, regras) 
O método expand(nodo, regras) primeiro verifica se há inconsistência no nó atual chamando 
a execução do método inconsistencia() e, em caso afirmativo retorna fechado — le termina 
a prova. Caso contrário, aplica as regras de tableau correspondentes à lógica em questão 
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conforme estratégia descrita no vetor estratégia. Isto é melhor descrito a seguir para cada 
regra. 
As regras clássicas, quando aplicadas, geram um novo nó do tipo nodo no tableau 
atual (a regra "ou" gera dois nós). Os atributos do novo nó são inicializados. O conjunto 
de fórmulas do novo nó recebe o conteúdo do nó atual menos a fórmula onde está sendo 
aplicada a regra, isso é feito com o método retirar (formula) da classe nodo. 
A seguir, conforme a regra que está sendo aplicada, inserindo-se a nova fórmula no 
final do conjunto de fórmulas do novo nó. Então é chamada uma nova instância do 
método expand(nodo, regras) através de recursão, passando o novo nó e o valor "zero" 
como parâmetros a fim de se tentar aplicar regras no novo nó, desde a primeira escolhida 
pelo usuário. 
Na figura 5.3 encontramos um trecho do código do método expand(). 
Por exemplo, se o nó atual contém a seguinte lista de fórmulas: A\B\UA\C A D; 
e o provador está aplicando a regra e sobre C A D, então gera-se um novo nó, filho 
do nó atual; o atributo nodo ..esquerda do nó atual recebe o endereço do novo nó; o 
atributo conjunto.de-fórmulas do novo nó recebe as seguintes fórmulas: A;B;OA; ao final 
do conjunto-de-fórmulas do novo nó são incluídas as fórmulas C (fórmula à esquerda de 
C A D) e D (fórmula à direita de C A D). 
Especificamente na aplicação da regra ou, é criado um nó à direita e um nó à esquerda 
do nó atual. A prova continua sendo executada criando nós à esquerda até encontrar um 
nó inconsistente, aí todas as instâncias de expand() são desempilhadas até o nó onde foi 
aplicada a regra ou e a execução continua à direita. 
Se for aplicada a regra-O é criado um novo objeto tableau que representa um novo 
mundo relacionado ao tableau (mundo) atual. Esse relacionamento é feito através do 
atributo mundos-acessíveis que é uma lista dos objetos tableau relacionados com o objeto 
tableau atual. 
Depois de aplicar a regra_0, optamos por continuar tentando aplicar regras no nodo 
atual e, consequentemente, no tableau atual. Só há avanço para o próximo mundo quando 
não há mais regras a ser aplicadas no tableau atual, ou seja, quando o vetor estratégia foi 
57 
//varre o vetor estrategia tentando encontar um método que 
//retorne true 
ENQUANTO (((this->*estrategia[regras])!=NULL) && (fechado != 0)){ 
SE (((this->*estrategia[regras])(node, *formula, r, &mundo))){ 
PodeAplicar=l ; 
break; 
} 
++regras; 
> 
//se encontrou uma regra que pode ser aplicada 
SE PodeAplicar-í 
//se a regra aplicada alterou um mundo acessível e encontrou 
//inconsistência vai para o novo mundo 
SE ((this->*AplicaRegra[Rules])(node, *formula, r, &mundo)){ 
expand((*mundo).pega_raiz(), regras); 
} 
SENÃO 
//se existe nó à esquerda 
SE (&(node.pega_esquerda())!=NULL){ 
regras=0; 
//expansão à esquerda a partir da primeira regra 
expand(node.pega_esquerda(), regras); 
//se encontrou inconsistencia a esquerda e tem nó a direita 
//caminhar à direita 
SE ((fechado)&& (&(node.pega_direita())!=NULL)){ 
exclui os mundos possíveis gerados qdo da expansão ã esquerda 
regras=0; 
expand(node.pega_direita(), regras); 
> 
> 
SENÃO 
{//se não existe nó à esquerda, continua tentando aplicar as regras neste nó 
regras=0; 
expand(node,regras); 
> 
> 
SENÃ0//se não encontrou nenhuma regra a ser aplicada{ 
//varrer mundos acessíveis 
SE ( fc(pega_mundos_acessíveis()!=vazio){ 
este_mundo;//var auxiliar 
PARA (este_mundo = mundos_acessíveis.início; 
este_mundo = mundos_acessíveis.fim; ++este_mundo) 
{ 
(*este_mundo).inicializacao(ftEntraEstrategia); 
//encontrando um mundo possível fechado, sai da recursão 
SE (fechado) RETORNA; 
> 
RETORNA; 
> 
> 
Figura 5.3: Trecho do código do método expand(nodo,regras). 
58 
varrido até o fim e nenhum método retornou true. 
Essa maneira de caminhar nos mundos é uma restrição na estratégia, que não pode 
ser alterada pelo usuário. Sabemos que a melhor opção é mesmo só mudar de mundo 
depois de esgotada todas as aplicações de regra no mundo atual porque, caso contrário, 
corre-se o risco de chegar em um mundo com poucas fórmulas, em que não há regras a 
ser aplicadas e ter que voltar ao mundo anterior. 
Ao aplicar cada regra clássica, o atributo lógico regra da fórmula em que foi aplicada 
a regra é atualizado para que não se tente aplicar a mesma regra na mesma fórmula. 
Quando todas as fórmulas da lista de fórmulas do nó atual estiverem com o atributo 
regra= "1", não há fórmula a ser aplicada naquele nó. 
No caso da regra_0, o atributo histórico D é atualizado para que o método expand() não 
aplique a regra em fórmulas iguais, o que geraria mundos possíveis iguais comprometendo 
a eficiência do provador. 
As regras T e 4 têm o problema de ocorrência de looping. Quando aplicada a regra 4 
em fórmulas do tipo OOA, por exemplo, pode-se gerar uma ocorrência infinita da mesma 
fórmula através dos ramos. A solução adotada é a sugerida em [26], ou seja criamos os 
atributos histórico T e historico4 que guardam as fórmulas em que já foram aplicadas as 
regras T e 4, respectivamente. 
Se houver um outro nó no mesmo mundo, avança-se para o novo nó. Caso não haja 
nó à esquerda nem à direita, vai se efetuar a busca nos mundos relacionados ao mundo 
atual. Isto é feito através de um laço que varre a lista de mundos acessíveis do começo ao 
fim. 
Cada regra de propagação e estrutural possui sua condição de aplicação. Por exemplo, 
para aplicar a regra K ou a regra 4, além de existir uma fórmula na forma OA no mundo 
atual, é necessário que exista um outro mundo possível relacionado a este. E essa veri-
ficação é feita checando se há elementos no atributo mundos possíveis do objeto tableau 
atual. 
Para aplicar a regra T, basta que haja uma fórmula na forma OA. Para aplicar a 
regra B, é necessário que haja um mundo possível relacionado ao mundo atual onde haja 
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uma fórmula do tipo OAe assim para as outras regras, conforme [4]. 
Foi implementada ainda a regra i que verifica se há axiomas de interação informados 
pelo usuário. Se o usuário informar o axioma de interação [a]A —> [b]A, significa que um 
tableau que possui a relação b no atributo relação, passa a ter também a relação a. Isto 
é feito varrendo-se os atributos relação de todos os objetos tableau da lista de mundos 
acessíveis a procura da relação be ao encontrar, insere b no final do vetor relação. 
Também foram implementadas as regras õ, C e De correspondentes ao axioma 5, ao 
axioma de confluência e ao axioma de densidade, respectivamente. 
5.6 Testes 
Com o intuito de comprovar a confiabilidade do GTTP, nesta seção apresentamos uma 
bateria de testes realizada para as lógicas monomodais K, KT, S4, S5 e K45 e para 
algumas lógicas multimodals. 
Utilizamos diversas fórmulas diferentes e tomamos o cuidado de testar fórmulas que 
utilizassem diferentes regras e diferentes estratégia e aplicação das mesmas. 
As fórmulas modais e multimodals avaliadas foram coletadas da literatura (notada-
mente dos exercícios propostos em [2],[37],[7],[25]) pois isto garante que o resultado correto 
seja conhecido. 
Colocamos 90 fórmulas para serem provadas em lote. Tais fórmulas foram assim 
divididas: 
• 30 fórmulas provadas em K; 
• 21 em KT; 
• 19 em 54; 
• 10 em 55; 
• 10 para algumas lógicas multimodals. 
Cada linha do arquivo de entrada (mostrado no apêndice B) contém: a fórmula, os 
axiomas modais da lógica para cada modalidade que houver na lógica e a estratégia de 
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aplicação das regras, além do valor esperado sobre a validade da fórmula na lógica em 
questão. 
O GTTP encontrou corretamente o resultado esperado em todas as fórmulas desta 
bateria de testes e o resultado gerou um arquivo de saída que é mostrado no apêndice C. 
Na próxima seção traçamos um comparativo entre o GTTP e dois provadores conhe-
cidos para lógicas modais. 
5.7 Comparação com outros provadores 
Nesta seção brevemente comparamos o GTTP com dois conhecidos provadores para lógicas 
modais: o LWB[25] e LOTREC[l2]. 
The Logics Workbench 
Desenvolvido na Universidade de Bern (Suíça), o Logics Workbench - LWB, é um provador 
baseado no cálculo de seqüentes que permite provas em diversas lógicas mas, ao contrário 
do GTTP, ele não é genérico. Além do mais, as provas são construídas automaticamente 
o que não permite ao usuário alterar estratégia de aplicação de regras ou de busca. 
LWB suporta provas em diversas lógicas tais como: lógica clássica, intuicionista, lógica 
temporal, tense logic (pltl e tk), lógica proposicional linear (11), algumas lógicas não-
monotônicas (lógica autoepistêmica, circunscrição, hipótese de mundo fechado, lógicas 
default) e, daí nosso interesse, algumas lógicas modais. São elas K, KT, S4 e S5 e multi-
modais kn, ktn e s4n. 
O LWB é, na verdade, um pacote que reúne diversos provadores de teoremas distintos 
em um mesmo ambiente, cada provador é ativado pelo usuário carregando-se o módulo 
correspondente. Como cada módulo foi desenvolvido separadamente, o LWB não pode 
ser considerado um provador genérico. 
Por outro lado, o LWB possui interface gráfica amigável e versões para diversas pla-
taformas. Há uma versão on-line onde o usuário pode executar uma seção via web [29]. 
Também é possível obter o pacote por ftp, permitindo a instalação e uso local. 
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Como falamos no começo desta seção, o LWB não é um provador genérico como o 
GTTP e possui estratégia fixa, tirando a liberdade que é dada ao usuário do GTTP. 
The Logical Tableau Research and Engineering Companion 
O LOTREC - Logical Tableau Research and Engineering Companion, assim como o GTTP, 
está baseado no conceito de provador genérico para lógicas modais e está baseado na 
mesma filosofia de [4]. 
A principal vantagem do LOTREC sobre o GTTP está no fato do primeiro ter sido 
projetado para ser tão genérico a ponto de permitir ao usuário inserir novas regras de 
tableau em tempo de execução através de uma linguagem própria. 
Na figura 5.4 observamos um exemplo de definição da linguagem: 
//LINGUAGEM 
connector falsum 0 true "FALSUM" 4 
connector and 2 true "_ ft _" 3 
connector not 1 true 5 
connector nec 1 true "•_" 4 
Figura 5.4: Definição da linguagem no LOTREC. 
Observe por exemplo, o segundo conectivo: and é seu nome, 2 é o número de argu-
mentos, as outras duas colunas servem para representação gráfica e 3 é a prioridade do 
conectivo em relação aos outros. 
Na figura 5.5 podemos observar a definição das regras de tableau: 
Para o LOTREC, a regra de tableau consiste de duas partes: descritor e ação. A 
primeira contém a aplicabilidade da regra e a segunda contém as operações no tableau. 
O LOTREC ainda está em implementação mas há uma versão beta para download 
disponível em [lõ] e exemplos para executar provas em K e K4. 
Ao contrário, o GTTP já está concluído e consegue realizar provas em qualquer lógica 
modal definida a partir de qualquer combinação do axioma K com os axiomas T, 4, 5, B, 
C (confluência) e D (densidade). 
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//REGRAS DE TABLEAU 
// classical: 
rule "and" 
descriptor hasElement nodeO 
action add nodeO 
action add nodeO 
end 
rule "not not" 
descriptor hasElement nodeO 
action add nodeO 
end 
rule "not and" 
descriptor hasElement nodeO 
action duplicate nodeO begin 
action add nodeO 
action add nodel 
end 
// modal: 
rule "diamond" 
descriptor hasElement nodeO 
descriptor isNotMarked nodeO 
action nevNode nodeO nodel 
action link nodeO nodel 
action add nodel 
end 
rule "K" 
descriptor links nodeO nodel 
descriptor hasElement nodeO 
action add nodel 
end 
Figura 5.5: Definição das regras de tableau no LOTREC. 
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E interessante notar que o GTTP e o LOTREC são complementares, isto é, LOTREC 
possui a interface desenvolvida e o GTTP, o provador. Provador esse que é extensível 
para outras lógicas modais cujas regras de tableau ainda não estejam implementadas. 
No GTTP, para obter-se tal adaptação basta inserir no código os métodos que im-
plementem a verificação de aplicabilidade da nova regra e outro que efetue a aplicação 
dessa regra, o resto fica por conta do usuário que deve inserir as novas regras na hora de 
executar uma prova para essa nova lógica. 
Essa facilidade de adaptação do GTTP para outras lógicas é abordada no capítulo 6 
onde mostramos uma aplicação do GTTP no raciocínio sobre ações. 
(and (variable A) (variable B)) 
(variable A) 
(variable B) 
(not (not (variable A))) 
(variable A) 
(not and (variable A) (variable B)) 
nodeO nodel end 
(not variable A) 
(not variable B) 
not nec (variable A))) 
CONTAINED 
(R) 
not (variable A) 
(R) 
(nec (variable A)) 
(variable A) 
Capítulo 6 
Uma aplicação do GTTP no 
raciocínio sobre ações 
Neste capítulo nós mostraremos o potencial do provador genérico GTTP definido no 
capítulo anterior. Faremos isto integrando o poder representational das lógicas modais 
com a flexibilidade permitida pelo GTTP e veremos como tratar cenários envolvendo 
raciocínio sobre ações. Nesta seção usaremos [a]A para representar • aA apenas para 
facilitar a leitura, uma vez que usaremos nomes longos para as ações. 
6.1 Uma lógica modal para raciocinar sobre ações 
Os problemas da área de raciocínio sobre ações são geralmente modelados no conhecido 
formalismo do cálculo de situações [35]. Este é um cálculo de primeira ordem para o qual 
as inferencias são feitas usando-se métodos circunscritivos, o que significa que estão no 
indecidível cálculo de segunda ordem [34]. 
Castilho et al [6] apresentaram uma alternativa para esta teoria baseada numa lógica 
multimodal chamada CAP (Lógica de Ações e Planos), com a principal vantagem de esta 
possuir um cálculo decidível baseado em tableau, daí nosso interesse. 
Basicamente, CÄP é uma lógica com um conjunto de operadores modais representando 
ações. Seja ACT um conjunto de ações atômicas (como andar ou abrir). Então, para 
a e ACT, é usada a lógica Ka para se descrever o comportamento desta ação a. Assim, 
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temos uma família de lógicas modais Ka, onde a G ACT. 
Com algumas convenções, esta lógica é ideal para raciocinar sobre ações. Por exemplo, 
a fórmula: Porta-Aberta —t [f echar jporta] Porta -Fechada representa o fato de que se a 
porta estiver aberta, executar a ação de fechar a porta nos leva a um estado onde a porta 
está fechada. 
Em termos gerais L —ï [a]A é lido: "Se L é verdade, então após a temos A". 
Para representar leis que são válidas sempre, foi definido um operador • do tipo 
54. Assim, a fórmula: • (L [a]A), significa que "sempre que L for verdade, A é 
verdade após a". O operador • é relacionado com cada a G ACT por um axioma de 
interação: DA —> [a]A. Sendo do tipo 54, garante-se que as fórmulas no escopo de • 
serão propagadas em razão da iteração inerente ao axioma 4. 
CAV é a lógica multimodal 0KTA + KQ,aeAcr + In,a, £ ACT. 
Definição 6.1.1 modelos) Também chamados de modelos para CAP, são quádruplas 
na forma M = (W, (Ra)aeACT, RD,T) onde W é um conjunto de mundos, RA e cada RA 
são relações binárias em W e r é uma interpretação dos átomos. 
As condições de verdade são as usuais, em particular: 
• \=w [a]A se para todo w' 6 W: wRaw' implica A; 
• DA se para todo w' G W: wR0w' implica A. 
Representar cenários clássicos que envolvem ações em CAV é trivial. Considere por 
exemplo, o cenário do tiro em Yale [22], onde alguém tem uma arma descarregada, tem 
disponível as ações para carregar a arma e para atirar com ela. O objetivo do cenário é 
provar que após as ações carregar a arma, e depois de um certo tempo atirar terem sido 
executadas, haverá a morte de uma pessoa. 
Considerando que a pessoa esteja inicialmente viva, em CAV escrevemos assim, para 
representar a situação inicial e o comportamento das ações: 
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Exemplo 6.1.1 [cenário do tiro era Yale] 
LEIS = 
0(esperar)T, • (carregar)T, •(aíírar)T, 
• [atirar] Carregado, 
0(Carregado —• [atirar]->Vivo), 
n(->Vivo —> [atirar]->Vivo), 
0{{-iCarregado A Vivo) —• [aiirar] Vivo) 
D(Carregado —¥ [esperar]Carregado), 
•(-•Carregado —• [esperarle arregado), 
n(Vivo [esperar]Vivo), 
U(-TVÍVO —¥ [esperarj-iVivo), 
• [carregar]C arregado 
•(-iVivo —• [carregar]-iVtro), 
d(Vivo —» [carregar]Vivo), 
; 
BC = {-iCarrepacío, Vivo}. 
É possível em CAV provar: 
\=CAV {BC ALEIS) —» [carregar][esperar][atirar]{->C arregado A Vivo). 
Isto é, a pessoa estará morta depois que as ações carregar a arma, esperar e atirar 
forem executadas. 
Axiomática e tableau para CAV 
A axiomática de CAV é formada pelos seguintes esquemas de axiomas e regras de in-
ferencias: 
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PL todas as tautologías da lógica clássica proposicional, 
*"([«]) [a](A {[a]A [a]B), 
K(U) • ( A B) -»• (DA ->• • B) 
T( • ) DA A 
4(D) OA UUA 
/(•,[<*]) UA -> [a]i4 
MP de A e A —> B infere B 
RN(D) de A infere UA. 
RN([a]) de A infere [a\ A 
Ura método de tableau para CAV foi definido em [6] e pode ser colocado nos moldes 
do que foi apresentado no capítulo 4. 
• Regra ±: A,^A,S ^ A,^A,X,S 
• Regra -1-1/4, S • — s . - . - i A , A , S r • 
• Regra A: A AB, S —^ A A B,A, B,S 
• Regra V: -,(A A B),S ->(A A B), C, S 
• Regra O: OA, S =>• OA,S. .A 
• Regra (a): (a¡A,S => (a)A,S+QL+ A 
• Regra KQ \ °A,Sm , ,51 =>• ü/l.S. .A, 51 
• R^gra K[a] : [a] A, S., A ^  51 =>• [a]/t,S.#ÇL_# A, SI 
• Regra r [a]: [a]A,S 
• Regra 4[aj: S,[Û]>4.« , ,51 =>• S.taJ/l^jau, Sl,[a]>4 
• Regra I(AI0Y. 5 . « . Si =>• S.çt.Q s i 
Infelizmente em CAV o problema do quadro [35] não está resolvido: há a necessidade 
de um número muito grande de axiomas de quadro nas representações. Na seção seguinte, 
tratamos da solução proposta em [6]. 
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6.1.1 CAV 
Castilho e seus colegas [6] resolveram o problema do quadro em CAV introduzindo uma 
relação de dependência entre ações e literais. 
Basicamente, substitui-se os axiomas de quadro 0 (L —> [a)L) por uma informação de 
independência entre a ação a e o literal L: a Represent ando-se a independência 
através do complementar do conjunto, ou seja, a dependência, chega-se a solução. Para 
maiores detalhes ver [õ]. 
Axiomática e tableau para CAP 
Para adaptar CAV para comportar esta solução, Castilho e seus colegas construíram a 
base de informações sobre dependência como uma informação extra lógica e adicionaram 
à semântica de CAV as seguintes restrições nos jCAP-modelos: 
• FT-^Peiu^ T(P) =$> w' G. r ( P ) ; 
• AFN P ew £ T(P) =>w'E T(P). 
Exemplo 6.1.2 (O cenário de Yale representado e m CAV 
carregar Carregado, 
atirar ->Carregado, 
atirar -<Vivo 
; 
LEIS = 
• {esperar)T, 
d(carregar)T, 
D (atirar) T, 
• [carregar] Carregado, 
U[atirar]-*C arregado, 
• (Carregado —• [atirarj^Vivo), 
a((->Carregado A Vivo) —• [atirar]Vivo), 
; 
BC = {-'Carregado,Vivo}. 
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É possível provar em CAV 
\=CAV-~ {BC A LEIS) —> [carregar][esperar][atirar](^Carregado A -iVivo) 
A relação de independência esperar t¿> -iCarregado garante que a arma continua 
carregada depois de esperar, o que é um problema nos métodos clássicos. 
Para adaptar o método de tableau foi necessário escrever duas regras que captassem 
a semântica da relação de dependência: 
• Regra RP: r.7.<?ta . .«ri r.,s,a . r.,.«?i 
• Regra RR: .v ( a . ¿ , 5 1 r - , s . a . z,,5i 
São duas regras de propagação, levam em conta a semântica da relação de dependência 
quando um novo nó é gerado. Na primeira, sempre que L está em algum nó do tableau, 
se a ->L então o literal L é copiado para todos os mundos acessíveis a partir daquele 
nó através de a . Essa regra é chamada de RP (Regra de Persistência). 
Agora , suponha por exemplo que a P e ß ->P por um átomo P e ações o;, ß. 
Então, a fórmula ( a ) P A (ß)~,P é insatisfatível em CAV mas a regra RP não é 
/ 
suficiente para a prova. E preciso resolver isto usando a regra RR que propaga literais do 
novo mundo para o mundo que o criou. 
Na próxima seção mostraremos como adaptar o GTTP para suportar esta teoria. 
6.2 Adaptando GTTP para raciocinar sobre ações 
Nesta seção mostramos como estender o GTTP para provar fórmulas em CAV e CAV 
Isto é feito implementando-se métodos que executem as regras de tableau da lógica em 
questão. 
6.2.1 Adaptando GTTP para CAV 
O GTTP suporta provas em lógicas multimodais com axiomas de interação. Logo, é capaz 
de provar fórmulas em CAV. Assim, não há adaptações a fazer. 
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Basta que o usuário entre com as informações corretas. Depois de informar a fórmula e 
a estratégia, deve informar os axiomas de interação entre • e [a], um para cada operador 
[a] que aparecer na fórmula. O usuário ainda deve especificar os axiomas de cada operador 
modal. Não esquecendo que para • os axiomas são T, K e 4 e para os operadores [a], 
apenas K. 
Por exemplo, no caso do cenário do tiro, os operadores modais utilizados são • , 
[carregar], [esperar] e [atirar], Assim, o usuário deve informar que há interação entre • 
e [carregar], entre • e [esperar] e ainda entre • e [atirar]. 
As regras de tableau para CAV surgem através da combinação das regras de tableau 
para Ka e das regras para 54. Assim temos, em comum às duas lógicas, as regras clássicas 
e o axioma de iteração. De Ka as regras (a), K[a] e de 54 a regra O, a regra K,T e 4. 
Uma vantagem é que as regras K, O, T e 4 foram implementadas de modo genérico 
de forma que um mesmo método serve para provas com operadores indexados ou não. 
A seguir, um exemplo de entrada de dados no GTTP para provas em CAV onde 
o usuário deve informar a fórmula a ser provada, os axiomas para cada operador e a 
estratégia de aplicação das regras1: 
("L0ADED&[][load]L&[](L0ADED->[wait]LOADED)& 
[](~L0ADED->[wait]"LOADED))->[load]LOADED ; 
. tk4 load k wait k . load . wait ; &|~tik4; 
6.2.2 Adaptando GTTP para CAV 
A adaptação do GTTP para CAV se deu apenas pela implementação das regras RP e 
RR. 
Além da inclusão dos métodos que implementam as regras em si, foi preciso incluir mais 
uma entrada informada pelo usuário. Agora, além de inform ar a formula, a estratégia, as 
regras de tableau para cada operador e as interações, o usuário também deve informar o 
conjunto que contém as relações de dependência. 
'No exemplo, os axiomas para os operadores modais são representados informando o índice do operador 
seguido dos axiomas. Dessa forma está informado que • (representado por ".") possui os axiomas 
T + K + 4 e os operadora [wait] e [load] o axioma K e os axiomas de interação I(0,load) e I (O,wait). 
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O princípio da aplicação das regras RP e RR é o mesmo das demais regras. Primeiro 
foi implementado um método que verifica se a regra é aplicável naquele momento e depois 
um método de aplicação da regra. Os novos métodos fazem parte da classe Tableau. 
Outra adaptação necessária foi no método inicialização(EntraEstrategia) para inserir os 
endereços dos novos métodos nos vetores estrategia e aplicajregra caso sejam solicitadas 
pelo usuário. 
No caso da regra RR, o método que verifica se a regra pode ser aplicada é o método 
busca JtR(nodo, formula, mundo). Esse método procura um literal no nó atual, varre 
a lista de mundos acessíveis até encontrar um onde a regra possa ser aplicada. Essa 
verificação é feita pesquisando se no atributo relações e no conjunto das relações de de-
pendência (representado em uma matriz que é uma variável auxiliar) contém um índice 
que cause a negação do literal encontrado, em caso afirmativo a regra não pode ser apli-
cada, não encontrando índice que cause a negação do literal, a regra pode ser aplicada, 
os parâmetros mundo e formula são atualizados com o endereço do objeto tableau onde a 
regra poderá ser aplicada e com o literal a ser propagado. 
A aplicação da regra é feita pelo método regra.RR(nodo, formula, mundo) que copia 
o literal formula para o mundo mundo. 
Para a regra RP, o método que verifica se a regra pode ser aplicada é o método 
busca.RP(nodo, formula, mundo). Esse método varre a lista de mundos acessíveis até 
encontrar um onde a regra possa ser aplicada. Essa verificação é feita procurando um 
literal no conjunto de fórmulas de cada mundo acessível. Encontrando um literal, o 
método verifica no atributo relações e no conjunto das relações de dependência desse 
mundo se existe um índice que cause o literal encontrado, em caso afirmativo a regra não 
pode ser aplicada, não encontrando índice que cause o literal, a regra pode ser aplicada, 
os parâmetros mundo e formula são atualizados com o endereço do objeto tableau onde a 
regra poderá ser aplicada e com o literal a ser propagado. 
A aplicação da regra é feita pelo método regra.RP(nodo, formula, mundo) que copia 
o literal encontrado em um mundo acessível para o nodo atual. 
Para executar provas em CAV o usuário deve informar a fórmula, os axiomas 
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para cada operador modal, a estrategia e, por último a relação de dependência. No 
exemplo abaixo vemos como fica a entrada de dados para executar a prova da fórmula 
->((a)LA (b)-iL) na lógica axiomatizada por T + K + 4 para • e K para [a] e [b] mais os 
axiomas de interação / ( D j a j ) e /(•,[&]) com as seguintes relações de dependência: I L, 
s^ L e s ^ A. Ou seja, CAV : 
~(<a>L&<b>"L) ; . tk4 a k b k ; . a . b ; &|~t<ik4fs ; 1 L s ~L s "A ; 
E assim mostramos como o GTTP além de realizar provas em diversas lógicas modais, 
é facilmente expansível para outras lógicas. Para novas lógicas que sejam formadas pelos 
axiomas modais cujas regras de tableau correspondentes já estão implementadas, basta 
passar as informações corretas para o GTTP. 
Relembrando, para lógicas que utilizem regras diferentes, basta criar um método que 
procure a aplicabilidade da regra e outro método que aplique a regra e atualizar o método 
inicialização (EntraEstrategia) para que insira nos vetores estrategia e aplica.regra os en-
dereços para os novos métodos quando o usuário quiser utilizá-los em uma prova. 
2Se olharmos só axiomatização a lógica definida no exemplo é CAP, sabemos que a prova será execu-
tada em CAP devido à informação das relações de dependência: Í~>L, s Le s^ A representadas 
por "1 L", "s L" e "s A", respectivamente. 
Capítulo 7 
Conclusão 
Neste trabalho apresentamos a especificação e a implementação de um provador de teo-
remas para lógicas modais normais baseado em métodos de tableau, que contrariamente 
aos provadores comumente encontrados, pode ser considerado um provador genérico. 
Denominado GTTP, ele foi projetado para receber como dados de entrada a especifi-
cação de uma lógica e a partir disto se autoconfigurar para poder provar fórmulas nesta 
lógica. Esta especificação é feita a partir dos nomes dos axiomas que definem a lógica 
modal em questão, como é usual em lógicas modais. 
Acreditamos que este provador vem preencher uma lacuna no contexto de represen-
tação do conhecimento, uma vez que as lógicas modais já eram consideradas um formalis-
mo capaz de representar noções importantes do raciocínio humano, tais como obrigação, 
crença, saber, percepção, tempo, ações e programas dentre outras. 
A implementação de tal provador somente foi possível graças a teoria de que pode-se 
associar as propriedades semânticas da relação de acessibilidade que define uma lógica 
modal com uma ou mais regras de tableau. Isto foi bem capturado a partir da teoria de 
que as regras de tableau podem ser classificadas em dois tipos, as regras de propagação e 
as regras estruturais. 
Infelizmente, isso não ocorre com os tableau tradicionais para as lógicas modais. Ge-
ralmente são criadas regras de tableau para lógicas específicas, muitas vezes agrupando em 
uma única regra a representação de dois ou mais axiomas. São provadores específicos para 
72 
73 
lógicas específicas, ou, quando muito, um conjunto de provadores independentes reunidos 
dentro de uma mesma interface. 
Também tomamos o cuidado de permitir ao usuário do nosso sistema a liberdade de 
definir parte da estratégia de busca. Esta liberdade é restrita à indicação da ordem em que 
as regras serão aplicadas. O objetivo é permitir experiências de verificação de completude 
das estratégias. Por exemplo, no sistema de tableau para K, qualquer estratégia que trate 
a regra de possibilidade antes de aplicar todas as regras de disjunção leva o provador a 
encontrar uma prova incorreta da fórmula. 
Até onde pudemos averiguar, GTTP é o único provador modal implementado que 
consegue realizar provas em qualquer lógica multimodal (em particular monomodal) que 
seja definida como qualquer combinação do axioma K (pois estamos no quadro das lógicas 
normais) com os axiomas T, 4, 5, B, C (confluência) e D (densidade). 
GTTP foi possível de ser desenvolvido graças a algumas características interessantes 
das linguagens orientadas por objetos, notadamente a sobrecarga de funções e a possibili-
dade de se criar vetores de ponteiros para métodos. A programação orientada por objetos 
também facilitou o desenvolvimento dos módulos e classes e tornou o código suficiente-
mente modular permitindo a evolução do código para poder tratar também de outras 
lógicas modais ainda não suportadas. 
Como exemplo deste último aspecto, nós mostramos como adaptar o GTTP para pro-
vas na Lógica de Ações e Planos utilizada para representar cenários envolvendo raciocínio 
sobre ações. Assim, o GTTP é hoje o primeiro provador em funcionamento que é ca-
paz de corretamente provar cenários com situações reconhecidas como problemáticas na 
literatura por envolverem persistência e ramificações. 
Uma outra contribuição do nosso trabalho foi a apresentação introdutória simplifi-
cada das lógicas modais, com a preocupação didática de facilitar a introdução de não 
conhecedores de lógicas modais neste interessante assunto. 
Como trabalhos futuros acreditamos que muito pode ser feito no que se refere à inter-
face do GTTP. Acreditamos que uma integração da interface proposta pela equipe que 
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desenvolveu o LOTREC pode casax perfeitamente com este trabalho. 
Como o objetivo era desenvolver um provador de teoremas, não nos preocupamos com 
a explicação de respostas obtidas. Estas podem ser importantes coadjuvantes no ensino 
de lógica e de métodos de tableau, pois podem servir de base para programação de uma 
interface gráfica que destaque o conceito de "mundos" existentes nas lógicas modais. 
A implementação do GTTP também pode ser integrada ao LabPAT, o projeto desen-
volvido pela equipe do Laboratório de Inteligência Computacional que pretende desenvol-
ver um laboratório para provadores automáticos de teoremas. O GTTP pode constituir 
o módulo de "lógicas modais" ao lado do módulo "lógica clássica de primeira ordem" já 
disponível para sistemas baseados em resolução [ll]. 
Neste sentido, o GTTP poderia ainda ser programado de maneira a torná-lo mais 
genérico, pois atualmente ele realiza provas apenas em profundidade na árvore do tableau, 
e é limitado por obrigar as provas a aplicar todas as regras possíveis em um mesmo mundo 
antes de passar para outros. 
Acreditamos que com estas alterações o GTTP não será apenas um provador de teo-
remas mas parte de um sistema maior que visa melhorar o conhecimento e o aprendizado 
sobre lógicas modais aplicadas à representação do conhecimento. 
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APÊNDICES 
/* tableau.c 
* implementação dos métodos definidos tem tableau.h 4 ultimas modificações: 10/02^2003 */ 
«include "tableau.h" H Classe Formula Formula.FommLi ) 11 
Formula: .-Formulai ) 
Í 1 
//nega uma formula 
Formulai Forniufa:;negation() 
1 
Formula *ncir=ncw Formula; 
switch(this->get_type()) 
I 
case NEGATION'. 
neg->set_type(D0UBLE_NEGAT10N); 
break; 
case NECESSITY: 
neg->set_t>pe( POSSIBILITY); 
break; 
case POSSIBILITY: 
neg->set_type(DOUBLE_NEGATIO.N); 
break; 
case CONJUNC TION: 
neg->set_type( DISJUNCTION); 
break; 
case DISJUNCTION: 
neg->sel Jype(DOU BLE_N EGATION), 
break; 
case DOUBl.E_NEGATION: 
neg->set_ l>pe( DOU B LE_N EG ATION ); 
break; 
case PROP_VARI AÍÍLE: 
neg->set_typc<NEG ATION), 
break; 
I neg->set_sentence(',-"^ this->get_sentence()); neg^ seljeftf'ttiisl; neg->set_right(); return *neg; 
1 
//transforma fórmula substituindo //abreviaturas e nega Formulai Fûrmula.'negi ) 
I Formula 'neg^new Formula; 
switch(ihis->get_type()) { 
case PROP_ VARIABLE: neg->set_lype( NEGATION); neg->üct_scntence( +this->get_sentence( ) ); neg->set_left(*this); neg'>sct_righi(). 
neg->sel_action(this->gei_aclionl )); neg->set_rule(0); break; case PROP_CONSTANT: 
neg->seuype<PROP_CONSTANT); iflthis->get_sentence( )="true" ) neg->set_sentence(" false"'); else 
ncg->.scl_îK. ,iUcfife{ " l ine") ; 
n c g - > s c t j e f l < K 
neg ->se t_ r igh t ( ); neg--'set, action(this--gcl_uction( )); neg->sel_rule(0); break; case NEGATION: *neg=this->getjef\( ); break; case CONJUNCTION: neg->set_type(NEG_CON JUNCTION); iflthis~>gei_sentence().substr(0,1 )="(") neg->set_sentence< this->gei_sentenceO). else{ 
neg->set_st*ntence(Vi ihis->get_sentence( H Y); neg->set_ sentence! >neg->get_scntenceO); 
i neg->setjefu*this); 
neg->set_right(); 
neg->set_aetioiiit}ns->get_action< )); 
nt'g->sct_rule(D); 
break; 
case NECESSITY: 
neg->setj>pe(NEG._NECESSITY>: 
neg->set_sentence< Mhis->gel_sentenceO). 
rieg->seUefi( *this), 
neg->sef_righ« ): 
neg->set_action(this->get_action()); 
neg->sei_rule<0); 
break; 
case NEG .CONJUNCTION: 
*neg=this->get_left(); 
break; 
case NEG_NECESSI J Y: 
*neg=this->geljeft0; 
break; 
case tX)UHLE_NE(iATION: #neg=this->get_lent ); 
break; 
Í refum *neg; 
! 
Formulai Formula;:adjusi( ) { 
Formula* adj=new l:onnula; Formula* tmp=new Formula; //auxiliares Formula* tmpl=new Formula; Formula* tmp2=new Formula; Formula* tmp3=new Formula; Formula* tmp4=new Formula; 
switch(lhis->geMype( )) { 
case PROP_VARIAHLE: 
adj=lh¡s; 
break; 
case PROP_CONSTANT: 
adj=lhis; 
break; 
case NEGATION: 
adj=this; 
break; 
case CONJUNCTION: 
adj ->se tJype<CONJUNCTION); 
adj->sel_lefK gel_left( ).adjust()); 
adj->sel_right(gel_right0.adjust0); 
adj->set^action(this->gel_action()); 
ifïthis->gel_seruence( ).substr(0,1 ) = " ( " ) 
adj->set_sentence("("-tadj->gct_left().gel_sentenceO+ 
"&"t-adj->get_right().ge(_sentence( >+")"); 
else 
adj->set_sentence(adj->get jen() .gel_senlence() t-
" & "+adj ->get_right( ).get_sentence< ) ); 
break; 
case DISJUNCTION: 
adj->set_type(NEG_CON JUNCTION); 
tmp->sei_leR|gei_left().adjusI().neg(|); 
tinp->seLright(gel_right< ).adjust( ).negl )); 
tmp->sel_senlence{tmp->gel_left().gel_sentence()+ 
'&'+tmp->get_righu l.get_senlence< )), 
lmp->set_lype{ CONJ UNCTION ); 
adj->set J e f t ( ' t m p ) ; 
adj->sei_righi(); 
adj->sel_sentencc( '( '4adj->get„lei\0.gcl_sentence()+ ,) r); 
adj->set_sentence("~"+adj->get_senteneeO); 
adj->sct_action{this->get_actionOV, 
break; 
case IMPLICATION: 
a<Jj->sel_lype(NEG_C0NJUNC110N); 
l m p . > s e t j e f t | g e l j e f t ( ) . a d j u s l ( ) ) ; 
tnip->sel_righ[(gcl_right( ).adjust( ) neg()); 
tmp->sct_sentence(tmp->get_lef t0.gel_sentence0+ 
'&'Mmp->get_r¡ght0.get_sentence0); 
lmp->set_type(CONJ UNCTION ); 
ad j ->se t j e f t (* tmp) ; 
adj->sel_righl(); 
adj->sel_sentence{'< ' t a d j - > g e t j e f t ( ).gel_scnlence()*-')'); 
adj->set_sentence("~"+adj->gel_sentenceO); 
adj->set_aclion(this->gel_action()); 
break; 
case BICONDITIONAL: 
adj->sei_typetCONJUNCTION); 
// ramo a esquerda 
tmp2->set_type(CONJUNCTION); 
tnip2->sel_left(gc(_left( ).adjusc{)); 
tmp2->sel_right(gel_right(). adjust) ).neg()); 
tmp2->set_sentence('('+tmp2->getjeft0gel_sentence{)+ 
'&H tmp2->ge(_right( ).gel_sentence< )+')•); 
tmpl ->sel_type(NEG_CON JUNCTION); 
Imp 1 ->sel_left( • tmp2 ); 
tmpl->set_right(); 
tmp I ->scl_senlence( Hmp2->gel_sentence( )); 
// ramo a direila 
tmp4->sel_Iype( CO NJ U NCTION ); 
tinp4->set Jef t (gel_r ight( ).adjusl( )); 
tmp4->set_right(gel_lefl().adjustl ).neg( I); 
lmp4->set_scnlcnce( 'I ' t lmp4->geUef tOge t - s eu l ence ( ) > 
lmp4->gcl_righl( ).get_sentence( H T ) : 
lmp3->sel_type( NEG_C'ON J UNCTION); 
tmp3->sel_leftl *lmp4); 
lmp3->sel_ngh[( ); 
tnip3->set_senlcnix("~" ' tinp4->get_seritcnce( I); 
// raiz 
adj->se(_lcft( ' I m p I ); 
adj->sel_righll*lmp3); 
adj->set_sentence( tmpl->gel_senlcnceO f 
lnip3->gel_senlence()); 
adj->sel_actiont1lns->gct_actii>n()l; 
break; 
case NECESSITY; 
adj->set_lype( NECESSITY ); 
adj->sel_lefi(gel Jcñ() .adjust ! ) ) ; 
ailj->set_seniencL-("|" t lhis->gel_aclioiH) i "]" i 
adj->gel_lefl( ).gct_sentencc()); 
adj->set_righUI: 
adj->set_actionttliis->gct_aclionU); 
adj->sct_ok_i( false); 
break; 
case POSSIBILITY: 
adj ->se t_ typetNE(i_NECESSITY); 
unp->sel_typel NECESSITY); 
tnip->sel_len(gcl_lL'fl( l adjusn ).neg{ I); 
tntp->set_right(); 
tmp->set_sente[icc("[' '1 lhis->gcl_aclion( )t ")" » 
"("+tnip->gcl_left( ).get_sentence( ) i " )" ); 
adj->set_left( *tnip); 
adj->set_senlence( ' - ' tadj->gel_left( ).gcI_scnlciKc( II; 
adj->set_rightt); 
adj->set_aclion(ll>is->gct_action( )); 
adj->set_i)k_i(false); 
break; 
case DOUIJI .E_Nr .GAl ION: 
*adj=(this->gel _lef t | ).get_lefi( ».adjust! ); 
break; 
case N E G J / O N J U N t H O N : 
adj=this; 
break; 
case N E G . D I S J U N C T I O N : 
• a d j ^ g c t j e f l l ) .adjust» l.negO; 
break; 
case N E G J M P L I C A T I O N : 
* a d j = g e t j e f t ( ).aüjust().negO; 
break; 
case NEG„ BICONDITIONAL: 
*adj-get_le l l | ).adjusl| ).negl ); 
break; 
case NEG_NECESSITY: 
adj->set_type |NEG_NECT.SSIÏ Y| ; 
adj->sel_lef i(gcMefl( ).adjust()); 
adj->sel_sentence("~" »adj->gctJeÜO.gel_sc'nlence{)); 
adj->set_action(this->get_action()); 
break; 
case N E G J ' O S S m i l . l T Y : 
•adj=get J e t ) ( ).adjust().neg( ); 
) 
return *adj; 
1 
//varre o vetor multimodal para ver se a regra pode ser aplicada a tal indice 
bool Formula::is_ok(char R) 
I 
string acao = action; 
bool achou = false; 
int i = 0; 
while<Multimodal¡i¡(0)!="tchau" && Multimodal(i)[0J != acao) 
{ i f ( (acao = "")&& (Mul t imoda l [ i ] |0 ]=" . " ) ) break; 
i++; 
) 
if ( (Mul t imodal | i | | 0 | = acao) || (Mul t imoda l ( ¡ l [0 ]=" . " &&. acao=="" | ) 
{ 
inl pos = 0; 
string regras = Multimodal^ j( I ]; 
regras = regras + *\0'; 
while(regras(posj!=V)'){ 
if ( r eg ra s [pos J= R ) | 
achou - true; 
break; 
i 
pos++; 
) I 
else achou = false; 
if (achou) return true, 
else return false; 
I 
//verifica se uma fórmula está dentro de uma lista de fórmulas 
bool Formula::is_in(list<Formula>& set) 
{ 
Iis«Formula>;:i terator it_set=set.begin!); 
while(it_set !=set.end( )) 
f 
i/¡get_senience( )==( *it_set).get_seiiience()) 
return true; 
•t-Hi_set; 
I 
return false; 
I 
bool Formula;:is_in_ac(ion(list<Formula>& set) 
{ 
lisl<Formula>::itcraUir il_set=set.begin(); 
while(it_set!=set.end(» 
{ 
¡flget_action(|—<*il_set).get_action()) 
return true; 
++it_set; 
I 
return false; 
I 
//classe Node 
Node;;Node() 
{ 
left = NULL; 
right = NULL; 
) 
Node: : -NodeO 
I I 
l ist<Formula>& Node::complementary( Formula formula) 
{ 
list<Forrtiula> *compleinent=new list<Fomiula>(); 
l ist<Fonnula>::iterator it_set=(this->get_formula_scl( H.heginO; 
I ist<Formula>;: iterator it_comp=( *complemenl).begin(); 
while(it_sel!=(this->get_fonijula_setO).end()) 
( 
i f(( ' i t_seI) .get_sentenceO!=fonnula.get_sentence()) 
( ' complemen t ) . insert( t 'complement) . enii( I, *it_se(). 
-t-tit_set; 
n it_comp; 
I 
return ' complemen t ; 
I 
//retira os operadores | ) e <> de X 
list<Formula>& Node::unbox_X() 
I 
list<Forrnula> •unbox_se(=new list<Formula>(); 
list<Formula> .-.iterator it_set=(lhis->get_formi)la_selO).heginO; 
list<Formula>:;ilerator it_box=<*unbox_sel).begin(); 
while(it^sei!=tthis->get_formula_set()) .end()) 
I 
i ( U ' i l _ s e l > . g e t _ [ > p e ( ) = = N L C Ë S S I T Y ) 
( * u n b o x _ s e t ) . i n s e r t ( ( * u n b o x _ s e t ) . e n d ( ) , ( * i t _ s e l l . g e U e f t O ) ; 
t l i t _ s e l ; 
^ t i t _ b < ] x ; 
1 
return *unbox_sel; 
l ist<Formula>& Node::undiamond_X( ) 
{ 
list<Foimula> *uridiamond_set=new list<Formula>( ); 
list<Formula>::iterator it_set=(this->get_formula_sc*H)).begin<); 
lisl<Formula>:;iterator it_diamond=<*undiamond_set).begin(); 
while(itwse(!=r<íhis->gef_formula_sc*tí}).end()) 
{ 
ift(*it_set).get_type( )—POSSIBILITY ) 
( *undiamond_sel ).insert(( •undiamond_set) .endl ),( *it_set ).get J e f t ( 
++it .set ; 
+ +-it_diamond; 
Í 
return *undiarnond_seí; 
I 
//Verifica se o nó tem inconsistencia 
booJ Node::inconsistent |) 
I 
Formula* form=new Formula; 
form->set_sen te nc e( " Pa Ise" ); 
i f( f o r n » i s _ i n ( get_formula_set( ) )) 
return true; 
return false; 
I 
/ / impressão na tela 
void Node::print() 
lisi<l:omuila>:: iterator ii=(lhis->get_formula_set()).begin(); 
while(ilHthis->get_formula_set()).end()) 
( 
coul << l'ill .gel_senlence() « " ; "; 
^ it; I 
coui<<"\ji"; 
I void Node:print_historyO < 
lisl<Kormula>: iterator it=<this->get_history()>.begin(); 
cout « "history: \n"; 
while(it!=<lhis->get history()).end( )) 
( cout << (•il).get_senlence() « " ; "; l-til; 
I 
I void Node:prinl_historyDO 
( 
list<Formula>::iteralor it=(th¡s->get_historyD{)|.begin(); 
cout « "history Diamond: \n"; 
while(it!=(this->get_hisloryD()).end( )) { coul « t*il).gel_scntence( ) « " ; "; ++it; 
I 
1 void Node:prinl_historyTO 
I 
list<Kormula>: iterator it=<this->get_historyT()).begin(); 
cout « "history Regra T: 
while(i(!=(this->gcl_liistoryTO).endO) 
( cout « fit).gel_scnlence() « " ; "; •Hit; 
I 
I //classe tableau 
Tableau:Tableau( ) 
i 
roor=new NodeO; 
accessible_worlds.clear( ), 
1 
Tableau::Tableau(l:onnula& formula):rooU ) 
i 
get_root( ).add_A>nm>l;»( formula); 
accessible, worlds, clean ); 
) 
Tableau:~Tableaui ) 
( i 
bool Tableau::is_ok_i(l;ormula& formula) 
( 
//verifica se há axioma de iteracao entre o indice da formula e o vetor de relações do mundo bool achou = false; vector<string>::iterator inaction = this->relation.begin(); 
int i = 0; while ((it_acii()n)!=,iliis-"'relali<»i].citd( )){ whi le{ interact ion| i 110 J! ="endi " ) 
{ if (interaction| ¡|0)--fornuila.gel__action() 
interactional! I [ ~= *it_action ) 
return true; 
if (formula. get_acion{ )="" && 
¡nteraction[i)jÜ)="." && interactional I j — *ii_action) 
return true; 
ÍM; 
) » * ¿!_ac!ion; 
1 return false; 
i 
bool Tableau:;is_in_rdyiion(l;omnila& formula) 
I /•verifica se a acao da formula está no vetor de relacan do mundo*/ 
vector<string>::iterator it_action= this->relation.begin( ); 
while(it_action!=this->ielation.endO) 
i 
ill formula.get._actu>n( *ii_action)) return true; if (formula.get_aciionl )-="" && (*it_aclion )"".") return true; *-Mt_action; 
I return false; 
i //impressão na tela 
void Tableau::prini_relation( ) 
i 
vector<slring>::ilerator it_action= (his->relation.begiii( ); 
while(it_action!=this->ielation.end( )) f cout « *it_action " " ; 
-H-it_action; 
Í 
} //vane o vetor multimodal para ver se a regra pcxie sei aplicada a tal indie 
bool Tableau::search_dep(string literal, string acao) { 
int i,j=0; for (i=0;i< IÜ; UM if(dep|i][j]=="endd") 
break; else 
if ((ilep|i |j]=~acao) && (dep[i |[j » 1 |=literal )) return tnie; return false; 
I 
void Tableau::initializa1ion(string* F.ntralistrategia) 
I int posicao = 0; 
fechado = false; 
for (posicao=0;posicao< 15;posicao h ) { 
swi tch« *[ ;nlraEsirate | j ia) |posicao]) 
I 
cuse '&': 
( th is ->Esl ra iegiu(pos icao | ) = &Tableau : :Search_and ; 
( th i s ->Apl icaRegra |pos icao] ) » &Tablcau : :and_ru le ; 
break; 
case 'j': 
( th is ->Estra tegia(posicao)) = &Tableau: : í iearch_or ; 
( th i s ->Apl icaRegra lpos¡cao] ) « &Tab!eau: :or_rule ; 
break; 
case 
( th is ->Estni tegia(posicao]) = &Tableau : :Search_neg ; 
( lh i s ->Apl icaRegr j (pos icaoJ ) = &Tableau : :neg_ru le ; 
break; 
case 'I': 
( th is->Estra tegia(posicao]) = &Tableau : :Sea rch_necT; 
{ this->ApIicaRegra(posicao]) = &Tableau: : t_ru le ; 
break; 
case 'k': 
( th is->Estr . j tegia |posicao]) = & Tableau . :Search_k; 
( th i s ->Apl icaRegra(pos icao] ) « &Tableau : :k_ra le ; 
break; 
case '4': 
( th¡S '>Esl ra tegia |pos icao)) = ¿¿Tableau: :Search_4; 
( th i s ->Apl icaRegra lpos icao] ) = &Tableau : :R4_ru le ; 
break; 
case '<': 
( th i s ->Es t r j t eg ia |pos icao] ) = &Tableau : :Search_pos ; 
( th i s ->Apl icaRegra |pos icao] ) = &Tab leau : :d iamond_ru le ; 
break; 
case 'b': 
( th is->Estrdtegia(posicao]) = &Tableau : :Search_b; 
( th¡s->Apl icaRegra(posicaoJ) « &Tableaa : :b_ru le ; 
break; 
case '5': 
( th is->Estra tegia(posieao)) = &Tableau : :Sea rch_5 ; 
{ lhis->AplicaRegra(posícaoJ) = &Tableau : :5_ru le ; 
break; 
case 'D': 
( th i s ->Es t ra teg ia |pos icao | ) = &Tab leau : :Sea rch_D; 
( th¡s ->Apl icaRegra{pos icao | ) = &Tableau : :D_ru le ; 
break; 
case 'e': 
( th i s ->Es t ra teg ia |pos icao | ) = &Tableau : ;Search_e ; 
( lh i s ->Apl icaRegra (pos icao j ) » &Tableau: :e_ru le ; 
break; 
case 'i': 
( this->EstraU;gfa(posicaoj) = & Tablea u: :Search_i; 
( th i s ->Apl icaRegra(pos icao) ) • &Tab!eau: : ¡_rule ; 
ok_ i2 = true; 
break; 
case T: 
( t h i s -^Es t r a t eg ia jpos i eao j ) = &Tab leau : :Sea reh_s f ; 
( t h i s ->Ap l i caReg ra jpos í cao j ) - & T a b l e a u : : s f _ n i l e ; 
b reak; 
case 's': 
( this->Esirategia |pi>sicaoJ) = &Tab leau : :Sea rch_sb ; 
( t h i s ->Apl i caRegn i [pos i cao | ) = &Tableau: : sb_r t i le ; 
break; 
defaul t ; 
( th i s ->Es l ra t eg ia |pos icao | ) = N U L L ; 
break; 
I 
\ 
th is ->expand( I; 
void Tah l eau : : expandO 
{ 
int Rules =0; 
expand( th i s ->ge t_ roo t | ), Rules) ; 
} 
/ /esse m é t o d o q u e controla a prova 
void T a b l e a u : : e x p a n d ( N n d e & node , int& Rules) 
{ 
Tab leau* world » NUI.L; 
bool Pode Aplicar^O; 
bool t emRegra= I. 
/ /se o nó c o n t e m inconsis tencia " fa lse" sai 
i l ' (node. inconsis teni{ )) | 
f echado = true; 
c l o s e d = l ; 
/ / r emove todos os e l ementos da lista ligada de fot ínulas do nodo 
node.get_fornui lu_set{ VclearO; 
/ / r e toma da rect/rsào 
return; 
I 
/ / senão verif ica se tem uma fórmula que é a n e g a r ã o da outra 
e lse 
{ 
if ( incons is tency! node)) 
expand(node , Rules) ; 
/ / senão tenta ap l ica r regras e fe es t ra tégia di> usuár io 
else 
( 
Formula* fo rmula = new Formula ; 
Fo rmula* f o r m ) = new Formula ; 
Formula* fo rm2 = new Formula ; 
int auxRules = 0; 
char r; 
/ /varre o vetor estratégia ten tando apl icar regras 
whi le( ( ( t h i s - > * E s t r a t e g i a ( R u l e s ] ) ! - N U L L ) && (c losed !=<))) 
{ 
i f ( ( {this-> *E s l ra teg ia fRu les] )( node, * formula , r, &wor ld ) ) ) 
I 
P o d e A p l i c a r H ; 
break; 
} 
H Rules; 
j 
/ / se e n c o n i r o u u m a regra q u e p o d e ser ap l i cada 
it'( P o d e Apl icar ) 
I 
if ( ( t h i s - > * A p l i c a R e g r a | R u l e s ] K n o d e . ' f o r m u l a , r , & w o r l d ) ) 
I 
e x p a n d ( ( 4 w o r l d ) . g e t _ r o o t ( ) . Rules) ; 
I 
e lse 
/ / se exis ie n ó à e s q u e r d a 
i f ( & ( n o d e . g e t _ l e f t ( ) ) ! = N U L L ) 
i 
Rules =0; 
¡ni T a m =<); 
¡f ( & ( t h i s - > g e t _ a c c e s s _ w o r l d s ( ) ) != N U L L ) 
T a m = i h i s - > g e t _ a c c e s s _ w o r l d s ( ) . s i z e O ; 
/ / expansão à e s q u e r d a 
e x p a n d ( n o d e . g e t _ l e f t O , Ru les ) ; 
/ / se encon t rou i ncons i s t enc i a a e s q u e r d a e t e m nó a dire i ta 
/ / c a m i n h a r à d i re i ta 
if ( ( c l o s e d ™ 1 ) & & ( & < n o d e . g e t _ r i g h t O ) ! = N U L L ) ) 
{ 
int T a m _ e s q u e r d a = t h i s - > g e t _ a c c e s s _ w o r l d s ( ) . s i z e ( ) ; 
/ /exc lu i o s m u n d o s poss íve i s g e r a d o s q d o da e x p a n s ã o à e s q u e r d a 
if ( & ( t h i s - > g e t _ a c c e s s _ w o r l d s ( ) ) != N U L L ){ 
if ( T a m = 0 ) 
t h i s ->ge t_acces s_wor ld s ( ) . c l e a r ( ) ; 
e l se ( 
for (int i = 0 ; i < T u m _ e s q u e r d a - T a m ; i + + ) 
th i s - > a c c e s s ib l e _ w o r l d s . p o p _ b a c k ( ); 
I 
I 
R u l e s = 0 ; 
/ / e x p a n s ã o à dire i ta 
e x p a n d ( n o d e . g e t _ r i g h t ( ) , Ru les ) ; 
1 
1 
else 
{//se nào ex is te nó à e s q u e r d a , con t inua t e n t a n d o ap l i c a r as r eg ras ne s t e nó 
Rules=<>; 
expandi n o d e , Rules ) ; 
1 
I 
e lse / /se nào e n c o n t r o u n e n h u m a regra a ser ap l i c ada 
{ 
c losed ~ -2; 
/ /varrer m u n d o s a c e s s í v e i s 
if ( & { g e l _ a c c e s s _ w o r l d s ( ) . b a c k ( ) ) ! = N U L L ) 
{ 
l i s t < T a b l e a u > : i t e r a t o r i t _wor ld ; 
for ( i t_wor ld = t h i s - > a c c e s s i b l e _ w o r l d s . b e g i n ( ) ; 
i t_wor ld!= t h i s - > a c c e s s i b l e _ w o r l d s . e n d ( ) ; + + i t _ w o r l d ) 
í 
( • i t_world ). ini t ial iza ti o n ( & E n t r a Es t ra teg ia ) ; 
/ / e n c o n t r a n d o u m m u n d o poss íve l f e c h a d o , sai d a r ecu r sào 
i f ( c l o s e d = I) r e tu rn ; 
} / /end for 
return; 
}//end if t e m o u t r o s m u n d o s 
}//end else nào p o d e ap l i ca r regras 
1 
/ /e lse if p r o c u r a incons i s t enc ia 
XCIV 
}//fim d o e x p a n d 
void T a b l e a u : : i n s c r t _ w o r l d ( T a b l e a u & ne w__ w o r l d ) 
{ 
access iblc__worlds . insei l (acce>,s ible ._woi lds .end( ), n e w . w o r l d ) ; 
I 
/ / p rocu ra se p o d e apl icai r eg ia li 
boo l T a b l e a u : : S e a r c h _ a i u l ( N o d e & n o d e , F o r m u l a i f o r m u l a , c h a r i . R , T a b l e a u * * w o r l d ) 
i 
l i s t< l -o rmula> : : i te ra tor h _ f o r m u l a = < n o d e . g e t _ f o n i u i l a _ s e l < )) .begin( ); 
/ / e n q u a n t o nao f im da lista de f ó r m u l a s 
w h i l e ( i t _ l b n n u l a != u u > d e . g e t _ f o r m u l a _seH)).crklt ) ) 
( 
if U ( * i t _ f o r m u l a ) . g e t _ t y p e ( ) = = C O N J U N C T » )N ) & & 
( ( " i t _ f o r m u l a ) . g e i _ r u l e ( ) ! - ! ) ) 
I 
f o r m u l a = * i t _ f o r m u l a ; 
w o r l d = N U L L ; 
re tu rn t rue ; } 
i i i t _ f o n n u l a ; 
| / / e n d o f wh i l e 
re tu rn fa l se ; 
I 
/ / ap l i ca regra e 
bool T a b l e a u : : a n d _ r u l e ( N o d e & n o d e , E o r m u ) a & f o r m u l a . e h a r & R . T a b l e a u " w o r l d ) 
{ 
f o r m u l a . s e l _ r u l e ( I ); 
N o d e *lefH=new Nodel ); 
/ / aqu i o n o d e passa a a p o n t a r pa ra o n o left 
n o d e . s e t j e f t i * lef t ) : 
node . s e t_ r ig lu i ); 
/ / I N I C I A L I Z A O N O V O N Ó 
l e f t - > s e t _ f o r m u l a _ s e t ( n o d e . c o m p l e m e n t a r y ( f o n m i l a ) ) , 
/ / se t e n h o A & U . m e u n o v o n ó lern A, (J 
l e f t - > a d d _ f o r m u l a ( f o r m u l a . g e t j e f u )); 
l e f t ->add J b r m u l a ( I b n n u Ia .ge t_r ight ( ) ) ; 
l e f t ->se t_h i s to ry (n iHJe .gc t_h i s to ry ( ) ) ; 
l e f t ->se t_ le r t ( ) ; 
l e f t ->se t_ r igh t ( ); 
w o r l d = N U L L ; 
R = '&*; 
re tu rn fa l se ; 
I 
/ / p r o c u r a u m a f ó r m u l a e sua n e g a v ã o e t roca p r o false 
bool T a b l e a u : : i n c o n s i s t c n c y ( N o d e & n o d e ) 
i 
int f o u n d = 0 ; 
l i s i<Fornu i l a> : : i t e r a lo r i t _ f o r m u l a I = t n o d e . g e t _ l b m u i l a _ s e l ( ) ) .begin( ) ; 
l i s t < F o r m u l a > : : i t e r a t o r i t _ f o r m u l a 2 = ( n o d e . g e t _ f o r m u l a _ s e t ( ) ) . b e g i n ( ) ; 
whi le( i t _ f o r m u l a l != ( n o d e . g e t _ f o r i n u l a _ s e t ( )).end( ) ) 
f 
i t _ f o m n i l a 2 - i i j b r m u l a l ; 
- h ¡ t _ f o r m u l a 2 ; 
ifl ( * i t _ f o r m u l a l ) .ge t_sen tence( ) . subs t r t ( ) , l ) — " - " ) 
I 
s i r ing s u b f o m i u l a l =( ' ¡ ( . f o r m u l a I ) .get_sentence< ). 
subs l r ( I .(*))_ formula J ) .ge t_scn lence( ).size( )); 
whi le ! i t _ f o r m u l a 2 ! = ( n o d e g e l _ f o r m u l a _ s e l ( ) ) . e n d ( ) ) 
( 
if(( * i i_ forn iu la2 ) . g e t _ s e n t e n c e O — s u b f ó r m u l a I ) 
I 
found® I ; 
b reak ; 
I 
-H- i l_fomiula2 ; 
1 
if? f o u n d — I ) 
b r eak ; 
h ¡ i_ formula I; 
Í 
e lse 
Í 
s t r ing f o r m u l a I =< * i t _ f o r m u l a l ) .ge t_sen tence( ) ; 
whi le t i t f o r m u l a 2 ! = ( n o d e . g e t _ f o r m u l a _ s c t ( ) ) . e n d ( ) ) 
Í 
i f l ( * ¡ L f o r m u l a 2 >.get_sentence{ ) — f o r m u l a I ) 
f 
found= I ; 
b reak ; 
I 
<-+¡t_formula2, 
}// e n d o f whi le 
ifï f o u n d = I ) 
b r e a k ; 
• + i t _ f o r m u l a l ; Í 
I / /do p r ime i ro whi l e 
i f ( f o u n d = = l ) 
Í 
n o d e . $ e t _ f o r m u l y _ s e t ( n o d e . c o m p l e m e n i a r y ( * i t _ f o r n u i l a l ) ) ; 
n o d e . s e t _ f o r m u l a _ s e t ( n o d e . c o m p l e m e n t a r y ( * i c _ f o r m u l a 2 ) ) ; 
F o r m u l a * f a l s i t y = n e w F o r m u l a ; 
fa l s i ty ->se t_sen tence( " f a l se" ) ; 
fa ls i ty->set_type{ P K O P _ C O N S T A N T ) ; 
fa ls i ty->set_lef t{) ; 
f a l s i ty ->se t_r igh t ( ) ; 
n o d e . a d d _ f o r m u l a < ' f a l s i t y ) ; 
c losed® 1; 
f e c h a d o = true; 
c l o s e d » I ; 
re turn t rue , 
} 
else 
re turn fa l se ; 
I 
/ / p rocu ra se pode ap l icar regra ou 
bool T a b l e a u : : S e a r c h _ o r t N o d e & n o d e , F o r m u l a i f o r m u l a , c h a r & R , T a b l e a u * * w o r l d ) 
\ 
l i s t<Formula> : : i t e r a to r i t_ f o r m u l a 5 ^ node . g e c _ f o r m u l a _ s e t O ) . b e g m ( ) ; 
w h i l e ( it f o r m u l a != ( n o d e . g e t f o r m u l a _ s e t ( ) ) . e n d ( ) ) 
{ 
i m < « M > r n > u t o ) . ß e U y p e < ) = = N E G _ C O N J U N C T J O N ) & & 
( ( * i t j b r m u l a ) . g e t _ r u l e ( ) ! = l ) ) 
{ 
f o r m u l a = * i t_formul ; i ; 
( * i t _ f o n n u l a ) . s e t _ n i l e ( l ); 
r e tu rn t a i e ; 
I 
H l _ f o m i u l a ; 
I 
re turn fa l se ; 
} 
/ / ap l i ca regra ou 
bool Tab l eau : : o r_ ru l e ( Node<& n o d e , F o r m u l a i f o r m u l a , c h a r & R , T a b l e a u * * wor ld ) 
{ 
f o r m u l a . s e t _ r u l e ( I ); 
N o d e * l e f t = n e w Node! ); 
N o d e * r i g h t = n e w N o d e O ; 
n o d c . s c l _ l e f t ( * l e n ) ; 
node . se t_ r igh t ( *rigln ); 
/ / in ic ia l iza nó a e s q u e r d a 
l e f t - > s e t _ f o m i u l a _ s e t ( n o d e . c o m p l e m e n t a r y ( f o r m u l a ) ) ; 
l e f t - > a d d _ f o r m u l a ( ( ( f o r m u l a . g e t _ l e f t O ) . g e i J e f t O ) . n e g O ); 
l e f t - > s e t _ h i s t o r y ( n o d e . g e t _ h i s t o r y O ) ; 
/ / in ic ia l iza nó a d i re i ta 
right->set_formula_seti node , c o m p l e m e n t a ry( f o r m u l a ) ) ; 
right->add_ f o r m u l a i t f o r m u l a . g e t J e f U ) - g e L r i g h f ( ) ) . n c g ( ) ) ; 
r i g h t - > s e t _ h i s l o r y ( n o d e . g e t _ h i s t o r y O ) , 
R = T ; 
re turn fa l se ; 
) 
/ / p r o c u r a se p o d e ap l i c a r regra n e g a ç ã o 
bool T a b l e a u : : S e a r c h _ n e g ( N o d e & n o d e , F o r m u l a i f o r m u l a , c h a r & K . T a b l e a u * * w o r l d ) 
{ 
I i s t < F o r m u l a > : : i t e r a t o r i M ' o r n m l a = ( n o d e . g e t _ f o m u i l a _ s e t ( )) .begin( ); 
w h i l e ( it_ f o r m u l a != l n o d e . g e l _ f o r m u l a _ s e t ( ) ) . e n d O ) 
{ 
if<( ( • i t _ . l o n m i l a ) . g c i . . l y p c i r - l ) ( ) l l H l . i : _ N i : i i \ l ION )&& 
(( * ¡ t_ fo rmula ) .ge t_mle< )!= I )) 
{ 
f o r m u l a = * i t . J i>nnula ; 
( * i t _ f o r m u l a ) . s e t _ r u l e ( 1 ); 
r e tu rn t rue ; 
1 
• » ¡ t_1nimula ; 
J 
r e turn fa l se ; 
1 
/ / ap l i ca regra n e g a ç ã o 
bool T a b l e a u ; : n e g _ m l e ( N o d e & n o d e , F o r m u l a & f o r m u l a , c h a r & R , T a b l e a u * * w o r l J ) 
I 
fo rmu la . s e t_ ru l e ( I ); 
N o d e * le fb=new Node< ); 
node . se t_ l e f \ {* le f \ ) ; 
node . se t_ r igh t ( ); 
l e f t - > s e t _ f b r n i u l a _ s e f ( n o d e . c o n i p l e m e n t a r y ( f o r m u l a ) ) ; 
l e f t - > a d d _ f o r m u l a ( ( fo rmula .ge t_ l e l \ ( ) ) . ge t J e f t O ) ; 
l e f t ->se t_h i s to ry l node .ge t . h i s t o r y O ) ; 
r e tu rn fa lse . 
I 
/ / p rocu ra se p o d e ap l icar regra K 
bool T a b l e a u : : S e a r c h _ k ( N o d e & n o d e , F o r m u l a i f o r m u l a , c h a r & R . T a b l e a u * * w o r l d ) 
{ 
l i s t < F o r m u l a > : : i t e r a t o r i t „ f o r m u l a = ( n o d e . g e t _ f o m n i l a _ s e i ( )) .begin( ); 
I is t<Tableau>: : iterator i t_wor ld=get_access_wor lds( ) .begin! ); 
K=V; 
//Se há outros mundos varrer a lista de mundos possíveis 
whi le( i t_world != (ge t_access_wor lds( ) ) .end() ) 
( 
whi le | i i_ fomiu)a !=(node .ge t_formula_se l ( ) ) . end( ) ) 
i 
ifdCil.li'miulal.is.oklR))) 
if ( í(*il_rormula).geUypeO=NECESSITY) && 
(!(*it_.formula).get_left().is_in( (*it_world). 
get_root ( ) .ge t_formula_se t ( ) ) ) & & 
(( • i t_wor ld) . i s_ in_re la t ion(*i t_formula) ) ) 
I 
formula = •i t_forniuli i ; 
•wor ld = &(*i t_wor ld) ; 
R= 'li'; 
return true. ) 
i M b r m u l a ; 
i 
i t_formula = node .ge t_formula_se t ( ) .begin( ) ; 
+-f i l_world; 
1 
return false; 
I 
/ /aplica regra K 
bool T a b l e a u : : k _ r u l e ( N o d e i n o d e , F o r m u l a i f o r m u l a , c h a r i R ,Tableau** wor ld ) 
{ 
formula.get_left() .set_r\j le< false); 
( * * w o r l d ) . g e t _ r o o t ( ) . a d d _ f o r m u l a ( f o r m u l a . g e t j e f t ( ) ) ; 
( * *wor)d). gel_rc>of/ Xse i . b i s lo ry fnode .ge i Jws lo jyO) ; 
R= 'k'; 
if ( inconsis tency!!** world) . get_root())){ 
return true; 
í 
else 
return false; 
I 
/ /procura se pode aplicar regra o 
bool T a b l e a u : : S e a r c h _ p o s ( N o d e i n o d e , F o r m u l a i f o r m u l a , c h a r i R/Tableau** wor ld ) 
i 
l i s l<Formula>: : i tera tor i t_ formula=(node .ge t_formula_se t ( ) ) .beg in( ) ; 
R = '<'; 
whi le ( i t_ formula!=(node .ge t_formula_se l ( ) ) . end( ) ) 
í 
ifl ( ( (* i i_formula) .ge t_ type() = = P0SS1BILITY) | | 
({*i t_formula) .get_type( í = N E G _ N E C E S S 1 T Y ) ) i & 
( ( (* i t_formula) .ge t_rule( ) != I ) & i 
( ^ • i t . f o r m u l a U s J n t n o d e . g e L h i s t o r y D O ) ) ) i & 
( (* i t_formula) . i s_ok(R)) ) { 
formula = *i t_formula; 
(* i t_formuIa) . se t_mle( I ); 
return true; 
i 
- h i l_formula; 
I 
return false; 
I 
/ /aplica regra <> 
bool T a b l e a u : : d i a m o n d _ r u k ( N o d e i n o d e , F o r m u l a i f o r m u l a , c h a r i R .Tableau** wor ld ) 
I 
Tableau * n e w _ w o r l d - n e w Tableau; 
new_wor ld->se t_re la l ion( formula .get_act ion( )); 
if ( ( fo rmula ) .ge t_ type( )== N E G _ N E C E S S I T Y ) 
new_wor ld->ge t_roo t ( ) . add_fonnula (< fo rmula . ge t_ l e lH) )ge t_ l e Ht ) .negO); 
else 
if ( ( f o r m u l a ) . g e t _ t y p e ( ) = s P O S S I B I L I T Y ) 
new_wor ld ->ge l_ roo t ( ) . add_fo rmula ( fo rmula .ge t_ l e r t ( ) ) ; 
node .add_his to ryD( formula) ; 
new_wor ld->ge t_roo t ( ) . se t_h i s to ry(node .ge t_h is to ry( ) ) ; 
th is ->inser t_wor ld( *new_wor ld ) ; 
formula .se t_rule( 1 ); 
return false; 
/ /procura se pode apl icar regra T 
bool T a b l e a u : : S e a r c h _ n e c T ( N o d e i node . F o r m u l a i formula , cha r i R. Tab leau** wor ld ) 
I 
R=V; 
if ( i ( n o d e . g e t _ l e l l ( )) = NULI . ) 
f 
l i s K F o r m u la >;: itera tor M_formula={node.gel_fonnula_set{ )).begini ); 
i f ( i ( n o d e . g e t _ l e f t ( ) l == N U L L ) 
I 
whi le ( i t_ fo rmula ! -<nodc.gei_fornni la_set ( )).end( )) 
{ 
if<(( * i t j b r r m i l a ).get j y p e i i — N E C E S S I T Y » i & 
( (* i t_ formulu) .ge l_ru le ( ) != l ) i i 
U * i l _ f o n » u l a ) . i s _ o k ( R ) ) i i 
(!<(*it__formula) .getJefl( ) . i s_ in(node.get_formula_set ( )))) 
) 
t 
formula = * i t_formula ; 
(* i t_formula) . sc t_ru le( 1 ); 
return true: í 
-m i t_formu!a; 
) 
} J 
return false; 
I 
/ /apl ica a regra T 
bool T a b l e a u : : t _ r u l e ( N o d e i n o d e , F o r m u l a i m o d a l i t y , c h a r i R .Tab leau** wor ld) 
i 
Node * le f t=new Node() ; 
n o d e . s e t j e f t ( ' l e f t ) ; 
node.se t_r ight ( ) ; 
l e f \ ->se t_ fo rmula_se l (node .ge t_ fo rn iu l a_se tO) . 
l e f t ->add_formula (moda l i ty .ge t_ le f \ ( ) ) ; 
l e f t ->se t_h i s to ryT(node .ge t_h i s to ryT( ) ) ; 
lef t ->add_history 'T( modal i ty) ; 
R = V; 
return fu) sc; 
I 
/ /procura se pode aplicar regra 4 
bool T a b l e a u : : S e a r c h _ 4 ( N o d e i n o d e , F o r m u l a i f o r n u i l a . c h a r i R .Tab leau** wor ld ) 
{ 
I i s l<Fornni la>: : i terator i t_ fonnula=( node .geM'onnu la_se t ( ) ) . beg in ! ); 
l i s t<Tableau>: i t e r a t o r i t_world= sget_access_worlds( ).begin( ); 
50 Fórmula : - ( < >-A&-{- ( ]A&B)) 
O p e r a d o r : l ) Axiomas: tk 
E s t r a t é g i a : & f - 1 < k 
gttp: Nào esperado: Não 
51 Fórmula : ( 11 (A&B&C) & [] (B&C) ) -> < ()B& l) ( [] C4.A) ) 
Ope rado r : l 1 Axiomas : t k 
E s t r a t é g i a : 4 | ~t<k 
g t t p : Não e s p e r a d o : Não 
52 Fórmula : A->B|A 
O p e r a d o r : l ] Axiomas : tk4 
E s t r a t é g i a : & | - t < k 4 
g t t p : Sim e s p e r a d o : Sim 
53 Fórmula : <>(A<->A) 
O p e r a d o r : ( 1 Axiomas: tk4 
E s t r a t é g i a : & | ~t<k4 
g t t p : Sim e s p e r a d o : Sim 
54 Fórmula: UA-> A 
Operado r : ( ] Axiomas : tk4 
E s t r a t é g i a : & | - t < k 4 
g t t p : Sim e s p e r a d o : Sim 
55 Fórmula : ( (] A&-oB) - >A&-B 
O p e r a d o r : [ ] Axiomas: tk4 
E s t r a t é g i a : & | - t < k 4 
g t t p : Sim e s p e r a d o : Sim 
56 Fórmula : [] ( [ ] A | o ( ~ A | B ) ) 
O p e r a d o r : [ I Axiomas: tk4 
E s t r a t é g i a : 4 | - t < k 4 
g t t p : Sim e s p e r a d o : Sim 
57 Fórmula : [ ] (A&B) < ->{ [ ] Afc [] B) 
O p e r a d o r : [ 1 Axiomas: tk4 
E s t r a t é g i a : L | - t < k 4 
g t t p : Sim e s p e r a d o : Sim 
58 Fórmula : <>A\<>B-><>(A|B) 
O p e r a d o r : l ] Axiomas: tk4 
E s t r a t é g i a : & | - t < k 4 
g t t p : Sim e s p e r a d o : Sim 
59 Fórmula : ~<>(<>A |B) ->{ ) I ] -A 
O p e r a d o r : ( I Axiomas: tk4 
E s t r a t é g i a : & | - t < k 4 
g t t p : Sim e s p e r a d o : Sim 
6 0 Fórmula : <> íí< > [ ]A->< >TTÀ 
O p e r a d o r : [ ] Axiomas: tk4 
E s t r a t é g i a : í | - t < k 4 
g t t p : Sim e s p e r a d o : Sim 
61 Fórmula : <>(]A-><>[1<>[]A 
O p e r a d o r : [ ) Axiomas: tk4 
E s t r a t é g i a : & | - t < k 4 
g t t p : Sim e s p e r a d o : Sim 
6 2 Fórmula : A 
O p e r a d o r : l ] Ax iornas : tk4 
E s t r a t é g i a : & | - t c k 4 
gttp; Não esperado. Não 
63 Fórmula : <->(A&B) | <><>-• A 
O p e r a d o r : [ ] Axiomas: t k 4 
E s t r a t é g i a : & | - t < k 4 
g t t p : Não e s p e r a d o : Não 
64 Fórmula : A&. ( ] A | [ ] [ ) -A 
O p e r a d o r : l ] Axiomas : t k 4 
E s t r a t é g i a : & | - t < k 4 
g t t p : Não e s p e r a d o : Não 
65 Fó rmu la : - [ ] A - > U ~ Ü A 
O p e r a d o r : ( ] Axiomas: t k 4 
E s t r a t é g i a : & j - t < k 4 
g t t p : Não e s p e r a d o : Não 
66 Fó rmu la : <>A&<>B-><>(A&B) 
O p e r a d o r : [ ] Axiomas: t k 4 
E s t r a t é g i a ; & | - t < k 4 
g t t p : Não e s p e r a d o : Não 
6 7 Fó rmu la : í) {A | B) - > í ] A | [}B 
O p e r a d o r : [ ] Axiomas: t k 4 
E s t r a t é g i a : & | - t < k 4 
g t t p : Não e s p e r a d o : Não 
68 F ó r m u l a : <>A&MB-><>(A&C) | []A 
O p e r a d o r : [ ] Axiomas: t k 4 
E s t r a t é g i a : & | - t < k 4 
g t t p : Não e s p e r a d o : Não 
6 9 Fórmula : <> [] - A 
O p e r a d o r : ( ] Axiomas: t k 4 
E s t r a t é g i a : L \~<kt4 
g t t p : Não e s p e r a d o : Não 
7 0 Fórmula : < > [ ]A|< > [ ] - A 
O p e r a d o r : [ ] Axiomas-. t k 4 
E s t r a t é g i a : & j - < k t 4 
g t t p : Não e s p e r a d o : Não 
71 Fó rmu la : ()A->A 
O p e r a d o r : [ ) Ax iomas : t k 5 
E s t r a t é g i a : L \ - t < k 5 
g t t p : Sim e s p e r a d o : Sim 
72 Fórmula : { <>A->[) <>A) 
O p e r a d o r : [ 1 Axiomaa: t k 5 
Es t r a t é g i a : & | <k5 
g t t p : Sim e s p e r a d o : Sim 
73 Fórmula : [ ] A - x > A 
O p e r a d o r : ( 1 Axiomas : t k 5 
E s t r a t é g i a : U j - t < k 5 
g t t p : Sim e s p e r a d o : Sim 
7 4 Fórmula : [ ) t r u e 
O p e r a d o r : ( ] Axiomas : ckS 
E s t r a t é g i a : & j-1<kS 
g t t p : Sim e s p e r a d o : Sim 
7 5 Fórmula : < >t r u e 
O p e r a d o r : I ) Axiomas: t k 5 
E s t r a t é g i a : & J - t < k 5 
g t t p : Sim e s p e r a d o : Sim 
76 Fórmula : < >A->A 
O p e r a d o r : [ ] Axiomas : t k 5 
E s t r a t é g i a : &] - t<k5 
g t t p : Não e s p e r a d o : Nào 
77 Fórmula : <>A-> []A 
O p e r a d o r : [ ) Axiomas: t k 5 
E s t r a t é g i a : & | - t < k S 
g t t p : Nào e s p e r a d o : Não 
7 8 Fórmula : []<>A->A 
O p e r a d o r : { ] Axiomas: t k 5 
E s t r a t é g i a : & | -c<k5 
g t t p : Não e s p e r a d o : Não 
7 9 Fórmula : ( o A & o B ) -><> (AtB) 
O p e r a d o r : [ ] Axiomas: t k 5 
E s t r a t é g i a : & | - t < k 5 
g t t p : Não e s p e r a d o : Não 
80 Fórmula : { [ )A->[}B) -> [] (A->B) 
O p e r a d o r : [ ] Axiomas: t k 5 
E s t r a t é g i a : i | - t < k 5 
g t t p : Não e s p e r a d o : Não 
81 Fórmula : [a]A&B->B&[a]A&[a]A 
Operado r : [a j Axiomas : k 
E s t r a t é g i a : &|-<k 
g t t p : Sim e s p e r a d o : Sim 
82 Fórmula : [b ]A&(b) (A->B)->[b]B 
Operado r : [b] Axiomas : k 
E s t r a t é g i a : &|~<k 
g t t p : Sim e s p e r a d o : Sim 
8 3 Fórmula : { - A i d [b] A¿[) (A-> (a] A) & [ J {-A-> [a] -A) ) - > [b] A 
O p e r a d o r : { 1 Axiomas: tk4 
O p e r a d o r : [a] Axiomas : k 
O p e r a d o r : (bl Axiomas: k 
Axiomas de i n t e r a ç ã o : [ ) - > [ a ] 
( ] - > t b ] 
E s t r a t é g i a : & | -1< ik4 
g t t p : Sim e s p e r a d o : Sim 
84 Fórmula : (-A&[] [ b ] A i [ ) (A->(a]A)& (] ( - A - > | a ] - A ) ) -> ( a ) -A 
O p e r a d o r : [ ] Axiomas : tk4 
O p e r a d o r : ( a j Axiomas : k 
O p e r a d o r : [b] Axiomas: k 
Axiomas de i n t e r a ç ã o : ( ] - > [a] 
[ ] - > [bl 
E s t r a t é g i a : 6. | ~ t< ik4 
g t t p : Sim e s p e r a d o : Sim 
85 Fórmula : 
( [ s e m p r e ] [ r a p o s a ] [ e l o g i a ] E N C A N T A D O R ( r a p o s a ) ( s e m p r e ] (ENCANTADO-
> < c a n t a > C A l D O ) ) - > ( r a p o s a ] ( e l o g i a ] < c a n t a > C A I D O 
O p e r a d o r : (sempre] Axiomas : tk4 
O p e r a d o r : ( e l o g i a ] Axiomas: k 
O p e r a d o r : [ c a n t a ] Axiomas : k 
O p e r a d o r : [ r a p o s a ] Axiomas : k 
Axiomas de i n t e r a ç ã o : [ s e m p r e ] - > ( e l o g i a ) 
( s e m p r e ] - > [ c a n t a ] 
[ s e m p r e ] - > [ r a p o s a ] 
E s t r a t é g i a : & J - t < ik4 
g t t p : Sim e s p e r a d o : Sim 
86 Fórmula : [a]A&B->-(B&[a]A& [aJA) 
O p e r a d o r : la] Axiomas : k 
E s t r a t é g i a : U\-<k 
g t t p : Não e s p e r a d o : Não 
87 Fó rmu la : [b]A&[b] (A->B)- >~ (b]B 
O p e r a d o r : [bl Axiomas: k 
E s t r a t é g i a : & | - <k 
g t t p : Não e s p e r a d o : Não 
8 8 Fórmula : { -AS, [ ¡ [b] A& [] (A - > [ a j A U [] ( - A- > [a] - A) ) - > - lb] A 
Ope r a d o r : ( ] Ax iomas : tk4 
O p e r a d o r : [a] Axiomas: k 
O p e r a d o r : [b] Ax iomas : k 
Axiomas de i n t e r a ç ã o : [ ] - > [ a ) 
[ 3 - >[b] 
E s t r a t é g i a : & | - t < ik4 
g t t p : Não e s p e r a d o : Não 
8 9 Fórmula : ( -Ai [ 1 lb]A& [ ] (A-> [a J A)&(] t - A - > [ a ] -A)) - > - 1 a ] -A 
O p e r a d o r : [ ] Axiomas : tk4 
Ope r a d o r : [a] Ax iomas : k 
O p e r a d o r : [b) A* iomaa: k 
Axiomas de i n L e r a ç ã o : [ I - > [a j 
[ 1 - >(b) 
E s t r a t é g i a : fi. | -1< ik4 
g t t p : Não e s p e r a d o : Não 
90 Fórmula : 
( ( sempre] [ r a p o s a ] (elogia]ENCANTADOS[raposa] (sempre) íENCANTADO-
> < c a n t a > C A l D O ) ) ( r a p o s a ] [ e l o g i a ] < c a n t a > C A l D O 
O p e r a d o r : ( sempre] Axiomas : tk4 
O p e r a d o r : [ e l o g i a ] Axiomas : k 
O p e r a d o r : [ c a n t a ] Axiomas: k 
O p e r a d o r : [ r a p o s a 1 Axiomas : k 
Axiomas de i n t e r a ç ã o : [ s e m p r e ] - > ( e l o g i a ] 
[ s e m p r e ] - > [ c a n t a ] 
[ s e m p r e ] - > ( r a p o s a ] 
E s t r a t é g i a : & | ~t< ik4 
g t t p : Não e s p e r a d o : Não 
R= T ; 
whi l e ( i l _wor ld !» g c L a c c c s s _ w o r l d s ( ) . e n d ( ) ) 
( 
i M o r r n u l a = (node.gi : t_f i>nnula_sclO> bcginO; 
whi le ( i t_ fo rm ula!=( n o d e . g e t _ f o r m u l a _ s e t ( ) ) . c n d O ) 
I 
i f ( (( • i t _ f o r m u l a ) . g o t _ t y p e ( ) = N E C E S S I T Y ) & & 
( ! ( ( * i l _ f o r m u l a ) . i s _ i n ( ( ( * i l _ w o r l d ) . g e l _ r o o t ( ) ) . g e ( _ f o r m u l a _ s e l O ))) 
& & ( !( * i i _ fo rmu la ) . i s_ in (node .gc t_h i s lo ry ( ) ) ) ) 
if ( ( ( * i t _ f o r m u l a ) . i s _ o k ( R ) ) ) 
if í í * i l _wor ld ) . i s_ in r e l a t i o n i * i t _ f o r m u l a ) ) 
I 
fo rmula = * i t _ f o r m u l a ; 
• w o r l d - i ( * i t _ w o r l d ) ; 
rei urn t rue; 
t 
H ¡ t _ fomni l a ; 
I 
H l _ w o r l d ; 
i 
return fa l se ; 
I 
/ /ap l ica regra 4 
bool T a b l e a u : : R 4 _ r u l e ( N o d e i n o d e , F o r m u l a i m o d a l i t y , c h a r i R . T a b l e a u * * w o r l d ) 
{ 
(**wor ld ) .ge t_ roo t ( ) . add_fo rmula ( moda l i ty ) ; 
n o d e . a d d _ h i s i o r y ( moda l i t y ) ; 
( * * w o r l d ) . g e t _ r o o t ( ) . s e t _ h i s t o r y ( n o d e . g e t _ h i s t o r y ( ) ) ; 
(moda l i ty ) . se t_ ru le ( 1 ); 
i f ( incons i s te n c y ( ( * ' w o r l d ) .ge t_root ( ) ) ) 
re turn t rue ; 
re turn fa l se ; 
1 
/ / ve r i f i ca se apl ica regra l (a ,b) 
bool T a b l e a u : : S e a / c h _ i ( N o d e i node . F o r m u l a i f o r m u l a , c h a r i R . T a b l e a u * * w o r l d ) 
( 
l i s t < F o r m u l a i : i t e r a t o r i t . f o r m u l a ^ n o d e . g e L f o r m u l a . s e t O V b e g i n O ; 
I í s t<Tab l eau> : : i terator i t . w o r l i ^ g e L a c c e s s . w o r l d s O . b e g i n O ; 
i f ( ! ( g e t _ a c c e s s _ w o r l d s ( ) . empty( ) ) ) 
t 
whi le ( i t _wor ld != ( g e t _ a c c e s s _ w o r l d s ( )) .end()) 
í 
i t _ fo rmu la = ( n o d e . g e t _ f o r m u l a _ s e t ( )) .begin( ); 
w h i l e ( i t _ f o r m u l a ! = ( n o d e . g e t _ f o r m u l a _ s e t ( ) ) . e n d ( ) ) 
í 
i f ( ( ( * i t _ f o r m u l a ) . g e t _ t y p e ( ) = = N E C E S S l T Y ) | | 
( ( * i t _ f o r m u l a ) . g e t _ t y p e ( ) = N E G _ P O S S I B I L l T Y ) ) 
if ( ( * ¡ t _ w o r l d ) . i s _ o k J ( * i t _ f o r m u l a ) ) 
i f ( ! ( { * i i _ w w l d ) . i s j n _ r e l a t i o n ( * i t _ f o r m u l a ) ) ) { 
fo rmula = * i t _ f o r m u l a ; 
• w o r l d = i ( * i t _ w o r l d ) ; 
re turn t rue ; 
I 
i t _ fonnu lu ; 
I 
-H i l_wor ld ; 
} 
) 
e lse re turn fa l se ; 
/ / ap l i ca regra l ( a .b ) 
bool T a b l e a u : : i _ r u l e ( N o d e i n o d e , F o r m u l a i f o r m u l a , c h a r i R, Tableau** w o r l d ) 
f 
( **woi IdJ . se t .i e la t ion! I'm m u l a . g e t . . a c t i o n ! )); 
re turn fa l se ; I 
/ / p r o c u r a se pode ap l icar SP 
bool T a b l e a u : : S e a r c h _ s f | N o d e i nenie, F o r m u l a i f o r m u l a , c h a r i R, Tab leau** w o r l d ) 
{ 
l i s t < F o r m u l a > : : i t e r a t o r i i _ f o r m u l a l = < n o d e . g e t _ f o m u i l a _ s e l ( ) ) . b c g i n ( ) ; 
l i s t < T a b l e a u > : : i t e r a t o r i t _wor ld= g e t _ a c c e s s _ w o r l d s ( ) .begin() ; 
s t r ing l i teral , n o t j i t e r a l , bu fTI , b u f f 2 ; 
bool ache i = fa l se ; 
w h i l e ( i t _ f o r m u l a l ! = { n o d e . g e t _ f o r m u l a _ s e t { ) ) . e n d o ) 
{ 
if< ( ( * í t _ f o r m u l a l ) . g e t j y p e ( ) = P R O P _ V A R I A B L E ) | | 
( ( ( * i t _ f o r m u l a I ) . g e t j y p e ( )== N E G A T I O N ) i i 
( * i t _ f o r m u l a I ).get J e f l í ) .get_type( ) " P R ( ) P _ V A R I A 1 J L I : ) ) 
i 
literal = ( * i t_ fo r inu la I ) . ge t_sen tence ( ) ; 
n o t j i t e r a l = (( * i t _ fo rmu la 1 ).neg( ) ) .ge t_sen tence [ ); 
i t _wor ld = g e t _ a c c e s s _ w o r l d s ( ) . b e g i n ( ) ; 
w h i l e ( ¡ l _ w o r l d != (get a c c e s s _ w o r l d s O ) . e n d { )) 
{ 
ache i = fa lse; 
v e c t o r < s t n n g > : i t e r a t o r a u x = ( ( * i t _ w o r l d ) . r e l a t ion .beg in ! )); 
w h i l e (aux != ( * ¡ t_wor ld ) . r e l a t ion .end( )) 
{ 
if (sea r c h . d e p! not J i tera I, *aux)){ 
ache i = t rue ; 
b r eak ; 
1 
a u x • t ; 
) 
if ( ( l a c h e t ) ) 
i f ( ( ! ( ( * i t _ f o r m u l a l ) . i s_ in ( (* i t_wor )d ) . 
ge t_root ( ) .ge t_ for tnu la_se t ( ))))) 
Í 
f o r m u l a = (*it J b m i u l a l ); 
• w o r l d = i ( * i t _ w o r l d ) ; 
re turn t rue ; 
} 
•t > i t _work l ; 
I 
I 
M i t _ f o m i u l a l . 
i 
re turn fa l se ; 
I 
/ / ap l i ca S F 
boo l T a b l e a n : : s f _ r u l e ( N i x J e i n o d e . F o r m u l a i fo rmula , c h a r i R, T a b l e a u * * w o r l d ) 
( 
(**wor ld ) .ge t_ roo l< ) . add_forn iu la ( f o r m u l a ) ; 
i f ( i n c o n s i s t e n c y < ( " w o r l d ) . g e t _ r o o t ( ))) 
r e tu rn t rue ; 
e lse re turn fa lse; I 
/ / p rocu ra se pode ap l i ca r SU 
boo l T a b l e a u : : S e a r c h _ s b i N o d e i n o d e . F o r m u l a i f o r m u l a , c h a r i R, T a b l e a u * ' w o r l d ) 
{ 
i f ( ! (ge t_access_wor lds ( ) . empty( ) ) ) 
! 
l i s t<Tab leau> : : i t e ra to r i t _wor ld= g e t _ a c c e s s _ w o r l d s ( ) . b e g i n ( ) ; 
l i s t<Formu la> : i t e r a t o r i t _ f o r m u l a l = 
( *it_ w o r l d ) . g e t _ r o o t 0 . g e t _ f o r m u J u _ s e t ( ) . b e g i n ( ) ; 
s t r ing literal; 
boo l ache i ; 
wh i l e ( i t _wor ld != ( g e t _ a c c e s s _ w o r l d s ( ) ) . e n d ( ) ) 
{ 
i t_ forn iu la 1 =( * i t _ w o r l d ) . g e t _ r o o t ( ) . g e t _ f o r m u l a _ s e t ( ) . b e g i n ( ) ; 
w h i l e ( i t _ f o r m u l a l != ( * i t _ w o r l d ) . g e l _ r o o t ( ) . g e t _ f o r m u l a _ s e t ( ) .end() ) 
í 
i f ( (( ' i M o n n u l a I ) .gel_lype{ ) ~ ~ l , K O I > . . V A R I A U l . l : ) | | 
((( * i l _ f o i m u l a I ) . ge t_ type ( )== N E G A T I O N ) i i 
( • i t . f o r r n u l a D - g e t J e f t O . g e M y p ^ ^ P R O P . V A R I A B L E ) ) 
I 
l i teral = ( * i t _ f o r m u l a l ) .get_sentence<); 
vec to r<s t r ing> : i t e r a t o r aux = (* i t_wor ld ) . r e l a t i on .beg in ( ) ; 
while<aux ! - (* i t_wor ld ) . r e l a t i on . end ( ) ) 
f 
achei = fa lse; 
if ( sea rch_dep{ l i t e ra l , *aux)){ 
achei ~ t rue ; 
b r eak ; 
) 
aux H ; 
} 
¡ f ( ! a c h e i ) 
if ( ! ( * i t _ f o r m u l a l ).is_in( n o d e . g e t _ f o r m u l a _ s e t ( ) ) ) 
{ 
f o r m u l a = ( * i t _ f o r m u l a 1 ); 
• w o r l d = i ( * i t _ w o r l d ) ; 
re turn t rue; 
I 
}//fim se 
+-+it_ formulai ; 
}//end whi l e f o r m u l a 
+ + i t _ w o r l d ; 
) / /end w h i l e wor ld 
i 
return fa l se ; 
I 
/ / ap l ica S B 
bool T a b l e a u : : s b _ r u l e { N o d e i node , F o r m u l a i f o r m u l a , c h a r i R, T a b l e a u * * w o r l d ) 
{ 
n o d e . a d d _ f o r m u l a i f o rmu la ) ; 
re turn fa l se ; 
i 
/ / p rocura se p o d e apl icar regra B o u 5up 
bool T a b l e a u : : S e a r c h _ b ( N o d e i node , F o r m u l a i f o r m u l a , c h a r i R, T a b l e a u * * w o r l d ) 
i 
l i s t<Tab leau> : : i terator n e x t _ w o r l d = g e t _ a c c e s s _ w o r l d s ( ) . b e g i n ( ) ; 
l i s t<Formula> : ; i t e ra to r i t _ f o r m u l a ; 
whi le ( n e x t _ w o r l d != g e t _ a c c e s s _ w o r l d s ( ) . e n d ( ) ) 
i 
i t _ f o r m u l a = ( ( ( * n e x t _ w o r l d ) . g e t _ r o o t ( ) ) . g e i . f o r m u l a _ s e t ( ) ) . b e g i n ( ) ; 
wh¡le( ¡ t _ fo rmula != ( ( ( * n e x t _ w o r l d ) . g e t _ r o o t O ) - g c t _ f o r m u l a _ s e t ( ) ) . e n d ( ) ) f 
if{ * i t _ f o r m u l a ) . g e t _ t y p e ( ) = N E C E S S I T Y ) i i 
( ( * i t _ f o r m u l a ) . g e t _ r u l e { ) ! = l ) ) 
I 
f o r m u l a = * i i_ fornu i la ; 
(* i t_formula) . se t_ru le< I ) ; 
R - 'b'; 
ret u m t rue ; 
I 
n i t _ f o r m u l a ; 
}//end w h i l e 
h n e x t _ w o r l d ; 
I 
re turn fa l se ; 
I 
/ /ap l ica li 
boo l T a b l c a u : : h _ r u l c ( N o d c i n o d e . l o r n i u l a i fo rmula , c h a r i R. T a b l e a u * * vvoild) 
{ 
n o d e . a d d _ f o r m u l a i fo rmula .ge(_ le f t{ )), 
n o d e . p r i n t O ; 
I 
/ / ap l ica regra 5 u p 
bool T a b l e a u : : u 5 _ r u l e ( N o d e i node , F o r m u l a i f o r m u l a , c h a r i R. T a b l e a u * * w o r l d ) 
{ 
n o d e . a d d . fo rmulâ t f o r m u l a ) ; 
n o d e . p r i n t O ; 
I 
/ / p rocura se pinle ap l icar 5 - > 
boo l T j b l e a u : : S < ? u r c h _ 5 r ( N o d e i n o d e . F o r m u l a i f o r m u l a , c h a r i K. T a b l e a u * * w o r l d ) 
f 
I ist < T a b l e a u > : : i terator n e x t _ w o r l d l " g e t _ a c c e s s _ v \ o i lds( ).begin( ); 
l i s t < F o r m u l a > : : i terator i t _ f o r m u l a ; 
wh i l e i n e x t _ w o r l d l != g e t _ a c c e s s _ w o r l d s ( ) . e n d O ) 
i 
i t _ f o n n u l a = ( ( ( * n e \ l _ wor ld I J .get_root( ) ) . g e t _ f o r m u l a _ s e l ( ) ) b e g i n ( ); 
while< i t _ f o r m u l a != ( It • n c x I _ w o r l ü l ) .get_root l l ) . ge l_ fomiu la_se t ( )> . end ( ) l I 
i f ( ( ( • ¡ l . f o m i u l a l . g c i . i y p e O — N E C E S S I T Y ) & & 
( ( • i t _ f o r m u l a ) . g e t _ n i l e ( ) ! = l ) ) 
I 
f o r m u l a = * i t _ fo rmu la ; 
( • i t _ f o r m u l a ) . s e t _ r u l e i I ); 
R = '5'; 
re turn t rue; 
I 
» -t i t _ f o r m u l a ; 
I 
t t n e x t _ w o r l d l ; 
I 
re turn fa lse; 
I 
/ / ap l ica regra 5 -> 
bool T a b l e a u : : r 5 _ r u l e ( N o d e & n o d e , l ; o r m u l a & fo rmula , c h a r & R, T a b l e a u " w o r l d ) 
I 
I i s K T a b l e a u > ; ; i te ra tor next . , w o r l d I = g e t _ a c c e s s _ w o r l d s { ) .begin( ); 
l i s t < F o r m u l a > : : i te ra tor i t _ f o r m u l a ; 
bool ache i = fa l se ; 
wh i l e t n e x t _ w o r l d l != get a c c e s s _ w o r ! d s ( ),end(}) 
I 
i t _ fo rmula=( ( ( ' n e x t , wor ld I ) . g e t _ r o o « )) .gcl_fori i iula_set< )).begin< ); 
whi le( i t _ f o r m u l a ! = ( ( ( * n e x t _ w o r l d l ) , g e t _ r o o t ( ) ) . g e t _ f o n m i l a _ s e l O ) . e n d ( ) ) 
I 
i f ( ( ( • i l _ f o r r n u l a ) , g e t J y p c ( ) = N E C E S S I T Y ) i l & 
( ( * i t _ f o r m u ) a ) . g e t _ r u l e ( ) ! = l ) ) 
I 
fo rmula = * i l_ fo rmula ; 
( * i t j b r n m l a ) . s e t _ r u l e < I ); 
ache i - t rue; 
b reak ; 
) M ii_formula; 
1 
i f ( a c h e i ) 
b r eak ; 
- n - n e x t _ w o r l d l ; 
1 
l i s t<Tab leau>: : i terator n e x t _ w o r l d 2 = g e l _ a c c e s s _ w o r l d s ( ) . b e g i n ( K 
w h i l e ( n e x t _ w o r l d 2 != g e t _ a c c e s s _ w o r l d s ( ) . e n d ( ) ) 
( 
(( * n e x t _ w o r l d 2 ) .get_root( ) ) . a d d _ f o r m u l a ( * i t _ f o r m u l a ) ; 
+-+next_world2; 
I 
re turn fa lse; 
I 
/ / p rocura se pode apl icar D 
bool T a b l e a u : : S e a r c h D( N o d e i n o d e , F o r m u l a i f o r m u l a , c h a r i R, T a b l e a u * * w o r l d ) 
i 
re turn t rue; 
I 
/ / ap l ica D 
bool Tab l eau : :D_ru l e ( N o d e i node , F o r m u l a i f o r m u l a , c h a r i R, T a b l e a u * * w o r l d ) 
í 
T a b l e a u * n e w _ w o r i d = n e w T a b l e a u ; 
i n s e r t _ w o r l d ( * n e w _ w o r l d ) ; 
re turn fa l se ; 
} 
/ / p rocu ra se pode ap l icar CO 
bool T a b l e a u : : S e a r c h _ C O ( N o d e i n o d e . F o r m u l a i f o r m u l a , c h a r i R , T a b l e a u * * w o r l d ) 
í 
i f ( l h i s - > g e t _ a c c e s s _ w o r l d s ( ) . s i z e ( ) > = 2 ) 
return t rue ; 
e lse re turn fa l se ; ) 
/ / ap l ica CO 
bool T a b l e a u : :C0_rule( N o d e i node , F o r m u l a i f o r m u l a , c h a r i R, T a b l e a u * * w o r l d ) 
{ 
l i s t<Tab leau>: : i t e ra to r n e x t . w o r l d l = g e t _ a c c e s s _ w o r l d s ( ) . b e g i n ( ) ; 
l i s t<Tab leau> : : i t e ra to r n e x t _ w o r l d 2 = g e t _ a c c e s s _ w o r l d s ( ) . b e g i n ( ) ; 
next_world2-»-*; 
T a b l e a u * n e w _ w o r l d = n e w T a b l e a u ; 
( * n e x t _ w o r l d I ) . i n s e n _ w o r l d ( * n e w _ w o r l d ) ; 
( * n e x t _ w o r l d 2 ) . i n s e r t _ w o r l d ( * n e w _ w o r l d ) ; 
I 
/ / p rocu ra C l 
bool T a b l e a u : : S e a r c h _ C l ( N o d e i n o d e . F o r m u l a i f o r m u l a , c h a r i R, Tab leau** w o r l d ) 
i 
if ( th i s ->ge t_access_wor lds< ) .s ize()== I ) 
re turn t rue ; 
e lse re turn false; 1 
/ /ap l ica C I 
bool T a b l e a u : ; C I _ r u l e ( N o d e i node , F o r m u l a i f o r m u l a , c h a r i R, T a b l e a u * * w o r l d ) 
( 
list<Tableau>::iterator next_world = get_access_worlds( ).begin( ); Tableau *new_world-new Tableau; (*new_world).insert_world(*new_world); 
I //procura De bool Tableau:Scarch_e( Nodei node. Formulai formula, chari R, Tableau** world) 
I if (( this--*gel_acccss_.wo(Mm ).si/e( ))-- I ) return irue; else return false; 
i //aplica De 
bool Tableau::e_rule( Nodei node. Formulai formula, chari R, Tableau** world) 
{ lis(<Tableau>::iterator next_world = get_access_wotlds{ ).begin( ); 
Tableau *new_world=new Tableau; 
insert_world(*new_world); 
(*next_world).insert_worldl*new_world); 
I 
/ * t a b l e a u . h b o o l g e t _ n i l e ( ) { r e t u r n r u l e ; ) 
* D e f i n i ç õ e s d a s c l a s s e s v o i d s e t _ o k _ i ( b o o l o k _ i ) { t h i s - > o k _ i = o k J ; } 
• Úl t imas- m o d i f i c a ç õ e s : i 0 / 0 2 / 2 0 0 3 
*/ / / s c h o u v e r , r e c e b e a a c a o 
v o i d s e t _ a c h o n ( s l r i n g u c t i o n ) { t h i s — ' a c i i o n = u c i i o n ; } 
« d e f i n e P K O P . V A K I A M J : 0 v o i d s e t_ac t io i i ( ) | t h i s - > a c t i o n ~ " " ; } 
« d e f i n e P R O P . C O N S T A N T 1 v o i d p r i n t _ a c t i u n ( H c o u t < < i h i s - > a c t i < m ; | 
« d e f i n e N E G A T I O N 2 s t r i n g g e t _ a c l i o n ( ) { r e i u r i i a c t u m ; } 
« d e f i n e C O N J U N C T I O N 3 
« d e f i n e D I S J U N C T I O N 4 b o o l i s _ o k ( c h a r K ); 
« d e f i n e I M P L I C A T I O N 5 s t r i n g g e t _ s e n t e n c e ( ) { r e t u r n s e n t e n c e ; } 
« d e f i n e B I C O N D I T I O N A L 6 v o i d s e t _ s e n t e n c e ( s i r i n g s e n t e n c e ) } t h i s - > s e n t e n c e = s e n i e n c e ; ) 
« d e f i n e N E C E S S I T Y 7 
« d e f i n e P O S S I B I L I T Y 8 F o r m u l a i g e t J e r t O ! r e t u r n ' l e f t ; ¡ 
« d e f i n e D O U 1 3 L E _ N E O A T I O N 9 F o r m u l a & g e t _ r i g h t O { r e t u r n ' r i g h t ; ¡ 
« d e f i n e N E G . C O N J U N C T I O N 10 
« d e f i n e N E G . D I S J U N C T I O N 11 v o i d s e t_ l e f i ( F o r m u l a i l e l ) ) | t h i s - ' - l c l ^ i l e f l ; | 
« d e f i n e N E G J M P L I C A T I O N 12 v o i d s e t J e f t O { t h i s - > l e t l = N U L L ; | 
« d e f i n e N E G . B I C O N D I T I O N A L 13 v o i d s e t _ r i g h t ( F o r m u l a i r i g h t ) ! t h i s - > r i g h t = i r i g h i ; ¡ 
« d e f i n e N E G . N E C E S S I T Y 14 v o i d s e t _ r i g h t O ! t h i s - > r i g h t = N U L L ; } 
« d e f i n e N E G . P O S S I B I U T Y 15 
F o r m u l a i n e g a t i o n ! ) ; 
# i n c l u d e < f s i r e a m > F o r m u l a i n e g ( ) ; 
« i n c l u d e < s s t r e a m > F o r m u l a i a d j u s t ! ); 
« i n c l u d e < l i s t > b o o l i s _ i n i l i s t < F o r n m l u > i se t ) ; 
« i n c l u d e < v e c t o r > 
# i n c l u d c < s t r i n g > b o o l i s_ in_ac t i on< l i s K l o r n u i l a > i s e t ) ; } • 
e x t e r n int c l o s e d ; 
i • 
/ / c l a s s e q u e d e f i n e u n i no d e u n i t a b l e a u 
e x t e r n s t r i n g s i s t e m a ; c l a s s N o d e ! 
e x t e m s t r i n g E n t r a E s t r a t e g i a ; p r i v a t e : 
e x t e r n s t r i n g M u l t i m o d a l ! I 0 ] [ 10); l i s t < F o r n u i l a > f o r m u l a _ s e t ; 
e x t e m b o o l o k _ ¡ 2 ; l i s t < F o r m u l a > h i s t o r y ; 
e x t e r n s t r i n g i n t e r a c t i o n ! 1 0 | [ 2 J ; l i s t < F o r m u l a > h i s t o r y D ; 
e x t e r n s t r i n g ücp ( 10] [2J ; l i s t < F o r m u l a > h i s t o r y T ; 
/ / c l a s s e d e f i n i d a p a r a m o d e l a r u m a f ó r m u l a N o d e " l e f t ; 
c l a s s F o r m u l a i N o d e ' r i g h t ; 
p r i v a t e : p u b l i c : 
/ / e s p e c i f i c a o t ipo p r i n c i p a l d e u m a f ó r m u l a ( c o n j , d i s j , e t c . ) N o d e O ; 
int t y p e ; - N o d e ( ); 
/ / i n f o r m a se a r eg ra foi a p l i c a d a o u n à o 
b o o l r u l e ; N o d e i g e t _ l e f i ( ) { r e t u r n » l e f t ; } 
b o o l o k J ; N o d e i g e t _ r i g h t ( ) | r e t u r n ' r i g h t ; } 
/ / e s p e c i f i c a a a ç ã o d o o p e r a d o r m o d a l 
s t r i n g a c t i o n ; / / s e t a o s p o n t e i r o s puni i> n ó a e s q u e r d a e a d i r e i t a o u p a r a n u l o q d o n a o t e m 
/ / s u b f ó r m u l a s à e s q u e r d a e à d i r e i t a v o i d s e l j e f t t N o d e i l eH) ( t h i s - > l e f t = i l e f t ; } 
F o r m u l a * l e f t ; v o i d s e t J e f t O ! t h i s - > l e f t = N U L L ; ( 
F o r m u l a ' r i g h t ; v o i d s e t _ r i g h t ( N o d e i r i g h t ) ! t h i s - > r i g h t = i r i g h t ; | 
v o i d s e t _ r i g h t { ) { t h i s - > r i g h t = N U L L ; } 
p u b l i c : 
l i s t ' - F o r m u l a - ' i g e t _ f o r n u i l a _ s e t O { r e t u r n f o r m n l a . s e t ; ) 
s t r i n g s e n t e n c e ; l i s t < F o r m u l a > i g e l _ h i s t o r y ( ) { r e t u r n h i s t o r y ; ) 
l i s t < F o r m u l a > i g e t J i i s t o r y l X H r e t u r n h i s t o r y D ; } 
F o r m u l â t ); l i s t < F o r m u l a > i g e l _ h i s u » r y T ( ) { r e t u r n h i s t o r y T ; ! 
- F o r m u l a i ), 
v o i d s e t _ f o n n u l a _ s e i ( l i s i * - F o m i u l a > i f o r u m l a _ s c i ) 
int g e t _ t y p e ( ) { r e t u r n t y p e ; } { t h i s - > f o r m u l a _ s e i = f o r m u l a _ s e t ; } 
v o i d s e t _ t y p e ( i n t t y p e ) { t h i s - > t y p e = t y p e ; } v o i d s e t _ h i s t o r y ( f i s t < F o r m u l a > i h i s t o r y l ! t h i s - > h i s t o r y = h i s t o r y ; | 
v o i d s e t _ m l e ( b o o l r u l e ) { t h i s - > r u l e = r u l e ; J v o i d s e t _ h i s t o r y ( ) { t h i s - > h i s t o r y . e m p t y ( ) ; } 
void s e t_h i s to ryD<l i s t<Formula> i h i s to ryD){ th i s ->his to ryD=his toryD;} 
void s e t _ h i s t o r y T ( l i s t < F o r m u l a > i h is toryT){th is ->his toryT=his to tyT;} 
// Relira a fórmula da lista de fó rmulas 
l i s t < F o r m u l a > i complemen ta ry (Fo rmu la formula) ; 
/ / R e t i r a ( | de |JX 
l i s K F o r m u l u > i unbox_X() ; 
l i s t<Formula->i u n d i a m o n d _ X ( ) ; 
bool inconsislentO; 
void a d d _ f o r m u l a ( F o r m u l a i fo rmula ) ! formula_seL¡nser t ( formula_se t .end() , fo rmula ) ; } 
void a d d _ h i s t o r y ( F o r m u l a i formula){ his tory. inser t (his tory.cnd() , fo rmula) ; } 
void a d d _ h i s t o r y D ( F o r m u l a i formula){his toryD. inser t (h is toryD.end() , formula) ;} 
void a d d _ h i s t o r y T ( F o r m u l a i formula){his toryT. inser t (h is toryT.end() , formula) ;} 
void print(); 
void p r in t J i i s to ryO; 
void print _historyD( ); 
void print__historyT(); 
}; 
/ /Classe que def ine u m tableau - u m mundo possível de Kripke 
class T a b l e a u ! 
private: 
Node *root; 
/ /o con jun to de mundos acess íveis a part ir deste 
l i s t<Tableau> acces s ib l e ,wor lds ; 
vec to r<s tnng> relation; 
bool fechado; 
typedef bool (Tab l eau ; ;*Apon taRegraXNode& node, F o r m u l a i fo rmula , c h a r i R, Tab l eau** world); 
publ ic : 
// 'Estrategia é u m vetor de ponteiros para funções m e m b r o da classe T a b l e a u 
Apon taRegra Estrategia!15], A p ) i c a R e g r a f l 5 ] ; 
int t amanho; 
Tab leau* ptrRuJes; 
Tableaui ); 
T a b l e a u ! F o r m u l a i formula) ; 
- T a b l e a u i ); 
void sel_relat ion(str ing re la t ion)¡ th is ->re la t ion .push_back(re la t ion) ;} 
vector<st r ing> get_relat ion(){ return relat ion;} 
bool i s _ o k _ i ( F o r m u l a i formula) ; 
bool i s_ in_rc la t ion(Formula& fo rmula ) . 
N o d e i get_father!){return ' f a t h e r ; } 
void s e t _ f a t h e r f N o d e i f a t h e r ) { t h i s - > f a t h e r = i f a t h e r ; } 
void se t_ fa ther ( ){ th i s ->fa ther=NULL;} 
N o d e i get_root(){ return ' r o o t ; } 
void s e t _ r o o t ( N o d e i root){ t h i s - > r o o t s i r o o t ; } 
N o d e i get_cnd_righ((){return (*root) .get_right() ; I 
N o d e i g e t _ e n d j e f t < ) { return ( * r o o t ) . g e U e f t ( ) ; } 
void print_relation{); 
void ini t ia l izat ionlstr ing *EntraEstra tegia) ; 
bool caminha_arvore< N o d e i node . F o r m u l a i formula) ; 
bool c a m i n h a _ a r v o r e _ s b ( N o d e i node . F o r m u l a i íórmula) ; 
bool search_dep(s t r ing literal, s t r ing acao) ; 
void expandí ); 
void e x p a n d ! N o d e i node, i n t i Rules) ; 
l i s t * -Tab leau> i gei_acccî>r,..worlds<)( return acce \ s ih l e_wor lds ; J 
void i n s e r i _ w o r l d ( T a b l e a u i new_wor ld ) ; 
/ /mé todos que ve r i f i cam a poss ib i l idade de ap l icação de uma regra 
bool Search_and( N o d e i node . F o r m u l a i fo rmula , c h a r i R, T a b l e a u " world) ; 
bool S e a r c h _ o r ( N o d e i node, F o r m u l a i fo rmula , c h a r i R, Tab l eau** world) ; 
bool S e a r c h _ n e g ( N o d e i node, F o r m u l a i fo rmula , c h a r i R, Tab l eau** world); 
bool S e a r c h _ p o s ( N o d e i node . F o r m u l a i formula , c h a r i R, T a b l e a u " world) ; 
bool S e a r c h _ n e c T ( N o d e i node, F o r m u l a i formula , c h a r i R. Tab leau** world) ; 
bool S e a r c h _ k ( N o d e i node, F o r m u l a i fo rmula , c h a r i R, T a b l e a u " world) ; 
bool S e a r c h j l ! N o d e i nude, F o r m u l a i fo rmula , c h a r i R. Tableau** world); 
bool S e a r c h _ b ( N o d e i node. F o r m u l a i fo rmula , c h a r i R, Tableau** world) ; 
bool S e a r c h _ 5 r { N o d e i node . F o r m u l a i fo rmula , c h a r i R, T a b l e a u " world); 
bool Search_D{ N o d e i node . F o r m u l a i fo rmula , c h a r i R. Tab l eau** world) ; 
bool Search_Cü( N o d e i n o d e . F o r m u l a i fo rmula , c h a r i R, Tab l eau** wor ld) ; 
bool S e a r c h _ C T ( N o d e i node . F o r m u l a i formula , c h a r i R, T a b l e a u * * world) ; 
bool S e a r c h _ e ( N o d e i node . F o r m u l a i fo rmula , c h a r i R, T a b l e a u * * wor ld) ; 
bool S e a r c h _ i ( N o d e i node, F o r m u l a i fo rmula , c h a r i R, Tab l eau** world); 
bool S e a r c h _ s f ( N o d e i node, F o r m u l a i fo rmula , c h a r i R. Tab l eau** world) ; 
bool Search_sb( N o d e i node . F o r m u l a i formula , c h a r i R, Tab l eau** world) ; 
/ /mé todos que ap l i cam as regras 
bool a n d _ r u l e ( N o d e i node, F o r m u l a i con junc t ion , c h a r i R. Tab leau** wor ld) ; 
boo) inconsis tency! N o d e i node) ; 
/ / R E G R A S C L A S S 1 C A S E <> 
bool o r _ r u l e { N o d e i node. F o r m u l a i d is junct ion , c h a r i R, Tab l eau** world) ; 
bool n e g _ r u l e ( N o d e i node. F o r m u l a i doub le_nega t ion , c h a r i R, Tab l eau** wor ld) ; 
bool d i a m o n d _ r u l e < N o d e i node . F o r m u l a i d i amond , c h a r i R, T a b l e a u " wor ld ) ; 
/ / R E G R A S DI: P R O P A G A D O 
bool k _ r u l e ( N o d e i node, F o r m u l a i modal i ty , c h a i i R, Tableau** world) ; 
bool t _ r u l e ( N o d e i node, F o r m u l a i moda l i ty , c h a r i R, Tab l eau** wor ld) ; 
bool b _ r u l e ( N o d e i node. F o r m u l a i moda l i ty , c h a r i R, T a b l e a u " wor ld) , 
bool u 5 _ r u l e < N o d e i node, F o r m u l a i moda l i ty , c h a r i R. Tab l eau** wor ld) ; 
bool r 5 _ r u l e < N o d e i node. F o r m u l a i moda l i ty , c h a r i R, Tab l eau** world); 
/ / R E G R A S E S T R U T U R A I S 
bool D _ r u l e ( N o d e i node. F o r m u l a i moda l i ty , c l u i r i R, T a b l e a u " wor ld) , 
bool C O _ r u l e < N o d e i node. F o r m u l a i modal i ty , c h a r i R. T a b l e a u " world) ; 
bool C l _ r u l e ( N o d e i node. F o r m u l a i moda l i ty , c h a r i R. T a b l e a u " world) ; 
bool e _ r u l e ( N o d c i node, F o r m u l a i modal i ty , c h a r i R, T a b l e a u " vsorld); 
/ /out ras regras 
/ / ax ioma d e i teração 
bool ¡ _ r u l e ( N o d e i node. F o r m u l a i moda l i ty , c h a r i R, Tableau** wor ld) ; 
/ / regra SF e S B 
bool s f _ r u l e i ' N o d e i node. F o r m u l a i moda l i ty , c h a r i R, Tab leau** world) ; 
bool sb_rule( N o d e i node, F o r m u l a i modal i ty , c h a r i R, Tab l eau** world); 
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< > A & « B - > o < A & H ) ; . t k 4 ; ; & | - I < k 4 ; N ã o 
( 1 ( A | B ) - > | 1 A | | 1 B ; . tk4 ; ; & | - I < k 4 ; N ã o 
< > A < S l | | B - x ; ^ a & ( . ' ) | | ) A ; . t k 4 ; ; ,S | - l<k-T ; N ã o 
» I I - A ; . l k 4 ; ; & | - t < k 4 : N ã o 
< > l ] A | < > L | - A ; . Ik4 ; ; & | ~ I < k 4 ; N à o 
| | A - > A ; . t k 5 ; ; & | ~ K k 5 ; S i m 
( < > A - > [ | o A ) ; . l k 5 ; ; & | ~ t < k 5 ; S i m 
| ) A - x > A ; . t k 5 ; ; & ] - K k 5 ; S i m 
j j t j u e ; . i k5 ; ; & | - t < k 5 ; S i m 
< > t m e ; . t k 5 ; ; & | - t < k 5 ; S i m 
< > A - > A ; . t k 5 ; ; & | - I < k 5 ; N ã o 
< > A - > | l A ; . I k5 ; ; & ) - l - k 5 : N à o 
( | < > A - > A ; . Ik5 ; ; & | - K k 5 ; N ã o 
( < > A & < r - B ) - ' - < > ( A & B ) ; . t k 5 ; ; A | - I < k 5 ; N ã o 
( | | A - > | | U l - > | ] ( A - > l t ) ; . t k5 ; ; & | - t < k S ; N ã u 
[ a | A & B - > B & [ a ] A & [ a ] A ; 
a k ; ; & | - < k ; S i m 
( b ) A & | h | ( A - > B ) - > | b | l ) ; 
b k ; ; & | ~ < k ; S i m 
< - A & n [ b | A & | ) < A - > | a ] A ) & | | ( - A - > | a h A > ) - > | b ] A . 
. a . b ; . t k 4 a k b k ; & | - t < i k 4 ; S i m 
( - A & | ) [ b | A & | ) < A - > ( a | A ) & | | ( - A - > l a | - A ) ) - > | a | ~ A ; 
. a . b ; . t k 4 a k b k ; & | ~ t < i k 4 ; S i m 
ti s e m p r e 1| r a p o s a l | e l o g i a ] l : N C A N T A D O & 
| r a p o s a ] | s e m p r e l ( ) : N C A N T A I X ) - > < c a n t a > C A I D O ) ) - > 
l r a p o s a | | e l o g i a ) < c a n t a > C A I D O ; 
s e m p r e e l o g i a s e m p r e c a n t a s e m p r e r a p o s a ; 
s e m p r e tk4 e l o g i a k c a n t a k r a p o s a k ; & | ~ t < i k 4 ; S i m 
[ a J A & B - > ~ ( B & [ a | A & [ a | A ) ; 
a k ; ; & | ~ < k ; N ã o 
| b | A & | b | ( A - > U ) - > - | b | U ; 
b k ; : & | ~ < k ; N à o 
( - A & ( | ( b ] A & l | ( A - > | a | A ) & | | < - A - > | a h A ) ) - > ~ | b | A ; 
. a . b ; . t k 4 a k b k . & | - K i k 4 ; N ã o 
< - A & | | | b | A & | | ( A - > | a ) A I & | | i - A - > | a | - A | ) - > - | a ] v \ ; 
. a . b ; . t k 4 a k b k ; & | - t < í k 4 ; N à o 
( [ s e n t p r e ) [ r a p o s a ] | e l a g i a ] l : N C A N T A D O á i 
[ r a p o s a | | s e m p r e J ( E N C A N T A D O - x c a n t a > C A I D O ) ) - > 
- [ r a p o s a | [ e l o g i a ] < c a n t a > C A I D O ; 
s e m p r e e l o g i a s e m p r e c a n t a s e m p r e r a p o s a ; 
s e m p r e t k 4 e l o g i a k c a n t a k r a p o s a k ; & | ~ t < i k 4 ; N ã o 
qu i t 
1 Fórmula : [1A&B->B&(]A&[]A 
O p e r a d o r : [ ] Axiomas: k 
E s t r a t é g i a : &|-<k 
g t t p : Sim e s p e r a d o : Sim 
2 Fórmula : (1 (1]A|< > ( - a | B ) ) 
O p e r a d o r : { J Axiomas: k 
E s t r a t é g i a : & | ~<k 
g t t p : Sim e s p e r a d o : s im 
3 Fórmula : (]A&[] (A->B) -> Í JB 
O p e r a d o r : 1 ] Axiomas: k 
E s t r a t é g i a : &|~<k 
g t t p : Sim e s p e r a d o : Sim 
4 Fórmula : [] A| [ ]B->[ ) (Ais) 
O p e r a d o r : f J Axiomas: k 
E s t r a t é g i a : &J-<k 
g t t p : Sim e s p e r a d o : Sim 
5 Fórmula : [] (A&B) < - > ( [ ] A& [] B ) 
O p e r a d o r : [ ] Axiomas: k 
E s t r a t é g i a : & | ~<k 
g t t p : Sim e s p e r a d o : Sim 
6 Fórmula : (] (A&B) < - > ( [ ] A& [ J B ) 
O p e r a d o r : [ ] Axiomas: k 
E s t r a t é g i a : s. | -<k 
g t t p : Sim e s p e r a d o : Sim 
7 Fórmula : [] - A t - O B | <>A| <>B 
O p e r a d o r : í ] Axiomas: k 
E s t r a t é g i a : &| ~<k 
g t t p : Sim e s p e r a d o : Sim 
8 Fórmula : c»A| <>B-><>(A|B) 
O p e r a d o r : ( ] Axiomas: k 
E s t r a t é g i a : &|-<k 
g t t p : Sim e s p e r a d o : Sim 
9 Fórmula : 11 ~A | < > ( ( ( [ ] B->< >A)->[] B)- > [J B) 
Operador : ( ] Axiomas : k 
E s t r a t é g i a : &|-<k 
g t t p : Sim e s p e r a d o : s im 
10 Fórmula : - [ ) ( <>A | B) -><>(] -A 
O p e r a d o r : [ ] Axiomas: k 
E s t r a t é g i a : & j-<k 
g t t p : Sim e s p e r a d o : sim 
11 Fórmula : -<>-A->( ]A 
O p e r a d o r : [ ] Axiomas: k 
E s t r a t é g i a : &|~<k 
g t t p : Sim e s p e r a d o : s im 
12 Fórmula : < >A->- [ ) -A 
O p e r a d o r : ( ] Axiomas: k 
E s t r a t é g i a : &|-<k 
g t t p : Sim e s p e r a d o : s im 
13 Fórmula : ~ { ] ~ A - > < > A 
O p e r a d o r : [ ] Axiomas : k 
E s t r a t é g i a : £c|-<k 
g t t p : Sim e s p e r a d o : Sim 
14 Fórmula : ( ] (A&B)->(I]A&I]B) 
O p e r a d o r : [ ) Axiomas: k 
E s t r a t e g i a : &|~<k 
g t t p : Sim e s p e r a d o : Sim 
15 Fórmula : [ ]A&l]B->U (A&B) 
O p e r a d o r : [ ] Axiomas : k 
E s t r a t é g i a : &J~<k 
g t t p : Sim e s p e r a d o : Sim 
16 Fórmula : (<>A|<>B)-><>(A\B) 
O p e r a d o r : t ] Axiomas: k 
E s t r a t é g i a : &¡~<k 
g t t p : Sim e s p e r a d o : Sim 
17 Fórmula : <>(AjB)->(<>A|<>B) 
Ope rado r : ( J Axiomas : k 
E s t r a t é g i a : k |~<k 
g t t p : Sim e s p e r a d o : Sim 
18 Fórmula : [)A 
O p e r a d o r : [ 1 Axiomas: k 
E s t r a t é g i a : &|-<k 
g t t p : Não e s p e r a d o : Não 
19 Fórmula : o t r u e 
Ope rado r : [ ] Axiomas : k 
E s t r a t é g i a : &|~<k 
g t t p : Não e s p e r a d o : Não 
2 0 F ó r m u l a : < > U A | < > [ ] - A 
Operado r : [ 1 Ax i ornas : k 
E s t r a t é g i a : &|~<k 
g t t p : Não e s p e r a d o : Não 
21 Fórmula : [)A->A 
Operado r : [ 1 Axiomas : k 
E s t r a t é g i a : &|-<k 
g t t p : Não e s p e r a d o : Não 
22 Fórmula : - [j A- > [] - [] A 
O p e r a d o r : [ ) Axiomas: k 
E s t r a t é g i a : &|~<k 
g t t p : Não e s p e r a d o : Não 
2 3 Fórmula : í ] -A-> í)~ < ^A 
O p e r a d o r : [ 1 Axiomas: k 
E s t r a t é g i a : &|-<k 
g t t p : Não e s p e r a d o : Não 
24 Fórmula : <>A&<>B-><>(A&B) 
O p e r a d o r : 1 ] Axiomas : k 
E s t r a t é g i a : &|~<k 
g t t p : Não e s p e r a d o : Não 
25 Fórmula : (<>A&<>B) -><> (A&Bj 
Ope rado r : [ ] Axiomas : k 
E s t r a t é g i a ; í. j - < k 
g c t p : Não e s p e r a d o : Não 
26 Fórmula : <>( ]<>( ]A-><>[]A 
Operador : ( 1 Ax iomas: k 
E s t r a t é g i a : í . |~<k 
g t t p : Nào esperado. - Não 
27 Fórmula : <>()A-><>()<>A 
O p e r a d o r : ( ) Axiomas: k 
E s t r a t é g i a : &|-<k 
g t t p : Não e s p e r a d o : Nào 
28 Fórmula : A U i A j íi U - A 
O p e r a d o r : t ] Axiomas: k 
E s t r a t é g i a : &¡-<k 
g t t p : Não e s p e r a d o : Não 
2 9 Fórmula : < >-A-> í]A 
Operado r : ( J Axiomas : k 
E s t r a t é g i a : & | -<k 
g t t p : Não e s p e r a d o : Não 
3 0 Fórmula : [ ] ( < > A | B ) - > < > [ ] - A 
O p e r a d o r : [ ] Axiomas: k 
E s t r a t é g i a : &|-<k 
g t t p : Nào e s p e r a d o : Não 
31 Fórmula : A->B|A 
O p e r a d o r : ( ) Axiomas: t k 
E s t r a t é g i a : &)~t<k 
g t t p : Sim e s p e r a d o : Sim 
32 Fórmula : <>(A<->A) 
O p e r a d o r : ( J Ax iomas : ck 
E s t r a t é g i a : & | - t < k 
g t t p : Sim e s p e r a d o : Sim 
33 Fórmula : []A->A 
Operado r : ( } Axiomas : t k 
E e t r a t é g i a : & | - t < k 
g t t p : Sim e s p e r a d o : Sim 
34 Fórmula : (í)A&-<>B)->A&-B 
Operado r : ( ) Ax iomas: tk 
E s t r a t é g i a : & | - t<k 
g c t p : Sim e s p e r a d o : Sim 
3 5 Fórmula : ()A&B->B&[]At()A 
O p e r a d o r : f J Axiomas : t k 
E s t r a t é g i a : & | - t < k 
g t t p : Sim e s p e r a d o : Sim 
3 6 Fórmula : (] ( (]A|< >l-A|B) ) 
O p e r a d o r : ( j Axiomas: tk 
E s c r a t é g i a : & | - t < k 
g t t p : Sim e s p e r a d o : Sim 
37 Fórmula : ()(A&B)<->([)A&[)B) 
Operador : í ] Ax iomas: tk 
E s t r a t é g i a : & | - t < k 
g t t p : Sim e s p e r a d o : Sim 
38 Fó rmu la : <>Aj<>B-><>(A|B) 
Ope r a d o r : ( ] Ax i ornas : ck 
E s t r a t é g i a : & j - t < k 
g t t p : Sim e s p e r a d o : Sim 
3 y Fórmula : <>{(( (lA-p<>BI •>(JA1->(JAI 
O p e r a d o r : | 1 Axiomas: ck 
E s t r a t é g i a : L | - t < k 
gc t p r Sim e s p e r a d o : S im 
4 0 Fórmula : - H (<>A|B)- ><><><>-A 
O p e r a d o r : ( } Axiomas: ck 
E s t r a t é g i a : & | - t < k 
g t t p : Sim e s p e r a d o : S im 
4 1 Fó rmu la : A 
O p e r a d o r : I ) Axiomas: t k 
E s t r a t é g i a : & | - t < k 
g t t p : Não e s p e r a d o : Não 
42 F ó r m u l a : <> f ) -A 
O p e r a d o r : ( ) Axiomas : t k 
E s t r a t é g i a : & | - t < k 
g t t p : Não e s p e r a d o : Não 
43 Fórmula : A&()A| (] U -A 
O p e r a d o r : ( j Axiomas: t k 
E s t r a t é g i a : & | ~t<k 
g t t p : Não e s p e r a d o : Não 
44 Fórmula : <>{]A |<>[ ] -A 
Ope r a d o r : [ ] Ax i ornas : t k 
E s t r a t é g i a : & J - t < k 
g t t p : Não e s p e r a d o : Não 
45 Fórmula : - {] A- > ( ) - ( } A 
O p e r a d o r : I ] Axiomas : t k 
E s t r a t é g i a : &(~t<k 
g t t p : Não e s p e r a d o : Não 
4 6 Fórmula : [ 1 -A->[1 -<>A 
O p e r a d o r : [ ] Axiomas : t k 
E s t r a t é g i a : & | - t < k 
g t t p : Não e s p e r a d o : Não 
4 7 Fórmula : < >A&<>B-><>(A&B) 
O p e r a d o r : | 1 Axiomas: t k 
Es t r a t é g i a : í. | - t < k 
g t t p : Não e s p e r a d o : Não 
48 Fórmula : <>() <> [ 1 A - >< > (]A 
O p e r a d o r : ( 1 Axiomas : t k 
E s t r a t é g i a : & | -1<k 
g t t p : Não e s p e r a d o : Não 
4 9 Fórmula : <>(]A-><>11<>()A 
O p e r a d o r : [ ] Axiomas: t k 
E s t r a t é g i a : & j - t < k 
g t t p : Não e s p e r a d o : Não 
