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We extend here the Perron–Frobenius theory of nonnegative
matrices to certain complex matrices. Following the generalization
of the Perron–Frobenius theory to matrices that have some neg-
ative entries, given by Noutsos [14], we introduce here two types
of extensions of the Perron–Frobenius theory to complex matrices.
We present and prove here some sufficient conditions and some
necessary and sufficient conditions for a complex matrix to have a
Perron–Frobenius eigenpair. We apply this theory by introducing
Perron–Frobenius splittings, as well as complex Perron–Frobenius
splittings, for the solutionof complex linear systemsAx = b, by clas-
sical iterativemethods.Perron–Frobenius splittingsconstituteanex-
tension of thewell-known regular splittings, weak regular splittings
and nonnegative splittings. Convergence and comparison properties
are also given and proved.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
In 1907, Perron [16] showed that ann×nmatrixA, with all entries positive, has a positive eigenvalue
whose corresponding eigenvector x can be chosen to have all positive components, and that this
particular eigenvalue is equal to its spectral radius ρ(A), where if {λi}ni=1 are the eigenvalues of A,
then ρ(A) := max1in{|λi|}. Later in 1912, Frobenius [10] extended this result to irreducible n × n
matrices with all nonnegative entries, and the associated pair (ρ(A), x) is now called the Perron–
Frobenius eigenpair, and the vector x is called the right Perron–Frobenius eigenvector. Since then, the
well-known Perron–Frobenius theory has been developed for general nonnegative matrices, and the
well-known Regular, Weak Regular and Nonnegative Splittings have been introduced and developed for
the solution of large sparse linear systems by iterative methods (Varga [19,20], Young [23], Berman
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and Plemmons [2], Bellman [1], Woz´nicki [22,21], Csordas and Varga [7], Neumann and Plemmons
[13], Miller and Neumann [12], Marek and Szyld [11], and Climent and Perea [6]).
Tarazaga et al. [18] have given a sufficient condition that guarantees the existence of the Perron–
Frobenius eigenpair, for a class of real symmetric matrices which have some negative entries. Their
result was obtained from studying some convex and closed cones of matrices.
Zaslavsky andMcDonald [24] and CarnochanNaqvi andMcDonald [5] have proved thatmany of the
combinatorial properties of nonnegative matrices carry over to real eventually nonnegative matrices,
i.e., real matrices whose kth powers are nonnegative matrices, for all k  k0, where k0 is a positive
integer.
Recently, Noutsos [14] extended and generalized the Perron–Frobenius theory to realmatrices hav-
ing some negative entries. This paper established necessary and sufficient conditions for a real matrix
to have a Perron–Frobenius eigenpair, it gave some monotonicity relations, and it applied this the-
ory by introducing Perron–Frobenius splittings for the solution of linear systems by classical iterative
methods. These splittings are extensions and generalizations of the well-known regular, weak regular
and nonnegative splittings. Convergence and comparison properties have also been established for
these splittings. Some additional properties to this generalization have been given for real matrices by
Elhashash and Szyld [8,9]. Very recently, Noutsos [15] generalized the well-known Stein–Rosenberg
theorem for regular splittings, by proving theorems, of Stein–Rosenberg type, for nonnegative and
Perron–Frobenius splittings. An extension of the Perron–Frobenius theory to complex matrices was
given by Rump [17], where the sign-complex spectral radius of a complex matrix was introduced as
ρCI(A) := max{|λ| : |Ax| = |λx|, λ ∈ CI, 0 = x ∈ CIn}, and interesting properties and results were
obtained. This extension however is quite different from the ones presented below in this paper.
This work is organized as follows. In Section 2, the analysis of extensions of the Perron–Frobenius
theory to complex matrices (Type I and Type II) is presented. The main properties, that characterize
the complex matrices which have the Perron–Frobenius property of Type I or Type II, are stated and
proved. Some monotonicity properties, concerning the spectral radius, are also stated and proved. In
Section 3, the Perron–Frobenius splittings for complex matrices, corresponding to the extension of
Type I, are introduced and studied. Convergence and comparison properties are stated and proved. In
Section 4, the associated analysis of the complex Perron–Frobenius splittings for complex matrices,
corresponding to the extension of Type II, is presented. As the theory is being developed, various
numerical examples are given in the text to illustrate these theoretical results.
In what follows, we use the following notations:
All matrix or vector inequalities and all matrix or vector nonnegativities or positivities are meant
entrywise.
The superscript H stands for the conjugate transpose of a matrix or a vector.
By λi, i = 1, 2, . . . , n, we mean the n eigenvalues of an n × n complex matrix.
2. Extension of the Perron–Frobenius theory to complex matrices
Weintroduce twotypes (Type I andType II) of extensionsof thePerron–Frobenius theory tocomplex
matrices. For extensions of Type I, we make the following definitions.
Definition 2.1. Wesay thatλ1 is a dominant eigenvalue of amatrixA ∈ CIn,n if it is a largest inmodulus
eigenvalue, i.e., |λ1|  |λi|, i = 2, 3, . . . , n, so that |λ1| = ρ(A).
Definition 2.2. A matrix A ∈ CIn,n has the Perron–Frobenius property if it has an eigenvalue λ1,
with λ1 = ρ(A) > 0, and an associated nonzero column eigenvector x, which has all nonnegative
components. This vector is called a right Perron–Frobenius eigenvector of A.
Definition 2.3. A matrix A ∈ CIn,n has the strong Perron–Frobenius property if it has a simple
eigenvalue λ1, with λ1 > |λi|, for all remaining eigenvalues λi, i = 2, 3, . . . , n, of A, so that λ1 =
ρ(A) > 0, and to λ1, there corresponds a column eigenvector x, which has all positive components.
This vector x is called a strong right Perron–Frobenius eigenvector.
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For extensions of Type II, we have:
Definition 2.4. A matrix A ∈ CIn,n has the complex Perron–Frobenius property if it has a dominant
eigenvalue λ1 which is positive and its associated (nonzero) eigenvector x can be chosen so that
Re x  0, i.e., if x = [x1 x2 · · · xn]T , then Re xj  0 for all j = 1, 2, . . . , n. The vector x is called the
complex right Perron–Frobenius eigenvector.
Remark. The statement, from Definition 2.4, that Re xj  0, for all j = 1, 2, . . . , n, puts these compo-
nents all in the closed right-half plane, and we note that Definition 2.4 can be extended to assuming
that there exists a real θ such that all components Re (eiθx) are nonnegative.
Definition 2.5. A matrix A ∈ CIn,n has the strong complex Perron–Frobenius property if it has
a dominant eigenvalue λ1 which is positive, simple, with λ1 > |λi|, i = 2, 3, . . . , n, and for the
associated eigenvector x, there holds: Re x > 0, i.e., Re xj > 0 for all j = 1, 2, . . . , n. This vector x is
called a strong complex right Perron–Frobenius eigenvector.
It is obvious that extensions of Type II deal with a larger class of complexmatrices than that of Type
I. Also, we remark that since the spectrum of a matrix A in CIn,n is the same as that of AT , and while the
spectrum of AH consists of the conjugates of the eigenvalues of A, this means that many of the results
below apply equally well to AT , and, in addition, to the eigenvalues of AH , if A has a strictly dominant
(in modulus) positive eigenvalue.
We begin our analysis by proving some properties which characterize the matrices that have the
(strong) Perron–Frobenius property or the (strong) complex Perron–Frobenius property.
Lemma2.1. LetA ∈ CIn,n have the Perron–Frobenius propertywith the eigenpair (ρ(A), x). Onwriting
Ak = Ak,1+iAk,2 for any positive integer k,whereAk,1 andAk,2 are realmatrices in IRn,n, thenAk,2x = 0
for any k.
Proof. For the eigenpair (ρ(A), x) and for any positive integer k, we have
Akx = Ak,1x + iAk,2x = (ρ(A))k x  0,
which implies that Ak,2x = 0. 
Theorem 2.1. Let both the matrices A ∈ CIn,n and AH have the complex Perron–Frobenius property, with
the dominant eigenvalue λ1 = ρ(A) = ρ(AH) being simple and with λ1 > |λi(A)| = |λi(AH)|, for all
i = 2, 3, . . . , n. Also assume that, for the right and left Perron–Frobenius eigenvectors x and z, respectively,
there holds: Re(x)  |Im(x)| and Re(z)  |Im(z)|. Then, there exists an angle θ ∈ [−π, π ] such that
lim
k→∞
1
λk1
Re(eiθAk)  O, (2.1)
where O is the null n × n matrix.
Proof. Let X and D bematrices in CIn,n such that X is nonsingular with A = XDX−1, where D is a Jordan
canonical form of A. We assume, for convenience, that the eigenvalue λ1 = ρ(A) is the first diagonal
entry of D, so that the Jordan canonical form of A can be written as
A = [x|Xn,n−1]
⎡
⎣ λ1 0
0 Dn−1,n−1
⎤
⎦
⎡
⎣ yH
Yn−1,n
⎤
⎦ , (2.2)
where x (the right Perron–Frobenius eigenvector of A) and Xn,n−1 are respectively the first column
of X and the remaining (n − 1) columns of X , while yH and Yn−1,n are respectively the first row and
the remaining rows of X−1. Obviously, y is a left eigenvector of A and therefore y = cz = αeiθ z,
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where α > 0, and θ ∈ [0, 2π). Since yH is the first row of X−1 and X−1X = I, then yHx = 1, so
that zHx = 1
α
eiθ . From the assumption that Re(x)  |Im(x)| and Re(z)  |Im(z)|, we easily get that
Re(zHx)  0. This means that θ ∈ [−π
2
, π
2
].
We return now to the Jordan canonical form (2.2) of A and form the power Ak:
Ak = [x|Xn,n−1]
⎡
⎣ λk1 0
0 Dkn−1,n−1
⎤
⎦
⎡
⎣ yH
Yn−1,n
⎤
⎦ ,
or equivalently, since λ1 > 0,
1
λk1
Ak = [x|Xn,n−1]
⎡
⎢⎣ 1 0
0 1
λk1
Dkn−1,n−1
⎤
⎥⎦
⎡
⎣ yH
Yn−1,n
⎤
⎦ . (2.3)
Sinceλ1 is the dominant eigenvalue ofA, and the only eigenvalue of A on the circle {w ∈ CI : |w| = λ1},
we see that
lim
k→∞
1
λk1
Dkn−1,n−1 = O.
Thus, from (2.3),
lim
k→∞
1
λk1
Ak = xyH = αe−iθxzH, so that Re
(
lim
k→∞
1
λk1
eiθAk
)
= Re(αxzH)  O,
and the proof is complete. 
Remark. We note, in Theorem 2.1 and its proof, that the specific right and left Perron–Frobenius
eigenvectors come into play, where these vectors satisfy yHx = 1. We call x and yH NORMALIZED
eigenvectors, a term which is used throughout this section.
Example 2.1. Consider the matrix
A =
⎛
⎜⎜⎜⎝
0.7500 − 1.1250i 0.5882 − 0.1471i 1.0735 + 1.4191i
−0.5000 − 1.0000i 2.1765 + 0.7059i 2.1471 − 0.4118i
2.7500 − 0.1250i 0.5882 − 0.1471i −0.9265 + 0.4191i
⎞
⎟⎟⎟⎠ ,
where these coefficients are all accurate, to four decimal digits. Its eigenvalues are λ1 = 3, λ2 =−2 − i, λ3 = 1 + i. Both matrices A and AH have the strong complex Perron–Frobenius property,
with normalized eigenvectors x = (0.2353 − 0.0588i 0.4706 − 0.1176i 0.2353 − 0.0588i)T and
yH = (1 − 0.5i 1 + 0.5i 1 + 0.5i), respectively. We observe that all the assumptions of Theorem 2.1
are valid, so that, from Theorem 2.1, there exists a θ ∈ [−π, π ] such that limk→∞ 1λk1 Re(e
iθAk)  O.
It can be verified that
lim
k→∞
1
λk1
Re(Ak) = Re(xyH) > O,
where the final inequality can be directly computed from x and yH above. Thus, the result of Theorem
2.1 is valid for θ = 0. It is also valid for various values of θ , belonging to a real interval including zero.
In fact, it can be shown that this interval is −0.8623 < θ < 1.3520 radians.
Theorem 2.2. Assume that both the matrices A ∈ CIn,n and AH have the Perron–Frobenius property,
with the dominant eigenvalue λ1 = ρ(A) = ρ(AH) being simple with λ1 > |λi(A)| = |λi(AH)|, for
all i = 2, 3, . . . , n, and that x and y are, respectively, the normalized right and left Perron–Frobenius
eigenvectors. Then,
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lim
k→∞
1
λk1
Ak = xyT  O. (2.4)
Moreover, if A and AH both have the strong Perron–Frobenius property, then there exists a positive integer
k0 such that Re(A
k) > O for all k  k0.
Proof. This is analogous to the proof of Theorem 2.1, and is omitted. Finally, we observe that, for the
weak case, i.e., where A does not have the strong Perron–Frobenius property, we cannot conclude here
that there exists a k0 > 0 such that Re(A
k)  O for all k  k0, since xyT  O, where x and y are
nonnegative vectors. If y has a zero component, for example, then the matrix xyT has a column of
zeros, and the convergence of 1
λk1
Ak to zero, in this column, need not come only through nonnegative
real numbers. This is shown in Example 2.2, below. 
Example 2.2. Consider the matrix
A =
⎛
⎜⎜⎜⎝
1
4
1
4
− 1
6
i 1
2
+ 1
6
i
3
2
1
2
+ 1
3
i −1 − 1
3
i
3
4
− 1
4
i 1
4
− 1
6
i 5
12
i
⎞
⎟⎟⎟⎠ ,
whose eigenvalues are λ1 = 1, λ2 = − 12 + 14 i, λ3 = 14 + 12 i. Bothmatrices A and AH have the Perron–
Frobenius property, with normalized eigenvectors x = (1 1 1)T and yT = ( 2
3
1
3
0), respectively. From
Theorem 2.2, the normalized powers of A tend to the nonnegative matrix xyT :
lim
k→∞
1
λk1
Ak = lim
k→∞ A
k = xyT =
⎛
⎜⎜⎜⎝
2
3
1
3
0
2
3
1
3
0
2
3
1
3
0
⎞
⎟⎟⎟⎠ .
The vector sequence of the third column of the powers of A tends to the zero vector, but this does not
guarantee that Am has necessarily a nonnegative real part, for all largem. To see this, the final column
of the matrix Am, for any positive integerm, is given by⎛
⎜⎜⎜⎝
a
(m)
1,3
a
(m)
2,3
a
(m)
3,3
⎞
⎟⎟⎟⎠ := r
meimθ2
3
⎛
⎜⎜⎜⎝
−2 + 2e−im π2
4 − 4e−im π2
1 + 2e−im π2
⎞
⎟⎟⎟⎠ ,
where r :=
√
5
4
= 0.5590, and where θ2 = 2.6779 radians. From this, we see that 2a(m)1,3 = −a(m)2,3 ,
for all m > 0, with a
(m)
1,3 = 0 = a(m)2,3 only for m a multiple of 4. This gives us that the final column of
Am cannot have a nonnegative real part for every largem. Examples of this final column of Am, called
am := 1013 × (Am)3, are given below form = 52, 53, 54 and 55.
a
52
=
⎛
⎜⎜⎜⎝
0
0
0.3826 + 0.6272i
⎞
⎟⎟⎟⎠ , a53 =
⎛
⎜⎜⎜⎝
0.0868 + 0.3774i
−0.1736 − 0.7548i
−0.2613 + 0.1594i
⎞
⎟⎟⎟⎠ ,
a
54
=
⎛
⎜⎜⎜⎝
−0.3047 − 0.0293i
0.6094 + 0.0586i
−0.0762 − 0.0073i
⎞
⎟⎟⎟⎠ , a55 =
⎛
⎜⎜⎜⎝
0.0491 − 0.1106i
−0.0981 + 0.2212i
−0.0707 − 0.0646i
⎞
⎟⎟⎟⎠ .
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Example 2.3. Consider the matrix
A =
⎛
⎜⎜⎜⎜⎝
−0.25 + 0.25i 0.50 − 0.50i 2.75 + 0.25i
4.75 + 0.25i 1.50 + 1.50i −3.25 − 1.75i
1.75 − 0.75i 0.50 − 0.50i 0.75 + 1.25i
⎞
⎟⎟⎟⎟⎠ ,
whose eigenvalues are λ1 = 3, λ2 = −2 + i, λ3 = 1 + 2i. Both matrices A and AH have the strong
Perron–Frobeniusproperty,withnormalized rightand left Perron–Frobeniuseigenvectorsx = (111)T
and y = (0.5 0.25 0.25)T , respectively. From the strong part of Theorem 2.2, there exists, positive
integer k0 such that Re(A
k) > O for all k  k0. By computing the matrix 1λ41 A
4, we find that
1
λ41
A4 =
⎛
⎜⎜⎜⎜⎜⎝
0.4568 − 0.1481i 0.2716 + 0.0741i 0.2716 + 0.0741i
0.5432 + 0.1481i 0.1852 − 0.2222i 0.2716 + 0.0741i
0.5432 + 0.1481i 0.2716 + 0.0741i 0.1852 − 0.2222i
⎞
⎟⎟⎟⎟⎟⎠ .
Wesee that 1
λ41
Re(A4) > O, and, on runningMatlab for somevalues of k > 4,we found that 1
λk1
Re(Ak) >
O. We claim that this is valid only for k  4, with
lim
k→∞
1
λk1
Ak =
⎛
⎜⎜⎜⎜⎜⎝
0.50 0.25 0.25
0.50 0.25 0.25
0.50 0.25 0.25
⎞
⎟⎟⎟⎟⎟⎠ .
The following Lemma 2.2, needed in the proofs of Lemma 2.3 and Theorem 2.3, is a nontrivial
combinatorial result that relies upon the Archimedean property of real numbers (cf. Birkhoff and
MacLane [3, p. 87]).
Lemma 2.2. Let θ be a real number with 0 < θ < 2π , and let k0 be a positive integer. Then, there
exist integers {kj}4j=1 with kj  k0 for all 1  j  4, and nonnegative integers {mj}4j=1 such that the
following statements are true:
(i) 0  k1θ − 2m1π  π2 ,
(ii) π
2
 k2θ − 2m2π  π ,
(iii) π  k3θ − 2m3π  3π2 ,
(iv) 3π
2
 k4θ − 2m4π  2π .
Thenext item, Lemma2.3,which is needed in theproof of Theorem2.3, is a generalization of Lemma
2.2.
Lemma 2.3. Let {θj}qj=1 be q numbers with 0 < θ1 < θ2 < · · · < θq < 2π , let {cj}qj=1 be q complex
numbers, not all zero, and let k0 be a given positive integer. Then, there exists an integer k, with k  k0,
such that
Re
⎛
⎝ q∑
j=1
cje
ikθj
⎞
⎠ < 0. (2.5)
Proof. We first establish (2.5) for the case q = 1, so that in this case, we have c1 = 0 and we set
c1 = |c1|eiφ1 , where |c1| > 0 and 0 < φ1  2π . Thus, c1eikθ1 = |c1|ei(kθ1+φ1). First, suppose
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that 0 < φ1  π2 . From (ii) of Lemma 2.2, there exist integers k2  k0 and m2  0 such that
2m2π + π2  k2θ1  2m2π + π , implying that
2m2π + π
2
< k2θ1 + φ1  2m2π + 3π
2
,
For θ1 and φ1 such that 2m2π + π2 < k2θ1 + φ1 < 2m2π + 3π2 , we obtain that Re
(
c1e
ik2θ1
)
< 0,
the desired result of (2.5) in this case. In the case k2θ1 + φ1 = 2m2π + 3π2 , where Re
(
c1e
ik2θ1
)
= 0,
we consider k = 2k2 to obtain kθ1 + φ1 = 4m2π +π , and therefore Re
(
c1e
ikθ1
)
< 0. The remaining
cases, in this proof for q = 1, follow in a similarway, using the three remaining inequalities of (i)−(iv)
of Lemma 2.2. This establishes (2.5), for the case for q = 1, and we will next sketch the proof for any
q > 1, which uses induction.
Assume that (2.5) is valid for all positive integers at most q − 1, where q is a positive integer with
q  2, and we consider the case q. Arguing by contradiction, assume that
Re
⎛
⎝ q∑
j=1
cje
ikθj
⎞
⎠  0 for all integers k  k0. (2.6)
Suppose first that at least one of the θj ’s, say θ1, is a rational multiple of 2π , i.e., θ1 = pl 2π , where p
and l are integers with p < l. As (2.6) holds for all k  k0, we add the successive relations of (2.6) of
k, i.e., k, k + 1, . . . , k + l − 1, to obtain
Re
⎛
⎝c1 l−1∑
j=0
ei(k+j)
p2π
l + c2
l−1∑
j=0
ei(k+j)θ2 + · · · + cs
l−1∑
j=0
ei(k+j)θq
⎞
⎠  0,
which can be expressed as
Re
⎛
⎝c1
⎛
⎝l−1∑
j=0
eij
p2π
l
⎞
⎠ eik p2πl + c2 l−1∑
j=0
eijθ2eikθ2 + · · · + cs
l−1∑
j=0
eijθqeikθq
⎞
⎠  0, (2.7)
for all k  k0. But with z := ei p2πl , the first sum in (2.7) is
l−1∑
j=0
eij
p2π
l = 1 + z + · · · + zl−1 = 1 − z
l
1 − z = 0, since z
l = 1,
so that the number of terms in (2.7) is reduced to q − 1, which then contradicts (2.5).
The remainder of this proof, having to do with irrational angles, is somewhat long, and is omitted,
as the reader can guess that the proof uses the fact that rational angles are dense in the collection of
irrational angles. 
Our next result is
Theorem 2.3. Let A ∈ CIn,n be nonnilpotent, i.e., Ak = O for any positive integer k, and let there exist
an integer k0 > 0 such that Re(A
k)  O for all k  k0. Then, both matrices A and AH have the complex
Perron–Frobenius property.
Proof.Weprovefirst that there exists a positive eigenvalue, sayλ1, corresponding to the spectral radius
of A. Assuming the contrary, suppose that there exist s eigenvalues λj = |λ1|eiθj , with multiplicities rj ,
respectively, where 0 < θj < 2π , j = 1, 2, . . . , s, and where |λ1| > 0, by hypothesis. Suppose also
that r is the dimension of the largest Jordan block, corresponding to the eigenvalues above, and that
it applies to the firstm of them, i.e., λj = |λ1|eiθj , j = 1, 2, . . . ,m,m  s. Without loss of generality,
assume that to each eigenvalue, there corresponds just one such largest block. Consider now the Jordan
canonical form of Ak , partitioned as follows
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Ak = [Xrm|Xn−rm]
⎡
⎣ Dkrm O
O Dkn−rm
⎤
⎦
⎡
⎣ YHrm
Yn−rm
⎤
⎦ ,
where Drm is the rm × rm block diagonal matrix containing the m (r × r) Jordan blocks of λj , j =
1, 2, . . . ,m, andDkn−rm is the (n−rm)×(n−rm) block diagonalmatrix containing all the other Jordan
blocks of Ak . Thus, Dkrm is the direct sum of the matrices J
k
j =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
λkj λ
k−1
j
(
k
1
)
· · · λk−r+1j
(
k
r − 1
)
λkj
. . . λk−r+2j
(
k
r − 2
)
. . .
...
λkj
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
j = 1, 2, . . . ,m. Dividing Jkj by |λ1|k−r+1
(
k
r − 1
)
, we observe that all the entries of
Jkj
|λ1|k−r+1
(
k
r − 1
)
tend to zero as k tends to infinity, except for
(
Jkj
)
1r
|λ1|k−r+1
(
k
r − 1
) = ei(k−r+1)θj . Obviously,
lim
k→∞
1
|λ1|k−r+1
(
k
r − 1
)Dkn−rm = O.
Thus, 1
|λ1|k−r+1
(
k
r − 1
)Ak behaves, with each k sufficiently large, like the matrix XrmEkYHrm, where Ek is
the direct sum of the matrices
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 · · · ei(k−r+1)θj
0
. . . 0
. . .
...
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
, j = 1, 2, . . . ,m. Since Re (Ak)  O for all
k  k0 we obtain that Re (XrmEkYHrm)  O, with each k sufficiently large. On the other hand,
XrmEkY
H
rm = ei(k−r+1)θ1x1yHr + ei(k−r+1)θ2xr+1yH2r + · · · + ei(k−r+1)θmx(m−1)r+1yHmr
= C1ei(k−r+1)θ1 + C2ei(k−r+1)θ2 + · · · + Cmei(k−r+1)θm , (2.8)
where x(j−1)r+1 and yjr are the right and left, respectively, eigenvectors of A corresponding to λj ,
j = 1, 2, . . . ,m. Each non-identically zero entry of this matrix has the form of the sum in relation
(2.5), so that from Lemma 2.3, there exists a sufficiently large k such that this entry of XrmEkY
H
rm, and
therefore of Ak , has a negative real part, which constitutes a contradiction. Thus, there exists a positive
eigenvalue corresponding to the spectral radius,whichmeans that at least one of the θ ’s, in the analysis
above, is zero.
Suppose that θ1 = θ2 = · · · = θq = 0, and we follow the same analysis. Then,
Bk = XrmEkYHrm = x1yHr + xr+1yH2r + · · · + x(q−1)r+1yHqr
+ei(k−r+1)θq+1xqr+1yH(q+1)r + ei(k−r+1)θq+2x(q+1)r+1yH(q+2)r
+ · · · + ei(k−r+1)θmx(m−1)r+1yHmr
= C + C1ei(k−r+1)θq+1 + C2ei(k−r+1)θq+1 + · · · + Cm−qei(k−r+1)θm , (2.9)
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and Re (Bk)  O for all sufficiently large k. From Lemma 2.3, for each nonzero entry of Zk :=
C1e
i(k−r+1)θq+1 + C2ei(k−r+1)θq+2 + · · · + Cm−qei(k−r+1)θm , there exists a sufficiently large k such
that this entry becomes negative. Thus, the real part of C is necessarily nonnegative.
We post-multiply thematrix C by the column vector e, having all components unity. Then, Re (C) 
O implies that Re (Ce)  0. On the other hand, e can bewritten as a linear combination of the columns
of the matrix X = [Xrm|Xn−rm], e = ∑nj=1 cjxj . Then,
Ce=
(
x1y
H
r + xr+1yH2r + · · · + x(q−1)r+1yHqr
) n∑
j=1
cjxj
= crx1 + c2rxr+1 + · · · + cqrx(q−1)r+1,
since yHj xl = 0, j = l, while yHj xj = 1. The last sum is a linear combination of the q right eigenvectors
of A, corresponding to λ1. Since any linear combination of eigenvectors of the same eigenvalue, is
also an eigenvector, we obtain that Ce is an eigenvector corresponding to λ1. Thus, for the positive
eigenvalueλ1 ofA, therecorrespondsa righteigenvectorwithanonnegative realpart,whichmeans that
A has the complex Perron–Frobenius property. The proof that AH has the complex Perron–Frobenius
property, is analogously obtained by pre-multiplying C by the vector eT and by considering e as a linear
combination of the vectors yj , j = 1, 2, . . . , n, and the proof is complete. 
Results analogous of those in Theorems 2.5 and 2.6 of [14], concerning row (or column) sums, are
valid also for the real parts of row (or column) sums, in caseswhere AH (or A) has the Perron–Frobenius
property. We state and prove here only the extension of Theorem 2.6 of [14].
Theorem 2.4. If AH ∈ CIn,n has the Perron–Frobenius property and if x ∈ P∗n , where P∗n is the cone of
positive vectors in IRn, then either∑n
j=1 Re(aij)xj
xi
= ρ(A), for all i = 1, 2, . . . , n, (2.10)
or
min
1in
(∑n
j=1 Re(aij)xj
xi
)
 ρ(A)  max
1in
(∑n
j=1 Re(aij)xj
xi
)
. (2.11)
Proof. Let x ∈ P∗.Wedefine the diagonalmatrixD = diag(x1, x2, · · · , xn) and consider the similarity
transformation B = D−1AD (see Varga [20, Theorem 2.2]). Then, the entries of B are bij = aijxjxi . Since B
is produced from A by a similarity transformation and since D and D−1 are both nonnegative matrices,
we obtain thatBT possesses also the Perron–Frobenius property. Let (ρ(A), y)be the Perron–Frobenius
eigenpair of the matrix BT , and let ξ ∈ IRn be the vector of ones
(
ξ = (1 1 · · · 1)T
)
. From Lemma 2.1,
we have that BTy = Re(BT )y. We form the product yTBξ = yTRe(B)ξ :
yTBξ = yT
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
∑n
j=1 Re(b1j)∑n
j=1 Re(b2j)
.
.
.
∑n
j=1 Re(bnj)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
n∑
i=1
yi
n∑
j=1
Re(bij)  max
i
⎛
⎝ n∑
j=1
Re(bij)
⎞
⎠ n∑
i=1
yi. (2.12)
Similarly, we have that
yTBξ =
n∑
i=1
yi
n∑
j=1
Re(bij)  min
i
⎛
⎝ n∑
j=1
Re(bij)
⎞
⎠ n∑
i=1
yi. (2.13)
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On the other hand we get
yTBξ = ξ TBTy = ρ(A)ξ Ty = ρ(A)
n∑
i=1
yi. (2.14)
Relations (2.12), (2.13) and (2.14) give us relation (2.11). It is obvious that the inequalities in (2.11)
become equalities ifmaxi
(∑n
j=1 Re(bij)
)
= mini
(∑n
j=1 Re(bij)
)
, which proves the equality (2.10). It is
also obvious that the inequalities in (2.12) and (2.13) become strict if y > 0 andmaxi
(∑n
j=1 Re(bij)
)
>
mini
(∑n
j=1 Re(bij)
)
. Thus, the inequalities in (2.11) become strict if AT possesses the strong Perron–
Frobenius property. 
We followwith somemonotonicity properties, concerning the spectral radius of complexmatrices
which have the complex Perron–Frobenius property. The first result, Theorem 2.5, depends on the
direction in which the entries of a matrix move.
Theorem 2.5. Let A ∈ CIn,n have the complex Perron–Frobenius property with x its associated eigenvector,
so that Rex  0, and let y ∈ CIn be such that yHx > 0. Then, the matrix
B = A + 	xyH, 	 > 0, (2.15)
has the complex Perron–Frobenius property, and, for the spectral radii, there holds
ρ(A) < ρ(B). (2.16)
Moreover, if A has the strong complex Perron–Frobenius property, then so does B.
Proof. The proof is essentially covered by Alfred Brauer’s Theorem 27 in [4]. An alternative proof is
given, in [14] Theorem 2.10. The latter proof gives further information concerning the eigenvectors of
B with respect to the ones of A. 
It is obvious that an analogous property could be given by assuming that AH has the Perron–
Frobenius property.
Based on continuity arguments, we claim that the last result of Theorem 2.5 is valid also for xˆ
belonging to a cone of directions around x, while y is chosen such that yH xˆ > 0.
Theorem 2.6. If the matrices A, B ∈ CIn,n are such that Re(A)  Re(B), and if both A and BH have the
Perron–Frobenius property, with x  0 and y  0 being their Perron–Frobenius eigenvectors, respectively,
such that yTx > 0 (or both AH and B have the Perron–Frobenius property, with w  0 and z  0 their
Perron–Frobenius eigenvectors, respectively, such that zTw > 0), then
ρ(A)  ρ(B). (2.17)
More precisely, if C := Re(B) − Re(A), so that C  O, then
ρ(B) − ρ(A) = y
TCx
yTx
 0
(
ρ(B) − ρ(A) = z
TCw
zTw
 0
)
, (2.18)
so that ρ(B) = ρ(A) iff yTCx = 0.
Proof. From the assumptions of the Theorem, the following equalities hold:
yTAx = Re(yTAx) = ρ(A)yTx, yTBx = Re(yTBx) = ρ(B)yTx,
yTBx = yTRe(B)x = yT (Re(A) + C)x = yTAx + yTCx  yTAx.
Since yTx > 0, the above relations imply that ρ(B)  ρ(A) and that ρ(B) = ρ(A) iff yTCx = 0.
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It is clear that if we follow the same reasoning, we can obtain the same result in case both AH and
B have the Perron–Frobenius property. 
Theorem 2.7. Let either: (i) Both matrices A ∈ CIn,n and BH ∈ CIn,n have the complex Perron–Frobenius
property, with x and y their Perron–Frobenius eigenvectors, respectively, such that Re(x)  |Im(x)|,
Re(y)|Im(y)|, Re(yHx)>0 and Re[(B− A)x]|Im[(B− A)x]| or Re[yH(B− A)]  |Im[yH(B− A)]|, or
(ii) Both matrices AH ∈ CIn,n and B ∈ CIn,n have the complex Perron–Frobenius property, with x and y their
Perron–Frobenius eigenvectors, respectively, such that Re(x)  |Im(x)|, Re(y)  |Im(y)|, Re(yHx)>0
and Re[xH(B − A)]|Im[xH(B − A)]| or Re[(B − A)y]|Im[(B − A)y]|.
Then,
ρ(A)  ρ(B). (2.19)
Moreover, if at least one of the last two inequalities, from (i) or (ii), are strict inequalities, then the inequality
in (2.19) is strict.
Proof. From the assumptions (i) of the Theorem, the following equalities hold:
Re[yH(B − A)x] = (ρ(B) − ρ(A))Re(yHx).
On the other hand,
Re[yH(B − A)x] = Re(yH)Re[(B − A)x] − Im(yH)Im[(B − A)x]  0,
or
Re[yH(B − A)x] = Re[yH(B − A)]Re(x) − Im[yH(B − A)]Im(x)  0.
Since Re(yHx) > 0, the relations above imply that ρ(B)  ρ(A), and that ρ(B) = ρ(A) holds only if
both inequalities Re(y)  |Im(y)| and Re[(B−A)x]  |Im[(B−A)x]| or respectively Re[yH(B−A)] 
|Im[yH(B − A)]| and Re(x)  |Im(x)|, are valid as equalities.
It is clear that if we follow the same reasoning, we can obtain the same result in case (ii) if both AH
and B have the complex Perron–Frobenius property. 
The following two theorems are concerned with lower bounds for spectral radii for Type I and
Type II extensions respectively, and, as they are extensions of Theorem 2.8 in [14], their proofs will be
omitted.
Theorem 2.8. Let (i) AH ∈ CIn,n have the Perron–Frobenius property, and let the vector x  0 (x = 0) be
such that Re(A)x−αx  0 for a constant α > 0 , or let (ii) A ∈ CIn,n have the Perron–Frobenius property,
and let the vector x  0 (x = 0) be such that xTRe(A) − αxT  0 for a constant α > 0. Then,
α  ρ(A). (2.20)
Moreover, if Re(A)x − αx > 0 or xTRe(A) − αxT > 0, then the inequality in (2.20) is strict.
Theorem 2.9. Let (i) AH ∈ CIn,n have the complex Perron–Frobenius property, and let y be the Perron–
Frobenius eigenvector with Re(y)  |Im(y)| and x  0 (x = 0) be such that Re(A)x − αx  |Im(A)x|
for a constant α > 0, or let
(ii) A ∈ CIn,n have the Perron–Frobenius property, and let y be the Perron–Frobenius eigenvector with
Re(y)  |Im(y)| and x  0 (x = 0) be such that xTRe(A) − αxT  |xT Im(A)| for a constant α > 0.
Then,
α  ρ(A). (2.21)
Moreover, if Re(A)x − αx > |Im(A)x| or xTRe(A) − αxT > |xT Im(A)|, respectively, then the inequality
in (2.21) is strict.
Analogous results of extensions of Theorem 2.9 in [14], for upper bounds, are stated here.
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Theorem 2.10. Let (i) AH ∈ CIn,n have the Perron–Frobenius property, and let x > 0 be such that
αx − Re(A)x  0 for a constant α > 0, or let (ii) A ∈ CIn,n have the Perron–Frobenius property, and let
x > 0 be such that αxT − xTRe(A)  0 for a constant α > 0. Then,
ρ(A)  α. (2.22)
Moreover, if αx − Re(A)x > 0 or αxT − xTRe(A) > 0, then the inequality in (2.22) becomes strict.
Theorem 2.11. Let (i) AH ∈ CIn,n have the complex Perron–Frobenius property, let y be the Perron–
Frobenius eigenvector with Re(y)  |Im(y)|, and let x > 0 be such that αx − Re(A)x  |Im(A)x| for a
constant α > 0, or let
(ii) A ∈ CIn,n have the complex Perron–Frobenius property, let y be the Perron–Frobenius eigenvector with
Re(y)  |Im(y)|, and let x > 0 be such that αxT − xTRe(A)  |xT Im(A)| for a constant α > 0.
Then,
ρ(A)  α. (2.23)
Moreover, if αx − Re(A)x > |Im(A)x| or αxT − xTRe(A) > |xT Im(A)|, then the inequality in (2.23)
becomes strict.
We remark that the condition x > 0 can be replaced, in Theorems 2.10 and 2.11, by the weaker one
that x  0 such that yTx > 0.
3. Perron–Frobenius splittings
We define here the Perron–Frobenius splittings for complex matrices, following the definition of
the Perron–Frobenius splittings for real matrices, given in [14].
Definition 3.1. LetA ∈ CIn,n be a nonsingularmatrix. The splittingA = M−N, whereM is nonsingular,
is
(i) a Perron–Frobenius splittingof thefirst kind (kind I) ifM−1N has thePerron–Frobeniusproperty;
(ii) a Perron–Frobenius splitting of the second kind (kind II) if NM−1 has the Perron–Frobenius
property.
A splitting is said to be convergent if ρ(M−1N) < 1.
The following theorem gives necessary and sufficient conditions for a Perron–Frobenius splitting to
be convergent. It constitutes a generalization of the one given byCliment and Perea [6], for nonnegative
splittings, and by Noutsos [14], for Perron–Frobenius splitting of real matrices.
Theorem 3.1. Let A,M and N be n×n complex matrices with A = M−N and with A andM nonsingular,
and let the splitting A = M − N be a Perron–Frobenius splitting (kind I), with x the Perron–Frobenius
eigenvector of M−1N. Then, the following properties are equivalent:
(i) ρ(M−1N) < 1;
(ii) A−1N has the Perron–Frobenius property;
(iii) ρ(M−1N) = ρ(A−1N)
1+ρ(A−1N) ;
(iv) A−1Mx  x;
(v) A−1Nx  M−1Nx.
Proof. It can be readily seen that the matrices A−1N andM−1N are connected via the relations given
below:
A−1N = (M − N)−1N = (I − M−1N)−1M−1N, (3.1)
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and
M−1N = (A + N)−1N = (I + A−1N)−1A−1N. (3.2)
Let λi, μi, i = 1, 2, . . . , n, be the eigenvalues of M−1N and A−1N, respectively. Since A and M are
nonsingular andA = M−N = M(I−M−1N), it follows that I−M−1N is nonsingular, and consequently
λi = 1, for i = 1, 2, . . . , n. Relations (3.1) and (3.2) imply that the matrices A−1N and M−1N have
the same sets of eigenvectors, with their eigenvalues being connected by
μi = λi
1 − λi , for i = 1, 2, . . . , n, (3.3)
(i) ⇒ (ii): From ρ(M−1N) < 1 and (3.3), there is an eigenvalue μ = ρ(M−1N)
1−ρ(M−1N) > 0 of A
−1N,
corresponding to the eigenvector x. Suppose, on the contrary, that there is another eigenvalue μ′ =
λ′
1−λ′ , |μ′| > μ, corresponding to ρ(A−1N). Thus,
ρ(A−1N) = |μ′| = |λ
′|
|1 − λ′| >
ρ(M−1N)
1 − ρ(M−1N) = μ.
The eigenvalue λ′ belongs to the disc
{
z ∈ CI : |z|  ρ(M−1N)
}
, and 1 − ρ(M−1N) is the distance of
the point 1 from this disc. So, |1 − λ′|  1 − ρ(M−1N), which gives a contradiction.
(ii) ⇒ (iii): Since A−1N has the Perron–Frobenius eigenpair
(
ρ(A−1N), x
)
, property (iii) follows
from (3.2), by a post-multiplication by x.
(iii) ⇒ (i): This holds because ρ(A−1N) > 0.
(i) ⇐⇒ (iv): It is obvious that
A−1Mx = (M − N)−1Mx = (I − M−1N)−1x = 1
1 − ρ(M−1N)x.
Since x  0, x = 0, then
1
1 − ρ(M−1N)x  x ⇐⇒ 0 < 1 − ρ(M
−1N) < 1 ⇐⇒ 0 < ρ(M−1N) < 1.
(i) ⇐⇒ (v): Considering relation (3.1) and the fact that x  0, with x = 0, we get
A−1Nx  M−1Nx ⇐⇒ ρ(M
−1N)
1 − ρ(M−1N)x  ρ(M
−1N)x ⇐⇒ ρ(M−1N) < 1. 
We can also state an analogous result for the convergence properties of the Perron–Frobenius
splittings of the second kind. The proof follows the same lines as before and is omitted.
Theorem3.2. Let A ∈ CIn,n be a nonsingularmatrix, and let the splitting A = M−N be a Perron–Frobenius
splitting of kind II, with x the Perron–Frobenius eigenvector of NM−1. Then, the following properties are
equivalent:
(i) ρ(M−1N) = ρ(NM−1) < 1;
(ii) NA−1 has the Perron–Frobenius property;
(iii) ρ(M−1N) = ρ(A−1N)
1+ρ(A−1N) ;
(iv) MA−1x  x;
(v) NA−1x  NM−1x.
The following theorem gives only sufficient convergence conditions, and constitutes an extension
of the one given by Climent and Perea [6] and by Noutsos [14]. The proof is omitted since it follows the
same lines of the one given in Theorem 4.3 in the next section.
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Theorem3.3. Let A ∈ CIn,n be a nonsingularmatrix, and let the splitting A = M−N be a Perron–Frobenius
splitting, with x the Perron–Frobenius eigenvector of M−1N. If one of the following properties holds:
(i) There exists y ∈ CIn such that Re(AHy)  0, Re(NHy)  0 and Re(yHAx) > 0;
(ii) There exists y ∈ CIn such that Re(AHy)  0, Re(MHy)  0 and Re(yHAx) > 0,
then, ρ(M−1N) < 1.
Moreover,we canprove that property (ii) is stronger thanproperty (i),whichmeans that the validity
of (i) implies the validity of (ii), but the converse is not true. To show this, let property (i) hold. Then,
Re(AHy)  0 ⇐⇒ Re(MHy) − Re(NHy)  0 ⇒ Re(MHy)  Re(NHy)  0,
and it is obvious that the converse cannot hold.
We have to remark here that, because of the sufficient conditions only in Theorem 3.3, we cannot
deduce any additional information about the convergence unless such a y vector exists.
The following two theorems are extensions of comparison theorems given byMarek and Szyld [11]
for nonnegative splittings, and by Noutsos [14] for Perron–Frobenius splittings.
Theorem 3.4. Let A ∈ CIn,n be a nonsingular matrix. If one of the following properties holds:
(i) A = M1 − N1 and AH = MH2 − NH2 are two convergent Perron–Frobenius splittings of the first kind
and of the second kind, respectively, with T1 := M−11 N1, TH2 := (M−12 N2)H, and with x  0, y  0, the
associated Perron–Frobenius eigenvectors, respectively, such that
Re(yHA−1)  |Im(yHA−1)|, yHx > 0 and
Re(N2x) − Re(N1x)  |Im(N2x) − Im(N1x)|;
(3.4)
(ii) AH = MH1 − NH1 and A = M2 − N2 are two convergent Perron–Frobenius splittings of the second kind
and of the first kind, respectively, with TH1 := (M−11 N1)H, T2 := M−12 N2 and with w  0, z  0 the
associated Perron–Frobenius eigenvectors, respectively, such that
Re(wHA−1)  |Im(wHA−1)|, wHz > 0 and
Re(N2z) − Re(N1z)  |Im(N2z) − Im(N1z)|;
(3.5)
then
ρ(T1)  ρ(T2). (3.6)
Moreover, if Re(yHA−1) > |Im(yHA−1)| and Re(N2x) − Re(N1x) > |Im(N2x) − Im(N1x)| hold for
property (i), or Re(wHA−1) > |Im(wHA−1)| and Re(N2z) − Re(N1z) > |Im(N2z) − Im(N1z)| hold for
property (ii), then
ρ(T1) < ρ(T2). (3.7)
Proof. Assume that property (i) holds. Then, from the first and the last inequalities of (3.4), we obtain
yHA−1N2x − yHA−1N1x = Re(yHA−1)Re(N2x) − Im(yHA−1)Im(N2x)
−[Re(yHA−1)Re(N1x) − Im(yHA−1)Im(N1x)]
= Re(yHA−1)[Re(N2x) − Re(N1x)]
−Im(yHA−1)[Im(N2x) − Im(N1x)]  0.
Since the above splittings are convergent, from Theorem 3.1, property (ii), we get that the matrix
A−1N1 has the Perron–Frobenius property, and from Theorem 3.2, property (ii), we get that the ma-
trix (A−1N2)H has the Perron–Frobenius property, with x and y the Perron–Frobenius eigenvectors,
respectively. Thus,
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ρ(A−1N2)yHx − ρ(A−1N1)yHx  0.
Since ρ(A−1N1) = ρ(T1)1−ρ(T1) , ρ((A−1N2)H) = ρ(A−1N2) = ρ(T2)1−ρ(T2) , and the fact that the function
ρ
1−ρ is a strictly increasing function of ρ ∈ [0, 1), we obtain ρ(T1)  ρ(T2), the desired result of
(3.6). Then, with the additional assumptions following (3.6), the strict inequality of (3.7) is obvious.
The proof, if property (ii) holds, is similar. 
Theorem 3.5. Let A ∈ CIn,n be a nonsingular matrix. If one of the following holds:
(i) A = M1 − N1 and AH = MH2 − NH2 are two convergent Perron–Frobenius splittings of the first kind
and of the second kind, respectively, with T1 := M−11 N1, TH2 := (M−12 N2)H, and with x  0, y  0
the associated Perron–Frobenius eigenvectors, respectively, Re(N1x)  |Im(N1x)| and Re(yH(M−11 −
M
−1
2 ))  |Im(yH(M−11 − M−12 ))|, yHx > 0;
(ii) AH = MH1 − NH1 and A = M2 − N2 are two convergent Perron–Frobenius splittings of the second
kind and of the first kind, respectively, with TH1 := (M−11 N1)H, T2 := M−12 N2 and w  0, z  0
the associated Perron–Frobenius eigenvectors, respectively, Re(N2z)  |Im(N2z)| and Re(wH(M−11 −
M
−1
2 ))  |Im(wH(M−11 − M−12 ))|,wHz > 0;
then
ρ(T1)  ρ(T2). (3.8)
Moreover, if Re(yH(M−11 −M−12 )) > |Im(yH(M−11 −M−12 ))| and N1x = 0 or Re(wH(M−11 −M−12 )) >
|Im(wH(M−11 − M−12 ))| and N2z = 0, respectively, then the inequality (3.8) is strict, while if yHM−11 =
yHM
−1
2 orw
HM
−1
1 = wHM−12 , respectively, then the inequality (3.8) becomes an equality.
Proof.We assume that property (i) holds. Then,
M1x = 1
ρ(T1)
N1x,
and
Ax = M1(I − T1)x = 1 − ρ(T1)
ρ(T1)
N1x.
By pre-multiplying by yH(M−11 − M−12 ), we get
yH(M−11 − M−12 )Ax = yH(I − T1)x − yH(I − T2)x
= (ρ(T2) − ρ(T1))yHx.
(3.9)
On the other hand,
yH(M−11 − M−12 )Ax = 1−ρ(T1)ρ(T1) yH(M−11 − M−12 )N1x
= 1−ρ(T1)
ρ(T1)
(
Re(yH(M−11 − M−12 ))Re(N1x)
− Im(yH(M−11 − M−12 ))Im(N1x)
)
 0.
(3.10)
From (3.9) and (3.10), we obtain the inequality (3.8). The strict inequality or equality, under the certain
assumptions, are obvious, and the proof, in case property (ii) holds, is quite similar. 
We remark here that the assumptions of Theorems 3.4 and 3.5 become just the assumptions of
Theorems 3.5 and 3.6, respectively given by Noutsos [14], in the special case of real matrices.
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4. Complex Perron–Frobenius splittings
Analogously, the complex Perron–Frobenius splittings are defined here, and two necessary and
sufficient convergence theorems are stated.
Definition 4.1. Let A ∈ CIn,n be a nonsingular matrix. The splitting A = M − N, whereM is nonsingu-
lar, is
(i) a complex Perron–Frobenius splitting of the first kind (kind I) if M−1N has the complex
Perron–Frobenius property;
(ii) a complex Perron–Frobenius splitting of the second kind (kind II) if NM−1 has the complex
Perron–Frobenius property.
Theorem 4.1. Let A ∈ CIn,n be a nonsingular matrix, and let the splitting A = M − N be a complex
Perron–Frobenius splitting of kind I, with x the Perron–Frobenius eigenvector of M−1N. Then, the following
properties are equivalent:
(i) ρ(M−1N) < 1;
(ii) A−1N has the complex Perron–Frobenius property;
(iii) ρ(M−1N) = ρ(A−1N)
1+ρ(A−1N) ;
(iv) Re(A−1Mx)  Re(x);
(v) Re(A−1Nx)  Re(M−1Nx).
Proof. The proof is analogous of the one of Theorem 3.1. 
Theorem 4.2. Let A ∈ CIn,n be a nonsingular matrix, and let the splitting A = M − N be a complex
Perron–Frobenius splitting of kind II, with x the Perron–Frobenius eigenvector of NM−1. Then, the following
properties are equivalent:
(i) ρ(M−1N) = ρ(NM−1) < 1;
(ii) NA−1 has the complex Perron–Frobenius property;
(iii) ρ(M−1N) = ρ(A−1N)
1+ρ(A−1N) ;
(iv) Re(MA−1x)  Re(x);
(v) Re(NA−1x)  Re(NM−1x).
The following theorem gives only sufficient convergence conditions, and is an extension of
Theorem 3.3.
Theorem 4.3. Let A ∈ CIn,n be a nonsingular matrix, and let the splitting A = M − N be a complex
Perron–Frobenius splitting of the first kind, with x the Perron–Frobenius eigenvector of M−1N, such that
Re(x)  |Im(x)|. If one of the following properties holds:
(i) There exists y ∈ CIn, Re(AHy)  0, Re(NHy)  |Im(NHy)| and Re(yHAx) > 0;
(ii) There exists y ∈ CIn, Re(AHy)  0, Re(MHy)  |Im(MHy)| and Re(yHAx) > 0;
then ρ(M−1N) < 1.
Proof. We consider the vector z defined by AHy. Then, the above properties are modified as
follows:
(i) There exists z ∈ CIn with Re(z)  0, Re(zHA−1N)  |Im(zHA−1N)| and Re(zHx) > 0, and
(ii) There exists z ∈ CIn with Re(z)  0, Re(zHA−1M)  |Im(zHA−1M)| and Re(zHx) > 0, respec-
tively.
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We suppose that property (i) holds. Then,
Re(zHA−1Nx) = μRe(zHx),
where μ is the eigenvalue of A−1N, corresponding to the eigenvector x. On the other hand,
Re(zHA−1Nx) = Re(zHA−1N)Re(x) − Im(zHA−1N)Im(x)  0.
Since Re(zHx) > 0, we get that μ = ρ(M−1N)
1−ρ(M−1N)  0, which means that ρ(M
−1N) < 1, the desired
result. Letting property (ii) hold, then the proof is similar. 
Moreover, as in Theorem 3.3, we can prove that property (ii) is stronger than property (i).
We continue by giving two comparison theorems, analogous to Theorems 3.4 and 3.5.
Theorem 4.4. Let A ∈ CIn,n be a nonsingular matrix. If one of the following properties holds:
(i) A = M1 − N1 and AH = MH2 − NH2 are two convergent complex Perron–Frobenius splittings of the
first kind and of the second kind, respectively, with T1 := M−11 N1, TH2 := (M−12 N2)H, and with x, y the
associated Perron–Frobenius eigenvectors, respectively, such that
Re(yHA−1)  |Im(yHA−1)|, Re(yHx) > 0, and
Re(N2x) − Re(N1x)  |Im(N2x) − Im(N1x)|;
(4.1)
(ii) AH = MH1 − NH1 and A = M2 − N2 are two convergent complex Perron–Frobenius splittings of the
second kind and of the first kind, respectively, with TH1 := (M−11 N1)H, T2 := M−12 N2, and with w, z the
associated Perron–Frobenius eigenvectors, respectively, such that
Re(wHA−1)  |Im(wHA−1)|, Re(wHz) > 0, and
Re(N2z) − Re(N1z)  |Im(N2z) − Im(N1z)|;
(4.2)
then
ρ(T1)  ρ(T2). (4.3)
Moreover, if Re(yHA−1) > |Im(yHA−1)| and if Re(N2x)− Re(N1x) > |Im(N2x)− Im(N1x)| for property
(i), or if Re(wHA−1) > |Im(wHA−1)| and if Re(N2z) − Re(N1z) > |Im(N2z) − Im(N1z)| for property
(ii), then
ρ(T1) < ρ(T2). (4.4)
Proof. The proof is analogous to the one of Theorem 3.4. 
Theorem 4.5. Let A ∈ CIn,n be a nonsingular matrix. If one of the following holds:
(i) A = M1 − N1 and AH = MH2 − NH2 are two convergent complex Perron–Frobenius splittings of the
first kind and of the second kind, respectively, with T1 := M−11 N1, TH2 := (M−12 N2)H, and if x, y are the
associated Perron–Frobenius eigenvectors, respectively, with Re(N1x)  |Im(N1x)| and Re(yH(M−11 −
M
−1
2 ))  |Im(yH(M−11 − M−12 ))|, Re(yHx) > 0;
(ii) AH = MH1 −NH1 andA = M2−N2 are two convergent complex Perron–Frobenius splittings of the second
kind and of the first kind, respectively, with TH1 := (M−11 N1)H, T2 := M−12 N2, and ifw, z are the associated
Perron–Frobenius eigenvectors, respectively, with Re(N2z)  |Im(N2z)| and Re(wH(M−11 − M−12 )) 
|Im(wH(M−11 − M−12 ))|, Re(wHz) > 0;
then
ρ(T1)  ρ(T2). (4.5)
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Moreover, if Re(yH(M−11 − M−12 )) > |Im(yH(M−11 − M−12 ))| and if N1x = 0 or if Re(wH(M−11 −
M
−1
2 )) > |Im(wH(M−11 − M−12 ))| and if N2z = 0, respectively, then the inequality (4.5) is strict,
while if yHM
−1
1 = yHM−12 or if wHM−11 = wHM−12 , respectively, then the inequality (4.5) becomes an
equality.
Proof. The proof is analogous to the one of Theorem 3.5. 
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