Abstract-We describe a technique for restoration of blurred images corrupted with additive noise. Our algorithm uses a practical implementation of the Rauch-Tung-Striebel (RTS) smootherbased on noncausal prediction that models the blurred image as a finite-lattice Gauss-Markov random process (GMRP). The onesided regressors of the GMRP converge at a geometric rate to shiftinvariant values along the rows of the image. This leads to a steadystate solution for the RTS filter. Experimental results illustrate the superiority of our RTS-based algorithm over Wiener filter, deterministic filters, and filters that use the one-sided causal state model. Index Terms-Gauss-Markov random process (GMRP), image restoration, Kalman-Bucy filter (KBF), noncausal prediction, random process, Rauch-Tung-Striebel (RTS) smoother.
I. INTRODUCTION
A N IMAGE ACQUIRED by a practical (typically imperfect) imaging system suffers from degradations resulting from such factors as sensor noise, improper camera focus, and relative object-camera motion. If the imaging system is modeled by a linear shift-invariant (LSI) system, the observed image is expressed in terms of the ideal image as (1) where denotes the two-dimensional (2-D) convolution operator, is the point spread function (psf) that introduces blur and distortion in , and represents additive noise. The objective of image restoration is to determine from the observed image . In recent years, a number of robust algorithms have been proposed for image restoration. Broadly speaking these can be categorized in two categories. Category 1 based on inverse filters, [2] , considers only blurring and performs poorly in the presence of the observation noise. Category 2 proposes the Wiener filter or compound Gauss Markov random field (CGMRF)-based restoration techniques [3] , to control changes in the image model using a hidden random field. The process of finding the maximum a posterior (MAP) estimate is complex and methods like simulated annealing, deterministic relaxation, or anisotropic diffusion are used. Such methods are computationally intensive and lead to unstable solutions.
The letter describes a fast implementation of the Rauch-Tung-Striebel (RTS) smoother [1] based on a noncausal predictive model. Our approach models the image as a noncausal finite-lattice Gauss Markov random process (GMRP), [4] - [7] . We extend the work presented in [6] and restore a noisy image blurred with a known psf using a computationally efficient implementation of the RTS algorithm. Our work supplements [6] in two ways. While [6] is limited to images corrupted by additive noise (no blur is considered), we consider degradations introduced from both noise and blur. A second contribution of this work is to derive a practical implementation of the RTS algorithm. We make use of the fact that the state matrices in the state model obtained from the noncausal GMRP predictive model reach shift-invariant values along the rows of the noisy image. The predictor and filter covariance matrices computed in the forward stage of the Kalman-Bucy filter (KBF) therefore attain steady-state values after a few iterations. Once this happen, the smoother gain and smoother covariance in the backward sweep of the RTS algorithm do not require any further updating. This reduces the computational complexity of the RTS algorithm.
The letter is organized as follows. Section II reviews the noncausal GMRP used to model the image. Under mild constraints, the regressors used to define the state model of the noncausal image field reach shift-invariant values. Section III describes the psfs that we consider. In Section IV, the RTS algorithm is presented with a note on its steady-state values. Section V compares the performance of the algorithm with spatial averaging, Wiener filter, and a similar RTS algorithm based on causal prediction. Finally, Section VI concludes the letter.
II. NONCAUSAL GMRP
In noncausal GMRP, we use a noncausal neighborhood of pixels to make a linear prediction of the current pixel value. Fig. 1 illustrates the noncausal neighborhood sets of order up to six for the pixel labeled o. The first-order GMRP involves pixels marked 1, the second-order set involves the pixels marked as 1 and 2, and similarly for the higher order processes. For the first-order GMRP, the prediction of the image intensity at pixel ( ) (say the pixel represented by o in Fig. 1) given the image intensity values at all other pixels, is (2) where and are the vertical and horizontal field interactions, represents the intensity value of the pixel in the row above the reference pixel, row ( ), and in the same column as the reference pixel, column , of an ( ) image and likewise for the remaining quantities in (2) . The error involved in the prediction is given by . Using the row-major order to vectorize image by vector and error field by , the error image can be expressed in the matrix-vector form,
, where is the ( 1) column vector for the error image . The matrix is the ( ) potential matrix and has the following structure for zero Dirichlet 1 boundary conditions (BCs) with and (3) where represent the Kronecker product. The symbols and are identity matrices, while and are Toeplitz matrices that have zeros everywhere except for the first upper and first lower diagonals, which are composed of all ones. The subscript denotes the order of the matrices.
The structure of the potential matrix includes both past (left and up) and future (right and down) pixels for prediction of a pixel value. Such a representation precludes recursive computations as KBF or RTS filtering. We derive one-sided-forward representations by upper Cholesky factorization of where the matrix is a lower triangular ( ) block bidiagonal matrix (4) 
where and . With real data fields and in actual applications, evaluation of the regressors and is not required for all rows. In fact, the regressors converge asymptotically to a steady-state solution at a geometric rate [4] ; hence, only a few of the regressors need to be computed. For a first-order GMRP, the steady-state solution for the regressors is with (7) The notation defines the principal square root of a square matrix such that . To save on the computational complexity, the regressors and are approximated by their steady-state values, and , in state (6) . To use (6), we need estimates of the vertical and horizontal interactions, and . The evaluation of and is based on maximizing the likelihood function (see [4] ), which is computationally intensive. To simplify the restoration procedure, we use the following approximations (8) where and denote the vertical and horizontal sample correlations of the GMRP and are given by
The term is a positive tolerance and is bounded [4] by .
III. BLURRING MODEL
We consider restoring images blurred by either the truncated Gaussian blur point spread function (psf) otherwise (10) or the out-of-focus blur psf otherwise
and corrupted by white Gaussian noise. The values of the constants, and in the psfs are selected such that in each blurring function. The constant in the truncated Gaussian blur corresponds to the standard deviation of the blur. In our experiments, is set equal to 6.
For the two psfs, in the matrix-vector notation, (1) is for
where two vectors and represent row of the original and blurred image . The observation noise vector is obtained by lexicographic ordering of row of the noise field . The blocks 's are sparse and Toeplitz with exactly five nonzero diagonals for blur models (10) and (11).
A. Dynamic Models
The state model and the observation model (12) cannot be used directly in the RTS algorithm because of the difference in the dimensions of the field vectors 's containing the state. Defining a new state vector , results in the following state and observation models:
(13) (14) which are used in the image restoration algorithm explained next. The state and observation noise are White and Gaussian, given by and .
IV. IMAGE RESTORATION
The procedure for obtaining a restored image has three sequential stages that are outlined below. 1) Parameter Estimation: After subtracting the global mean, the horizontal ( ) and vertical ( ) field interactions are estimated. Based on the values of the interactions ( ), the asymptotic approximation of the regressors ( ) is computed using (7 The smoothed image obtained from the state vector is the output of the final stage.
V. NUMERICAL EXPERIMENTS
In this section, we compare the performance of the RTS-based smoothing algorithm that uses noncausal predictive models versus other enhancement schemes. We carry out qualitative and quantitative studies. The qualitative analysis is based on the subjective evaluation of the image restored by the selected schemes. The quantitative comparison is based on the means-square error (MSE) given by (1). ii) Spatial Averaging: The input pixel is replaced by a spatial average of its neighborhood pixels. A (3 3) window is used as the neighborhood for the spatial averaging filter in our experiments. iii) RTS with causal prediction: This resembles the RTS algorithm described in the letter except for the prediction model, which is one-sided (causal) and is given by (24) where , , and are the diagonal, vertical, and horizontal field interactions of a third-order Markov mesh. The superscript denotes causal prediction. iv) RTS with noncausal GMRP prediction is the algorithm described in the letter. with set to 6. Gaussian noise with an SNR of 10 dB is added to the blurred image. The resulting distorted image is shown in Fig. 2(b) where for reference we also include the original image in Fig. 2(a) . The outputs of the spatial averaging filter is shown in Fig. 2(c) . The restored image does not include any additional postprocessing of images after restoration, as is the case for the later results. Since the spatial filter do not take the blurring model in consideration, it is unable to remove the distortions introduced by blur. Fig. 2(d) -(f) illustrates the outputs from the Wiener and RTS filter. In Fig. 2(d) , we use the Wiener filter. Fig. 2(e) is obtained from the causal model of (24), while in Fig. 2(f) , we use the noncausal GMRP model, described in Section II. The RTS filter based on the noncausal GMRP Fig. 3 . The original image is distorted with the out-of-focus blur. Restoration results reinforce our earlier conclusions. The MSEs included in Table I highlight the quantitative improvement acheived by the noncausal RTS over schemes [i)-iii)] for the two test images.
VI. SUMMARY
The letter presents a practical implementation of the RTS filter based on noncausal GMRP prediction model for restoration of blurred image corrupted by additive noise. We exploit the shift-invariant characteristics of the state matrices in the noncausal GMRP predictive model and use the steady-state solution of the Riccati equation in the RTS filter. The resulting implementation is computationally practical. Our experimental results outperform the Wiener filter and illustrate the superiority of the noncausal GMRP prediction model used in the RTS filter over a causal prediction model.
