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CALCUL DES GROUPES DE RAMIFICATION DE CERTAINES
EXTENSIONS RADICALES.
ARNAUD PLESSIS
Résumé. Pour un premier p 6= 2, nous calculons la suite des groupes de rami-
fication d’une extension galoisienne, radicale et finie L/F où F/Qp est une ex-
tension non-ramifiée finie. Tout d’abord, on les calcule dans le cas où Gal(L/F )
est d’exposant une puissance de p, par un théorème de Hecke et quelques ré-
currences. Enfin, nous traitons le cas général.
Pour le cas p = 2, la même méthode peut s’appliquer, à condition de faire
une hypothèse supplémentaire.
Résumé. For a rational prime p 6= 2, we compute the sequence of ramification
groups of a Galois, radical and finite extension L/F where F/Qp is an unra-
mified finite extension. First, we compute it in the case where the exponent of
Gal(L/F ) is a power of p, by a Hecke’s theorem and some inductions,. Finally,
we deal with the general case.
For the case p = 2, the same method can work, provided that we make an
additional hypothesis.
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1. Introduction.
Soit p un nombre premier. Tous les corps considérés dans cette introduction
seront, sauf mention explicite du contraire, des extensions finies de Qp. Le calcul
explicite des groupes de ramification d’une extension finie et galoisienne L/K est
en général difficile. Ils sont connus dans peu de cas. Par exemple : si L/K est
modérément ramifiée (cf [10, Chapitre IV, Corollaire 3]), si K = Qp et L est une
extension cyclotomique (cf [10, Chapitre IV,Proposition 18]), si L est le compositum
de toutes les extensions de degré p sur K et K est quelconque (cf [3, Theorem 11]).
On sait également traiter le cas où K = Qp et L = Qp(ζpr , a1/p
s
) avec p 6= 2,
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r ≥ s ≥ 0 deux entiers et a ∈ Z ⊂ Zp tel que vp(a) ∈ {0, 1} (cf [12, Theorem 5.8,
Theorem 6.5]).
Dans cet article, nous nous proposons de généraliser le travail de Viviani (cf [12]
en étudiant les groupes de ramification d’une extension radicale, finie et galoisienne
L/F où F/Qp est une extension non-ramifiée, i.e. L = F (ζm, a
1/m
1 , . . . , a
1/m
n ) où
n,m ∈ N∗ et où a1, . . . , an ∈ F ∗. Il s’agit des extensions galoisiennes non abéliennes
les plus simples. Ce sont donc les "premières" extensions qui ne soient pas classifiées
par la théorie des corps de classes locaux.
Dans son article, Viviani s’est restreint au cas où vp(a) ∈ {0, 1}. La raison
est que, sous cette hypothèse, il est possible de trouver une uniformisante de
Qp(ζp, a
1/ps)/Qp(ζp, a
1/ps−1). Cette uniformisante permet d’en déduire le saut du
groupe de Galois de cette extension. Par récurrence, il calcule ainsi les groupes de
ramifications de Gal(Qp(ζpr , a1/p
s
)/Qp).
Dans notre approche, on ne cherchera pas à déterminer explicitement une uni-
formisante de Qp(ζp, a1/p
s
)/Qp(ζp, a
1/ps−1), mais à calculer directement ce saut
par un théorème de Hecke (cf [5, Théorème 10.2.9]). Ce théorème n’imposant pas
de restriction sur vp(a), cela nous permettra de calculer explicitement le saut de
Gal(Qp(ζp, a
1/ps)/Qp(ζp, a
1/ps−1)) quelque soit la valeur de vp(a).
Par un certain algorithme, on sera ainsi en mesure de calculer explicitement les
groupes de ramification de Gal(Qp(ζpr , a1/p
s
)/Qp) pour tout a ∈ Qp et tous r, s ∈ N
avec r ≥ s.
Soient t un entier premier à p et a ∈ Qp. Alors, l’extension Qp(ζt, a1/t)/Qp est
modérément ramifiée. Ainsi, son premier groupe de ramification est trivial. Cela
nous permettra donc de compléter l’étude de Viviani (i.e. le cas F = Qp et n = 1)
en calculant les groupes de ramification de Gal(Qp(ζm, a1/m)/Qp) où m = pvp(m)t.
Si p 6= 2, une récurrence sur n ≥ 2 permet d’exprimer les sauts de Gal(K/F )
en fonction de ceux de Gal(K ′/F ) où K = F (ζpr , a
1/ps
1 , . . . , a
1/ps
n ) et où K ′ =
F (ζpr , a
1/ps
2 , . . . , a
1/ps
n ). Le cas p = 2 nécessite plus d’attention car les mêmes ar-
guments que le cas p 6= 2 peuvent s’appliquer, à condition de faire une hypothèse
technique supplémentaire. En généralisant l’algorithme dans le cas n = 1, on pourra
alors en déduire la suite des groupes de ramification de Gal(K/F ).
Pour les mêmes raisons que le cas n = 1, on pourra alors en déduire les groupes
de ramification de Gal(L/F ) où L = F (ζm, a
1/m
1 , . . . , a
1/m
n ) avec m = pvp(m)t où t
est un entier premier à p.
On peut trouver au moins deux applications de nos résultats. La première concerne
les courbes de Tate. Soient F/Qp une extension non-ramifiée et E/F une courbe
de Tate (pour la définition, cf [11, Appendix C.14]). Un théorème de Tate (cf [11,
Appendix C, Theorem 14.1 (a)]) montre qu’il existe q ∈ F ∗ et un morphisme (ex-
plicite) φ : F
∗
/qZ → E(F ) tels que pour toute extension algébrique L/F , on ait
φ : L∗/qZ ≃ E(L).
Soit m ≥ 1 un entier. Fixons une racine m-ième de l’unité et de q que l’on
note respectivement ζm et q1/m. De l’isomorphisme ci-dessus, on en déduit que le
groupe E[m] des points de m-torsion est égal à E[m] = 〈φ(ζm), φ(q1/m)〉. Soient
P1, . . . , Pn ∈ E(F ). Pour tout i, notons ai ∈ F ∗/qZ tel que Pi = φ(ai). L’expression
de φ montre que F (E[m], [1/m]P1, . . . , [1/m]Pn) = F (ζm, q1/m, a
1/m
1 , . . . , a
1/m
n )
(ici, on a confondu la classe ai ∈ F ∗/qZ avec son représentant canonique ai ∈ F ∗).
Par conséquent, notre étude permet de calculer la suite des groupes de ramifications
du groupe de Galois (sur F ) du corps engendré par les points de torsion d’ordre
m et les racines m-ièmes d’un nombre fini de points F -rationnels d’une courbe de
Tate.
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La seconde application concerne la théorie des hauteurs. Soient Γ un groupe de
type fini et S un ensemble fini de premiers rationnels. Notons
Γdiv,S =
{
g ∈ Q | ∃n ∈ N∗, gn ∈ Γ et (p | n⇒ p ∈ S)} .
Comme l’a remarqué Amoroso dans [2], la connaissance du dernier groupe de ra-
mification des extensions considérées dans [12] permet de minorer uniformément
la hauteur de Weil de l’ensemble Q(〈2〉div,{3})\〈2〉div,{3}. Comme notre étude gé-
néralise les résultats de Viviani utilisé dans [2], il devrait être possible de minorer
uniformément la hauteur de Weil des éléments de l’ensemble K(Γdiv,S)\Γdiv,S où
K est un corps de nombres, où Γ ⊂ K∗ est un groupe de type fini et où S est un
ensemble fini de premiers impairs (cette restriction vient de notre hypothèse sup-
plémentaire lorsque p = 2) ne divisant pas le discriminant de K. Cela fait l’objet
d’un prochain travail en cours.
Remerciements : Je souhaite remercier F. Amoroso qui a su simplifier ce
présent travail. Je souhaite également remercier I. Del Corso pour nos différents
échanges sur ce sujet et pour des suggestions qui m’ont permises de traiter le cas
p = 2. Enfin, je souhaite remercier P. Satgé pour les nombreuses discussions, fortes
enrichissantes, que l’on a eues ensemble.
2. Résultats principaux et plan de l’article.
Dans cet article, fixons un premier p. Pour une extension galoisienne et finie L/K
de corps locaux contenant Qp et de groupe de Galois G, on appelle i-ème groupe
de ramification le groupe :
Gi := {σ ∈ G | ∀ x ∈ OL, σ(x) ≡ x mod pi+1L }
où pL désigne l’idéal premier de L. Il n’est pas dur de remarquer que Gi est un
sous-groupe normal de G pour tout i et que Gj = {1} pour tout j assez grand. On
appellera saut de G (ou saut de L/K) tout entier t tel que Gt 6= Gt+1.
Dans la suite, F/Qp désignera une extension finie non ramifiée (mais pas fixée).
Définition 2.1. Soient a1, . . . , an ∈ F . Soient r, s1, . . . , sn ∈ N avec r ≥ 1. On
note Lr,s1,...,sn le corps F (ζpr , a
1/ps1
1 , . . . , a
1/psn
n ).
On se propose de calculer les groupes de ramification de G := Gal(Lr,s1,...,sn/F )
où r ≥ max{s1, . . . , sn} et où F et a1, . . . , an vérifient les conditions ci-dessous :
Hypothèse 2.2. i) a1, . . . , an ∈ OF \OpF ;
ii) [Lr,s1,...,sn : F (ζpr )] = p
∑n
i=1 si ;
iii) p | vp(ai) pour i = 1, . . . , n− 1 ;
iv) Lr,s1,...,sn/F est totalement ramifiée.
Même si le corps Lr,s1,...,sn dépend du choix des a1, . . . , an, on verra que tous
les résultats que nous énoncerons sur Lr,s1,...,sn ne dépendent pas du choix des
a1, . . . , an, mais uniquement de vF (an), si ces derniers vérifient l’hypothèse 2.2, ce
qui justifie la notation.
Notons δi,j le symbole de Kronecker. Soient r ≥ 1, s1, . . . , sn des entiers positifs
et k ∈ {1, . . . , n+ 1} tels que sk−1 ≥ 1. Pour tout i, posons
(1) r(k) := r − δ1,k =
{
r − 1 si k = 1
r sinon
et
(2) si(k) := si − δi+1,k =
{
si − 1 si k = i+ 1
si sinon
.
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Remarquons que si r ≥ 2 ou k ≥ 2 alors, Lr,s1,...,sn/Lr(k),s1(k),...,sn(k) est de
degré p. Sinon, Lr,s1,...,sn/Lr(k),s1(k),...,sn(k) est l’extension L1,s1,...,sn/L0,s1,...,sn qui
est de degré p−1. Dans les deux cas, Lr,s1,...,sn/Lr(k),s1(k),...,sn(k) a un unique saut.
Définition 2.3. L’unique saut de l’extension Lr,s1,...,sn/Lr(k),s1(k),...,sn(k) sera noté
tn,k(r, s1, . . . , sn).
Dans la proposition 6.6 iv) et la proposition 6.11 iv), on montrera que ce saut
ne dépend pas du choix des a1, . . . , an, mais uniquement de vF (an), si ces derniers
vérifient l’hypothèse 2.2, ce qui justifie cette notation.
Dans la section 8, on montrera les deux théorèmes ci-dessous :
Théorème 2.4. Soient F et a1, . . . , an vérifiant l’hypothèse 2.2. Supposons de plus
que p | vF (an) et que s1 ≤ · · · ≤ sn. Alors, les sauts de G, différents de 0, sont les
i) tn,1(s, s1, . . . , sn) avec s ∈ {sn + 1, . . . , r} ;
ii) tn,1(s
′
n + 1, s
′
1, . . . , s
′
n) où s
′
n ∈ {1, . . . , sn − 1} et où s′i = min{si, s′n} ;
iii) tn,n+1(s
′
n, s
′
1, . . . , s
′
n) où s
′
n ∈ {1, . . . , sn} et où s′i = min{si, s′n}.
De plus, si on note uj le (n+1)-uplet tel que tj = tn,k(uj) désigne le (j+1)-ième
plus petit saut de G alors,
i) G0 = G ;
ii) Gtj = Gal(Lr,s1,...,sn/Luj−1) pour j ≥ 1.
Théorème 2.5. Soient F et a1, . . . , an vérifiant l’hypothèse 2.2. Supposons de plus
que p ∤ vF (an) et que s1 ≤ · · · ≤ sn−1. Alors, les sauts de G, différents de 0, sont
les
i) tn,n+1(r, s1, . . . , sn) si r = sn ;
ii) tn,1(s
′
n+1, s
′
1, . . . , s
′
n−1,min{s′n−1, sn}) où s′n ∈ {1, . . . , r} et s′i = min{si, s′n} ;
iii) tn,n(s
′
n−1, s
′
1, . . . , s
′
n−1, sn) où s
′
n−1 ∈ {sn+2, . . . , sn−1} et s′i = min{si, s′n−1} ;
iv) tn,n+1(s
′
n + 1, s
′
1, . . . , s
′
n) où s
′
n ∈ {1, . . . , sn} et s′i = min{si, s′n + 1}.
De plus, si on note uj le (n+1)-uplet tel que tj = tn,k(uj) désigne le (j+1)-ième
plus petit saut de G alors,
i) G0 = G ;
ii) Gtj = Gal(Lr,s1,...,sn/Luj−1) pour j ≥ 1.
Remarquons que si p | vF (an) (resp. p ∤ vF (an)) alors, on peut permuter convena-
blement les (a1/p
s1
1 , . . . , a
1/psn
n ) (resp. (a
1/ps1
1 , . . . , a
1/psn−1
n−1 )) tels que s1 ≤ · · · ≤ sn
(resp. s1 ≤ · · · ≤ sn−1).
Plan de l’article :
Dans la section 3, on calculera G0 et G1. On fera également quelques rappels et
préliminaires.
Dans la section 4, si p 6= 2, on montrera que le calcul des groupes de ramification
de toute extension radicale, galoisienne et finie de groupe de Galois d’exposant une
puissance une p se ramène au calcul des groupes de ramification d’une extension
Lr,s1,...,sn/F où r ≥ max{s1, . . . , sn} et où F et a1, . . . , an vérifient les conditions de
l’hypothèse 2.2. Dans le cas p = 2, on montrera, à condition de faire une hypothèse
technique supplémentaire, que notre problème initial se ramène également à calculer
les groupes de ramification d’une extension Lr,s1,...,sn/F où r ≥ max{s1, . . . , sn} et
où F et a1, . . . , an vérifient les conditions de l’hypothèse 2.2.
Dans la section 5, on calculera les sauts t1,k(r, s) avec k ∈ {1, 2} et r, s ∈ N∗.
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Dans la section 6, on établira, à partir du cas n = 1 traité dans la section 5,
certaines relations de récurrence entre les tn,k(r, s1, . . . , sn).
Dans la section 7, on utilisera les relations de récurrence que l’on a ainsi obtenues
afin de calculer explicitement les nombres tn,k(r, s1, . . . , sn).
Dans la section 8, le calcul des nombres tn,k(r, s1, . . . , sn) de la section précédente,
couplé avec le corollaire 3.4, nous permettra ainsi de montrer le théorème 2.4 et le
théorème 2.5.
Enfin, la section 9 sera consacrée à une généralisation naturelle du théorème 2.4 et
du théorème 2.5 en considérant non plus une extension radicale, galoisienne et finie
de groupe de Galois d’exposant une puissance de p, mais d’exposant quelconque.
3. Rappels et préliminaires.
Dans la suite, tous les corps considérés seront des extensions finies de Qp. Pour
une extension galoisienne L/K de groupe de Galois G, il est en général difficile de
calculer les Gi (et même les sauts). Cependant, il existe une expression explicite
de G0 (cf [10, Chapitre IV, Corollaire]) et de G1 (cf [10, Chapitre IV, Corollaire 1,
Corollaire 3]), à savoir que G0 = Gal(L/Knr) et G1 = Gal(L/Kmr) où Knr (resp.
Kmr) désigne l’extension maximale non-ramifiée (resp. modérément ramifiée) de K
contenue dans L. Dans notre situation, cela donne
Proposition 3.1. Soient r, s1, . . . , sn ≥ 1 avec r ≥ max{s1, . . . , sn} et F, a1, . . . , an
vérifiant les conditions de l’hypothèse 2.2. On a
G0 = G et G1 = Gal(Lr,s1,...,sn/F (ζp))
où G = Gal(Lr,s1,...,sn/F ).
Démonstration. Le fait que G0 = G découle du iv) de l’hypothèse 2.2. Comme
F/Qp est non-ramifiée et que Qp(ζpr )/Qp est totalement ramifiée, on en déduit que
[F (ζpr ) : F ] = (p − 1)pr−1. Ainsi, [Lr,s1,...,sn : F ] = (p − 1)pr−1+
∑n
i=1 si d’après le
ii) de l’hypothèse 2.2. Il s’ensuit donc que F (ζp)/F est la sous-extension maximale
modérément ramifiée de Lr,s1,...,sn/F . Ainsi, G1 = Gal(Lr,s1,...,sn/F (ζp)). 
En revanche, si H est un sous-groupe de G, il est facile de calculer les Hi en
fonction des Gi. Plus précisément, on a que Hi = Gi ∩H pour tout i ≥ 0 (cf [10,
Chapitre IV, Proposition 2]).
Il est également possible, dans le cas où H est un sous groupe normal de G,
de calculer explicitement les quotients (G/H)i. Mais avant d’expliciter la formule,
étendons de manière naturelle la notion de groupes de ramification en posant, pour
tout réel u ≥ −1, Gu = Gi où i = ⌈u⌉ (la partie entière supérieure de u). On peut
ainsi définir la fonction φL/K de Herbrand, valable pour tout u ≥ −1, par :
φL/K(u) =

∫ u
0
[G0 : Gu]
−1dt si u ≥ 0
u si − 1 ≤ u < 0
.
C’est une bijection de [−1,+∞[ dans lui-même (cf [10, Chapitre IV, Proposition
12]). On notera ψL/K sa bijection réciproque. On peut maintenant expliciter les
quotients (G/H)i.
Théorème 3.2 (Herbrand, Lemme 5, [10]). Soit K ⊂ L ⊂M une tour d’extensions
de corps telles que L/K et M/K soient galoisiennes. Notons G le groupe de Galois
de M/K et H celui de M/L. Alors, pour tout v ≥ 0, on a Gal(L/K)u ≃ (G/H)v =
GuH/H où u = ψM/L(v).
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Ce théorème va nous permettre de calculer les sauts d’une tour d’extensions en
fonction des sauts de chaque étage, dès lors que chaque étage possède un unique
saut et que ces sauts forment une suite strictement croissante.
Lemme 3.3. Soit K ⊂ L ⊂ M une tour d’extensions finies. Supposons que M/K
et L/K soient galoisiennes. Notons t1 < · · · < tn les sauts de M/L. Supposons que
L/K possède un unique saut égal à t et que t < t1. Alors, les sauts de M/K sont
t, t1, . . . , tn. De plus, pour tout j ≥ t+ 1, on a Gal(M/K)j = Gal(M/L)j.
Démonstration. Posons G = Gal(M/K) et H = Gal(M/L). Comme t < t1, il
s’ensuit que ψM/L(x) = x pour tout x ≤ t+ 1 (car φM/L(x) = x si x ≤ t1). Ainsi,
par le théorème 3.2, on en déduit que G/H = (G/H)t = GtH/H . D’après le second
théorème d’isomorphisme, il s’ensuit que G/H ≃ Gt/(Gt ∩H). Or, H ∩Gt = Ht et
Ht = H puisque t < t1. Ainsi, G/H ≃ Gt/H et donc G = Gt puisque #G = #Gt
et Gt ⊂ G.
Comme L/K possède un unique saut, on a, toujours d’après le théorème 3.2 :
{1} = Gal(L/K)t+1 ≃ Gt+1H/H.
Ceci montre que Gt+1 ⊂ H 6= G. On en conclut que t est le premier saut de G. De
plus, pour tout i ≥ t + 1, on a Hi = Gi ∩ H = Gi, ce qui permet de montrer que
les autres sauts de G sont t1, . . . , tn et la seconde partie du lemme. 
Corollaire 3.4. Soient n ≥ 2 et K1 ⊂ · · · ⊂ Kn une tour d’extensions finies.
On suppose que pour tout i, Ki/K1 est galoisienne et Ki+1/Ki admet un unique
saut égal à ti. Si t1 < · · · < tn−1 alors, les sauts de Kn/K1 sont t1, . . . , tn−1 et
Gal(Kn/K1)ti = Gal(Kn/Ki) pour tout i .
Démonstration. Supposons que pour un entier l ≤ n− 1, les sauts de Kn/Kl soient
tl, . . . , tn−1 et que pour tout j ≥ l, on ait Gal(Kn/Kl)tj = Gal(Kn/Kj) (c’est notre
hypothèse si l = n− 1). Alors, en appliquant le Lemme 3.3 à M = Kn, à L = Kl
et à K = Kl−1, on en déduit, car tl−1 < tl, que les sauts de Kn/Kl−1 sont les
tl−1, . . . , tn−1 et que
Gal(Kn/Kl−1)tj = Gal(Kn/Kl)tj = Gal(Kn/Kj)
pour tout j ≥ l. De plus, il est clair que Gal(Kn/Kl−1)tl−1 = Gal(Kn/Kl−1). Par
une récurrence descendante, on en déduit le corollaire. 
À partir de maintenant, on utilisera les notations suivantes. Pour un corps K,
on notera vK la valuation normalisée sur K, pK son idéal premier et K{d} l’unique
extension non ramifiée de K de degré d. Pour une extension finie L/K (non né-
cessairement galoisienne), on notera DL/K la différente de cette extension. Si L/K
est galoisienne, il existe un lien entre sa différente et le cardinal de ses groupes de
ramification. Ce lien est résumé dans la proposition ci-dessous.
Proposition 3.5. ([10, Chapitre IV,Proposition 4]) Pour toute extension galoi-
sienne finie L/K de groupe de Galois G, on a :
vL(DL/K) =
∞∑
i=0
(#Gi − 1).
En particulier, si L/K est une extension galoisienne, totalement ramifiée de degré
d et qu’elle possède un unique saut t, alors
(3) vL(DL/K) = (d− 1)(t+ 1).
On va maintenant rappeler quelques résultats bien connus sur les extensions ra-
dicales et principalement sur les extensions de Kummer d’exposant p. Commençons
par étudier le saut d’une extension cyclique.
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Définition 3.6. Soient K un corps local et α ∈ K\Kp. Notons
i) Pour tout entier i ≥ 0, U (i)K = {x ∈ OK | x ≡ 1 mod piK} ;
ii) cK(α) = sup{i ∈ N∗| ∃x ∈ K∗, αx−p ∈ U (i)K }.
Avec cette définition, il est immédiat que cK(αx−p) = cK(α), pour tout x ∈ K∗.
Théorème 3.7 (Hecke, Theorem 10.2.9, [5]). Soient K un corps local tel que ζp ∈
K et α ∈ K\Kp. Alors,
vK( p
√
α)(DK( p√α)/K) = (p− 1)
(
pe(K|Qp)
p− 1 − cK(α) + 1
)
.
En combinant (3) avec le théorème 3.7, on en déduit que
Corollaire 3.8. Soient K un corps local tel que ζp ∈ K et α ∈ K\Kp. Alors, le
(unique) saut de K( p
√
α)/K vaut
pe(K|Qp)
p− 1 − cK(α).
Proposition 3.9. Soient K/Qp une extension finie telle que ζp ∈ K et α ∈ K\Kp.
Pour tout entier s ≥ 1, fixons une racine ps-ième de α que l’on note α1/ps . Notons
également Ks = K(α
1/ps) et ts le saut de Ks/Ks−1. Si Ks/Ks−1 est ramifiée pour
tout s ≥ 1 alors, la suite (ts)s≥1 est strictement croissante.
Démonstration. Notons φs = φKs/Ks−1 et cs = cKs(α
1/ps). Soit y ∈ Ks tel que
α1/p
s
y−p ∈ U (cs)Ks .
En passant à la norme Ns := NKs/Ks−1 , il s’ensuit que
α1/p
s−1
Ns(y)
−p ∈ Ns(U csKs).
D’après [10, Proposition 4, Chapitre V], on a
α1/p
s−1
Ns(y)
−p ∈ U (⌊φs(cs)⌋)Ks−1
et donc ⌊φs(cs)⌋ ≤ cs−1. Par le corollaire 3.8,
ts =
p
p− 1e(Ks−1|Qp)− cs−1(4)
ts+1 =
p
p− 1e(Ks|Qp)− cs.(5)
Si cs ≤ ts alors, φs(cs) = cs et donc cs ≤ cs−1. Comme e(Ks|Qp) ≥ e(Ks−1|Qp),
il s’ensuit de (4) et (5) que ts+1 > ts.
Si cs > ts alors, φs(cs) = ts + (cs − ts)/p. D’où ts + (cs − ts)/p < cs−1 + 1 ou
encore
cs < ts + p(cs−1 + 1− ts).
En utilisant (4) et (5), on a, après quelques calculs, que
ts+1 + p
(
pe(Ks−1|Qp)
p− 1 −
e(Ks|Qp)
p− 1
)
> (2p− 1)ts − p.
Or, e(Ks|Qp) = e(Ks|Ks−1)e(Ks−1|Qp) et e(Ks|Ks−1) = p par hypothèse. Comme
ts ≥ 1, on en déduit que (2p− 1)ts − p > ts, ce qui prouve la proposition.

Si p 6= 2, il n’est pas nécessaire de supposer que Ks+1/Ks soit ramifiée pour tout
s ≥ 0. Grâce au lemme ci-dessous, il suffit de supposer que K1/K0 soit ramifiée.
Lemme 3.10. Soient K un corps local et α ∈ K\Kp. Si p 6= 2 et si K(α1/p)/K
est ramifiée alors, l’extension K(α1/p
s
)/K(α1/p
s−1
) est ramifiée pour tout s ≥ 1.
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Démonstration. Supposons qu’il existe s ≥ 1 tel que K(α1/ps)/K(α1/ps−1) ne soit
pas ramifiée. L’extension K(α1/p
s
)/K n’est donc pas totalement ramifiée. Comme
p 6= 2, les sous-corps de cette extension sont les K(α1/pf ) avec f = 0, . . . , s (cf [1,
Théorème 2.1]). Il s’ensuit que K(α1/p)/K est non-ramifiée, ce qui est absurde. 
Nous allons maintenant étudier les sauts d’une extension galoisienne de groupe
de Galois (Z/pZ)n avec n ≥ 2.
Proposition 3.11. Soient K1 et K2 deux corps locaux et K = K1∩K2. On suppose
que K1/K et K2/K soient galoisiennes, que K1K2/K soit totalement ramifiée et
que K1/K, K2/K, K1K2/K2 et K1K2/K1 possèdent toutes un unique saut que
l’on notera respectivement t1, t2, t
′
1 et t
′
2. Notons di = [Ki : K]. Alors,
i) d2(d1 − 1)t1 + (d2 − 1)t′2 = d1(d2 − 1)t2 + (d1 − 1)t′1.
ii) De plus, si d1 = d2 = p et t
′
1 < t
′
2 alors,{
t′1 = t1
t′2 = pt2 + (1− p)t1.
Démonstration. i) Comme K1K2/K est totalement ramifiée, on déduit de la for-
mule sur la composée de deux différentes (cf [10, Chapitre III, Proposition 8]) que
v := vK1K2(DK1K2/K) = vK1K2(DK1K2/K1) + [K1K2 : K1]vK1(DK1/K)
= vK1K2(DK1K2/K2) + [K1K2 : K2]vK2(DK2/K).
Comme [K1K2 : K1] = d2 et [K1K2 : K2] = d1, on a, en utilisant quatre fois (3),
que :
(6)
v = (d2 − 1)(t′2 + 1) + d2(d1 − 1)(t1 + 1)
= (d1 − 1)(t′1 + 1) + d1(d2 − 1)(t2 + 1).
Le i) s’ensuit en comparant ces égalités.
ii) Supposons maintenant que d1 = d2 = p et que t′1 < t
′
2. Comme Gal(K1K2/K)
est d’ordre p2, il ne peut avoir que deux sauts au plus. De plus,
G = Gal(K1K2/K) = Gal(K1K2/K1)Gal(K1K2/K2).
Ainsi, on obtient que Gt′1 = G, Gt′1+1 = Gal(K1K2/K1) et que Gt′2+1 = {id}. Les
sauts de K1K2/K sont donc t′1 et t
′
2 puisqu’ils sont distincts par hypothèse. En
utilisant la proposition 3.5 avec L = K1K2, on en déduit que
v = (p2 − 1)(t′1 + 1) + (p− 1)(t′2 − t′1)
= (p− 1)(pt′1 + p+ 1 + t′2).
Par ailleurs, (6) s’écrit (en factorisant par d1 − 1 = d2 − 1 = p− 1)
v = (p− 1)(t′2 + 1 + p(t1 + 1))
= (p− 1)(t′1 + 1) + p(t2 + 1)).
Il en résulte, en comparant ces trois relations, que pt1 + t′2 = pt2 + t
′
1 = pt
′
1 + t
′
2.
Il s’ensuit que t1 = t′1. De plus, t
′
2 = pt2 + t
′
1 − pt′1 = pt2 + (1− p)t1, ce qui montre
le ii) et donc la proposition. 
Le résultat ci-dessous n’est qu’un cas particulier de la proposition 3.11, mais
qui se révèle être le point clé pour prouver le théorème 2.4 et le théorème 2.5.
Pour la proposition suivante, on considère F et a1, . . . , an vérifiant les conditions
de l’hypothèse 2.2.
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Proposition 3.12. Soient r, s1, . . . , sn des entiers positifs avec r ≥ 1. Soient l, k ∈
{1, . . . , n + 1} distincts. Supposons r ≥ 2 si l = 1 ou k = 1. Supposons également
que sl−1, sk−1 ≥ 1 si l, k ≥ 2. Alors,
i) on a
tn,l(r, s1, . . . , sn)− tn,k(r, s1, . . . , sn)
= p
(
tn,l(r(k), s1(k), . . . , sn(k))− tn,k(r(l), s1(l), . . . , sn(l))
)
.
ii) De plus, si tn,l(r, s1, . . . , sn) < tn,k(r, s1, . . . , sn) alors,
tn,l(r, s1, . . . , sn) = tn,l(r(k), s1(k), . . . , sn(k)).
Démonstration. i) Appliquons la proposition 3.11 à K1 = Lr(k),s1(k),...,sn(k) et à
K2 = Lr(l),s1(l),...,sn(l). Il est clair queK1K2/K1∩K2 est totalement ramifiée d’après
le iv) de l’hypothèse 2.2. Comme l 6= k et r ≥ 2 si l = 1 ou k = 1, il en résulte que
[Ki : K1 ∩ K2] = p pour i = 1, 2. Avec les notations de la proposition 3.11, on a
d1 = d2 = p. On a également{
t1 = tn,l(r(k), s1(k), . . . , sn(k)), t2 = tn,k(r(l), s1(l), . . . , sn(l))
t′1 = tn,l(r, s1, . . . , sn), t
′
2 = tn,k(r, s1, . . . , sn).
D’après le i) de la proposition 3.11, pt1+ t′2 = pt2+ t
′
1 ou encore t
′
2− t′1 = p(t2− t1),
qui correspond à la première formule souhaitée.
ii) Supposons maintenant que tn,l(r, s1, . . . , sn) < tn,k(r, s1, . . . , sn), i.e. t′1 < t
′
2.
Comme d1 = d2 = p, on déduit du ii) de la proposition 3.11 que t′1 = t1, qui
correspond à la seconde formule souhaitée. 
Remarquons que le i) de la proposition 3.11 appliqué à d1 = d2 = p montre que
t′1 = t
′
2 si et seulement si t1 = t2. Le ii) de la proposition 3.11 permet donc de
calculer les sauts d’une extension galoisienne L/K de groupe de Galois (Z/pZ)2 dès
lors que l’on puisse trouver deux sous-extensions de degré p sur K ayant chacune
un saut distinct.
Le lemme suivant permet de calculer les sauts d’une extension galoisienne L/K
de groupe de Galois (Z/pZ)n dès lors que toutes les sous-extensions de degré p sur
K ont le même saut. On a
Lemme 3.13. Soient n ≥ 2 et L/K une extension abélienne totalement ramifiée
de groupe de Galois (Z/pZ)
n
. On suppose que toute sous-extension de degré p sur
K ait le même saut t0. Alors, L/K admet un unique saut égal à t0.
Démonstration. Dans cette preuve, Ki et K ′i désigneront des sous-corps de L de
degré pi sur K. Montrons par récurrence sur l ≥ 1 l’hypothèse (H) suivante : pour
tout corps M inclus dans L et de degré pl sur K, l’extension M/K possède un
unique saut égal à t0.
Par hypothèse, (H) est vraie pour l = 1. Supposons maintenant que (H) soit
vraie jusqu’à un rang l − 1 (avec l ≥ 2) et montrons qu’elle l’est encore au rang l.
Soient Kl un corps et Kl−1 ⊂ Kl. Notons t le saut de Kl/Kl−1. On souhaite
montrer que t = t0. Soit Kl−2 ⊂ Kl−1. Comme
G := Gal(Kl/Kl−2) ≃ Z/pZ× Z/pZ,
on en déduit qu’il existe K ′l−1 tel que Kl = Kl−1K
′
l−1 et Kl−2 = Kl−1 ∩ K ′l−1.
Notons t′ le saut de Kl/K ′l−1. Par hypothèse de récurrence, t0 est à la fois le saut
de Kl−1/Kl−2 et de K ′l−1/Kl−2. D’après le i) de la proposition 3.11 appliqué à
K1 = Kl−1 et à K2 = K ′l−1 (on a donc d1 = d2 = p et t1 = t2 = t0), on en
déduit que t = t′. Ainsi, t est le saut de toute extension de la forme Kl/K ′l−1
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avec K ′l−1 ) Kl−2. Cela signifie que t est le plus grand saut de G. Enfin, comme
Gal(Kl/Kl−2) = Gal(Kl/Kl−1)Gal(Kl/K ′l−1), on en déduit que t est le plus petit
saut de G. Par conséquent, t est l’unique saut de G.
Si t0 < t alors, les sauts de G sont t0 et t d’après le Lemme 3.3, ce qui contredit
l’unicité du saut. Ainsi, t ≤ t0. Le théorème 3.2 appliqué à M = Kl, à L =
Kl−1 et à K = Kl−2 montre que t = ψKl/Kl−1(t0). Ainsi, ψKl/Kl−1(t0) ≤ t0. Or,
ψKl/Kl−1(x) ≥ x pour tout x ≥ 0. Par conséquent, ψKl/Kl−1(t0) = t0 et donc t = t0.
On a ainsi montré que pour tout Kl−1 ⊂ Kl, le saut de Kl/Kl−1 est t0.
Comme le dernier groupe de ramification non trivial de Gal(Kl/K) contient un
groupe d’ordre p, il s’ensuit que t0 est le dernier saut de Kl/K. Le théorème 3.2
appliqué àM = Kl, à L = Kl−1 et à K = K montre que le plus petit saut de M/K
est au moins égal à ψM/L(t0) ≥ t0 (par hypothèse de récurrence, t0 est l’unique
saut de Kl−1/K). Ainsi, t0 est l’unique saut de Kl/K, ce qui prouve le lemme.

Le lemme suivant donne la liste des sous-extensions de degré p d’une extension
de Kummer. Pour un corps K, la classe d’un élément x ∈ K dans K×/(K×)p sera
notée [x]K .
Lemme 3.14. Soient r ≥ s ≥ 1 des entiers, K un corps local contenant ζpr et
a1, . . . , an ∈ OK\OpK tels que
(7) ∀i ≥ 2, [ai]K /∈ 〈[a1]K , . . . , [ai−1]K〉.
Alors, les sous-corps intermédiaires de degré p sur K de l’extension abélienne
L := K(a
1/ps
1 , . . . , a
1/ps
n )/K sont de la forme K(γ1/p) où γ = cp
∏n
j=1 a
xj
j avec
c ∈ K et xj ∈ {0, . . . , p− 1} des entiers non tous nuls.
Démonstration. Notons x˜ la classe de x ∈ K× dans K×/(K×)ps . D’après [5, Theo-
rem 10.2.5], on a
Gal(L/K) ≃ 〈a˜1, . . . , a˜n〉.
SoitM une sous-extension de L/K de degré p sur K. Alors,M/K est une extension
cyclique. Toujours d’après [5, Theorem 10.2.5], M = K(γ1/p) pour un certain γ ∈
K. En particulier, γ ∈ Lp ou encore d := γps−1 ∈ Lps ∩ K. Ceci montre que
L = K(a
1/ps
1 , . . . , a
1/ps
n , d1/p
s
). En utilisant de nouveau [5, Theorem 10.2.5], on a
Gal(L/K) ≃ 〈a˜1, . . . , a˜n, d˜〉.
Par conséquent, 〈a˜1, . . . , a˜n〉 = 〈a˜1, . . . , a˜n, d˜〉. Il existe donc des entiers z1, . . . , zn ∈
{0, . . . , ps − 1} non tous nuls tels que d˜ = ∏ni=1 a˜izi . Il existe donc c ∈ K tel que
γp
s−1
= cp
s∏n
i=1 a
zi
i . On remarque que le cas s = 1 donne ce que l’on souhaite. Sup-
posons donc s > 1. Pour tout entier i, notons zi = xips−1+ri la division euclidienne
de zi par ps−1. Remarquons que xi < p. Ainsi, γ = ζps−1cp
∏n
i=1 a
xi
i
∏n
i=1 a
ri/p
s−1
i
pour une certaine racine ps−1-ième de l’unité ζps−1 . Comme ζps−1 , γ ∈ K, on en
déduit que
∏n
i=1 a
ri/p
s−1
i ∈ K et donc
∏n
i=1 a
ri
i ∈ Kp (car s ≥ 2). Il s’ensuit que∏n
i=1[ai]
ri
K = [1]K . De (7) et du fait que ai /∈ OpK , on en déduit que ri = 0 pour
tout i, ce qui montre le lemme puisque ζps−1cp = (ζpsc)p. 
Reprenons les notations du Lemme 3.14. Il est clair que l’on peut supposer c = 1.
Ainsi, les sous-extensions de L/K de degré p sur K sont de la forme K(γ1/p) avec
γ =
∏n
j=1 a
xj
j où xj ∈ {0, . . . , p− 1} sont des entiers non tous nuls.
Le dernier lemme de cette section donne une condition suffisante afin que la
condition (7) soit vérifiée.
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Lemme 3.15. Soient s1, . . . , sn ≥ 1 des entiers et K un corps contenant ζps avec
s = max{s1, . . . , sn}. Soient α1, . . . , αn ∈ K tels que
[K(α
1/ps1
1 , . . . , α
1/psn
n ) : K] = p
∑n
i=1 si .
Alors, [αi]K /∈ 〈[α1]K , . . . , [αi−1]K〉 pour tout i ≥ 2,
Démonstration. Supposons par l’absurde que [αi]K ∈ 〈[α1]K , . . . , [αi−1]K〉 pour
un certain entier i. Alors, αi = cp
∏i−1
j=1 α
xj
j pour un certain c ∈ K et certains
x1, . . . , xi−1 ∈ N. Notons k = min{s1, . . . , si}. Alors, αxkk = c−pαi
∏i−1
j=1
j 6=k
α
−xj
j . De
plus, il est clair que
K
(
α
1/ps1
1 , . . . , α
1/psn
n
)
= K
(
α
1/ps1
1 , . . . , α
1/psk−1
k−1 , c
1/psk−1 , α
1/psk+1
k+1 , . . . , α
1/psn
n
)
.
Par conséquent, [K(α1/p
s1
1 , . . . , α
1/psn
n ) : K] ≤ p−1+
∑n
i=1 si , ce qui est absurde par
hypothèse. 
4. Réduction.
On souhaite calculer les groupes de ramification d’une extension radicale, ga-
loisienne et finie L/F de groupe de Galois d’exposant une puissance de p. Cela
signifie que L = Lr,s1,...,sn pour certains entiers positifs r, s1, . . . , sn non nuls tels
que r ≥ max{s1, . . . , sn} et pour certains a1, . . . , an ∈ F . Si p = 2, et uniquement
dans ce cas, on supposera que
(8) [Lr,r,...,r : F (ζ2r )] = 2nr.
Dans cette section, on se propose de montrer que l’on peut se réduire au cas où
F et les a1, . . . , an vérifient les conditions de l’hypothèse 2.2, que l’on rappelle pour
la commodité du lecteur.
Hypothèse. i) a1, . . . , an ∈ OF \OpF ;
ii) [Lr,s1,...,sn : F (ζpr )] = p
∑n
i=1 si ;
iii) p | vp(ai) pour i = 1, . . . , n− 1 ;
iv) Lr,s1,...,sn/F est totalement ramifiée.
Tout d’abord, il est clair que l’on peut se réduire au cas où ai ∈ OF \OpF pour
tout i ≥ 1, ce qui correspond au i) de l’hypothèse 2.2. Par la théorie de Kummer,
on peut également se réduire au cas où [ai]F /∈ 〈[a1]F , . . . , [ai−1]F 〉 pour tout i ≥ 2.
Donnons une nouvelle formulation de l’hypothèse [ai]F /∈ 〈[a1]F , . . . , [ai−1]F 〉.
Pour cela, on aura besoin du lemme ci-dessous :
Lemme 4.1 (Capelli, Chapitre 6, Theorem 9.1 [8]). Soient K un corps et n ≥ 2.
Soit a ∈ K. Supposons que a /∈ Kp pour tout nombre premier p divisant n. De plus,
supposons que a /∈ −4K4 si 4 | n. Alors, xn − a est irréductible dans K[x].
Ce lemme va nous permettre de montrer le fait suivant :
Fait 4.2. Si p 6= 2 alors, [F (ζpr , a1/p
s1
1 , . . . , a
1/psn
n ) : F (ζpr )] = p
∑n
i=1 si si et
seulement si [ai]F /∈ 〈[a1]F , . . . , [ai−1]F 〉.
Démonstration. ⇒ : C’est précisément le Lemme 3.15 appliqué à K = F .
⇐ : Supposons par l’absurde qu’il existe c ∈ F (ζpr ) tel que ai = cp
∏i−1
j=1 a
xj
j .
Alors, cp ∈ F ∩ F (ζpr )p. Par un théorème de Schinzel (cf [9, Theorem 2]), si α ∈ F
et p 6= 2, alors α ∈ F p si et seulement si α ∈ F (ζpr )p. Ainsi, cp ∈ F p. Donc, [ai]F ∈
〈[a1]F , . . . , [ai−1]F 〉, ce qui est absurde par hypothèse. En conclusion, [ai]F (ζpr ) /∈
〈[a1]F (ζpr ), . . . , [ai−1]F (ζpr )〉 pour tout i ≥ 2.
12 ARNAUD PLESSIS
De plus, comme ai ∈ F\F p, le théorème de Schinzel cité juste avant montre que
ai /∈ F (ζpr )p pour tout i. Du Lemme 4.1, on a [F (ζpr , a1/p
si
i ) : F (ζpr )] = p
si pour
tout i. Montrons maintenant que
(9) F (ζpr , a
1/ps1
1 , . . . , a
1/psi−1
i−1 ) ∩ F (ζpr , a1/p
si
i ) = F (ζpr ).
Comme Gal(F (ζpr , a
1/psi
i )/F (ζpr )) ≃ Z/psiZ, les sous corps de F (ζpr , a1/p
si
i )
contenant F (ζpr ) sont les F (ζpr , a
1/pg
i ) avec g ∈ {0, . . . , si}. Ainsi, l’intersection du
(9) est égale à F (ζpr , a
1/pg
i ), pour un certain g. Supposons par l’absurde que g 6= 0.
Notons s = max{s1, . . . , sn}. Alors,
ai ∈ F (ζpr , a1/p
s1
1 , . . . , a
1/psi−1
i−1 )
p ⊂ F
(
ζpr , a
1/ps
1 , . . . , a
1/ps
i−1
)p
.
D’après le Lemme 3.14, il existe des entiers x1, . . . , xi−1 non tous nuls et c ∈ F (ζpr )
tels que ai = cp
∏i−1
j=1 a
xj
j , ce qui est absurde d’après le premier paragraphe de cette
preuve. On a donc g = 0, ce qui montre (9).
De (9), on en déduit que
[F (ζpr , a
1/ps1
1 , . . . , a
1/psn
i ) : F (ζpr )] = p
sn [F (ζpr , a
1/ps1
1 , . . . , a
1/psn−1
n−1 ) : F (ζpr )].
Par une récurrence immédiate, [F (ζpr , a
1/ps1
1 , . . . , a
1/psn
n ) : F (ζpr )] = p
∑n
i=1 si . On
a ainsi montré le fait. 
Si p 6= 2, on s’est ainsi réduit au ii) de l’hypothèse 2.2. Si p = 2, alors, d’après
(8), [Lr,r,...,r : F (ζ2r )] = 2nr. Par la multiplicativité des degrés, on en déduit que
2nr = [Lr,r,...,r : F (ζ2r )] = [Lr,r,...,r : Lr,s1,...,sn ][Lr,s1,...,sn : F (ζ2r )]
≤ 2
∑n
i=1(r−si)2
∑n
i=1 si = 2nr.
Par conséquent, [Lr,s1,...,sn : F (ζ2r )] = 2
∑n
i=1 si , ce qui correspond au ii) de l’hypo-
thèse 2.2.
Montrons maintenant que l’on peut se réduire au iv) de l’hypothèse 2.2. Pour
cela, on va calculer l’indice de ramification de Lr,s1,...,sn/F en distinguant le cas
p 6= 2 du cas p = 2. Bien qu’il suffise de le calculer pour r ≥ max{s1, . . . , sn}, on le
calculera même pour r < max{s1, . . . , sn}. Cela aura son importance dans la suite
(pour montrer le Lemme 5.1 par exemple). Commençons tout d’abord par calculer
le degré de cette extension.
Lemme 4.3. Pour tous r, s1, . . . , sn, on a [Lr,s1,...,sn : F ] = (p− 1)pr−1+
∑n
k=1 sk .
Démonstration. Comme F/Qp est non ramifiée et que Qp(ζp)/Qp l’est totalement,
[F (ζpr ) : F ] = [Qp(ζpr ) : Qp] = (p− 1)pr−1.
Si r ≥ s := max{s1, . . . , sn} alors, la conclusion du lemme est claire d’après le
ii) de l’hypothèse 2.2. Si r < s alors, d’après la multiplicativité des degrés,
[Ls,s1,...,sn : F ] = [Ls,s1,...,sn : Lr,s1,...,sn ][Lr,s1,...,sn : F ].
De plus, 
[Ls,s1,...,sn : Lr,s1,...,sn ] ≤ ps−r
[Lr,s1,...,sn : F ] ≤ [F (ζp) : F ]pr−1+
∑n
k=1 sk
[Ls,s1,...,sn : F ] = [F (ζp) : F ]p
s−1+∑nk=1 sk
.
Ainsi,
(p− 1)pr−1+
∑n
k=1 sk ≥ [Lr,s1,...,sn : F ] =
[Ls,s1,...,sn : F ]
[Ls,s1,...,sn : Lr,s1,...,sn ]
≥ [F (ζp) : F ]pr−1+
∑n
k=1 sk = (p− 1)pr−1+
∑n
k=1 sk ,
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ce qui prouve le lemme.

Nous allons maintenant étudier l’indice de ramification de Lr,s1,...,sn/F . Com-
mençons par le cas où p 6= 2. La proposition suivante est une généralisation natu-
relle de [12, Theorem 5.5] ; elle montre que dans ce cas, l’extension Lr,s1,...,sn/F est
totalement ramifiée.
Proposition 4.4. Supposons p 6= 2. Alors, pour tous entiers r, s1, . . . , sn, on a
Lr,s1,...,sn/F est totalement ramifiée, i.e. e(Lr,s1,...,sn |F ) = (p− 1)pr−1+
∑n
i=1 si .
Démonstration. Il suffit de le montrer pour r ≥ max{s1, . . . , sn}. Comme F (ζpr )/F
est totalement ramifiée, il résulte du Lemme 4.3 que e(F (ζpr )|F ) = pr−1(p− 1).
Il suffit donc de montrer que Lr,s1,...,sk/Lr,s1,...,sk−1 est totalement ramifiée pour
tout k ≥ 1. Afin d’alléger les notations, notons L = Lr,s1,...,sk−1 . Remarquons que
L = L0,s1,...,sk−1(ζpr ).
Supposons par l’absurde que L(a1/p
sk
k )/L ne soit pas totalement ramifiée et no-
tons ph son degré d’inertie. Comme L{ph} est obtenu en adjoignant à L certaines
racines de l’unité (cf [4, Chapitre 1, section 7]), il s’ensuit que L{ph}/L0,s1,...,sk−1
est une extension abélienne. D’après la contraposée du Lemme 3.10 (car p 6= 2),
on en déduit que L(a1/pk ) ⊂ L{ph} et donc que ak ∈ L{ph}p. Par conséquent,
le corps de décomposition du polynôme xp − ak ∈ L0,s1,...,sk−1 [x] est abélien sur
L0,s1,...,sk−1 . Par un théorème de Schinzel (cf [9, Theorem 2]), il s’ensuit, car p 6= 2,
que ak ∈ Lp0,s1,...,sk−1 , ce qui est absurde. Ainsi, l’extension L(a
1/psk
k )/L est totale-
ment ramifiée pour tout k ≥ 1, ce qui montre le lemme. 
Traitons maintenant le cas p = 2. Nous allons écrire deux lemmes qui généralisent
de manière naturelle [6, Lemme 20-Lemme 23].
Lemme 4.5. Soient b ∈ F\ ± F 2 et β ∈ F tels que β4 = b. Alors, F (β)/F n’est
pas galoisienne.
Démonstration. Supposons par l’absurde que F (β)/F soit galoisienne. La condition
b ∈ F\ ± F 2 permet d’assurer l’irréductibilité de x4 − b d’après le Lemme 4.1.
Son corps de décomposition est donc F (β, i). Comme F (β)/F est galoisienne, cela
signifie que i ∈ F (β). Comme i ∈ F (β)\F , on déduit de [1, Theorem 2.1] que F (β2)
est l’unique corps quadratique sur F contenu dans F (β). Comme i l’est également,
il s’ensuit que F (β2) = F (i) ou encore que b ∈ F (i)2.
Posons b = (α + iγ)2 ∈ F (i)2. Alors, b = α2 − γ2 + 2iαγ. Comme i /∈ F , cela
signifie que αγ = 0 et donc que b ∈ ±F 2, ce qui est absurde. Ceci montre le lemme.

À partir de maintenant, pour une extension L/K, on notera f(L|K) son degré
d’inertie.
Lemme 4.6. Pour tous r, s1, . . . , sn, on a f(Lr,s1,...,sn |F ) ≤ 2.
Démonstration. Il suffit de le prouver pour r ≥ s := max{s1, . . . , sn}. Remarquons
que le lemme est vérifié si s = 1 car d’après [3, Theorem 12], le degré d’inertie de
Lr,1,...,1/F (ζ2r ) vaut au plus 2 et que f(F (ζ2r )|F ) = 1.
Supposons donc s ≥ 2 et supposons par l’absurde que f(Lr,s1,...,sn |F ) > 2.
Comme [Lr,s1,...,sn : F ] = 2
m (pour un entier m ≥ 2), on en déduit qu’il existe
un entier t ≥ 2 tel que f(Lr,s1,...,sn |F ) = 2t. Comme F{2t}/F est une extension
abélienne, on en conclut que F{4} ⊂ F{2t}. Soit α ∈ F tel que F{4} = F (α).
Intéressons nous maintenant au corps Lα := F (ζ2r , α). Comme F (ζ2r )/F est une
extension totalement ramifiée et que F (α)/F est non-ramifiée, on en déduit que
Lα/F (ζ2r) est une extension non ramifiée de groupe de Galois Z/4Z.
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Soit L l’unique sous-corps de Lα de degré 2 sur F (ζ2r ). Comme Lα ⊂ Lr,s,...,s,
on déduit du Lemme 3.14 que L = F (ζ2r , δ) où δ =
∏n
j=1 a
xj/2
j avec xj ∈ {0, 1} des
entiers non tous nuls. Quitte à permuter les a1/p
si
i , on peut supposer x1 = 1.
Remarquons que δ, ai /∈ L2 pour tout i ≥ 1 (c’est clair pour δ). En effet, si
ai ∈ L2, on en déduirait, grâce au Lemme 3.14, qu’il existe c ∈ F (ζ2r ) tel que ai =
c2δ2. Ainsi, [ai]F (ζ2r ) =
∏n
j=1[aj ]
xj
F (ζ2r )
. Comme x1 6= 0, le Lemme 3.15 appliqué à
K = F (ζ2r ) contredit le ii) de l’hypothèse 2.2.
Comme Lr,s,...,s = F (δ1/2
s−1
, a
1/2s
2 , . . . , a
1/2s
n ), il s’ensuit que [Lr,s,...,s : L] =
p2s−1. D’après le Lemme 3.15, cela signifie que [ai]L /∈ 〈[δ]L, [a2]L, . . . , [ai−1]L〉
pour tout i ≥ 2. Ainsi, on peut de nouveau appliquer le Lemme 3.14 à K = L.
Comme Lα/L est une extension quadratique et que
Lα ⊂ L(δ1/2
s−1
, a
1/2s
2 , . . . , a
1/2s
n ) ⊂ L(δ1/2
s
, a
1/2s
2 , . . . , a
1/2s
n ),
on en déduit que Lα = L(δy/2
∏n
i=2 a
yi/2
i ) pour certains entiers y, yi ∈ {0, 1}.
Remarquons que y 6= 0 (sinon Gal(Lα/F (ζ2r )) ≃ Z/2Z × Z/2Z). Par conséquent,
y = 1 et donc, Lα = F (ζ2r , β) où β = δ1/2
∏n
i=2 a
yi/2
i . Comme Lα/F est abélienne,
on en déduit que F (β)/F est abélienne. De plus, β4 =
∏n
i=1 a
xi+2yi
i ∈ F . D’après
le Lemme 4.5, il suffit de montrer que β4 /∈ ±F 2 pour obtenir une contradiction.
Clairement, β4 ∈ ±F 2 si et seulement si δ2 ∈ ±F 2. De plus, si δ2 ∈ ±F 2 alors,
δ ∈ F (i) ⊂ F (ζ2r ) puisque r ≥ 2. Cela contredit le fait que F (ζ2r , δ)/F (ζ2r ) est
une extension quadratique. Ceci prouve le lemme.

Ainsi, si f(Lr,s1,...,sn |F ) = 1 alors, Lr,s1,...,sn/F est totalement ramifié. Sup-
posons maintenant que f(Lr,s1,...,sn |F ) = 2. Alors, f(Lr,s1,...,sn |F (ζ2r )) = 2. Le
Lemme 3.14 montre que F (ζ2r ){2} = F (ζ2r , α) où α =
∏n
i=1 a
xi/2
i pour certains en-
tiers xi ∈ {0, 1} non tous nuls. Comme [F (α) : F ] = 2, il s’ensuit que F{2} = F (α).
Quitte à permuter les a1/p
si
i , on peut supposer que s1 est le plus petit si tel que
xi 6= 0. Ainsi, il devient clair que
Lr,s1,...,sn = F{2}(ζ2r , α1/2
s1−1
, a
1/2s2
2 , . . . , a
1/2sn
n ).
De plus, F{2}(ζ2r , α1/2s1−1 , a1/2
s2
2 , . . . , a
1/2sn
n )/F{2} est totalement ramifiée. Il est
clair que α ∈ OF{2}\O2F{2} et que
F{2}(ζ2r , α1/2
s1−1
, a
1/2s2
2 , . . . , a
1/2sn
n ) : F{2}(ζ2r)] = 2s1−1+
∑n
i=2 si .
En résumé, quitte à remplacer F par F{2} (qui est encore une extension non-
ramifiée) et a1/2
s1
1 par α
1/2s1−1 , on a montré que dans tous les cas, on pouvait se
réduire au fait que Lr,s1,...,sn/F soit totalement ramifiée, ce qui correspond à la
condition iv) de l’hypothèse 2.2.
Nous terminons cette section en montrant que l’on peut aussi se réduire à la
condition iii) de l’hypothèse 2.2. Supposons qu’il existe i et j tels que p ∤ vF (ai) et
p ∤ vF (aj). Alors, pour tous si, sj ∈ N∗,{
F (a
1/psi
i , a
1/psj
j ) = F (α
1/psi , a
1/psj
j ) si si ≤ sj
F (a
1/psi
i , a
1/psj
j ) = F (a
1/psi
i , α
1/psj ) si sj ≤ si
où α = avF (aj)i a
−vF (ai)
j . En remarquant que vF (α) = 0, cela montre que l’on peut
se ramener au cas où soit p | vF (ai), soit p | vF (aj). Ainsi, sans perte de généralité,
on peut supposer que p | vF (a1), . . . , vF (an−1), ce qui correspond à la condition iii)
de l’hypothèse 2.2.
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5. Calcul des t1,k(r, s) avec k ∈ {1, 2}.
Pour un corps local K, on notera piK une uniformisante de K. Notons égale-
ment f le degré [F : Qp]. Pour tous r ≥ 1 et s ≥ 1, on se propose de calculer
t1,1(r, s) et t1,2(r, s), respectivement l’unique saut de F (ζpr , a1/p
s
)/F (ζpr−1 , a
1/ps)
et de F (ζpr , a1/p
s
)/F (ζpr , a
1/ps−1). Les formules de cette section serviront d’initia-
lisation lorsque l’on fera des récurrences sur le nombre de ai et permettrons donc
de traiter le cas général. Rappelons qu’avec nos réductions, L1,s/F est une exten-
sion totalement ramifiée de degré ps(p− 1). Ainsi, d’après la proposition 3.8, on en
déduit que pour tout s ≥ 0,
(10) t1,2(1, s+ 1) = ps+1 − cL1,s(a1/p
s
).
Posons cs = cL1,s(a
1/ps). Comme (a1/p
s
)1−p
f
= a1/p
s
(a1/p
s−f+1
)−p, on a (par défi-
nition de cK(α)),
cs = cL1,s((a
1/ps)1−p
f
).
Enfin, le cas F = Qp a été traité par Viviani dans [12]. Néanmoins, son approche
est basée sur le fait que l’on connaisse une uniformisante de L1,s+1/L1,s (cf [12,
Lemme 5.7, Lemme 6.4]). Cette méthode ne semble pas possible dès lors que l’on
remplace Qp par F , ce qui nous a conduit à utiliser le théorème de Hecke.
Lemme 5.1. Soit s ≥ 0, on a :
i) Si p | vF (a) alors, t1,2(1, s+ 1) = ps+1 − p+ 1 ;
ii) Si p ∤ vF (a) alors, t1,2(1, s+ 1) = p
s+1.
Démonstration. i) Supposons d’abord vF (a) = 0. Dans ce cas, a1/p
s ∈ O×L1,s .
CommeOF (a1/ps )/pF (a1/ps) ≃ Fpf , on en déduit que (a1/p
s
)1−p
f ≡ 1 mod pF (a1/ps).
Or, pF (a1/ps) = p
p−1
L1,s
car L1,s/F (a1/p
s
) est totalement ramifiée de degré p− 1. Par
définition de cK(α), on en déduit que cs ≥ p− 1 pour tout s ≥ 0.
Montrons par récurrence sur s que cs ≤ p− 1. Comme c0 ≥ p− 1, on déduit de
la proposition 3.8 que t1,2(1, 1) ≤ 1. Or, t1,2(1, 1) 6= 0 car L1,1/L1,0 est totalement
ramifiée de degré p. Il s’ensuit que t1,2(1, 1) = 1 et donc c0 = p− 1. Ceci initialise
la récurrence.
Supposons maintenant que cs ≤ p− 1 et montrons que cs+1 ≤ p− 1. Notons
x = a1/p
s+1
.
Remarquons que x1−p
f ≡ 1 mod pp−1L1,s+1 . Soit y ∈ L∗1,s+1 tel que
(11) z = x1−p
f
y−p ∈ OL1,s+1 et z ≡ 1 mod pcs+1L1,s+1 .
Remarquons que y ∈ O×L1,s+1 du fait que x, z ∈ O×L1,s+1 .
Supposons par l’absurde que cs+1 ≥ p. Comme OL1,s+1 = Zp[piL1,s+1 ], on peut
alors écrire y =
∑
i≥0 aipi
i
L1,s+1
avec ai ∈ Zp et a0 ∈ Z×p car y ∈ O×L1,s+1 . Il s’ensuit
donc que yp ≡ ap0 mod ppL1,s+1 . Comme a0 ∈ Zp, il s’ensuit que a
p
0 ≡ a0 mod p.
Par conséquent, yp ≡ a0 mod ppL1,s+1. Comme z ≡ 1 mod p
p
L1,s+1
, on déduit de
(11) que x1−p
f ≡ a0 mod ppL1,s+1. En élevant à la puissance p, il s’ensuit que
(xp)1−p
f
a−p0 ≡ 1 mod ppL1,s .
Comme xp = a1/p
s
et a0 ∈ Z×p , il s’ensuit que cs ≥ p, ce qui contredit l’hypothèse
de récurrence. Ainsi, cs+1 ≤ p − 1. On a donc montré que cs = p − 1 pour tout
s ≥ 0. De (10), il en résulte que t1,2(1, s+1) = ps+1− p+1. Cela termine la preuve
de la première affirmation du lemme dans le cas où vF (a) = 0.
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Supposons maintenant que p | vF (a) 6= 0. Posons a = pvF (a)γ = pi(p−1)p
svF (a)
L1,s
γ
avec vF (γ) = 0 et y = pi
(p−1)vF (a)p−1
L1,s
β. Il est clair que a1/p
s
y−p = γ1/p
s
β−p et donc
cL1,s(a
1/ps) = cL1,s(γ
1/ps) = p− 1 puisque vF (γ) = 0. On conclut grâce à (10).
ii) Supposons par l’absurde qu’il existe y ∈ L∗1,s tel que z = a1/p
s
y−p ∈ OL1,s et
z ≡ 1 mod pL1,s . En particulier, vL1,s(z) = 0. Comme z = a1/p
s
y−p, on en déduit
que
vL1,s(y) = vL1,s(a
1/ps)p−1 = (p− 1)vF (a)p−1 /∈ Z
car p ∤ vF (a), ce qui est absurde. Ceci prouve donc que cs = 0. De (10), on en
déduit que t1,2(1, s+ 1) = ps+1. 
On peut maintenant prouver les résultats principaux de cette section, à savoir
les théorème 5.2 et 5.3.
Théorème 5.2. Si p | vF (a) alors, pour tous r ≥ s ≥ 0 et r 6= 0, on a :
i) t1,2(s, r) = p
r+s−1 − p−1p+1 (p2s−1 + 1) si s ≥ 1 ;
ii) t1,1(s, r) = t1,1(s, s− 1) si s ≥ 1 ;
iii) t1,2(r, s) = t1,2(s, s) si s ≥ 1 ;
iv) Si de plus r > s alors, t1,1(r, s) = p
r+s−1 − p2s + p−1p+1 (p2s − 1).
Démonstration. Montrons le théorème pour s = 0. Dans ce cas, i), ii) et iii) sont
vides. Comme Lr,0 = F (ζpr ), alors t1,1(r, 0) est le saut de l’extension F (ζpr )/F (ζpr−1 )
qui vaut pr−1 − 1 (cf [10, Chapitre 4, §4]), ce qui montre iv).
Montrons également le théorème pour s = 1. Tout d’abord, i) découle du Lemme
5.1 et ii) du fait que L1,r/L0,r soit une extension totalement ramifiée de degré p−1.
Montrons iii) et iv) par récurrence sur r. Le cas r = 1 est trivialement vérifié.
Supposons que r vérifie iii) et iv) et montrons que r + 1 aussi. Par hypothèse
de récurrence, on déduit du iii) que t1,2(r, 1) = t1,2(1, 1). D’après le Lemme 5.1,
t1,2(1, 1) = 1. Ainsi, t1,2(r, 1) = 1. De plus, t1,1(r + 1, 0) = pr − 1. D’après le i) de
la proposition 3.12,
t1,2(r + 1, 1)− t1,1(r + 1, 1) = p(t1,2(r, 1)− t1,1(r + 1, 0))
= p(2− pr) < 0.
Le ii) de la proposition 3.12 montre que t1,2(r+1, 1) = t1,2(r, 1). Il s’ensuit donc
que t1,2(r + 1, 1) = 1. Ainsi,
t1,1(r + 1, 1) = p(p
r − 2) + t1,2(r + 1, 1)
= pr+1 − 2p+ 1,
ce qui montre iii) et iv). Cela prouve que le théorème est vrai pour s = 1.
Notons Λ l’ensemble des couples (r, s) 6= (0, 0) de N2 tels que r ≥ s ≥ 0 et
vérifiant les affirmations i) à iv) du théorème. Supposons par l’absurde qu’il existe
(r, s) /∈ Λ avec r ≥ s ≥ 0 et choisissons le minimal pour l’ordre lexicographique.
Par ce qui précède, s ≥ 2.
Montrons dans un premier temps que (r, s) vérifie i) et ii). Par minimalité de
(r, s), on a que (r, s− 1) ∈ Λ. Ainsi, en utilisant i),
t1,2(s− 1, r) = pr+s−2 − p− 1
p+ 1
(p2s−3 + 1).
Comme (s, s− 1) ∈ Λ, on a, d’après iv),
t1,1(s, s− 1) = p− 1
p+ 1
(p2s−2 − 1).
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De plus, on a t1,1(s, r − 1) = t1,1(s, s − 1). En effet, cette égalité est trivialement
vérifiée si r = s. Si r ≥ s+1, alors (r− 1, s) ∈ Λ. Ainsi, t1,1(s, r− 1) = t1,1(s, s− 1)
d’après le ii).
Il s’ensuit donc, d’après le i) de la proposition 3.12, que
t1,1(s, r)− t1,2(s, r) = p(t1,1(s, r − 1)− t1,2(s− 1, r))
= p
(
p− 1
p+ 1
p2s−2 − pr+s−2 + p− 1
p+ 1
p2s−3
)
= p
(
(p− 1)p2s−3 − pr+s−2) < 0
Le ii) de la proposition 3.12 montre que t1,1(s, r) = t1,2(s, r − 1). D’où t1,1(s, r) =
p−1
p+1 (p
2s−2 − 1) et
t1,2(s, r) = p(p
r+s−2 − (p− 1)p2s−3) + p− 1
p+ 1
(p2s−2 − 1)
= pr+s−1 − p− 1
p+ 1
(p2s−1 + 1),
ce qui montre que (r, s) vérifie i) et ii). En particulier, (s, s) vérifie i) et ii). Par
ailleurs, (s, s) vérifie trivialement iii) et iv). Ainsi, (s, s) ∈ Λ. Comme (r, s) /∈ Λ, il
s’ensuit que r ≥ s+ 1.
Montrons maintenant que (r, s) vérifie iii) et iv) si r ≥ s + 1. Par minimalité,
(r − 1, s), (r, s− 1) ∈ Λ. En utilisant respectivement iii) et iv),
t1,2(r − 1, s) = t1,2(s, s)
et
t1,1(r, s− 1) = pr+s−2 − p2(s−1) + p− 1
p+ 1
(p2(s−1) − 1).
Comme (s, s) ∈ Λ, on a, d’après le i),
t1,2(s, s) = p
2s−1 − p− 1
p+ 1
(p2s−1 − 1).
Il s’ensuit donc, d’après le i) de la proposition 3.12, que
t1,2(r, s)− t1,1(r, s) = p(t1,2(r − 1, s)− t1,2(r, s− 1))
= p
(
p2s−1 − p− 1
p+ 1
(p2s−2 + p2s−1) + p2s−2 − pr+s−2
)
= p(2p2s−2 − pr+s−2) < 0.
Le ii) de la proposition 3.12 montre que t1,2(r, s) = t1,2(r−1, s). D’où t1,2(r, s) =
p2s−1 − p−1p+1 (p2s−1 − 1) et
t1,1(r, s) = p(p
r+s−2 − 2p2s−2) + p2s−1 − p− 1
p+ 1
(p2s−1 + 1)
= pr+s−1 − p− 1
p+ 1
(p2s−1 + 1)− p2s−1
= pr+s−1 − p2s + p− 1
p+ 1
(p2s − 1).
On vient de montrer que (r, s) vérifie iii) et iv), ce qui contredit le fait que
(r, s) /∈ Λ. Le théorème s’ensuit.

Théorème 5.3. Si p ∤ vF (a) alors, pour tous r > s ≥ 0, on a :
i) t1,2(s, s) =
p2s+p2s−2+p−1
p+1 si s ≥ 1 ;
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ii) t1,2(s, r) = p
r+s−1 − p2s−1−p2s−2−p+1p+1 si s ≥ 1 ;
iii) t1,2(r, s) = t1,2(s+ 1, s) =
2p2s+p−1
p+1 si s ≥ 1 ;
iv) t1,1(s, r) = t1,1(s, s) = t1,1(s, s− 1) si s ≥ 1 ;
v) t1,1(r, s) = p
r+s−1 − 2p2s+1−p+1p+1 si r > s+ 1 ;
vi) t1,1(s+ 1, s) = t1,1(s+ 1, s− 1) si s ≥ 1.
Démonstration. Montrons le théorème pour s = 0. Remarquons que toutes les
affirmations, sauf le v), sont vides. L’extension cyclotomique Qp(ζpr )/Qp(ζpr−1)
ayant un saut égal à pr−1 − 1, on en déduit que t1,1(r, 0) = pr−1 − 1 et v) s’ensuit.
Montrons le théorème pour s = 1. Tout d’abord, i) et ii) découlent du ii) du
Lemme 5.1 et iv) du fait que l’extension L1,r/L0,r soit totalement ramifiée de degré
p− 1. D’après le i) de la proposition 3.12,
t1,1(2, 1)− t1,2(2, 1) = p(t1,1(2, 0)− t1,2(1, 1))
= p(p− 1− p) = −p < 0 (par le Lemme 5.1).
Le ii) de la proposition 3.12 montre que t1,1(2, 1) = t1,1(2, 0) = p− 1. D’où vi).
On en déduit donc que
t1,2(2, 1) = p(t1,2(1, 1)− t1,1(2, 0)) + t1,1(2, 0)
= p+ p− 1 = 2p− 1,
ce qui montre iii) dans le cas r = 2. De plus, v) est vide pour r = 2. On a ainsi
montré le théorème pour r = 2 et s = 1.
Montrons iii) et v) (toujours pour s = 1) par récurrence sur r ≥ 2. On a déjà
traité le cas r = 2. Supposons que r vérifie iii) et v) et montrons que r+1 aussi. On
sait que t1,2(r + 1, 0) = pr − 1. De plus, d’après le iii), t1,2(r, 1) = 2p− 1. D’après
le i) de la proposition 3.12,
t1,2(r + 1, 1)− t1,1(r + 1, 1) = p(t1,2(r, 1)− t1,1(r + 1, 0))
= p(2p− 1− pr + 1) = p(2p− pr) < 0.
Le ii) de la proposition 3.12 montre que t1,2(r+1, 1) = t1,2(r, 1) = 2p− 1. Ainsi,
t1,1(r + 1, 1) = p(p
r − 2p) + t1,2(2, 1)
= pr+1 − 2p2 + 2p− 1,
ce qui montre l’hérédité du iii) et du v). Le théorème est donc vrai pour s = 1.
Notons Λ l’ensemble des couples (r, s) de N2 tels que r > s ≥ 0 et vérifiant les
affirmations i) à vi) du théorème. Supposons par l’absurde qu’il existe (r, s) /∈ Λ
avec r > s ≥ 0 et choisissons le minimal pour l’ordre lexicographique. Par ce qui
précède, s ≥ 2.
Par minimalité de (r, s), on en déduit que (s, s − 1) ∈ Λ. Ainsi, en utilisant
respectivement le vi) et le v), on en déduit que
(12) t1,1(s, s− 1) = t1,1(s, s− 2)
et
t1,1(s, s− 2) = p2s−3 − 2p
2s−3 − p+ 1
p+ 1
.
En utilisant le ii),
t1,2(s− 1, s) = p2s−2 − p
2s−3 − p2s−4 − p+ 1
p+ 1
.
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D’après le i) de la proposition 3.12,
t1,1(s, s)− t1,2(s, s) = p(t1,1(s, s− 1)− t1,2(s− 1, s))
= p
(
p2s−3 − p2s−2 − p
2s−3 + p2s−4
p+ 1
)
= p2s−3(−p2 + p− 1) < 0.
Le ii) de la proposition 3.12 montre que
(13) t1,1(s, s) = t1,1(s, s− 1).
D’où
t1,1(s, s) = p
2s−3 − 2p
2s−3 − p+ 1
p+ 1
et
t1,2(s, s) = p
2s−3(p2 − p+ 1) + p2s−3 − 2p
2s−3 − p+ 1
p+ 1
=
p2s−3(p2 − p+ 2)(p+ 1)− 2p2s−3 + p− 1
p+ 1
=
p2s + p2s−2 + p− 1
p+ 1
,
ce qui montre i) et la seconde égalité du iv).
Par minimalité, (s+ 1, s− 1) ∈ Λ. Ainsi, en utilisant le v),
t1,1(s+ 1, s− 1) = p2s−1 − 2p
2s−1 − p+ 1
p+ 1
.
Par conséquent, en utilisant le i) de la proposition 3.12,
t1,1(s+ 1, s)− t1,2(s+ 1, s) = p(t1,1(s+ 1, s− 1)− t1,2(s, s))
= p
(
p2s−1 − 2p
2s−1 + p2s + p2s−2
p+ 1
)
= p(p2s−1 − p2s−2(p+ 1)) = −p2s−1 < 0.
Le ii) de la proposition 3.12 montre que t1,1(s+ 1, s) = t1,1(s+ 1, s− 1). D’où
t1,1(s+ 1, s) = p
2s−1 − p
2s−1 − p+ 1
p+ 1
et
t1,2(s+ 1, s) = 2p
2s−1 − 2p
2s−1 − p+ 1
p+ 1
=
2p2s + p− 1
p+ 1
,
ce qui prouve la seconde égalité du iii) et vi).
Nous allons maintenant prouver que (r, s) vérifie ii) et la seconde égalité du iv).
Si r ≥ s+ 2, alors (r − 1, s) ∈ Λ. En utilisant iv), on en déduit que
t1,1(s, r − 1) = t1,1(s, s− 1) = t1,1(s, s− 2) d’après (12)
De (13), il s’ensuit que t1,1(s, r− 1) = t1,1(s, s− 2) pour tout r ≥ s+1. Or, d’après
le v),
t1,1(s, s− 2) = p2s−3 − 2p
2s−3 − p+ 1
p+ 1
.
et d’après le ii),
t1,2(s− 1, r) = pr+s−2 − p
2s−3 − p2s−4 − p+ 1
p+ 1
.
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En utilisant le i) de la proposition 3.12,
t1,1(s, r) − t1,2(s, r) = p(t1,1(s, r − 1)− t1,2(s− 1, r))
= p
(
p2s−3 − p
2s−3 + p2s−4
p+ 1
− pr+s−2
)
= p(p2s−3 − p2s−4 − pr+s−2) < 0.
Le ii) de la proposition 3.12 montre que t1,1(s, r) = t1,1(s, r − 1) = t1,1(s, s − 1).
D’où
t1,1(s, r) = p
2s−3 − 2p
2s−3 − p+ 1
p+ 1
et
t1,2(s, r) = p(p
r+s−2 + p2s−4 − p2s−3) + p2s−3 − 2p
2s−3 − p+ 1
p+ 1
= pr+s−1 − p
2s−1 − p2s−2 − p+ 1
p+ 1
,
ce qui montre ii) et la première égalité du iv).
Il reste à montrer que (r, s) vérifie iii) et v). Remarquons que dans le cas r = s+1,
le iii) est trivialement vérifié et v) est vide. Ainsi, (s+1, s) ∈ Λ. Comme (r, s) /∈ Λ,
on en déduit que r ≥ s + 2. Par minimalité, (r − 1, s), (r, s − 1) ∈ Λ. En utilisant
respectivement le iii) et le v),
t1,2(r − 1, s) = 2p
2s + p− 1
p+ 1
et
t1,1(r, s− 1) = pr+s−2 − 2p
2s−1 − p+ 1
p+ 1
.
En utilisant le i) de la proposition 3.12,
t1,2(r, s)− t1,1(r, s) = p(t1,2(r − 1, s)− t1,1(r, s− 1))
= p
(
2p2s−1 + 2p2s
p+ 1
− pr+s−2
)
= −p(pr+s−2 − 2p2s−1) < 0.
Le ii) de la proposition 3.12 montre que t1,2(r, s) = t1,2(r − 1, s). D’où
t1,2(r − 1, s) = 2p
2s + p− 1
p+ 1
et
t1,1(r, s) = p(p
r+s−2 − 2p2s−1) + 2p
2s + p− 1
p+ 1
= pr+s−1 +
−2p2s(p+ 1) + 2p2s + p− 1
p+ 1
= pr+s−1 − 2p
2s+1 − p+ 1
p+ 1
,
ce qui prouve iii) et v) et contredit le fait que (r, s) /∈ Λ. Le théorème s’ensuit.

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6. Relations de récurrence entre les tn,k(r, s1, . . . , sn).
Dans cette section, fixons un entier r ≥ 1. Soient F et a1, . . . , an vérifiant les
conditions de l’hypothèse 2.2. On dira que tn,k(r, s1, . . . , sn) a la propriété (P ) si la
(éventuelle) dépendance en a1, . . . , an est une (éventuelle) dépendance en vF (an).
Par exemple, le théorème 5.2 et le théorème 5.3 montrent que t1,k(r, s) a la propriété
(P ) pour tous k ∈ {1, 2}, r ≥ 1 et s ≥ 0.
Les résultats principaux de cette section se feront par récurrence sur n. On
va donc commencer par le cas n = 2. Cela aura pour but d’alléger les preuves des
résultats principaux de cette section. De plus, ce cas particulier permettra de mieux
comprendre notre approche pour traiter le cas général.
6.1. Un premier résultat dans le cas n = 2.
Lemme 6.1. Soit s ≥ 1 un entier. Supposons que p ∤ vF (a2). Supposons également
que t := t2,2(r, s + 1, s − 1) = t2,3(r, s, s) et que ce nombre ait la propriété (P ).
Alors,
i) Lr,s+1,s/Lr,s,s−1 possède un unique saut égal à t ;
ii) pour tout k ∈ {1, 2}, on a tn,k+1(r, s+ 1, s) = t.
Démonstration. Notons K = Kr,s,s−1 et K ′ = Kr,s+1,s. Alors, [K ′ : K] = p2. En
utilisant le Lemme 3.15 (appliqué à α1 = a
1/ps
1 et à α2 = a
1/ps−1
2 ) et le Lemme 3.14,
un sous-corps intermédiaires de K ′/K de degré p sur K est de la forme K(γ1/p) où
γ = αx11 α
x2
2 avec x1, x2 ∈ {0, . . . , p− 1} non tous nuls.
Si x1 = 0 alors, x2 6= 0 et γ = αx22 . Dans ce cas, le saut de K(γ1/p)/L vaut
t2,3(r, s, s), i.e. t.
Supposons maintenant que x1 6= 0. Notons γ1 = ax11 apx22 . Alors, p | vF (γ1)
puisque p | vF (a1). De plus, il est clair que
K = F (ζpr , γ
1/ps
1 , a
1/ps−1
2 ).
Comme t2,2(r, s, s − 1) a la propriété (P ), on en déduit, en remplaçant a1 par γ1,
que le saut de K(γ1/p)/L vaut t2,2(r, s+ 1, s− 1), i.e. t.
Ainsi, le saut de toute sous-extension de K ′/K de degré p sur K vaut t. Le
Lemme 3.13 permet donc de montrer i) et ii) s’ensuit car les t2,k+1(r, s+1, s) avec
k ∈ {0, 1} sont des sauts de K ′/K. 
Proposition 6.2. Supposons que p ∤ vF (a2). Alors, pour tous s1, s2 tels que 1 ≤
s1 ≤ s2, on a
i) a) t2,2(r, s1, s2) = t2,2(r, s1, s1 − 1) ;
b) t2,3(r, s2, s1) = t2,3(r, s1, s1) ;
ii) a) t2,3(r, s1, s2) = pt2,3(r, s1 − 1, s2) + (1− p)t2,2(r, s1, s2) ;
b) t2,2(r, s2, s1) = pt2,2(r, s2, s1 − 1) + (1− p)t2,3(r, s2, s1) sauf si s1 = s2 ;
iii) t2,3(r, s1, s2) = t2,2(r, s2 + 1, s1 − 1) ;
iv) Les sauts t2,2(r, s1, s2) et t2,3(r, s1, s2) ont la propriété (P ).
Démonstration. Notons Λ l’ensemble des (s1, s2) tel que s1 ≤ s2 et vérifiant les
affirmations i) à iv) de la proposition. Supposons par l’absurde qu’il existe s1 ≤ s2
tel que (s1, s2) /∈ Λ. On le choisit minimal pour l’ordre lexicographique.
La preuve se fera en quatre étapes (décrites ci-dessous) très largement indépen-
dantes (seul le lemme ci-dessous sera utilisé dans la première et la troisième étape).
Première étape : ib) et iib) sont vérifiés.
Deuxième étape : ia), iia) et iv) sont vérifiés.
Troisième étape : iii) est vérifié si s1 > 1.
22 ARNAUD PLESSIS
Quatrième étape : iii) est vérifié si s1 = 1.
Première étape :
Si s2 = s1, alors ib) est trivialement vérifié et iib) est vide. Supposons s2 = s1+1.
Par minimalité, (s1, s1) ∈ Λ et on déduit du iii) que
t2,2(r, s1 + 1, s1 − 1) = t2,3(r, s1, s1).
Les conditions du Lemme 6.1 appliquées à s = s1 et à E = {1} sont ainsi vérifiées.
Par conséquent, le ii) du Lemme 6.1 permet d’en déduire que
(14) t2,2(r, s1 + 1, s1) = t2,3(r, s1 + 1, s1) = t2,3(r, s1, s1),
ce qui montre ib) et iib).
Supposons maintenant s2 ≥ s1+2. Ainsi, (s1, s2−1) ∈ Λ par minimalité. Du ib),
il s’ensuit que t2,3(r, s2−1, s1) = t2,3(r, s1, s1). Par conséquent, le lemme ci-dessous,
appliqué à m = s1 et à l = s2, montre ib) et iib).
Lemme. Soient m ∈ {1, . . . , s1} et l ∈ {m+ 2, . . . , s2 + 1− δm,s1}. Alors,
i) t2,3(r, l,m) = t2,3(r, l − 1,m) ;
ii) t2,2(r, l,m) = pt2,2(r, l,m− 1) + (1− p)t2,3(r, l,m).
Démonstration. La proposition 3.9 appliquée à K = Lr,0,m−1 et à α = a1 montre
(car m+ 1 < l) que
t2,2(r, l,m− 1) > t2,2(r,m+ 1,m− 1).
Par minimalité, (m,m) ∈ Λ (car m ≤ s1 < s2). On déduit alors du iii) que
t2,2(r,m+ 1,m− 1) = t2,3(r,m,m).
Par minimalité, (m, l − 1) ∈ Λ puisque l − 1 > m par hypothèse. Ainsi, d’après le
ib),
t2,3(r, l − 1,m) = t2,3(r,m,m).
On en déduit donc que t2,3(r, l− 1,m) < t2,2(r, l,m− 1). D’après le i) de la propo-
sition 3.12,
(15) t2,3(r, l,m)− t2,2(r, l,m) = p(t2,3(r, l − 1,m)− t2,2(r, l,m− 1)) < 0.
Le ii) de la proposition 3.12 montre que t2,3(r, l,m) = t2,3(r, l − 1,m) (i.e. le i) de
ce lemme) et le ii) se déduit du (15) car
t2,2(r, l,m) = t2,3(r, l,m)− p(t2,3(r, l − 1,m)− t2,2(r, l,m− 1)).

Deuxième étape :
D’après le i) de la proposition 3.12,
(16) t2,2(r, s1, s2) − t2,3(r, s1, s2) = p(t2,2(r, s1, s2 − 1) − t2,3(r, s1 − 1, s2)).
Si s1 < s2 alors, (s1, s2 − 1) ∈ Λ et on déduit du ia) que
(17) t2,2(r, s1, s2 − 1) = t2,2(r, s1, s1 − 1).
Ainsi, (17) est valable pour tout s1 ≤ s2. Montrons maintenant que
(18) t2,2(r, s1, s2 − 1) < t2,3(r, s1 − 1, s2)
en distinguant le cas s1 > 1 du cas s1 = 1.
Si s1 > 1 alors, (s1 − 1, s1 − 1) ∈ Λ par minimalité. En utilisant le iii),
(19) t2,3(r, s1 − 1, s1 − 1) = t2,2(r, s1, s1 − 2).
CALCUL DES GROUPES DE RAMIFICATION DE CERTAINES EXTENSIONS RADICALES.23
Les hypothèses du Lemme 6.1 appliquées à s = s1 − 1 et à E = {1} sont donc
vérifiées d’après (19) et le iv). Le ii) du Lemme 6.1 montre donc que
(20) t2,2(r, s1, s1 − 2) = t2,2(r, s1, s1 − 1).
En combinant (19) et (20), on en déduit que
(21) t2,2(r, s1, s1 − 1) = t2,3(r, s1 − 1, s1 − 1).
La proposition 3.9 appliquée à K = Lr,s−1,0 et à α = an prouve (car s1 − 1 < s2)
que t2,3(r, s1−1, s1−1) < t2,3(r, s1−1, s2). En utilisant (17), (21) et cette inégalité,
on obtient
t2,2(r, s1, s2 − 1) < t2,3(r, s1 − 1, s2),
qui est bien l’inégalité (18) dans le cas où s1 > 1.
Supposons maintenant que s1 = 1. D’après le théorème 5.2,
t2,2(r, s1, s1 − 1) = t2,2(r, 1, 0) = 1.
De (17), il suffit de montrer que t2,3(r, 0, s2) > 1 pour en déduire (18). La propo-
sition 3.9 appliquée à K = Lr,0,0 et à α = an donne (car s2 ≥ 1) t2,3(r, 0, s2) ≥
t2,3(r, 0, 1). De plus, t2,3(r, 0, 1) > 1 d’après le théorème 5.3. Ceci montre (18) dans
le cas s1 = 1.
De (16) et (18), on obtient que t2,2(r, s1, s2) < t2,3(r, s1, s2). Le ii) de la pro-
position 3.12 montre que t2,2(r, s1, s2) = t2,2(r, s1, s2 − 1). En utilisant (17), on en
déduit ia). En utilisant de nouveau (16), on obtient que
(22) t2,3(r, s1, s2) = pt2,3(r, s1 − 1, s2) + (1− p)t2,2(r, s1, s2),
ce qui montre iia).
Montrons maintenant que (s1, s2) vérifie iv). Tout d’abord, le ia) montre que
t2,2(r, s1, s2) = t2,2(r, s1, s1 − 1).
Si s1 = 1 alors, t2,2(r, s1, s2) = t2,2(r, 1, 0) = 1 et vérifie donc iv).
Si s1 > 1 alors, par minimalité, (s1, s1 − 1) ∈ Λ. Ainsi, t2,2(r, s1, s1 − 1), et donc
t2,2(r, s1, s2), vérifie iv).
Il ne nous reste plus qu’à montrer que t2,3(r, s1, s2) vérifie iv). De (22), il suffit
de montrer que t2,3(r, s1 − 1, s2) vérifie iv) puisque t2,2(r, s1, s2) vérifie iv).
Si s1 > 1, cela découle du fait que (s1 − 1, s2) ∈ Λ, et donc que t2,3(r, s1 − 1, s2)
vérifie iv). Enfin, si s1 = 1, cela découle du théorème 5.3. Ainsi, (s1, s2) vérifie iv).
Troisième étape : Supposons s1 > 1. Alors, d’après le iia),
(23) t2,3(r, s1, s2) = pt2,3(r, s1 − 1, s2) + (1− p)t2,2(r, s1, s2).
Par minimalité, (s1 − 1, s2) ∈ Λ et on déduit respectivement du iii) et du ia) que
(24) t2,3(r, s1 − 1, s2) = t2,2(r, s2 + 1, s1 − 2) et t2,2(r, s1, s2) = t2,2(r, s1, s1 − 1).
Du (21), on en déduit que
(25) t2,2(r, s1, s2) = t2,3(r, s1 − 1, s1 − 1).
De plus, le ib) donne
(26) t2,3(r, s2, s1 − 1) = t2,3(r, s1 − 1, s1 − 1).
Ainsi, de (23), (24), (25) et (26), il s’ensuit que
(27) t2,3(r, s1, s2) = pt2,2(r, s2 + 1, s1 − 2) + (1 − p)t2,3(r, s1 − 1, s1 − 1).
Le ii) du lemme dans la preuve appliqué à m = s1 − 1 et à l = s2 + 1 donne :
(28) t2,2(r, s2 +1, s1− 1) = pt2,2(r, s2 +1, s1− 2)+ (1− p)t2,3(r, s2 +1, s1− 1).
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Comme (s1 − 1, s2 + 1) ∈ Λ par minimalité, on a, en utilisant le ib),
(29) t2,3(r, s2 + 1, s1 − 1) = t2,3(r, s1 − 1, s1 − 1).
En injectant (29) dans (29), que l’on compare ensuite à (27), on en déduit iii), ce
qui conclut la troisième étape.
Supposons maintenant s1 = 1. Posons s = s2. Alors, d’après le iia), on en déduit
que t2,3(r, 1, s2) = pt2,3(r, 0, s2) + (1 − p)t2,2(r, 1, s2). Ainsi, pour montrer iii), il
suffit de montrer que
(30) t2,2(r, s+ 1, 0) = pt2,3(r, 0, s) + (1− p)t2,2(r, 1, s).
Quatrième étape : En utilisant respectivement le ia) et le théorème 5.2,
t2,2(r, 1, s) = t2,2(r, 1, 0) = 1.
Si r < s+ 1 alors, en utilisant respectivement le i) du théorème 5.2 et le ii) du
théorème 5.3, on obtient :
t2,2(r, s+ 1, 0) = p
r+s − p− 1
p+ 1
(p2r−1 + 1)
et
t2,3(r, 0, s) = p
r+s−1 − p
2r−1 − p2r−2 − p+ 1
p+ 1
.
L’égalité (30) est ainsi vérifiée.
Si r ≥ s + 1 alors, en utilisant respectivement le iii) et le i) du théorème 5.2
ainsi que le iii) du théorème 5.3,
t2,2(r, s+ 1, 0) = p
2s−1 − p− 1
p+ 1
(p2s−1 + 1) et t2,3(r, 0, s) =
2p2s + p− 1
p+ 1
.
L’égalité (30) est ainsi vérifiée, ce qui conclut la quatrième étape. Ainsi, (s1, s2) ∈ Λ,
ce qui est absurde. Ceci montre la proposition.

6.2. Le cas général.
Lemme 6.3. Soient n ≥ 2, s1, . . . , sn ≥ 1 et E ⊂ {1, . . . , n} un ensemble non vide
tels que pour tout i ∈ E, on ait p | vF (ai) et s := si ≥ 0. Supposons aussi que les
(tn,k+1(r, s1 + δ1,k, . . . , sn + δn,k))k∈E aient la propriété (P ) et soient tous égaux à
un certain t. Posons
s′i =
{
si + 1 si i ∈ E
si sinon
.
Alors,
i) Lr,s′1,...,s′n/Lr,s1,...,sn possède un unique saut égal à t ;
ii) pour tout i ∈ E, on a tn,i+1(r, s′1, . . . , s′n) = t.
Démonstration. Notons K = Lr,s1,...,sn et K
′ = Lr,s′1,...,s′n . On sait que [K
′ : K] =
p
∑n
i=1 s
′
i−si . D’après le Lemme 3.15 (appliqué à αi = a
1/ps
i où i ∈ E) et le Lemme
3.14, un sous-corps intermédiaire de degré p de l’extension K ′/K est de la forme
K(γ1/p) avec γ =
∏
i∈E α
xi
i où les xi ∈ {0, . . . , p − 1} sont des entiers non tous
nuls. Remarquons que p | vF (γps) puisque γps =
∏
i∈E a
xi
i et que p | vF (ai) pour
tout i ∈ E. Fixons i ∈ E tel que xi 6= 0. Il est clair que
K = F (ζpr , a
1/ps1
1 , . . . , a
1/psi−1
i−1 , (γ
ps)1/p
s
, a
1/psi+1
i+1 , . . . , a
1/psn
n ).
Comme tn,i+1(r, s1+ δ1,i, . . . , sn+ δn,i) a la propriété (P ), on en déduit, en rempla-
çant ai par γp
s
, que le saut de K(γ1/p)/K vaut tn,i+1(r, s1+ δ1,i, . . . , sn+ δn,i), i.e.
t. Ainsi, le saut de toute sous-extension intermédiaire de K ′/K de degré p sur K
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vaut t. Le Lemme 3.13 prouve i). Le ii) se déduit du i) car les tn,k+1(r, s′1, . . . , s
′
n),
avec k ∈ E, sont des sauts de K ′/K.

Les exemples suivants serviront pour l’initialisation de la prochaine proposition.
De plus, le premier exemple ci-dessous est une première application du Lemme 6.3.
Exemple 6.4. Si n = 2 et p | vF (a2), alors t2,2(r, 1, 0) = t2,3(r, 0, 1) = 1 d’après le
théorème 5.2. Ainsi, le Lemme 6.3 appliqué à s = 0 et à E = {1, 2} montre que 1
est l’unique saut de Lr,1,1/Lr,0,0 et donc que t1,2(r, 1, 1) = t2,3(r, 1, 1) = 1.
Exemple 6.5. Supposons n = 2 et p ∤ vF (a2). D’après le i) de la proposition 3.12,
(31) t2,2(r, 1, 1)− t2,3(r, 1, 1) = p(t2,2(r, 1, 0)− t2,3(r, 0, 1)).
Or, t2,2(r, 1, 0) = 1 d’après le théorème 5.2. De plus, t2,3(1, 0, 1) = p d’après le
Lemme 5.1 et t2,3(r, 0, 1) = 2p − 1 si r ≥ 2 d’après le théorème 5.3. De (31), il
s’ensuit que t2,2(r, 1, 1) < t2,3(r, 1, 1). D’après le ii) de la proposition 3.12, on en
conclut que t2,2(r, 1, 1) = t2,2(r, 1, 0) = 1.
Proposition 6.6. Soient n ≥ 2 et s1, . . . , sn ≥ 0. Si n = 2, on supposera que
p | vF (an). Soient l, k ∈ {1, . . . , n} tels que l < k et p | vF (al), vF (ak). Notons
σ ∈ Sn la transposition (l, k) ou l’identité. Si 1 ≤ sl ≤ sk, alors
i) tn,k+1(r, s1, . . . , sn) = tn,σ(k)+1(r, sσ(1), . . . , sσ(n)) ;
ii) tn,σ(l)+1(r, sσ(1), . . . , sσ(n)) = tn,σ(l)+1(r, s
′
1, . . . , s
′
n) où s
′
i = si si i 6= k, l et
s′i = sl sinon ;
iii) tn,σ(k)+1(r, sσ(1), . . . , sσ(n)) = (1− p)tn,σ(l)+1(r, sσ(1), . . . , sσ(n))
+ ptn,σ(k)+1(r, sσ(1) − δσ(1),l, . . . , sσ(n) − δσ(n),l) ;
iv) Pour i ∈ {l, k}, le saut tn,i+1(r, s1, . . . , sn) a la propriété (P ).
Démonstration. Quitte à permuter a1/p
s1
1 avec a
1/psl
l et a
1/ps2
2 avec a
1/psk
k , on peut
supposer, sans perte de généralité, que l = 1 et k = 2. Notons Λ l’ensemble des
(n; s1, . . . , sn) tel que n ≥ 2, que p | vF (an) si n = 2 et tel que le n-uplet (s1, . . . , sn)
vérifie s1 ≤ s2 et les affirmations i) à iv) de la proposition.
Montrons que (2; 1, 1) ∈ Λ (on a alors p | vF (a2) puisque n = 2). Remarquons
que ii) est trivialement vérifié. Le i), iii) et iv) découlent des égalités ci-dessous (cf
Exemple 6.4)
t2,2(r, 1, 1) = tr,2,3(r, 1, 1) = t2,2(r, 1, 0) = t2,3(r, 0, 1) = 1.
Montrons également que (3; 1, 1, 1) ∈ Λ si p ∤ vF (a3). Dans ce cas, ii) est trivia-
lement vérifié. De plus,
t3,2(r, 1, 0, 1) = t3,3(r, 0, 1, 1) = t2,2(r, 1, 1) = 1
d’après l’Exemple 6.5. En appliquant le Lemme 6.3 à s = 0 et à E = {1, 2},
t3,2(r, 1, 1, 1) = t3,3(r, 1, 1, 1) = 1,
ce qui montre i), iii) et iv).
Supposons par l’absurde qu’il existe (n; s1, . . . , sn) /∈ Λ tel que n ≥ 2, que
p | vF (an) si n = 2 et tel que s1 ≤ s2. Choisissons le minimal pour l’ordre lexico-
graphique. Remarquons que le i) est trivialement vérifié si σ = id. Afin d’alléger les
notations, notons s = (s3, . . . , sn).
Tout d’abord, supposons s1 = s2 = s. Alors, ii) est trivialement vérifié. Dans un
premier temps, on souhaite montrer que
(32) tn,2(r, s, s− 1, s) = tn,3(r, s− 1, s, s) et vérifie iv).
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Si s > 1 alors, (n; s − 1, s, s) ∈ Λ par minimalité. On en déduit alors (32) en
utilisant respectivement le i) et le iv). Supposons maintenant s = 1. Alors, n ≥ 3 si
p | vF (an) puisque (2; 1, 1) ∈ Λ et n ≥ 4 si p ∤ vF (an) puisque (3; 1, 1, 1) ∈ Λ. Ainsi,
(n− 1; 1, s) ∈ Λ. Il s’ensuit donc que, tn−1,2(r, 1, s) vérifie iv). Par conséquent,{
tn,2(r, 1, 0, s) = tn−1,2(r, 1, s)
tn,3(r, 0, 1, s) = tn−1,2(r, 1, s)
,
ce qui montre (32).
Les hypothèses du Lemme 6.3 où l’on remplace s par s− 1 et où E = {1, 2} sont
donc vérifiées. Le ii) du Lemme 6.3 montre donc les égalités suivantes :
(33) tn,2(r, s, s, s) = tn,3(r, s, s, s) = tn,2(r, s, s− 1, s) = tn,3(r, s− 1, s, s).
Ceci prouve i) et iv). Remarquons que ces égalités montrent également iii). En
effet, si σ = id, l’égalité du iii) devient
tn,3(r, s, s, s) = (1− p)tn,2(r, s, s, s) + ptn,3(r, s− 1, s, s),
qui est clairement vérifiée d’après (33). Dans le cas où σ = (1, 2),
tn,2(r, s, s, s) = (1 − p)tn,3(r, s, s, s) + ptn,2(r, s, s, s),
qui est également clairement vérifiée d’après (33). Ainsi, (n; s, s, s) ∈ Λ, ce qui est
absurde.
Supposons maintenant 1 ≤ s1 < s2. Comme (n; s1, s2− 1, s) ∈ Λ par minimalité,
on déduit du ii) que
(34) tn,σ(1)+1(r, sσ(1) − δσ(1),2, sσ(2) − δσ(2),2, s) = tn,σ(1)+1(r, s1, s1, s).
Comme (n; s1, s1, s) ∈ Λ par minimalité, on a, d’après le i),
(35) tn,σ(1)+1(r, s1, s1, s) = tn,σ(2)+1(r, s1, s1, s).
Du (33), on en déduit que
(36) tn,σ(2)+1(r, s1, s1, s) = tn,σ(2)+1(r, s1 − δσ(1),1, s1 − δσ(2),1, s).
En combinant les formules (34), (35) et (36), il s’ensuit que
(37) tn,σ(1)+1(r, sσ(1) − δσ(1),2, sσ(2) − δσ(2),2, s)
= tn,σ(2)+1(r, s1 − δσ(1),1, s1 − δσ(2),1, s).
Enfin, en utilisant la proposition 3.9 à α = a2 et à K = Lr,s1(1−δσ(1),2),s2(1−δσ(2),2),s,
on en déduit (car s1 < s2) que
(38)
tn,σ(2)+1(r, s1−δσ(1),1, s1−δσ(2),1, s) < tn,σ(2)+1(r, sσ(1)−δσ(1),1, sσ(2)−δσ(2),1, s).
En utilisant le i) de la proposition 3.12, on a
tn,σ(1)+1(r, sσ(1), sσ(2), s)− tn,σ(2)+1(r, sσ(1), sσ(2), s) =
ptn,σ(1)+1(r, sσ(1) − δσ(1),2, sσ(2) − δσ(2),2, s)
− ptn,σ(2)+1(r, sσ(1) − δσ(1),1, sσ(2) − δσ(2),1, s)).
De (37) et (38), on en déduit que
tn,σ(1)+1(r, sσ(1), sσ(2), s) < tn,σ(2)+1(r, sσ(1), sσ(2), s).
En utilisant le ii) de la proposition 3.12, il s’ensuit, d’après (37),
(39)
tn,σ(1)+1(r, sσ(1), sσ(2), s) = tn,σ(1)+1(r, sσ(1) − δσ(1),2, sσ(2) − δσ(2),2, s)
= tn,σ(1)+1(r, s1, s1, s) (d’après (34)),
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ce qui prouve ii) et
(40)
tn,σ(2)+1(r, sσ(1), sσ(2), s) = ptn,σ(2)+1(r, sσ(1) − δσ(1),1, sσ(2) − δσ(2),1, s)
+ (1 − p)tn,σ(1)+1(r, sσ(1), sσ(2), s),
ce qui montre iii).
Par minimalité, (n; s1, s1, s) ∈ Λ. Ainsi, tn,2(r, s1, s1, s) vérifie iv). En appliquant
(39) à σ = id, il en résulte que tn,2(r, s1, s2, s) vérifie iv).
Il ne nous reste plus qu’à montrer que (n; s1, . . . , sn) vérifie i) et iv) pour i = 2.
En appliquant (40) respectivement à σ = id et à σ = (1, 2), on en déduit que
(41) tn,3(r, s1, s2, s) = ptn,3(r, s1 − 1, s2, s) + (1− p)tn,2(r, s1, s2, s)
et
(42) tn,2(r, s2, s1, s) = ptn,2(r, s2, s1 − 1, s) + (1 − p)tn,3(r, s2, s1, s).
Par minimalité, (n; s1, s1, s) ∈ Λ. Ainsi, tn,2(r, s1, s1, s) = tn,3(r, s1, s1, s) d’après
le i). De plus, tn,2(r, s1, s2, s) = tn,2(r, s1, s1, s) et tn,3(r, s2, s1, s) = tn,3(r, s1, s1, s)
d’après le ii). Par conséquent, tn,2(r, s1, s2, s) = tn,3(r, s2, s1, s). En injectant cette
égalité dans (41), que l’on compare ensuite à (42), on en déduit que pour montrer
i) et iv), il suffit de prouver que
(43) tn,3(r, s1 − 1, s2, s) = tn,2(r, s2, s1 − 1, s) et vérifie iv).
Supposons s1 > 1. Alors, (n; s1 − 1, s2, s) ∈ Λ par minimalité. On s’aperçoit que
dans ce cas, (43) découle du i) et du iv).
Supposons maintenant s1 = 1. Dans ce cas, (43) équivaut à
(44) tn,3(r, 0, s2, s) = tn,2(r, s2, 0, s) et vérifie iv).
Le cas n = 2 découle immédiatement du théorème 5.2. Le cas n = 3 et p ∤ vF (an)
correspond au iv) du théorème 6.2. Enfin, supposons n ≥ 4 ou n = 3 si p | vF (an).
Alors, (n− 1; s2, s) ∈ Λ et le même argument que pour montrer (32) dans le cas où
s = 1 s’applique pour en déduire (44).
Ainsi, (n, s1, s2, s) ∈ Λ, ce qui est absurde. La proposition s’ensuit.

Soient n ≥ 2, s1, . . . , sn ≥ 1 et E ⊂ {1, . . . , n} un ensemble non vide tel que pour
tout i ∈ E, on ait p | vF (ai) et s := si ≥ 0. Fixons k ∈ E. En appliquant le i) et le
iv) de la proposition 6.6 à tout couple (l, k) ∈ E2, on en déduit que les (tn,l+1(r, s1+
δ1,l, . . . , sn + δn,l))l∈E sont tous égaux à tn,k+1(r, s1 + δ1,k, . . . , sn + δn,k) et ont la
propriété (P ). Ceci montre donc que les hypothèses nécessaires à l’application du
Lemme 6.3 sont en réalité vérifiées. La proposition 6.6 permet donc de simplifier
l’énoncé du Lemme 6.3 qui devient le corollaire suivant.
Corollaire 6.7. Soient n ≥ 2, s1, . . . , sn ≥ 1 et E ⊂ {1, . . . , n} un ensemble non
vide tel que pour tout i ∈ E, on ait p | vF (ai) et s := si ≥ 0. Fixons k ∈ E. Alors,
Lr,s′1,...,s′n/Lr,s1,...,sn où
s′i =
{
si + 1 si i ∈ E
si sinon
possède un unique saut égal à tn,k+1(r, s
′
1, . . . , s
′
n). De plus, pour tout i ∈ E, on a
tn,k+1(r, s
′
1, . . . , s
′
n) = tn,i+1(r, s1 + δ1,i, . . . , sn + δn,i).
En particulier, si E = {1, 2}, k = 1 et p | vF (a1), vF (a2), alors pour tout s ≥ 0,
(45) tn,2(r, s+ 1, s+ 1, s3, . . . , sn) = tn,2(r, s+ 1, s, s3, . . . , sn).
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Remarque 6.8. Soit n ≥ 2. Si p | vF (an), le corollaire 6.7 appliqué à k = 1,
s = 0 et E = {1, . . . , n} montre que Lr,1,...,1/Lr,0,...,0 possède un unique saut égal à
tn,2(r, 1, 0, . . . , 0). D’après le iii) du théorème 5.2, ce saut vaut 1.
Corollaire 6.9. Soit n ≥ 2 et s1, . . . , sn ≥ 1. Si s1 = min{s1, . . . , sn−1} alors,
tn,2(r, s1, . . . , sn) = tn,2(r, s1, . . . , s1, sn).
De plus, si p | vF (an) et si s1 ≤ sn alors, tn,2(r, s1, . . . , sn) = tn,2(r, s1, . . . , s1).
Démonstration. En appliquant le ii) de la proposition 6.6 à l = 1, k = 2 et à σ = id,
on en déduit que
tn,2(r, s1, s2, . . . , sn) = tn,2(r, s1, s1, s3, . . . , sn).
En appliquant de nouveau le ii) de la proposition 6.6 à l = 1, k = 3 et à σ = id, on
en déduit que
tn,2(r, s1, s1, s3, . . . , sn) = tn,2(r, s1, s1, s1, s4, . . . , sn).
Par une récurrence immédiate, on en déduit que
tn,2(r, s1, s2, . . . , sn) = tn,2(r, s1, . . . , s1, sn).
La seconde partie du corollaire devient claire puisque dans ce cas, on peut de nou-
veau appliquer la récurrence. 
Supposons p | vF (an). En unissant la Remarque 6.8 et le corollaire 6.9, on en
déduit que pour tous s2, . . . , sn ≥ 0,
(46) tn,2(r, 1, s2, . . . , sn) = tn,2(r, 1, . . . , 1) = 1.
Remarquons que la proposition 6.6 ne traite pas le cas où k = n et p ∤ vF (an).
On conclura donc cette sous-section en donnant un analogue de la proposition 6.6
dans ce cas.
Lemme 6.10. Soient n ≥ 2, s1, . . . , sn ≥ 0 et E ⊂ {1, . . . , n− 1} un ensemble non
vide tels que pour tout i ∈ E, on ait s := si = sn + 1. Supposons que les nombres
(tn,k+1(r, s1+δ1,k, . . . , sn+δn,k))k∈E∪{n} aient la propriété (P ) et soient tous égaux
à un certain t. Posons
s′i =
{
si + 1 si i ∈ E ∪ {n}
si sinon.
.
Alors,
i) Lr,s′1,...,s′n/Lr,s1,...,sn possède un unique saut égal à t ;
ii) pour tout k ∈ E ∪ {n}, on a tn,k+1(r, s′1, . . . , s′n) = t ;
Démonstration. Notons K = Lr,s1,...,sn et K
′ = Lr,s′1,...,s′n . Alors, [K
′ : K] =
p
∑n
i=1 s
′
i−si . D’après le Lemme 3.15 (appliqué à αi = a
1/ps
i (pour i ∈ E) et αn =
a
1/ps−1
n ) et le Lemme 3.14, un sous-corps intermédiaires de K ′/K de degré p sur K
est de la forme K(γ1/p) où γ = αxnn
∏
i∈E α
xi
i avec les xi, xn ∈ {0, . . . , p − 1} non
tous nuls.
Si xi = 0 pour tout i ∈ E, alors xn 6= 0 et γ = αxnn . Dans ce cas, le saut de
K(γ1/p)/L vaut tn,n+1(r, s1, . . . , sn−1, sn + 1), i.e. t.
Soit k ∈ E tel que xk 6= 0. Notons γ1 = apxnn
∏
i∈E a
xi
i . On constate que p | vF (γ1)
puisque p | vF (ai) pour tout i ∈ E. De plus, il est clair que
K = F (ζpr , a
1/ps1
1 , . . . , a
1/psk−1
k−1 , γ
1/ps
1 , a
1/psk+1
k+1 , . . . , a
1/psn
n ).
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Remarquons que K(γ1/p) = K(γ1/p
s+1
1 ). Comme tn,k+1(r, s1+ δ1,k, . . . , sn+ δn,k) a
la propriété (P ), on en déduit, en remplaçant ak par γ1, que le saut de K(γ1/p)/L
est égal à tn,k+1(r, s1 + δ1,k, . . . , sn + δn,k), i.e. t.
Ainsi, le saut de toute sous-extension intermédiaire de L′/L de degré p surK vaut
t. Le Lemme 3.13 permet de montrer i) et ii) s’ensuit car les tn,i+1(r, s′1, . . . , s
′
n)
avec i ∈ E sont des sauts de K ′/K. 
Proposition 6.11. Soient n ≥ 2 et s1, . . . , sn ≥ 0. Soit k ∈ {1, . . . , n− 1} tel que
1 ≤ sk ≤ sn. Alors,
i) a) tn,k+1(r, s1, . . . , sn) = tn,k+1(r, s1, . . . , sn−1, sk − 1) ;
b) tn,n+1(r, s1, . . . , sn, . . . , sn−1, sk) = tn,n+1(r, s1, . . . , sn−1, sk) (où l’on a noté,
ici et après, s1, . . . , sn, . . . , sn−1, sk à la place de
s1, . . . , sk−1, sn, sk+1, . . . , sn−1, sk;
ii) a) tn,n+1(r, s1, . . . , sn) = ptn,n+1(r, s1, . . . , sk − 1, . . . , sn) +
(1− p)tn,k+1(r, s1, . . . , sn) ;
b) tn,k+1(r, s1, . . . , sn, . . . , sk) = ptn,k+1(r, s1, . . . , sn, . . . , sk − 1)
+ (1− p)tn,n+1(r, s1, . . . , sn, . . . , sk) sauf si sn = sk ;
iii) tn,n+1(r, s1, . . . , sn) = tn,k+1(r, s1, . . . , sn + 1, . . . , sk − 1) ;
iv) pour i ∈ {k, n}, le saut tn,i+1(r, s1, . . . , sn) a la propriété (P ).
Démonstration. Remarquons que le cas n = 2 est précisément la proposition 6.2.
Ainsi, on supposera n ≥ 3. Quitte à permuter a1/ps11 avec a1/p
sk
k , on peut supposer,
sans perte de généralité, k = 1. Notons Λ l’ensemble des (n; s1, . . . , sn) vérifiant
les hypothèses de la proposition et les affirmations i) à iv) de la proposition. Sup-
posons par l’absurde qu’il existe (n; s1, . . . , sn) /∈ Λ vérifiant les hypothèses de la
proposition. On le choisit minimal pour l’ordre lexicographique. Afin d’alléger les
notations, notons
s = (s2, . . . , sn−1) et S = (s3, . . . , sn−1).
La preuve se fera en cinq étapes (décrites ci-dessous) très largement indépen-
dantes (seul le lemme ci-dessous sera utilisé dans la première et la troisième étape).
Première étape : ib) et iib) sont vérifiés.
Deuxième étape : ia), iia) et iv) sont vérifiés.
Troisième étape : iii) est vérifié si s1 > 1.
Quatrième étape : iii) est vérifié si min{s2, sn} = 1.
Cinquième étape : iii) est vérifié si min{s2, sn} > 1.
Première étape :
Si sn = s1, alors ib) est trivialement vérifié et iib) est vide. Supposons sn = s1+1.
Par minimalité, (n; s1, s, s1) ∈ Λ et on déduit du iii) que
tn,2(r, s1 + 1, s, s1 − 1) = tn,n+1(r, s1, s, s1).
Les conditions du Lemme 6.10 appliquées à s = s1 et à E = {1} sont ainsi vérifiées.
Par conséquent, le ii) du Lemme 6.10 permet d’en déduire que
(47) tn,2(r, s1 + 1, s, s1) = tn,n+1(r, s1 + 1, s, s1) = tn,n+1(r, s1, s, s1),
ce qui montre ib) et iib).
Supposons maintenant sn ≥ s1 + 2. Ainsi, (s1, s, sn − 1) ∈ Λ par minimalité.
Du ib), il s’ensuit que tn,n+1(r, sn − 1, s, s1) = tn,n+1(r, s1, s, s1). Par conséquent,
le lemme ci-dessous, appliqué à m = s1 et à l = sn, montre ib) et iib).
Lemme. Soient m ∈ {1, . . . , s1} et l ∈ {m+ 2, . . . , sn + 1− δm,s1}. Alors,
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i) tn,n+1(r, l, s,m) = tn,n+1(r, l − 1, s,m) ;
ii) tn,2(r, l, s,m) = ptn,2(r, l, s,m− 1) + (1− p)tn,n+1(r, l, s,m).
Démonstration. La proposition 3.9 appliquée à K = Lr,0,s,m−1 et à α = a1 montre
(car m+ 1 < l) que
tn,2(r, l, s,m− 1) > tn,2(r,m+ 1, s,m− 1).
Par minimalité, (n;m, s,m) ∈ Λ (car m ≤ s1 < sn). On déduit alors du iii) que
(48) tn,2(r,m+ 1, s,m− 1) = tn,n+1(r,m, s,m).
Si m = s1 alors, s1 + 2 ≤ l ≤ sn et donc (n;m, s, l − 1) ∈ Λ. Si m < s1, alors
(n;m, s, l − 1) ∈ Λ par minimalité. Dans les deux cas, (n;m, s, l − 1) ∈ Λ. Ainsi,
d’après le ib),
tn,n+1(r, l − 1, s,m) = tn,n+1(r,m, s,m).
On en déduit donc que tn,n+1(r, l− 1, s,m) < tn,2(r, l, s,m− 1). D’après le i) de la
proposition 3.12,
(49) tn,n+1(r, l, s,m)− tn,2(r, l, s,m) =
p(tn,n+1(r, l − 1, s,m)− tn,2(r, l, s,m− 1)) < 0,
la dernière inégalité venant de (48). Le ii) de la proposition 3.12 montre que
tn,n+1(r, l, s,m) = tn,n+1(r, l− 1, s,m) (i.e. le i) de ce lemme) et le ii) se déduit du
(49) car
tn,2(r, l, s,m) = tn,n+1(r, l, s,m)− p(tn,n+1(r, l − 1, s,m)− tn,2(r, l, s,m− 1)).

Deuxième étape :
D’après le i) de la proposition 3.12,
(50) tn,2(r, s1, s, sn)− tn,n+1(r, s1, s, sn) =
p(tn,2(r, s1, s, sn − 1)− tn,n+1(r, s1 − 1, s, sn)).
Si s1 < sn alors, (n; s1, s, sn − 1) ∈ Λ et on déduit du ia) que
(51) tn,2(r, s1, s, sn − 1) = tn,2(r, s1, s, s1 − 1).
Ainsi, (51) est valable pour tout s1 ≤ sn. Montrons maintenant que
(52) tn,2(r, s1, s, sn − 1) < tn,n+1(r, s1 − 1, s, sn)
en distinguant le cas s1 > 1 du cas s1 = 1.
Si s1 > 1 alors, (n; s1 − 1, s, s1 − 1) ∈ Λ par minimalité. En utilisant le iii),
(53) tn,n+1(r, s1 − 1, s, s1 − 1) = tn,2(r, s1, s, s1 − 2).
Remarquons que (53) et le iv) montre que les hypothèses du Lemme 6.10 appliquées
à s = s1 − 1 et à E = {1} sont vérifiées. Le ii) du Lemme 6.10 montre que
(54) tn,2(r, s1, s, s1 − 2) = tn,2(r, s1, s, s1 − 1).
En combinant (53) et (54), on en déduit que
(55) tn,2(r, s1, s, s1 − 1) = tn,n+1(r, s1 − 1, s, s1 − 1).
La proposition 3.9 appliquée à K = Lr,s−1,s,0 et à α = an prouve (car s1− 1 < sn)
que tn,n+1(r, s1 − 1, s, s1 − 1) < tn,n+1(r, s1 − 1, s, sn). En utilisant (51), (55) et
cette inégalité, on obtient tn,2(r, s1, s, sn − 1) < tn,n+1(r, s1 − 1, s, sn), qui est bien
l’inégalité (52) dans le cas où s1 > 1.
Supposons maintenant que s1 = 1. D’après (46),
tn,2(r, s1, s, s1 − 1) = tn,2(r, 1, s, 0) = 1.
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De (51), il suffit de prouver que tn,n+1(r, 0, s, sn) > 1 pour en déduire (52). La
proposition 3.9 appliquée à K = Lr,0,s,0 et à α = an donne (car sn ≥ 1)
tn,n+1(r, 0, s, sn) ≥ tn,n+1(r, 0, s, 1).
Il suffit donc de montrer que
tn,n+1(r, 0, s, 1) > 1.
Comme n ≥ 3, alors (n− 1; s, 1) ∈ Λ par minimalité et on déduit du iia) que
tn,n+1(r, 0, s, 1) = tn,n+1(r, 0, 1, S, 1).
Du iii), on obtient que tn,n+1(r, 0, 1, S, 1) = tn,3(r, 0, 2, S, 0) et donc,
(56) tn,n+1(r, 0, s, 1) = tn,3(r, 0, 2, S, 0).
La proposition 3.9 appliquée à K = Lr,0,0,S,0 et à α = a2 montre que
tn,n+1(r, 0, 2, S, 0) > tn,3(r, 0, 1, S, 0) = 1
(l’égalité découle du (46)). De cette inégalité et (56), on en déduit (52).
De (50) et (52), on obtient que tn,2(r, s1, s, sn) < tn,n+1(r, s1, s, sn). Le ii) de la
proposition 3.12 appliqué à (50) montre que
tn,2(r, s1, s, sn) = tn,2(r, s1, s, sn − 1).
En utilisant (51), on en conclut que
tn,2(r, s1, s, sn) = tn,2(r, s1, s, s1 − 1).
On déduit ainsi du (50) que
(57) tn,n+1(r, s1, s, sn) = ptn,n+1(r, s1 − 1, s, sn) + (1− p)tn,2(r, s1, s, sn),
ce qui montre ia) et iia).
Montrons maintenant que (n; s1, s, sn) vérifie iv). Tout d’abord, on déduit du
ia) que tn,2(r, s1, s, sn) = tn,2(r, s1, s, s1 − 1).
Si s1 = 1 alors, tn,2(r, s1, s, sn) = tn,2(r, 1, s, 0) = 1 et vérifie donc iv).
Si s1 > 1 alors, par minimalité, (n, s1, s, s1 − 1) ∈ Λ. Ainsi, tn,2(r, s1, s, s1 − 1),
et donc tn,2(r, s1, s, sn), vérifie iv).
Il ne nous reste plus qu’à montrer que tn,n+1(r, s1, s, sn) vérifie iv). De (57), il
suffit de montrer que tn,n+1(r, s1 − 1, s, sn) vérifie iv).
Si s1 > 1, alors (n; s1 − 1, s, sn) ∈ Λ, et donc tn,n+1(r, s1 − 1, s, sn) vérifie iv).
Si s1 = 1, alors (n − 1; s, sn) ∈ Λ, et donc tn,n+1(r, 0, s, sn) vérifie iv). Ainsi,
(n; s1, s, sn) vérifie iv).
Troisième étape : Supposons s1 > 1. Alors, d’après le iia),
(58) tn,n+1(r, s1, s, sn) = ptn,n+1(r, s1 − 1, s, sn) + (1− p)tn,2(r, s1, s, sn).
Par minimalité, (n; s1 − 1, s, sn) ∈ Λ. Du iii), on obtient que
(59) tn,n+1(r, s1 − 1, s, sn) = tn,2(r, sn + 1, s, s1 − 2).
En utilisant également le ia), on a tn,2(r, s1, s, sn) = tn,2(r, s1, s, s1 − 1). De cette
égalité et du (55), on en déduit que
(60) tn,2(r, s1, s, sn) = tn,n+1(r, s1 − 1, s, s1 − 1).
De plus, le ib) donne
(61) tn,n+1(r, sn, s, s1 − 1) = tn,n+1(r, s1 − 1, s, s1 − 1).
Ainsi, de (58), (59), (60) et (61), il s’ensuit que
(62)
tn,n+1(r, s1, s, sn) = ptn,2(r, sn+1, s, s1− 2)+ (1− p)tn,n+1(r, s1− 1, s, s1− 1).
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Le ii) du lemme dans la preuve appliqué à m = s1 − 1 et à l = sn + 1 donne :
(63) tn,2(r, sn + 1, s, s1 − 1) =
ptn,2(r, sn + 1, s, s1 − 2) + (1− p)tn,n+1(r, sn + 1, s, s1 − 1).
De plus, d’après le ib),
(64) tn,n+1(r, sn + 1, s, s1 − 1) = tn,n+1(r, s1 − 1, s, s1 − 1).
En injectant (64) dans (63), que l’on compare ensuite à (62), on en déduit iii), ce
qui conclut la troisième étape.
À partir de maintenant, supposons s1 = 1. Si (n−1; s′2, . . . , s′n) ≤ (n−1; s2, . . . , sn)
pour l’ordre lexicographique alors, d’après le ia) et (46), on en déduit que
(65) tn,2(r, 1, s
′
2, . . . , s
′
n) = tn,2(r, 1, s
′
1, . . . , s
′
n−1, 0) = 1.
Ainsi, d’après le iia) et (65), il s’ensuit que
(66) tn,n+1(r, 1, s, sn) = ptn,n+1(r, 0, s, sn) + 1− p.
Quatrième étape : Supposons que s′ = 1. On souhaite montrer que
(67) tn,n+1(r, 1, s, sn) = tn,2(r, sn + 1, s, 0).
Dans un premier temps, nous allons montrer que
(68) tn,n+1(r, 0, s, sn) := tn,n+1(r, 0, s2, S, sn) = tn,3(r, 0, sn + 1, S, 0).
Supposons s2 = 1. Comme (n− 1; s, sn) ∈ Λ, on en déduit (68) en utilisant iii).
Supposons sn = 1 et s2 ≥ 2. Comme (n − 1; s, 1) ∈ Λ, on en déduit, en utilisant
ia) que tn,n+1(r, 0, s2, S, 1) = tn,n+1(r, 0, 1, S, 1). En utilisant maintenant le iii), il
s’ensuit que tn,n+1(r, 0, 1, S, 1) = tn,n+1(r, 0, 2, S, 0), i.e. (68).
En utilisant (65), (66) et (68), on en déduit que
tn,n+1(r, 1, s, sn) = ptn,3(r, 0, sn + 1, S, 0) + 1− p = tn,3(r, 1, sn + 1, S, 0).
La dernière égalité se déduit du (65) et du iii) de la proposition 6.6 appliqué à
σ = id, l = 1 et k = 2 (comme n ≥ 3, alors p | vF (a2)). Le i) de la proposition 6.6
appliqué à k = n et à σ = idmontre que tn,3(r, 1, sn+1, S, 0) = tn,2(r, sn+1, 1, S, 0).
Ainsi,
(69) tn,n+1(r, 1, s, sn) = tn,2(r, sn + 1, 1, S, 0).
Si s2 = 1, alors tn,2(r, sn + 1, 1, S, 0) = tn,2(r, sn + 1, s, 0) et (69) montre (67).
Si sn = 1 et s2 ≥ 2 alors, tn,n+1(r, 1, s, 1) = tn,2(r, 2, 1, S, 0) d’après (69). En appli-
quant (45) à s = 1, on a tn,2(r, 2, 1, S, 0) = tn,2(r, 2, 2, S, 0). Le ii) de la proposition
6.6 appliqué à σ = id, l = 1 et k = 2montre que tn,2(r, 2, 2, S, 0) = tn,2(r, 2, s2, S, 0).
Ainsi, tn,n+1(r, 1, s, 1) = tn,2(r, 2, s, 0), ce qui montre (67).
Cinquième étape : Supposons s′ > 1. D’après le ii) de la proposition 6.6 appliqué
à σ = id et à (l, k) = (1, 2), on a, en utilisant également (65),
(70) tn,3(r, 1, s′, S, sn) = ptn,3(r, 0, s′, S, sn) + 1− p.
Par minimalité, (n− 1; s′, S, sn) ∈ Λ. Ainsi, d’après le 1a),
(71) tn,3(r, 0, s′, S, sn) = tn,3(r, 0, s′, S, s′ − 1)
Toujours par minimalité, (n− 1, s′, S, sn − 1) ∈ Λ. Donc, toujours d’après le 1a),
(72) tn,3(r, 0, s
′, S, sn − 1) = tn,3(r, 0, s′, S, s′ − 1).
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De (71) et (72), on en déduit que tn,3(r, 0, s′, S, sn) = tn,3(r, 0, s′, S, sn − 1). Il en
résulte, en utilisant (70), que
(73) tn,3(r, 1, s′, S, sn) = ptn,3(r, 0, s′, S, sn − 1) + 1− p = tn,3(r, 1, s′, S, sn − 1),
la dernière égalité découlant du (65) et du ii) de la proposition 6.6 appliqué à σ = id
et à (l, k) = (1, 2).
Par minimalité, (n− 1; s′ − 1, S, s′ − 1) ∈ Λ et on déduit du iii) que
tn,3(r, 0, s
′, S, s′ − 2) = tn,n+1(r, 0, s′ − 1, S, s′ − 1).
Ainsi, les conditions du Lemme 6.10 appliquées à s = s′ − 1 et à E = {2} sont
vérifiées. Donc,
tn,3(r, 0, s
′, S, s′ − 2) = tn,3(r, 0, s′, S, s′ − 1) = tn,n+1(r, 0, s′ − 1, S, s′ − 1).
De (71), on a tn,3(r, 0, s′, S, sn) = tn,n+1(r, 0, s′ − 1, S, s′ − 1). En utilisant (70)
pour la première égalité et le iii) de la proposition 6.6 appliqué à σ = id et à
(l, k) = (1, n) pour la seconde, on en déduit que
tn,3(r, 1, s
′, S, sn) = ptn,n+1(r, 0, s′ − 1, S, s′ − 1) + 1− p
= tn,n+1(r, 1, s
′ − 1, S, s′ − 1).
Par minimalité, (n; 1, s′ − 1, S, s′ − 1) ∈ Λ et on déduit du iii) que
tn,n+1(r, 1, s
′ − 1, S, s′ − 1) = tn,2(r, s′, s′ − 1, S, 0).
Par (45), tn,2(r, s′, s′ − 1, S, 0) = tn,2(r, s′, s′, S, 0). Ainsi,
(74) tn,3(r, 1, s′, S, sn) = tn,2(r, s′, s′, S, 0).
Le i) de la proposition 3.12 appliqué à l = n+ 1 et à k = 3 donne
(75) tn,n+1(r, 1, s′, S, sn)− tn,3(r, 1, s′, S, sn) =
p(tn,n+1(r, 1, s
′ − 1, S, sn)− tn,3(r, 1, s′, S, sn − 1)).
Par minimalité, (n; 1, s′ − 1, S, sn) ∈ Λ et on déduit du iii) que
tn,n+1(r, 1, s
′ − 1, S, sn) = tn,2(r, sn + 1, s′ − 1, S, 0).
Il s’ensuit, en utilisant (73), (74) et (75), que
tn,n+1(r, 1, s
′, S, sn) = ptn,2(r, sn + 1, s′ − 1, S, 0) + (1 − p)tn,3(r, s′, s′, S, 0).
D’après le iii) de la proposition 6.6 appliqué à σ = (12) et à (l, k) = (1, 2),
tn,2(r, sn+1, s
′, S, 0) = ptn,2(r, sn+1, s′−1, S, 0)+(1−p)tn,3(r, sn+1, s′, S, 0).
Le ii) de la proposition 6.6 appliqué à σ = (2, 3) et à (l, k) = (1, 2) donne
tn,3(r, sn + 1, s
′, S, 0) = tn,3(r, s′, s′, S, 0).
Des trois dernières égalités, on en déduit que
tn,n+1(r, 1, s, sn) = tn,2(r, sn + 1, s
′, S, 0).
Si s′ = s2, alors cette égalité correspond à iii). Si s′ = sn alors, d’après (45),
tn,2(r, sn + 1, sn, S, 0) = tn,2(r, sn + 1, sn + 1, S, 0)
et, d’après le ii) de la proposition 6.6 appliqué à l = 1 et à σ = id,
tn,2(r, sn + 1, sn + 1, S, 0) = tn,2(r, sn + 1, s2, S, 0).
Des trois dernières égalités, on obtient que tn,n+1(r, 1, s, sn) = tn,2(r, sn+1, s2, S, 0),
ce qui est le résultat souhaité. Ainsi, (n; s1, . . . , sn) ∈ Λ, ce qui est absurde. Ceci
prouve la proposition. 
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Soient n ≥ 2, s1, . . . , sn ≥ 1 et E ⊂ {1, . . . , n− 1} un ensemble non vide tel que
pour tout i ∈ E, on ait si = sn + 1. En utilisant le iii) et le iv) de la proposition
6.11, on a que tn,n+1(r, s1, . . . , sn + 1) = tn,i+1(r, s1 + δ1,i, . . . , sn + δn,i) et a la
propriété (P ) pour tout i ∈ E. Ceci montre donc que les hypothèses nécessaires à
l’application du Lemme 6.10 sont en réalité vérifiées. La proposition 6.11 permet
donc de simplifier l’énoncé du Lemme 6.10 qui devient le corollaire suivant.
Corollaire 6.12. Soient n ≥ 2, s1, . . . , sn ≥ 0 et E ⊂ {1, . . . , n− 1} un ensemble
non vide tels que si = sn + 1 pour tout i ∈ E. Alors, Lr,s′1,...,s′n/Lr,s1,...,sn possède
un unique saut égal à tn,n+1(r, s1, . . . , sn−1, sn + 1) où
s′i =
{
si + 1 si i ∈ E ∪ {n}
si sinon
.
De plus, tn,i+1(r, s
′
1, . . . , s
′
n) = tn,n+1(r, s1, . . . , sn−1, sn+1) pour tout i ∈ E ∪ {n}.
Le corollaire suivant est une conséquence directe du ii) de la proposition 6.6 et
du ib) de la proposition 6.11.
Corollaire 6.13. Soient n ≥ 2 et s1, . . . , sn des entiers non nuls. Fixons un entier
m ∈ {2, . . . , n+ 1}. Pour tout i, fixons s′i tel que min{si, sm−1} ≤ s′i ≤ si. Alors,
tn,m(r, s1, . . . , sn) = tn,m(r, s
′
1, . . . , s
′
n).
Démonstration. Si s1 ≤ sm−1, alors
tn,m(r, s1, . . . , sn) = tn,m(r, s
′
1, s2, . . . , sn)
puisque le seul choix possible de s′1 est s1. Supposons donc sm−1 < s1. En appliquant
le ii) de la proposition 6.6 à l = 1, k = m et à σ = (1,m) ou le ib) de la proposition
6.11 appliqué à k = 1, à sm−1 → s1 et à s1 → sm−1 suivant la valeur de vF (an),
on en déduit que
tn,m(r, s1, . . . , sn) = tn,m(r, sm−1, s2, . . . , sn).
De même, en appliquant le ii) de la proposition 6.6 à l = 1, k = m et à σ = (1,m)
ou le ib) de la proposition 6.11 appliqué à k = 1, à sm−1 → s1 et à s1 → sm−1
suivant la valeur de vF (an), on en déduit que
tn,m(r, s
′
1, . . . , sn) = tn,m(r, sm−1, s2, . . . , sn).
Il s’ensuit que tn,m(r, s1, . . . , sm) = tn,m(s′1, s2, . . . , sn).
En répétant le même argument où l’on remplace la coordonnée s1 par s2 (et ainsi
de suite), on obtient que (et en remarquant que sm = s′m)
tn,m(r, s1, . . . , sn) = tn,m(r, s
′
1, . . . , s
′
n),
ce qui montre le corollaire. 
7. Calcul des tn,k(r, s1, . . . , sn).
Soient n, r, s1, . . . , sn ≥ 1 et F, a1, . . . , an vérifiant l’hypothèse 2.2. Dans la suite,
supposons que s1 ≤ · · · ≤ sn−1 si p ∤ vF (an) (resp. s1 ≤ · · · ≤ sn si p | vF (an)), ce
que l’on peut toujours supposer si on permute convenablement les a1/p
si
i .
Les résultats de la section précédente permettent de calculer tous les sauts
tn,k(r, s1, . . . , sn) avec k ∈ {1, . . . , n + 1} (cf Remarque 7.3). Cependant, on se
limitera au calcul des tn,k(r, s1, . . . , sn) qui nous seront utiles pour décrire la suite
des groupes de ramification de Gal(Lr,s1,...,sn/F ) (cf le théorème 2.4 et le théorème
2.5).
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La notation ci-dessous ne sera valable que pour cette section et la section 8. Il
n’y aura donc pas de conflit de notation avec (1) et (2). Soit k ∈ {2, . . . , n + 1}.
Pour un entier l, notons
(76) l(k) = min{l, sk−1}
Pour tout entier m ≥ 1, notons également τm(l) = tm,2(r, l, . . . , l, l(m)).
Lemme 7.1. Pour tous r, s1, . . . , sn ≥ 1 et k ≥ 3, on a
i) tn,2(r, s1, . . . , sn) = τn(s1) ;
ii) tn,k(r, s1, . . . , sn) = p
s1(k)tn−1,k−1(r, s2(k), . . . , sn(k))+(1−p)
∑s1(k)
l=1 p
s1(k)−lτn(l).
Démonstration. i) Cela découle du corollaire 6.13 appliqué à k = 2.
ii) D’après le corollaire 6.13, on a tn,k(r, s1, . . . , sn) = tn,k(r, s1(k), . . . , sn(k)).
En utilisant le iii) de la proposition 6.6 appliqué à l = 1 et à σ = id ou le iia)
de la proposition 6.11 suivant la valeur de vF (an) ainsi que le i) de ce lemme, il
s’ensuit que
tn,k(r, s1(k), . . . , sn(k)) = ptn,k(r, s1(k)− 1, s2(k), . . . , sn(k)) + (1− p)τn(s1(k)).
En répétant le même argument en remplaçant s1(k) par s1(k)−1 (et ainsi de suite),
on déduit par récurrence que
tn,k(r, s1(k), . . . , sn(k)) = p
s1(k)tn−1,k−1(r, s2(k), . . . , sn(k))+(1−p)
s1(k)∑
l=1
ps1(k)−lτn(l).

Soient m, l ≥ 1 des entiers. Le i) du théorème ci-dessous montre que le calcul
explicite des τm(l) entraîne le calcul explicite des tn,k(r, s1, . . . , sn).
Le ii) du théorème ci-dessous montre que le calcul explicite des tn,2(r, l, . . . , l)
avec p | vF (an) et des tn,n+1(r, l, . . . , l) avec p ∤ vF (an) entraînent le calcul explicite
des τn(l).
Le iii) (resp. iv)) du théorème ci-dessous calcule explicitement les tn,2(r, l, . . . , l)
avec p | vF (an) (resp. tn,n+1(r, l, . . . , l) avec p ∤ vF (an)).
Enfin, le v) du théorème ci-dessous appliqué à j = nmontre que le calcul explicite
des t1,1(r, s) et des τn(l) permettent le calcul explicite des tn,1(r, s1, . . . , sn).
Théorème 7.2. Pour tous r, s1, . . . , sn ≥ 1 et k ≥ 2, on a
i)
tn,k(r, s1, . . . , sn) = p
∑k−2
j=1 sj(k)τn−k+2(sk−1(k))
+ (1− p)
k−3∑
m=0
p
∑m
l=0 sl(k)
sm+1(k)∑
l=1
psm+1(k)−1−lτn−m(l);
ii) supposons p ∤ vF (an). Soit l ≥ 1. Si sn ≥ l alors
τn(l) =
{
tn,n+1(r, l − 1, . . . , l − 1) si l ≥ 2
1 si l = 1
.
Si sn ≤ l − 1 alors
τn(l) = p
sntn,2(r, l, . . . , l, 0) + (1− p)
sn∑
j=1
psn−jtn,n+1(r, j, . . . , j);
iii) si p | vF (an) alors pour tout s ≥ 1 et r ≥ s,
tn,2(r, s, . . . , s) = 1 +
2(p− 1)pn
pn+1 − 1 (p
(n+1)(s−1) − 1);
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iv) si p ∤ vF (an) alors pour tous s ≥ 1 et r ≥ s+ 1,
tn,n+1(r, s, . . . , s) = 1 +
2pn−1(p− 1)
pn+1 − 1 (p
(n+1)s − 1);
v) supposons r ≥ max{sn−1, sn} + 2 (resp. r ≥ sn + 1) si p ∤ vF (an) (resp.
p | vF (an)). Alors, pour tout j ∈ {1, . . . , n}
tn,1(r, s1, . . . , sn) = p
(
∑j−1
i=1 si)t1,1(r, sj , . . . , sn)
+ (1− p)
j−2∑
m=0
p
∑m
k=0 sk
sm+1∑
l=1
psm+1−lτn−m(l).
Démonstration. i) Le cas k = 2 correspond au i) du lemme 7.1. Supposons donc
k ≥ 3. D’après le ii) du Lemme 7.1, on a
tn,k(r, s1(k), . . . , sn(k)) = p
s1(k)tn−1,k−1(r, s2(k), . . . , sn(k))+(1−p)
s1(k)∑
l=1
ps1(k)−lτn(l).
En répétant le même argument que la preuve du ii) du Lemme 7.1 en remplaçant
s1(k) par s2(k) (et ainsi de suite), on déduit par récurrence que
tn,k(r, s1(k), . . . , sn(k)) = p
∑k−2
j=1 sj(k)tn−k+2,2(r, sk−1(k), . . . , sn(k))+
(1− p)
k−3∑
m=0
p
∑m
l=0 sl(k)
sm+1(k)∑
l=1
psm+1(k)−1−lτn−m(l).
Enfin, tn−k+2,2(r, sk−1(k), . . . , sn(k)) = τn−k+2(sk−1(k)) d’après le i) du Lemme
7.1. Ceci prouve i) puisque tn,k(r, s1, . . . , sn) = tn,k(r, s1(k), . . . , sn(k)) d’après le
corollaire 6.13 appliqué à m = k.
ii) Commençons par le cas où sn ≥ l. Dans ce cas, on a l(n+ 1) = l. Si l = 1,
c’est clair d’après (46). Supposons l ≥ 2. Le i) de la proposition 6.11 montre que
τn(l) = tn,2(r, l, . . . , l, l) = tn,2(r, l, . . . , l, l− 1).
En utilisant le iii) de la proposition 6.11 appliqué à k = 1, on obtient que
tn,2(r, l, . . . , l, l− 2) = tn,n+1(r, l − 1, l, . . . , l, l− 1).
Ainsi, le corollaire 6.12 appliqué à s = l − 1 et à E = {1} montre que
tn,n+1(r, l − 1, l, . . . , l, l− 1) = tn,2(r, l, . . . , l, l− 1).
De plus, le corollaire 6.13 appliqué à m = n+ 1 donne
tn,n+1(r, l − 1, l, . . . , l, l− 1) = tn,n+1(r, l − 1, . . . , l− 1).
On vient ainsi de prouver que τn(l) = tn,n+1(r, l − 1, . . . , l − 1).
Supposons sn ≤ l − 1. Dans ce cas, l(n + 1) = sn. En appliquant le iib) de la
proposition 6.11 à k = 2,
τn(l) = ptn,2(r, l, . . . , l, sn − 1) + (1− p)tn,n+1(r, l, . . . , l, sn).
Le corollaire 6.13 appliqué à m = n+1, à si = l pour i ≤ n− 1 et à s′i = sn montre
que tn,n+1(r, l, . . . , l, sn) = tn,n+1(r, sn, . . . , sn). Ainsi,
τn(l) = ptn,2(r, l, . . . , l, sn − 1) + (1− p)tn,n+1(r, sn, . . . , sn).
En répétant le même argument en remplaçant sn par sn − 1 (et ainsi de suite), on
déduit par récurrence que
τn(l) = p
sntn,2(r, l, . . . , l, 0) + (1− p)
sn∑
j=1
psn−jtn,n+1(r, j, . . . , j).
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iii) Procédons par récurrence sur n. Pour n = 1, cela correspond au théorème
5.2. Supposons que ce soit vrai jusqu’au rang n− 1 et montrons le au rang n. Pour
cela, procédons par récurrence sur s. Le cas s = 1 correspond à (46). Supposons
que la formule soit vraie jusqu’au rang s − 1 et montrons là au rang s. Le i) de
la proposition 6.6 appliqué à l = 1, à k = n, à σ = (1, n) et à si = s pour tout i
montre que τn(s) = tn,n+1(r, s, . . . , s). Le ii) du Lemme 7.1 appliqué à k = n + 1
et à si = s pour tout i donne
(77) τn(s) = p
sτn−1(s) + (1− p)
s∑
l=1
ps−lτn(l).
En remarquant que τn(s) se trouve à gauche et à droite de cette expression, on a
τn(s) = p
s−1τn−1(s) + (1− p)
s−1∑
l=1
ps−1−lτn(l).
En utilisant l’hypothèse de récurrence sur s, il s’ensuit que
τn(s) = p
s−1τn−1(s) + (1− p)
s−1∑
l=1
ps−1−l
(
1 +
2(p− 1)pn
pn+1 − 1 (p
(n+1)(l−1) − 1)
)
.
Comme (1 − p)∑s−1l=1 ps−1−l = 1− ps−1, on obtient alors que
τn(s) = p
s−1τn−1(s) + 1− ps−1 + (1− p)
s−1∑
l=1
2(p− 1)pn+s−1−l
pn+1 − 1 (p
(n+1)(l−1) − 1)
= ps−1τn−1(s) + 1− ps−1 + (ps−1 − 1)2(p− 1)p
n
pn+1 − 1 −
2(p− 1)2ps−2
pn+1 − 1
s−1∑
l=1
pnl.
Or,
∑s−1
l=1 p
nl = pn p
n(s−1)−1
pn−1 et par hypothèse de récurrence sur n,
ps−1τn−1(s)− ps−1 = 2(p− 1)p
n+s−2
pn − 1 (p
n(s−1) − 1).
On obtient ainsi que
τn(s) = 1 + 2p
n(p− 1)
(
ps−2(pn(s−1) − 1)
pn − 1 +
ps−1 − 1
pn+1 − 1 +
(1− p)ps−2(pn(s−1) − 1)
(pn+1 − 1)(pn − 1)
)
= 1 + 2pn(p− 1)
(
ps−2(pn(s−1) − 1)
pn − 1
(
1 +
1− p
pn+1 − 1
)
+
ps−1 − 1
pn+1 − 1
)
= 1 +
2pn(p− 1)
pn+1 − 1
(
ps−1(pn(s−1) − 1) + ps−1 − 1
)
et iii) s’en déduit.
iv) Notons un(s) = tn,n+1(r, s, . . . , s) avec la convention que un(0) = 1 (ce qui
est en accord avec la formule souhaitée).
Procédons par récurrence sur n. Pour n = 1, cela correspond au théorème 5.3.
Supposons que la formule soit vraie jusqu’au rang n− 1 et montrons la au rang n.
Pour cela, procédons par récurrence sur s.
Le ii) du Lemme 7.1 appliqué à k = n+ 1 et à si = s pour tout i donne
un(s) = p
sun−1(s) + (1− p)
s∑
l=1
ps−ltn,2(r, l, . . . , l).
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Par le ii), tn,2(r, l, . . . , l) = un(l−1) pour tout l ≥ 2. De plus, le ia) de la proposition
6.11 appliqué à k = 1 montre que τn(1) = tn,2(r, 1, . . . , 1, 0) = 1 d’après (46). Ainsi,
l’égalité tn,2(r, l, . . . , l) = un(l−1) reste vraie si l = 1 d’après notre convention. Par
conséquent,
un(s) = p
sun−1(s) + (1− p)
s∑
l=1
ps−lun(l − 1).
Le cas s = 1 donne
(78) un(1) = pun−1(1) + 1− p.
Comme r ≥ 2, on a u1(1) = t1,2(r, 1) = 2p− 1 d’après le iii) du théorème 5.3. Une
rapide récurrence prouve que un(1) = 2pn − 2pn−1 + 1, ce qui montre le cas s = 1.
On suppose désormais que iv) soit vrai jusqu’au rang s − 1 et montrons qu’il
l’est encore au rang s. En utilisant l’hypothèse de récurrence sur s,
un(s) = p
sun−1(s) + (1− p)
s∑
l=1
ps−l
(
1 +
2(p− 1)pn−1
pn+1 − 1 (p
(n+1)(l−1) − 1)
)
Comme (1− p)∑sl=1 ps−l = 1− ps, on en déduit que :
un(s) = p
sun−1(s) + 1− ps + (1− p)
s∑
l=1
2(p− 1)pn+s−1−l
pn+1 − 1 (p
(n+1)(l−1) − 1)
= psun−1(s) + 1− ps + (ps − 1)2(p− 1)p
n−1
pn+1 − 1 −
2(p− 1)2ps−2
pn+1 − 1
s∑
l=1
pnl
Or,
∑s
l=1 p
nl = pn p
ns−1
pn−1 et par hypothèse de récurrence sur n, on a que
psun−1(s)− ps = 2(p− 1)p
n+s−2
pn − 1 (p
ns − 1).
On obtient ainsi que
un(s) = 1 + 2(p− 1)pn−1
(
ps−1(pns − 1)
pn − 1 +
ps − 1
pn+1 − 1 +
ps−1(1− p)(pns − 1)
(pn+1 − 1)(pn − 1)
)
= 1 + 2(p− 1)pn−1
(
ps−1(pns − 1)
pn − 1
(
1 +
1− p
pn+1 − 1
)
+
ps − 1
pn+1 − 1
)
= 1 + 2(p− 1)pn−1 p
s(pns − 1) + ps − 1
pn+1 − 1
= 1 +
2(p− 1)pn−1
pn+1 − 1 (p
(n+1)s − 1),
ce qui conclut la récurrence et montre iv).
v) Soit l un entier. Commençons par le cas où p | vF (an). Dans ce cas, si(n) = si
pour tout i (on rappelle que par hypothèse, s1 ≤ · · · ≤ sn). D’après le iii), on
a que tn,2(r, l, . . . , l) ne dépend pas de r. Si r ≥ sk−1, on déduit alors du i) que
tn,k(r, s1, . . . , sn) ne dépend pas de r. Comme s1 ≤ · · · ≤ sn, alors tn,k(r, s1, . . . , sn)
ne dépend pas de r pour tout k ∈ {2, . . . , n+1} si r ≥ sn. Ainsi, pour tout r ≥ sn+1
et tout k ∈ {2, . . . , n+ 1},
(79) tn,k(r, s1, . . . , sn) = tn,k(r − 1, s1, . . . , sn).
Supposons maintenant p ∤ vF (an). Alors, tn,n+1(r, l − 1, . . . , l − 1) ne dépend
pas de r d’après iv). Du ii), on en déduit que τn(l) ne dépend pas de r. Ainsi, si
r ≥ max{sk−1(k), sk−2(k)}+1, il s’ensuit du i) que tn,k(r, s1, . . . , sn) ne dépend pas
CALCUL DES GROUPES DE RAMIFICATION DE CERTAINES EXTENSIONS RADICALES.39
de r. Comme s1 ≤ · · · ≤ sn−1, on en conclut que tn,k(r, s1, . . . , sn) ne dépend pas de
r pour tout k ≥ 2 si r ≥ max{sn−1, sn}+1. Donc, pour tout r ≥ max{sn−1, sn}+2,
(80) tn,k(r, s1, . . . , sn) = tn,k(r − 1, s1, . . . , sn).
Supposons maintenant r comme dans l’énoncé du v) afin que (79) ou (80) soit
vérifié. D’après le i) de la proposition 3.12,
tn,1(r, s1, . . . , sn) = p(tn,1(r, s1 − 1, s2, . . . , sn)− tn,2(r − 1, s1, . . . , sn))
+ tn,2(r, s1, . . . , sn)
= ptn,1(r, s1 − 1, s2, . . . , sn) + (1− p)τn(s1)
(on rappelle que τn(s1) = tn,2(r, s1, . . . , sn) d’après le i) du Lemme 7.1). En répétant
le même argument en remplaçant s1 par s1 − 1 (et ainsi de suite), on déduit par
récurrence que
(81) tn,1(r, s1, . . . , sn) = ps1tn−1,1(r, s2, . . . , sn) + (1− p)
s1∑
l=1
ps1−lτn(l).
En répétant le même argument où l’on remplace s1 par s2 (et ainsi de suite), on
déduit par récurrence que
tn,1(r, s1, . . . , sn) = p
(
∑j−1
i=1 si)t1,1(r, sj , . . . , sn)
+ (1− p)
j−2∑
m=0
p
∑m
k=0 sk
sm+1∑
l=1
psm+1−lτn−m(l).
pour tout j ≥ 1. Ceci prouve le v) et donc le théorème. 
Remarque 7.3. Si p | vF (an), on sait calculer tn,2(r, s, . . . , s) pour r ≥ s d’après
le théorème 7.2. En fait, il est possible de le calculer pour tout r. En effet, le Lemme
7.1 est valable pour tout r. Ainsi, il suffit de connaître t1,2(r, s) et tn,2(r, 1, . . . , 1)
pour tout r afin de pouvoir utiliser la double récurrence sur n et s présente dans la
preuve du iii) du théorème ci-dessus. Le calcul de ces nombres se déduit du théorème
5.2 et de la Remarque 6.8. Il est donc possible d’obtenir une formule explicite de
tn,2(r, s, . . . , s) pour r < s.
Les mêmes arguments s’appliquent aussi pour le calcul de tn,n+1(r, s, . . . , s) dans
le cas où p ∤ vF (an). En effet, le Lemme 7.1 est valable pour tout r, la valeur de
t1,2(r, s) se déduit du théorème 5.3 et celle de tn,n+1(r, 1, . . . , 1) (pour r ≥ 2) se dé-
duit du iv) du théorème 7.2. Pour r = 1, on sait que t1,2(1, 1) = p (cf le Lemme 5.1).
De (78), on en déduit tn,n+1(1, 1, . . . , 1). On peut ainsi appliquer la double récur-
rence sur n et s présente dans la preuve du iv) afin d’en déduire tn,n+1(r, s, . . . , s)
pour tout r, s ≥ 1.
Le ii) du théorème 7.2 montre alors que l’on peut calculer τn(s) pour tous r, s ≥ 1.
Enfin, le i) du théorème 7.2 permet d’en déduire la valeur de tn,k(r, s1, . . . , sn) pour
tous r, s1, . . . , sn ≥ 1.
Pour pouvoir déterminer la suite des groupes de ramification, on aura également
besoin de la formule (82) ci-dessous.
Remarque 7.4. Supposons p ∤ vF (an). Plaçons nous dans les conditions du v) du
théorème 7.2 (on a ainsi (80)). Supposons en plus que sn ≤ s1. D’après le i) de la
proposition 3.12,
tn,1(r, s1, . . . , sn) = p(tn,1(r, s1, . . . , sn − 1)− tn,n+1(r − 1, s1, . . . , sn))
+ tn,n+1(r, s1, . . . , sn)
= ptn,1(r, s1, . . . , sn − 1) + (1− p)tn,n+1(r, s1, . . . , sn)
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d’après (80). De plus, d’après le corollaire 6.13 appliqué à s′i = sn (par hypothèse,
sn ≤ s1 et s1 ≤ si pour tout i ≤ n − 1), on en déduit que tn,n+1(r, s1, . . . , sn) =
tn,n+1(r, sn, . . . , sn). Ainsi,
tn,1(r, s1, . . . , sn) = ptn,1(r, s1, . . . , sn − 1) + (1 − p)tn,n+1(r, sn, . . . , sn).
En répétant le même argument en remplaçant sn par sn − 1 (et ainsi de suite), on
déduit par récurrence que
(82)
tn,1(r, s1, . . . , sn) = p
sntn,1(r, s1, . . . , sn−1, 0) + (1− p)
sn∑
l=1
psn−ltn,n+1(r, l, . . . , l).
8. Calcul des groupes de ramification de Gal(Lr,s1,...,sn/F ).
On se propose de calculer explicitement la suite des groupes de ramification de
G := Gal(Lr,s1,...,sn/F ) avec r ≥ max{s1, . . . , sn} et F, a1, . . . , an vérifiant les condi-
tions de l’hypothèse 2.2. On rappelle que G0 = G et G1 = Gal(Lr,s1,...,sn/F (ζp))
d’après la proposition 3.1.
Commençons par le cas où p | vF (an). On rappelle que dans ce cas, s1 ≤ · · · ≤ sn.
Ainsi, pour tous entiers l et k tels que l ≤ k, on a sl(k) = sl (pour la définition de
sl(k), voir (76)).
Lemme 8.1. Pour tous entiers s1, . . . , sn ≥ 1, on a
i) tn,1(sn + 1, s1, . . . , sn) < tn,n+1(sn + 1, s1, . . . , sn−1, sn + 1) ;
ii) tn,n+1(sn, s1, . . . , sn) < tn,1(sn + 1, s1, . . . , sn).
Démonstration. D’après le i) et le iv) du théorème 5.2, on obtient
t1,1(sn + 1, sn)− t1,2(sn + 1, sn + 1) = p− 1
p+ 1
(p2sn + p2sn+1)− p2sn+1
= −p2sn < 0
et
t1,2(sn, sn)− t1,1(sn + 1, sn) = p2sn−1 − p− 1
p+ 1
(p2sn−1 + p2sn)
= p2sn−1(2− p) < 0.
En utilisant le i) avec k = n+ 1 et le v) avec j = n du théorème 7.2, on a
tn,1(sn + 1, s1, . . . , sn)− tn,n+1(sn + 1, s1, . . . , sn−1, sn + 1)
= p
∑n−1
i=1 si
(
t1,1(sn + 1, sn)− t1,2(sn + 1, sn + 1)
)
< 0,
ce qui montre i), et
tn,n+1(sn, s1, . . . , sn)− tn,1(sn + 1, s1, . . . , sn)
= p
∑n−1
i=1 si
(
t1,2(sn, sn)− t1,1(sn + 1, sn)
)
< 0,
ce qui montre ii). Le lemme s’ensuit. 
On peut maintenant prouver notre premier théorème, que l’on rappelle pour la
commodité du lecteur.
Théorème. Soient F et a1, . . . , an vérifiant l’hypothèse 2.2. Supposons de plus que
p | vF (an) et que s1 ≤ · · · ≤ sn. Alors, les sauts de G, différents de 0, sont les
i) tn,1(s, s1, . . . , sn) avec s ∈ {sn + 1, . . . , r} ;
ii) tn,1(s
′
n + 1, s
′
1, . . . , s
′
n) où s
′
n ∈ {1, . . . , sn − 1} et où s′i = min{si, s′n} ;
iii) tn,n+1(s
′
n, s
′
1, . . . , s
′
n) où s
′
n ∈ {1, . . . , sn} et où s′i = min{si, s′n}.
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De plus, si on note uj le (n+1)-uplet tel que tj = tn,k(uj) désigne le (j+1)-ième
plus petit saut de G alors,
i) G0 = G ;
ii) Gtj = Gal(Lr,s1,...,sn/Luj−1) pour j ≥ 1.
Démonstration. Notons Ki = Lr(i),s(i)1 ,...,s
(i)
n
la suite définie par
i) K1 = L1,0,...,0 ;
ii) si s(i)n = sn, alors Ki+1 = Lmin{r,r(i)+1},s1,...,sn ;
iii) si r(i) = s(i)n 6= sn alors Ki+1 = Lr(i)+1,s(i)1 ,...,s(i)n ;
iv) si r(i) > s(i)n 6= sn, alors Ki+1 = Lr(i),min{s1,s(i)1 +1},...,min{sn,s(i)n +1}.
Il est clair qu’il existe m tel que Km = Lr,s1,...,sn et que Ki = Km pour tout
i ≥ m. De plus, pour tout i,Ki/K1 est galoisienne etKi+1/Ki admet un unique saut
d’après le corollaire 6.12. On le notera ti. On souhaite montrer que t1 < · · · < tm−1.
Supposons s(i)n = sn (et donc s
(i)
k = sk pour tout k car s1 ≤ · · · ≤ sn) avec
r(i) < r − 1. Alors,
Ki+1 = Lr(i)+1,s1,...,sn et Ki+2 = Lr(i)+2,s1,...,sn .
Il en résulte donc que
ti = tn,1(r
(i) + 1, s1, . . . , sn) et ti+1 = tn,1(r(i) + 2, s1, . . . , sn).
En appliquant la proposition 3.9 à K = Ki et à α = ζpr(i) , on obtient que ti < ti+1.
Notons j le plus petit entier tel que s(j)n = sn. Le lecteur pourra remarquer que
si i ≤ ⌈j/2⌉ (la partie entière supérieure de j/2) alors,
r(2i) = r(2i−1) = r(2i−2) + 1 = s(2i) = s(2i−1) + 1.
Donc, r(2i) = s(2i) et r(2i−1) = s(2i−1) + 1 si s(i)n 6= sn. D’où r(i) ∈ {s(i)n , s(i)n + 1}
pour tout i tel que s(i)n 6= sn.
Supposons r(i) = s(i)n 6= sn. Dans ce cas,
Ki+1 = Ls(i)n +1,s(i)1 ,...,s
(i)
n
et Ki+2 = Ls(i)n +1,s(i+1)1 ,...,s
(i+1)
n−1 ,s
(i)
n +1
avec s(i+1)j = min{sj, s(i)j + 1}. On obtient alors
ti = tn,1(s
(i)
n + 1, s
(i)
1 , . . . , s
(i)
n ) et ti+1 = tn,n+1(s
(i)
n + 1, s
(i+1)
1 , . . . , s
(i+1)
n−1 , s
(i)
n + 1).
Notons E = {j | sj 6= s(i)j }. Par construction de E et des Ki, on en déduit que
sj = s
(i)
j = s
(i+1)
j si j /∈ E et que s(i)j = s(i)n < sj pour tout j ∈ E. Ainsi,
s
(i+1)
j = s
(i)
j + 1 = s
(i)
n + 1 pour tout j ∈ E. D’après le corollaire 6.7 appliqué à
s = s
(i)
n et à i = k = n, on en déduit que ti+1 = tn,n+1(s
(i)
n +1, s
(i)
1 , . . . , s
(i)
n−1, s
(i)
n +1).
D’après le i) du Lemme 8.1, on en déduit que ti < ti+1.
Supposons r(i) > s(i)n 6= sn. Alors, r(i) = s(i)n + 1. D’où
Ki+1 = Ls(i)n +1,s(i+1)1 ,...,s
(i+1)
n−1 ,s
(i)
n +1
et
Ki+2 = Ls(i)n +2,s(i+1)1 ,...,s
(i+1)
n−1 ,s
(i)
n +1
avec s(i+1)j = min{sj, s(i)j + 1}. On a alors
ti = tn,n+1(s
(i)
n + 1, s
(i+1)
1 , . . . , s
(i+1)
n−1 , s
(i)
n + 1)
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et
ti+1 = tn,1(s
(i)
n + 2, s
(i+1)
1 , . . . , s
(i+1)
n−1 , s
(i)
n + 1).
D’après le ii) du Lemme 8.1, on en déduit que ti < ti+1.
On a donc montré que t1 < · · · < tm−1. Le corollaire 3.4 montre que les sauts
de G qui sont non nuls sont les t1, . . . , tm−1 et que Gti = Gal(Km/Ki). Enfin, on
remarque que les ti correspondent bien aux sauts énoncés dans le théorème. 
Exemple 8.2. On souhaite déterminer la suite des groupes de ramification de
G = Gal(L4,1,2,3/F ) avec p | vF (a4) (avec F et a1, a2, a3, a4 vérifiant les conditions
de l’hypothèse 2.2). D’après le théorème ci-dessus, les sauts sont t0 = 0 si p 6= 2 et
t1 = t4,4(1, 1, 1, 1), t2 = t4,1(2, 1, 1, 1), t3 = t4,4(2, 1, 2, 2)
t4 = t4,1(3, 1, 2, 2), t5 = t4,4(3, 1, 2, 3), t6 = t4,1(4, 1, 2, 3).
De plus, la suite des groupes de ramification de G est
G0 = G,Gt1 = Gal(L4,1,2,3/L1,0,0,0), Gt2 = Gal(L4,1,2,3/L1,1,1,1)
Gt3 = Gal(L4,1,2,3/L2,1,1,1), Gt4 = Gal(L4,1,2,3/L2,1,2,2)
Gt5 = Gal(L4,1,2,3/L3,1,2,2) et Gt6 = Gal(L4,1,2,3/L3,1,2,3).
Traitons à présent le cas p ∤ vF (an). On rappelle que dans ce cas, s1 ≤ · · · ≤ sn−1.
Lemme 8.3. Soient s ≥ 1 et s′1, . . . , s′n−1 des entiers tels que s′i ≤ s pour tout i.
Alors,
i) tn,1(s+ 2, s
′
1, . . . , s
′
n−1, s) > tn,n+1(s+ 1, s
′
1, . . . , s
′
n−1, s) ;
ii) tn,n+1(s+ 1, s
′
1, . . . , s
′
n−1, s) > tn,1(s+ 1, s
′
1, . . . , s
′
n−1, s− 1).
Démonstration. i) En utilisant le v), le vi) et le iii) du théorème 5.3,
t1,1(s+ 2, s)− t1,2(s+ 1, s− 1) = p2s+1 − 2p
2s+1 − p+ 1
p+ 1
− 2p
2s + p− 1
p+ 1
= p2s+1 − 2p2s > 0.
En appliquant le v) à j = n et le i) du théorème 7.2 à k = n+ 1, on obtient
tn,1(s+ 2, s
′
1, . . . , s
′
n−1, s)− tn,n+1(s+ 1, s′1, . . . , s′n−1, s− 1)
= t1,1(s+ 2, s)− t1,2(s+ 1, s− 1) > 0,
car min{s′l, s} = s′l pour tout l ≤ n− 1 par hypothèse. Ceci prouve i).
ii) En utilisant respectivement le iii) et le v) du théorème 5.3,
t1,2(s+ 1, s)− t1,1(s+ 1, s− 1) = 2p
2s + p− 1
p+ 1
− p2s−1 + 2p
2s+1 − p+ 1
p+ 1
= 2p2s − p2s−1 > 0.
En appliquant le v) à j = n et le i) du théorème 7.2 à k = n+ 1, on obtient
tn,n+1(s+ 1, s
′
1, . . . , s
′
n−1, s)− tn,1(s+ 1, s′1, . . . , s′n−1, s− 1)
= t1,2(s+ 1, s)− t1,1(s+ 1, s− 1) > 0,
car min{s′l, s} = s′l pour tout l ≤ n− 1 par hypothèse. Ceci prouve ii). 
Nous sommes maintenant en mesure de prouver notre second théorème, que l’on
rappelle pour la commodité du lecteur. On rappelle également que s1 ≤ · · · ≤ sn−1.
Théorème. Soient F et a1, . . . , an vérifiant l’hypothèse 2.2. Supposons de plus que
p ∤ vF (an) et que s1 ≤ · · · ≤ sn−1. Alors, les sauts de G, différents de 0, sont les
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i) tn,n+1(r, s1, . . . , sn) si r = sn ;
ii) tn,1(s
′
n+1, s
′
1, . . . , s
′
n−1,min{s′n−1, sn}) où s′n ∈ {1, . . . , r} et s′i = min{si, s′n} ;
iii) tn,n(s
′
n−1, s
′
1, . . . , s
′
n−1, sn) où s
′
n−1 ∈ {sn+2, . . . , sn−1} et s′i = min{si, s′n−1} ;
iv) tn,n+1(s
′
n + 1, s
′
1, . . . , s
′
n) où s
′
n ∈ {1, . . . , sn} et s′i = min{si, s′n + 1}.
De plus, si on note uj le (n+1)-uplet tel que tj = tn,k(uj) désigne le (j+1)-ième
plus petit saut de G alors,
i) G0 = G ;
ii) Gtj = Gal(Lr,s1,...,sn/Luj−1) pour j ≥ 1.
Démonstration. Pour tout i, notons Ki = Lr(i),s(i)1 ,...,s
(i)
n
la suite définit par
i) K1 = L1,0,...,0 et K2 = L1,1,...,1,0 ;
ii) Si s(i)l = sl pour tout l alors
Ki+1 = Lmin{r,r(i)+1},s1,...,sn ;
iii) Si s(i)l 6= sl pour un certain l et si r(i) = r, alors
Ki+1 = Lr,min{s1,s(i)1 +1},...,min{sn,s(i)n +1}
.
Notons
S(i) =
{
s
(i)
n−1 si s
(i)
n < s
(i)
n−1
s
(i)
n + 1 sinon
.
iv) Si s(i)l 6= sl pour un certain l, si r(i) > S(i) et si r(i) 6= r alors
Ki+1 = Lr(i),min{s1,s(i)1 +1},...,min{sn,s(i)n +1}
;
v) Si s(i)l 6= sl pour un certain l et que r(i) = S(i) 6= r, alors
Ki+1 = Lmin{r,r(i)+1},s(i)1 ,...,s(i)n
.
Par construction, Ki/K1 est galoisienne et Ki+1/Ki admet un unique saut (cf
corollaire 6.10) pour tout i. On le nommera ti. Remarquons qu’il existe un entier m
tel que Km = Lr,s1,...,sn et que Ki = Km pour tout i ≥ m. Soient i ∈ {2, . . . ,m−2}
et l tels que s(i)l 6= sl. Si s(i)k 6= sk pour un entier k 6= l, on pourra remarquer que
(83)
{
s
(i)
k = s
(i)
l si k, l 6= n
s
(i)
k = s
(i)
n + 1 si l = n et k 6= n
.
Supposons que l ≤ n− 1. Par construction, on a alors s(i)l ≥ s(i)n−1. Or, s(i)l < sl et
sl ≤ sn−1. Par conséquent, sn−1 > s(i)n−1 et donc, s(i)n−1 6= sn−1. On a ainsi montré
que si s(i)l 6= sl pour un certain l ≤ n− 1, alors s(i)n−1 6= sn−1.
Supposons que s(i)n 6= sn. Alors,
(84) S(i) = s(i)n + 1.
En effet, soit s(i)n−1 6= sn−1 et dans ce cas, s(i)n−1 = s(i)n + 1 d’après (83) et donc
S(i) = s
(i)
n + 1, soit s
(i)
n−1 = sn−1 et dans ce cas, sn ≥ sn−1 et donc S(i) = s(i)n + 1
par définition de S(i).
Supposons maintenant que s(i)n−1 6= sn−1. Alors,
(85) S(i) = s(i)n−1.
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En effet, soit s(i)n 6= sn et dans ce cas, s(i)n−1 = s(i)n + 1 d’après (83) et donc S(i) =
sn−1, soit s
(i)
n = sn et dans ce cas, sn−1 > sn et donc S(i) = s
(i)
n−1 par définition de
S(i).
Par définition, on a max{s(i)n−1, s(i)n +1} ≥ S(i) ≥ min{s(i)n−1, s(i)n +1}. De plus,s’il
existe i et l tels que s(i)l 6= sl alors, 1+min{s(i)n−1, s(i)n +1} ≥ r(i) ≥ max{s(i)n−1, s(i)n +1}
par construction. On en déduit alors que r(i) ∈ {S(i), S(i) + 1} pour tout entier i
tel que s(i)n−1 6= sn−1 ou s(i)n 6= sn.
On souhaite montrer que t1 < · · · < tm−1. Pour cela, on procédera en quatre
étapes indépendantes résumées ci-dessous (avec i ≤ m− 2 afin que Ki+1 6= Km) :
Première étape : ti < ti+1 si s
(i)
l = sl pour tout l ;
Deuxième étape : ti < ti+1 si s
(i)
l 6= sl pour un certain l et si r(i) = r ;
Troisième étape : ti < ti+1 si r(i) = S(i) + 1 6= r ;
Quatrième étape : ti < ti+1 si r(i) = S(i) 6= r.
Première étape :
Supposons que s(i)l = sl pour tout l. Alors,
Ki+1 = Lr(i)+1,s(i)1 ,...,s
(i)
n
6= Km et Ki+2 = Lr(i)+2,s(i)1 ,...,s(i)n .
Ainsi,
ti = tn,1(r
(i) + 1, s1, . . . , sn) et ti+1 = tn,1(r(i) + 2, s1, . . . , sn).
Le Lemme 3.9 appliqué à K = L1,s1,...,sn et à α = ζp montre que ti < ti+1.
Deuxième étape :
Commençons par le cas où r(i) = S(i) = r. Par hypothèse, il existe l tel que
s
(i)
l 6= sl. Supposons par l’absurde que l ≤ n − 1. Alors, s(i)n−1 6= sn−1 et donc,
S(i) = s
(i)
n−1 d’après (85). Ceci est absurde car
r = r(i) = S(i) < sn−1 ≤ r.
Ainsi, s(i)n−1 = sn−1 (et donc s
(i)
l = sl pour tout l ≤ n − 1). Il s’ensuit donc que
s
(i)
n 6= sn. Dans ce cas, S(i) = s(i)n + 1 d’après (84). Par conséquent, r = s(i)n + 1.
Comme r ≥ sn et que s(i)n < sn, il s’ensuit que sn ≤ r < sn + 1. Ainsi, r = sn.
Comme s(i)n = r − 1 = sn − 1, on en déduit que
Ki = Lr,s1,...,sn−1,sn−1 et Ki+1 = Lr,s1,...,sn = Km,
ce qui est absurde.
Ceci montre donc que r(i) = S(i) + 1. Supposons que s(i)n−1 6= sn−1. Dans ce cas,
S(i) = s
(i)
n−1 d’après (85) et donc r
(i) = r = s
(i)
n−1 + 1. Comme r ≥ sn−1 et que
r = s
(i)
n−1 + 1 < sn−1 + 1, il s’ensuit que r = sn−1 = s
(i)
n−1 + 1. Par conséquent,
Ki+1 = Lr,s(i+1)1 ,...,s
(i+1)
n−2 ,sn−1,sn
.
Comme s(i+1)n−1 = sn−1, il en résulte que s
(i+1)
l = sl pour tout l ≤ n − 1. Par
conséquent, Ki+1 = Km, ce qui est absurde.
Ainsi, s(i)n−1 = sn−1 (et donc s
(i)
l = sl pour tout l ≤ n− 1) et s(i)n 6= sn. D’après
(84), on obtient que r = r(i) = S(i) + 1 = s(i)n + 2. On en déduit que s
(i)
n = r − 2.
Comme r ≥ sn > s(i)n , on en conclut que sn ∈ {r− 1, r}. Si sn = r− 1 alors, comme
Ki = Lr,s1,...,sn−1,r−2, on en déduirait que Ki+1 = Km, ce qui est absurde. Donc,
sn = r et on obtient que
Ki+1 = Lr,s1,...,sn−1,sn−1 et Ki+2 = Km.
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On en déduit donc que
tm−1 = tn,n+1(r, s1, . . . , sn) et tm−2 = tn,n+1(r, s1, . . . , sn−1, sn − 1).
Le fait que tm−2 < tm−1 découle de la proposition 3.9 appliquée àK = Lr,s1,...,sn−1,0
et à α = an.
Troisième étape : Supposons que s(i)n 6= sn. Ainsi, r(i) = S(i)+1 = s(i)n +2 d’après
(84). On en déduit donc que
Ki+1 = Lr(i),min{s1,s(i)1 +1},...,min{sn−1,s(i)n−1+1},s
(i)
n +1
.
Comme, s(i+1)n = s
(i)
n + 1, on a r(i+1) = r(i) = S(i) + 1 = S(i+1). Ainsi,
Ki+2 = Lr(i)+1,min{s1,s(i)1 +1},...,min{sn−1,s(i)n−1+1},s
(i)
n +1
.
On obtient alors
ti = tn,n+1(r
(i), s
(i+1)
1 , . . . , s
(i+1)
n−1 , s
(i)
n + 1)
et
ti+1 = tn,1(r
(i) + 1, s
(i+1)
1 , . . . , s
(i+1)
n−1 , s
(i)
n + 1).
Notons E = {j |s(i)j 6= sj}. Alors, s(i+1)j = s(i)j si j /∈ E et s(i+1)j = s(i)j + 1 si
j ∈ E. De plus, s(i)j + 1 = s(i)n + 2 si j ∈ E\{n} d’après (83). D’après le corollaire
6.12 appliqué à i = n et où on remplace sn + 1 par s
(i)
n + 2, on en déduit que
tn,n+1(r
(i) + 1, s
(i+1)
1 , . . . , s
(i+1)
n−1 , s
(i)
n + 1) = tn,n+1(r
(i) + 1, s
(i)
1 , . . . , s
(i)
n−1, s
(i)
n + 1).
Par construction, on a que s(i)k ≤ s(i)n + 1 (en fait, c’est même égal si s(i)k 6= sk
d’après (83)). Ainsi, ti < ti+1 d’après le i) du Lemme 8.3 appliqué à s = s
(i)
n + 1
(on rappelle que r(i) = s(i)n + 2).
Supposons maintenant que s(i)n−1 6= sn−1 et s(i)n = sn. Ainsi, r(i) = S(i) + 1 =
s
(i)
n−1 + 1 d’après (85). De plus,
Ki+1 = Lr(i),min{s1,s(i)1 +1},...,min{sn−2,s(i)n−2+1},s(i)n−1+1,sn
.
Comme s(i+1)n−1 = s
(i)
n−1+1, on en conclut que r
(i+1) = r(i) = S(i)+1 = S(i+1). Ainsi,
Ki+2 = Lr(i)+1,,min{s1,s(i)1 +1},...,min{sn−2,s(i)n−2+1},s(i)n−1+1,sn
.
On a alors
ti = tn,n(r
(i), s
(i+2)
1 , . . . , s
(i+2)
n−2 , s
(i)
n−1 + 1, sn)
et
ti+1 = tn,1(r
(i) + 1, s
(i+2)
1 , . . . , s
(i+2)
n−2 , s
(i)
n−1 + 1, sn).
D’après le i) appliqué à k = n (et donc min{s(i+2)j , s(i+2)n−1 } = s(i+2)j pour tout
j ≤ n − 1 car sj ≤ sn−1 et donc que s(i+2)j ≤ s(i+2)n−1 par construction) et le v)
appliqué à j = n− 1 du théorème 7.2 montre que
ti − ti+1 = p
∑n−2
j=1 s
(i+2)
j
(
t2,2(r
(i), s
(i)
n−1 + 1, sn)− t2,1(r(i) + 1, s(i)n−1 + 1, sn)
)
.
Comme s(i)n = sn et que s
(i)
n−1 6= sn−1, on en déduit, par construction des Ki, que
sn < s
(i)
n−1. Ainsi, t2,2(r
(i), s
(i)
n−1 + 1, sn) = τ2(s
(i)
n−1 + 1) (pour la définition de τ2,
voir le début de la section 7). En utilisant le ii) du théorème 7.2 et la Remarque
7.4, on en déduit que
ti − ti+1 = psn+
∑n−2
j=1 s
(i+2)
j
(
t1,2(r
(i), s
(i)
n−1 + 1)− t1,1(r(i) + 1, s(i)n−1 + 1)
)
< 0
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d’après le ii) du Lemme 8.1 (on rappelle que r(i) = S(i) + 1 = s(i)n−1 + 1).
Quatrième étape :
Commençons par supposer que s(i)n 6= sn. Alors, r(i) = S(i) = s(i)n + 1 d’après
(85). Ainsi,
Ki+1 = Lr(i)+1,s(i)1 ,...,s
(i)
n
.
Comme r(i+1) = r(i) + 1 = S(i) + 1 = S(i+1) + 1, cela montre donc que
Ki+2 = Lr(i)+1,min{s1,s(i)1 +1},...,min{sn,s(i)n +1}
.
On obtient alors
ti = tn,1(r
(i) + 1, s
(i)
1 , . . . , s
(i)
n ) et ti+1 = tn,n+1(r
(i) + 1, s
(i+2)
1 , . . . , s
(i+2)
n−1 , s
(i)
n + 1).
Notons E = {j |s(i)j 6= sj}. Alors, s(i+2)j = s(i)j si j /∈ E et s(i+2)j = s(i)j +1 si j ∈ E.
De plus, s(i)j +1 = s
(i)
n +2 si j ∈ E d’après (83). D’après le corollaire 6.12 appliqué
à i = n et où on a remplacé sn + 1 par s
(i)
n + 2, on en déduit que
tn,n+1(r
(i) + 1, s
(i+2)
1 , . . . , s
(i+2)
n−1 , s
(i)
n + 1) = tn,n+1(r
(i) + 1, s
(i)
1 , . . . , s
(i)
n−1, s
(i)
n + 1).
Par construction, on a que s(i)k ≤ s(i)n + 1 (en fait, c’est même égal si s(i)k 6= sk
d’après (83)). Ainsi, ti < ti+1 d’après le ii) du Lemme 8.3 appliqué à s = s
(i)
n + 1
(on rappelle que r(i) = s(i)n + 1).
Supposons maintenant que s(i)n = sn et que s
(i)
n−1 6= sn−1. On a donc
Ki+1 = Lr(i)+1,s(i)1 ,...,s
(i)
n
.
Comme r(i+1) = r(i) + 1 = S(i) + 1 = S(i+1) + 1 = s(i)n−1 + 1 d’après (85), cela
montre que
Ki+2 = Lr(i)+1,min{s1,s(i)1 +1},...,min{sn−2,s(i)n−2+1},s(i)n−1+1,sn
.
On a alors
ti = tn,1(r
(i) + 1, s
(i)
1 , . . . , s
(i)
n−1, sn)
et
ti+1 = tn,n(r
(i) + 1, s
(i+2)
1 , . . . , s
(i+2)
n−2 , s
(i)
n−1 + 1, sn).
Notons E = {j | s(i)j 6= sj}. Ainsi, s(i+2)j = s(i)j si j /∈ E et s(i+2)j = s(i)j + 1 si
j ∈ E. D’après le corollaire 6.7 appliqué à s = s(i)n−1 et à k = i = n− 1, on a
tn,n(r
(i), s
(i+2)
1 , . . . , s
(i+2)
n−2 , s
(i)
n−1 + 1, sn) = tn,n(r
(i) + 1, s
(i)
1 , . . . , s
(i)
n−2, s
(i)
n−1 + 1, sn).
D’après le i) appliqué à k = n (et donc min{s(i)j , s(i)n−1} = s(i)j pour tout j ≤ n− 1
car sj ≤ sn−1 et donc que s(i)j ≤ s(i)n−1 par construction) et le v) appliqué à j = n−1
du théorème 7.2, on en déduit que
ti − ti+1 = p
∑n−2
j=1 s
(i)
j
(
t2,1(r
(i) + 1, s
(i)
n−1, sn)− t2,2(r(i) + 1, s(i)n−1 + 1, sn)).
Comme sn < s
(i)
n−1, on en déduit que t2,2(r
(i), s
(i)
n−1+1, sn) = τ2(s
(i)
n−1+1). De plus,
en utilisant le ii) du théorème 7.2 et la Remarque 7.4,
ti − ti+1 = psn+
∑n−2
j=1 s
(i)
j
(
t2,1(r
(i) + 1, s
(i)
n−1)− t2,2(r(i) + 1, s(i)n−1 + 1)
)
< 0
d’après le i) du Lemme 8.1 (on rappelle que r(i) = S(i) = s(i)n−1).
On a ainsi montré que t1 < · · · < tm−1. CommeKm = Lr,s1,...,sn , le corollaire 3.4
montre que les sauts de G non nuls sont les t1, . . . , tm−1 et que Gti = Gal(Km/Ki).
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On conclut en remarquant que les t1, . . . , tm−1 correspondent bien aux sauts énoncés
dans le théorème. 
Exemple 8.4. Les sauts de G = Gal(L4,1,2,3/F ) qui sont différents de 0 sont :
t1 = t3,4(1, 1, 1, 0); t2 = t3,1(2, 1, 1, 0)
t3 = t3,4(2, 1, 2, 1); t4 = t3,1(3, 1, 2, 1); t5 = t3,4(3, 1, 2, 2)
t6 = t3,1(4, 1, 2, 2); t7 = t3,4(4, 1, 2, 3).
De plus, la suite des groupes de ramification est
Gt1 = Gal(L4,1,2,3/L1,0,0,0); Gt2 = Gal(L4,1,2,3/L1,1,1,0)
Gt3 = Gal(L4,1,2,3/L2,1,1,0); Gt4 = Gal(L4,1,2,3/L2,1,2,1)
Gt5 = Gal(L4,1,2,3/L3,1,2,1); Gt6 = Gal(L4,1,2,3/L3,1,2,2)
Gt7 = Gal(L4,1,2,3/L4,1,2,2).
9. Une généralisation du théorème 2.4 et du théorème 2.5.
Soit L/F une extension galoisienne, finie et radicale. On souhaite calculer la suite
des groupes de ramification de L/F dans le cas p 6= 2. Si p = 2, on les calculera
aussi, à condition de faire une hypothèse supplémentaire. Notons m l’exposant de
G := Gal(L/F ). Si m est premier à p, la suite des groupes de ramification est facile
à calculer puisque G1 = {1}. On suppose donc que m soit divisible par p := p0.
Dans la section précédente, on les a calculés dans le cas où m est une puissance
de p. Supposons donc que m ne soit pas non plus une puissance de p et notons
m = pr
∏l
j=1 p
rj
j la décomposition de m en nombres premiers.
Pour tout j ∈ {0, . . . , l}, il existe deux nj-uplet (ai,j)nji=1 ∈
(OF \OpjF )nj et
(ti,j)
nj
i=1 ∈ (N∗)nj tels que L soit égal au compositum de tous les F
(
ζprij
, a
1/p
ti,j
j
i,j
)
avec j ∈ {0, . . . , l} et i ∈ {1, . . . , nj}.
Afin d’alléger les notations, on notera ai := ai,0 et ti,0 = si pour tout i ≥ 0.
Comme pour le cas oùm est une puissance de p, on supposera, uniquement si p = 2,
que
(86) [F (ζpr , a
1/pr
1 , . . . , a
1/pr
n ) : F (ζpr )] = p
nr.
Par les mêmes arguments que la section 4, on peut de nouveau se réduire au cas
où F et les a1, . . . , an vérifient les conditions de l’hypothèse 2.2.
Soient j ∈ {1, . . . , l} et i ∈ {1, . . . , nj}. Par la théorie de Kummer, les sous-corps
de F
(
ζ
rj
pj , a
1/p
ti,j
j
i,j
)
contenant F (ζrjpj ) sont les F
(
ζ
rj
pj , a
1/ptj
i,j
)
où t ∈ {0, . . . , ti,j}.
Notons fi,j l’unique entier tel que F
(
ζ
rj
pj , a
1/p
fi,j
j
i,j
)
/F (ζ
rj
pj ) soit l’extension maxi-
male non-ramifiée de F
(
ζ
rj
pj , a
1/p
ti,j
j
i,j
)
/F (ζ
rj
pj ). Notons également F
nr l’extension
maximale non-ramifiée de F incluse dans L, si,j = ti,j − fi,j et αi,j = a1/p
fi,j
j
i,j .
Comme ζ
p
rj
j
∈ Fnr, on en déduit que F (ζ
p
rj
j
, αi,j) ⊂ Fnr. De plus, on a α1/pji,j /∈
Fnr. Comme le compositum de deux extensions non-ramifiées est non-ramifiée, on
en déduit que L est le compositum de Fnr(ζpr , a
1/ps1
1 , . . . , a
1/psn
n ) et de tous les
Fnr
(
α
1/p
si,j
j
i,j
)
avec j ∈ {1, . . . , l} et i ∈ {1, . . . , nj}.
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Supposons, sans perte de généralité, que si,j > 0. Notons N = n +
∑l
j=1 nj .
Les définitions suivantes sont les analogues naturels de la Définition 2.1 et de la
Définition 2.3.
Définition 9.1. Soit s = (s1,j , . . . , snj ,j)j=1,...,l un N -uplet et r, s1, . . . , sn des
entiers positifs.
i) notons Lr,s1,...,sn,s le corps
Fnr
(
ζpr , a
1/ps1
1 , . . . , a
1/psn
n , α
1/ps1,1
1 , . . . , α
1/p
sn1,1
n1,1
, . . . , α
1/ps1,l
1,l , . . . , α
1/p
snl,l
nl,l
)
;
ii) soit j ≤ N + 1. On note
s(j) = (s1,1 − δn+2,j , . . . , sn1,1 − δn+n1+1,j , s1,2 − δn+n1+2,j , . . . , snl,l − δN+1,j)
où δi,j désigne le symbole de Kronecker ;
iii) soit k ≤ N + 1. On note tN,k(r, s1, . . . , sn, s) l’unique saut de l’extension
Lr,s1,...,sn,s/Lr(k),s1(k)...,sn(k),s(k) où r(k) et si(k) sont définis comme dans (1)
et (2).
On a alors le résultat suivant :
Théorème 9.2. On a tN,k(r, s1, . . . , sn, si,j) = 0 si k ≥ n+2 ou si k = 1 et r = 1.
Dans le cas contraire,
tN,k(r, s1, . . . , sn, s) = tN,k(r, s1, . . . , sn, 0, . . . , 0)
l∏
j=1
nj∏
i=1
p
si,j
j .
Démonstration. Si r = k = 1, alors L1,s1,...,sn,s/L0,s1,...,sn,s est de degré p − 1. Si
k ≥ n+ 2 alors, l’extension dont le saut est, par définition, tN,k(r, s1, . . . , sn, s) est
de degré pm pour un certain m ∈ {1, . . . , l}. La première assertion s’ensuit car #G1
est une puissance de p.
Supposons désormais que k ≤ n+ 1 et que r 6= 1 si k = 1. Notons
K1 = Lr(k),s1(k),...,sn(k),s,K2 = Lr,s1,...,sn,s(n+2) et K = K1 ∩K2.
En appliquant la proposition 3.11 avec K,K1 et K2 comme ci-dessus, on a, avec
les notations de la proposition 3.11,
d1 = p1, d2 = p,
t1 = 0, t2 = tN,k(r, s1, . . . , sn, s(n+ 2))
t′1 = 0 et t
′
2 = tN,k(r, s1, . . . , sn, s).
Ainsi, le i) de la proposition 3.11 montre que
tN,k(r, s1, . . . , sn, s) = p1tN,k(r, s1, . . . , sn, s(n+ 2)).
En répétant le même argument en remplaçant s1,1 par s1,1−1 (et ainsi de suite),
on déduit par récurrence que
tN,k(r, s1, . . . , sn, s) = p
s1,1
1 tN,k(r, s1, . . . , sn, 0, s
′).
En répétant le même argument en remplaçant s1,1 par s1,2 (et ainsi de suite), on
déduit par récurrence que
tN,k(r, s1, . . . , sn, s) = tN,k(r, s1, . . . , sn, 0, . . . , 0)
l∏
j=1
lj∏
i=1
p
si,j
j ,
ce qui montre le théorème.
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Ainsi, pour calculer explicitement tN,k(r, s1, . . . , sn, s) avec k ≤ n + 1, il suffit
de calculer explicitement tN,k(r, s1, . . . , sn, 0, . . . , 0). Or, si on montre que Fnr et
a1, . . . , an vérifient les conditions de l’hypothèse 2.2 alors, on pourra ainsi utiliser
le théorème 7.2 pour en déduire la valeur de tN,k(r, s1, . . . , sn, 0, . . . , 0). Montrons
que c’est le cas.
Il est clair que les conditions iii) et iv) sont vérifiées. Comme i) est une consé-
quence directe du ii), il reste plus qu’à montrer ii). Remarquons que si p = 2, cela se
déduit de notre unique restriction (86). Supposons donc que p 6= 2. D’après le Fait
4.2, il suffit de montrer que pour tout i ≥ 2, on a [ai]Fnr /∈ 〈[a1]Fnr , . . . , [ai−1]Fnr〉.
Supposons par l’absurde que ce ne soit pas le cas. Alors, il existe des entiers
x1, . . . , xi−1 et c ∈ Fnr tels que ai = cp
∏i−1
l=1 a
xl
l . Mais alors, ai
(∏i−1
l=1 a
xl
l
)−1
∈
F ∩ (Fnr)p. Ainsi,
(
ai
∏i−1
l=1 a
−xl
l
)1/p
∈ Fnr ∩ F (ζpr , a1/p
s1
1 , . . . , a
1/psn
n ). Comme
Fnr/F est non ramifiée et que F (ζpr , a
1/ps1
1 , . . . , a
1/psn
n )/F est totalement ramifiée,
on en conclut que
(
ai
∏i−1
l=1 a
−xl
l
)1/p
∈ F et donc que [ai]F ∈ 〈[a1]F , . . . , [ai−1]F 〉,
ce qui contredit le ii) de l’hypothèse 2.2 (appliqué cette fois-ci à F ). Ainsi, on peut
appliquer tous les résultats des sections précédentes à Fnr au lieu de F .
Rappelons que s = (s1,j , . . . , snj ,j)j=1,...,l. Notons D =
∏l
j=1
∏nj
i=1 p
si,j et, si
k ≤ n + 1, tN,k(r, s1, . . . , sn) le saut tN,k(r, s1, . . . , sn, 0, . . . , 0). Comme D est une
constante ne dépendant pas des s1, . . . , sn, on déduit du théorème 9.2, en recopiant
la preuve du théorème 2.4 et du théorème 2.5 présentes dans la section 8, que
Théorème 9.3. Soient F et a1, . . . , an vérifiant l’hypothèse 2.2. Supposons de plus
que p | vF (an) et que s1 ≤ · · · ≤ sn. Alors, les sauts de G, différents de 0, sont les
i) tn,1(s, s1, . . . , sn)D avec s ∈ {sn + 1, . . . , r} ;
ii) tn,1(s
′
n + 1, s
′
1, . . . , s
′
n)D où s
′
n ∈ {1, . . . , sn − 1} et où s′i = min{si, s′n} ;
iii) tn,n+1(s
′
n, s
′
1, . . . , s
′
n)D où s
′
n ∈ {1, . . . , sn} et où s′i = min{si, s′n}.
De plus, si on note uj le (n+ 1)-uplet tel que tj = tn,k(uj , s) désigne le (j + 1)-
ième plus petit saut de G alors,
i) G0 = G ;
ii) Gtj = Gal(Lr,s1,...,sn/Luj−1,s) pour j ≥ 1.
Théorème 9.4. Soient F et a1, . . . , an vérifiant l’hypothèse 2.2. Supposons de plus
que p ∤ vF (an) et que s1 ≤ · · · ≤ sn−1. Alors, les sauts de G, différents de 0, sont
les
i) tn,n+1(r, s1, . . . , sn)D si r = sn ;
ii) tn,1(s
′
n+1, s
′
1, . . . , s
′
n−1,min{s′n−1, sn})D où s′n ∈ {1, . . . , r} et s′i = min{si, s′n} ;
iii) tn,n(s
′
n−1, s
′
1, . . . , s
′
n−1, sn)D où s
′
n−1 ∈ {sn+2, . . . , sn−1} et s′i = min{si, s′n−1} ;
iv) tn,n+1(s
′
n + 1, s
′
1, . . . , s
′
n)D où s
′
n ∈ {1, . . . , sn} et s′i = min{si, s′n + 1}.
De plus, si on note uj le (n+ 1)-uplet tel que tj = tn,k(uj , s) désigne le (j + 1)-
ième plus petit saut de G alors,
i) G0 = G ;
ii) Gtj = Gal(Lr,s1,...,sn/Luj−1,s) pour j ≥ 1.
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