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The Morita context which has been introduced in [9] was used since to 
prove Wedderburn theorem on the structure of simple rings [l] and in a 
disguised form it has been the basic tool in the study of primitive rings with 
a minimal left ideal (e.g. [6, p. 751). Other applications, though not stated 
in an explicit form, can be found in various places. In the present paper we use 
the Morita context, to obtain various results: Goldie’s theorem 12, 31 on the 
ring of quotients of semi-prime rings, following some ideas of Procesi (e.g. 
[5, p. 661) and as a speciliazation one obtains Wedderburn’s structure theorems 
of semi-simple artinian rings. The same methods are very useful in studying 
the ring of endomorphisms of modules L’ and in particular we obtain Zel- 
manowitz result [14] on the structure of Hom(V, V), if V is torsionless and 
finitely generated, and R is prime or semi-prime. Also, obtained are the facts 
that ring of endomorphisms of primitive rings are primitive [4, lo] and in- 
formation on the radicals of ring of endomorphisms. 
I. PRELIMINARY REMARKS 
A Morita context (m. c.) will be a set M = (R, V, W, S) and two maps 
( , ), [ , 1, where R and S are (associative) rings; V = RVs is an R - S 
bimodule - a left R-module and a right S-module, and W = sW, is an 
S - R bimodule. The map ( , ) : V OS W--f R is an R - R bilinear map 
and [ , ] : W OR V--f S is S - S bilinear, furthermore these two maps 
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For further reference we list the requirements imposed on the rings, 
modules and the bilinear maps ( ), [ ] so to form a Morita context: For every 
Y E R, s E Sy et, Vi E V and Wp Wi E W: 
(v1+ v2 > 4 
[w1+ w, 3 VI 
= 
Y(VS) = (rv)s; S(WY) = (sw)r; (1) 
= (Vl > w)+(v,,w); (v, 2% + w2) = (+A WI> + (VP w2); 
(2) 
Y(V, w) = (YV, w); (v, W)Y = (v, WY); (3) 
(OS, w) = (v, sw); (4) 
= [ WI,4 + [w,,vl; [WY Vl + 7J21 = [WY VII + [w, 021; 
(5) 
s[w, v] = [SW, v]; [w, v]s = [w, vs]; (6) 
[WY, v] = [w, rv]; (7) 
and finally the associativity conditions 
Vl[W, VI = (VI 9 4v; 1% VI Wl = w(v, 4. (8) 
Note that by the linearity and associativity conditions we also have for 
every linearly closed subsets VI, V, C V, W, , W, C W: 
VlWl 7 v21 = (Vl , Wl) v2 ; WI 9 VII W2 = W,(V, 3 W2), (8’) 
where (V’, W’) denotes the set of all finite sums C (vi’, wi’) where vi’ ranges 
over all V’ a linearly closed subset of V and wi’ ranges over all w’ E W 
a linearly closed subset of W. Furthermore, if w’ is an R-submodule of W 
then (V’, W’) is a right ideal in R, and if V’ is an R-submodule then (V’, W’) 
is a left ideal. Similar results hold for [W’, V’]. 
Morita contexts are in abundance in associative rings, and probably the 
most general one is the following: 
Let V = RV be a left R-module, and let *V = Hom,(V, R) and 
d = Hom,(V, V). In the following as well as in the rest of the paper we 
shall write maps and endomorphisms on the opposite side of the operators 
with which they commute; thus, for left module RV, the endomorphism of 
Hom,( V, X) will be written on the right of the elements on which they act; 
and for right modules V, the maps will be written on the left. But when both 
sides are involved or the maps are ring homomorphisms they will be written 
on the top. 
In the example we are dealing M = (R, V, *V, 8) (e.g. [13]) the given 
maps: ( , ) : V @ *V -+ R is given by (v, p) = (0)~) the evaluation map, i.e. 
(v, v) is the value of p at v; and [ , ] : *V @ V -+ d is given by (*)[q, v] = 
(*t P)k 
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Another important example is a generalization of an example used by 
Kaplansky for obtaining the structure theory of primitive rings with a minimal 
left ideal, and later (e.g. [6, p. 751) by Bass to obtain the Wedderburn 
theorem for simple Artinian rings [l] and a similar one will be used here to 
obtain Goldie’s theorem as well as their results. The example is the following: 
Let RL, I, be a left and right ideals in a ring R, and S be any subring 
IL C S CL n I; then we have a m. c. M = (R, L, I, S) where the maps 
( , ), [ , ] are the ordinary multiplication in R, and the associativities require- 
ments for this m.c. is the associative law for multiplication in R. The following 
special case L = Re, I = eR, S = eRe where e is a primitive idempotent 
was the one used by Kaplansky and Bass. 
One can define a map M + M,, between two m.c. M = (R, V, W, S) 
and M,, = (R, , V,, , W, , S,) to be a set of four homomorphisms 7 = 
(TV , 7y , 7w , TV), where 7R : R + R, ; 73 : S -+ S,, are ring homomorphisms 
TV . . v-+ v,, 9-w : W -+ W, are module homomorphisms commuting with 
7R , 7s , and finally: (0, w)’ = (v, w’) and [w, ~11’ = [wT, V] (where we used 
7 without indices to simplify notations). 
We shall need the following known notions: 
(1) Let RIJ be a R-module, then d(,U)-the dimension of U as a left 
R-module is the supremum of the number of summands whose direct sum 
U, @ **a @ U, is a submodule of U. 
(2) In particular R U will be said to be uniform if d(R U) = 1, i.e. for 
every U, , U, non zero submodule of U, U, n U, # 0. 
(3) A (left-) 6 re d omain is a ring R without zero divisors and such that 
d(,R) = 1, which is equivalent to saying that for every non zero a, b E R there 
exist X, y such that xa = yb # 0. Recall, that any left ore domain R has a 
left ring of quotient R = (a-lb 1 a # 0, b E R} and every left R-module R V 
is uniquely embedded in a left R module F’ = {a-la 1 a f a E R, ‘u E V} 
which is canonically isomorphic with R OR V. 
(4) A submodule R U C RV is large (or essential) in V if U n N C# 0 
for every non zero submodule N in V. The lattice of all large left ideals in R 
play an important role in the structure of general ring of quotients; and one 
defines for every R-module V, the (!-) singdar submodule Z(, V) = {v I(0 : v) 
is a large left ideal in R} where (0 : ZJ) = {r 1 r E R, rv = O}. Z(,R) is a two 
sided ideal in R known as the left singular ideal of R. 
Note that v E Z(,V) iff for every RL f 0 there exist xv = 0, 0 + x EL. 
(5) A module RV is torsionless if Vv # 0 in V there exists 
y E Hom,( V, R) such that (v, q) f 0. A submodule W, C Hom,( V, R) = *V 
will be called a total submodule of *V, if Vv # 0 in V there exists a v E W,, 
such that (a, p’) f 0. Thus V is torsionless if *V is a total submodule of 
itself, and in fact this condition is necessary and sufficient. 
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II. RINGS WITH UNIFORM MODULES V AND TOTAL SUBMODULES 
Our first result is elementary: 
THEOREM 1. A ring R and a module R V are part of a m. c. M = 
(R, V, W, S) such that the map ( , ) satisfies: (v, W) = 0 3 v = 0 ;f and 
only if V is torsionless; and in this case there is a canonical homomorphism of W 
onto a total submodule of Hom(V, R). 
Proof. If such a m. c. exists, then for every w E W consider the homo- 
morphism yw : v ---t (v, w) which is an element of Hom,( V, R). Furthermore, 
since (v, pl,) = (u, w) it follows by the requirement of the theorem is that 
qW = {vW / w E W} be clearly a total submodule of Hom(V, R)-hence V 
is torsionless. 
Conversely, if V is torsionless the classical m. c. M = (R, V, *V, &) 
satisfies the requirement of our theorem by definition of the torsionless 
property of V. 
THEOREM 2. Let M = (R, V, W. S) be a m. c. Then the following are 
equivalent: 
(1) (a) Vs faithful: i.e. Vs = 0 + s = 0; and(b) [W, v] = 0 * v = 0 
(2) (a) [W, V]s = 0 * s = 0; and (b) (V, W)v = 0 G- v = 0. 
In either of these cases we have d(RV) = d(,S). 
Proof. If (1) holds and [W, V]s = 0 then [W, Vs] = 0 and by (b) it 
follows that Vs = 0 and thus (a) implies that s = 0. Similarly, if (V, W)v = 0 
then V[W, v] = 0 hence (a) yields that [W, v] = 0 and so v = 0 by (b), and 
(2) is proved. 
If (2) is valid and Vs = 0 then 0 = [W, Vs] = [W, V]s which implies 
s = 0 by (a). Also if [W, v] = 0 then 0 = V[W, v] = (V, W)v and thus 
v = 0 which proves (1). 
In either case set VI @ .** @ V, 2 V be a direct sum of R-submodules 
which is in V, then [W, VJ @ *.* @ [W, V,] is a direct sum of left ideals in S. 
Indeed S[ W, Vi] = [SW, Vi] C [W, Vi] and [W, Vi] f 0 by (lb). So 
[W, Vi] is a non-zero left ideal in 5’. If C si = 0, si E [W, Vi] then 
Vsi C V[ W, Vi] = (VW) V, C Vi . Thus C Vssi = 0 implies that Vs, = 0 
and hence (la) yields that si = 0. This proves that the sum [W, VI] + *** + 
[W, V,] is direct and, therefore, d(RV) < d&3). 
Now ifL, @ .a* @L, is a direct sum of left ideals in S then VL, @ *a* @ VL, 
is a direct sum of R-submodules in V. Indeed, since Li # 0, VLi f 0 by 
(la) and clearly R( VL,) = (R V) Li C VL, thus VL, is a non zero left R- 
submodule of V. If C vi = 0 with vi E VLi then C [W, vl] = 0 and since 
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[IV, vi] C [IV, KC,] = ( W, V)& C RL, C Li , it follows that [IV, vi] = 0 
for every i. Hence (la) implies that vi = 0 i.e. VL, + *** + VL, is direct 
and so d(sV) > d(,S) which completes the proof of the theorem. 
By symmetry we obtain the following corollary which will be used later. 
COROLLARY 3. The following aye equivalent for a m. c. M = (R, V, W, S): 
(1) (a) WY = 0 =P Y = 0; and (b) (V, w) = 0 3 w = 0 
(2) (a) (V, W)Y = 0 * Y = 0; and (b) [W, V] w = 0 j w = 0. 
In either case, d(,R) = d&W). 
This corollary is a simple consequence of applying the previous theorem 
to the set (S, W, V, R) which is also a m. c. with the changing of the role of 
the maps ( , ) and [ , 1. 
In order to extend the theory of primitive rings with a minimal left ideal 
to rings with a uniform left ideal we extend the notion of density as follows: 
Let s W be a lift S-module, and R C Hom,( W, W) then: 
DEFINITION. R is dense in Hom,( W, W) if for every large submodule W, 
of W, and T E Hom,( W, , W) and sU C s W of finite d(,U), there exists 
a, b E R, U, C U such that (1) d(s U,,) = d(s U), (2) U,a C U,, and a regular on 
U, (i.e. ua = 0, u E U,, * u = 0), and (3) U,,(aT - b) = 0. 
An equivalent description of the density of R for modules over ore- 
domains S is the following: 
Let S be the ring of quotient of S, w be the module of quotients of W, 
then R is dense in Hom,( W, W) if for every T E Homs( W, W) and every 
U _C W of finite dimension there exists a, b E R such that ua(aT - 6) = 0 
for some base {ui} of U, a regular on U,, and, uia E U, . 
The equivalence of these two definitions is readily verified, and it will also 
be obtained later. 
The classical density is given by an element a which is the identity on U. 
With this definition we are able to extend the fundamental theorem on rings 
with a minimal left ideal [6, Structure theorem, p. 751: 
THEOREM 4. The following aye equivalent properties for a ying R: 
(1) R is semi-prime; R has a uniform faithful left ideal RL and Z(,R) = 0. 
(2) There exists a m. c. M = (R, V, W, S) such that d(RV) < co V 
is both R and S faithful, and the product ( , ) satisjes: 
(V-W): (~,~)=Oifandonlyifv=Oo~w=0; 
(V = W): (V, W)v = 0 implies v = 0. 
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(3) R is a dense ring of linear transformations in an endomorphism ring 
Hom(,W, ,W) with S a left Ore domain, s W torsion free and R contain a 
linear transformation r such that d(,Wr) < co. 
Proof. (1) 5 (2) 
Let RL be a left uniform ideal. Consider the standard m. c. M = 
(R, L, *L, E), *L = Hom,(L, R) and E = Hom,(L, L). This context will 
satisfy (2). But first we need the following known result. 
LEMMA 5. [8] Let RX be a unsform module, and q : RX - RY then either 
v is a monomorphism or Xv C Z&Y). 
Indeed, if Ker p f 0 and v f 0 let 17 = & E Xp. For every left ideal RL 
in R, if L[ n Ker v = 0 then Lt = 0 since X is uniform. Hence Lv = 
(L@p = 0 so that L C (0 : 7). If Le n Ker p # 0 then there exist /EL such 
that 0 f 86 E Ker 9) and so [((ST) = 0 i.e. 0 f /e (0 : 7) which means that 
77 E -&Y). Q.E.D. 
The conclusion of the proof that (1) * (2) is simple: d,(L) = 1 < co and 
hence (I’ - W) holds: for if (~1, w) = 0 w EL w E *L then if v f 0 it follows 
by the previous lemma that (V, w) E Z(R). But Z(R) = 0 hence (V, w) = 0 
but w E Hom(L, R) and so the definition of homomorphisms implies that 
w = 0. Next (V = W) holds: indeed *L = W includes all maps e++ &c 
obtained by right multiplication by an arbitrary element x E R. Hence 
(V, W) v = 0 means in our case, in particular, that (LR) 8 = 0. If 8 f 0 
then since GEL, G generates a nilpotent left ideal in R, but R is semi prime. 
Thus G = 0, and so (V = W) holds. 
Finally RL is R-faithful by assumption, and L, is S-faithful by definition 
of S = Hom,(L, L). 
To prove (2) = (3), we show first: 
LEMMA 6. If (2) holds, then S is a left ore-domain; furthermore Vs , W, 
are torsion free, i.e. vs = 0 implies v = 0 or s = 0 and similarly sw = 0 
implies w = 0 or s = 0. Also W, is faithful and RV is uniform. 
Proof. S is a domain, for let st = 0 then (Vs, tW) = (V, stW) = 0 
hence, if s f 0, t f 0 then since Vs , s W are faithful Vs f 0, t W # 0 but 
then (Vs, t W) = 0 contradicts condition (V - W) of (2). 
Next if as = 0, if v # 0, then 0 = (VS, W) = (0, SW), hence SW = 0 by 
(V- W). But then 0 = (V,sW) = (Vs, W) and so Vs = 0. Now V, is 
faithful, and hence s = 0. Similarly if sw = 0, then (Vs, w) = (V, SW) = 0 
and so either w = 0 or Vs = 0 by (V - W), and then s = 0. 
W, is faithful, for let Wr = 0 then 0 = (V, Wr)V = (V, W) rV and so 
rV = 0 by (V = W). Since s V is faithful it follows that r = 0. 
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We can apply Theorem 2 to our case, since V, is faithful; and if [IV, V] = 0 
then V[W, V] = (V, W)V = 0 and so v = 0 by (V = W). Which proves (1) 
of Theorem 2. 
It follows now by Theorem 2 that d(,S) = d(sV) < co. But (as it is well 
known) a domain of finite dimension is an Ore domain. Indeed, if a, b are 
not zero and Sa n Sb = 0 then Sa + Sab + *** + Sab” is a direct sum, 
since if XE,,, xiabi = 0 and x, f 0 then (xma + C x,abi-“) b” = 0 and 
therefore x,a + Ci,m xiabiem = 0 and so 0 f x,a = -C xiabi+ E Sa n 
Sb = 0 which is a contradiction, hence Sa r\ Sb # 0 i.e. d(sS) = 1. 
Applying again Theorem 2 and we have d(RV) = d&S) = 1. i.e., R V is 
uniform, and the proof of Lemma 6 is complemented. 
We shall need also the following: 
LEMMA 7. If M = (R, V, W, S) is a m. c. with an S-an &e domain, and 
the product [ , ] satisfies: “[w, V] = 0 implies w = 0” and let w1 ,..., w, be 
S-independent elements in V then there exists v1 ,..., v, E V and w1 ,..., w,, in 
W, = SW, + *** + SW, such that [wi , vk] = s8,, for some regular s E S. 
Proof. Consider the division ring of quotients S of S and w the module 
of quotients of W and W, = x7=1 SW, . The elements of R acts also on W 
by setting (+w)r = q-l(wr). The elements r E (V, W,,) will map W, into 
itself as W,( V, W,) = [W,, , V] W, C W, . Hence, these elements will map 
W, into itself. Let r E (V, W,) such that W,r is of maximum S-dimension, 
then r is regular on W,, . If it were not, then Ker(r) f 0 and dim( WOr) < 
dim( W,) and therefore, one of the wi , say w, , is S independent of the 
elements of War, and let 0 f w,, E Ker(r) and then exists v,, such that 
P a , v,,] f 0. Consider the element r’ = r + (vO , wn) E (V, W,) and if 
wr’ = 0 then 0 = wr + w(v,, , w,) = wr + [w, va] w, and hence wr = 0 
and [w, v,,] w, = 0. Thus Ker(r’) C Ker(r) and since for wa E Ker(r), 
war = w,,r + [w,, , v,,] w, and [wO, v,,] w, f 0, it follows that Ker(r’) # 
Ker(r). This implies that dim(W,r’) > dim(W,r) which contradicts the 
maximality of dim(WOr). Thus r is regular and W,r = W,, = CT=, SW, . 
r E (V, W,) and so r = Cr=, (vi , w,), and since wi E W,,r, there exists wi’ 
such that wi’r = wi . By choosing a common denominator we may assume 
w.’ = S-G. and W.E W 
ii wj(vi , ii) = z;=; [ -. ’ ’ .] 
then wjr = swj which yields swj = wjr = 
w1 , vt w, an t ere ore, [Wj , vi] = saij . d h f Q.E.D. 
COROLLARY 8. The set w1 ,..., w,, are left S-independent, and the element 
r = C (vi , wi) is regular on W, and satisfies wir = swi . In particular, if S is 
a division ring we can choose s = 1. 
Consider, tijf = Ca @j(vi , ai) = C [@j , vi] Vi = saj and if {@,I will be 
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shown to be S-independent, then r is regular on IV,, . Indeed, C sjaj = 0 
implies C [siaj , vi] = sjs = 0 and hence sj = 0. 
We are now in position to prove: (2) => (3). 
If (2) holds, then by Lemma 6, S is an Ore domain; furthermore Lemma 7 
is applicable. For, if [zu, I’] = 0 then 0 = V[w, V] = (I’, w) V = 0 and as 
R V is faithful it follows that (V, w) = 0 and thus w = 0. Since W, is faithful, 
there is a natural embedding R -+ Homs( W, W). To prove that this 
embedding is dense let s W” be large in s W, s W, C W” and d(s W,) = n < co. 
Choose, by Lemma 7, the elements Us E W, such that [ai , vk] = sSik , and 
let T E Hom,( W”, W), and put a = C (vi , B..), b = C (vi , aiT) then for 
every w E W 
wb = c w(v, , &T) = C [ W, vi](tiiT) = (C [wivi] ai) T 
= 
(1 
W(Vi , @ii) 
1 
T = waT. 
Thus W(b - aT) = 0 and so b = UT with a regular on W,, by Corollary 8. 
R contains a linear transformation of finite dimension, for choose 
r = (v, w) f 0 then Wr = [W, v]w is of dimension 1. 
Remark. Note in particular that for w = tij , we have a,aT = sqT = 
ajb and if S is a division ring, where we may choose s = 1, then the classical 
density follows, since in this case, ajT = ajb. 
Note that our proof yields a stronger result then the density defined 
above; namely, 
COROLLARY 9A. If M = (Ii, V, W, S) satisjies (2) of Theorem 4, then 
for every T E Homs( W, W), and U, C W of dimension n-there exists a, b E A 
such that b = aT and w,a = sw( for some base {wi} of U, and s # 0 in S. 
The proof that (3) * (1). 
First observe that for W over ore-domains S the equivalence of the 
preceding definitions of density follows from the fact that large submodules 
W, of W are those which contain a base of the module of quotient W over 
the division ring of quotient S, and hence the homomorphisms 
T E Hom(W, , W) are completely determined by their extensions in 
Homs(W, W) defined by the effect of T on the base of W contained in W, . 
We shall, therefore, use only the second definition of the density and first 
we prove 
LEMMA 9. If (3) holds then for arbitrary w. # 0, w + 0 in W, there exists 
p E R such that Wr, C SW and wore = SW f 0. 
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Proof. Let r E R such that d(,Wr) < co, and let wlr,..., w,r be a base of -- 
Wr (i.e. of Wr). First choose Tl E Homs(W, W) such that w,T = w1 and 
zero on a complementary base of w,, then by the density property let 
w,(a,T, - b,) = 0 and 0 f wOal E SW,,. Then choose T, E Hom(W, W) 
such that (wg) T, = w, (wir) T, = 0 f or i > 1 and T, let annihilate a 
complementary base of the {wir}, and let (w,r)(a,T, - b,) = 0, where u2, b, 
were chosen by the density property, so that 0 f (wlr) a2 E S(w,r), since 
otherwise Wra,T, = 0, but u2 is regular on Wr. 
The required element is then r0 = b,rb, . Indeed, Wr, C Wrb, C Wr(a,TJ C 
SW; and 
w,b,rb, = wO(alT,) rb, = slwoT,rb, = s,w,rb, = slwlr(u2T,) = s1s2(w1r) T, 
= SW # 0. 
In particular, it follows that if (3) holds then there exists r E R such that 
d(,Wr) = 1. Let L = {x E R; Wx c Wr} then L f 0 is the uniform ideal 
satisfying (1): 
L is uniform, for let x, y EL be non zero, then since d(Wx) = d(Wy) = 
d(Wr) = 1 both Wx and Wy are large in Wr and Wx n Wy f 0 so let 
0 f wy = WX. In the quotient module W, the image Wy is one dimensional, 
hence ker( y) is of codimension 1, and we can find a basis {wi E W} of W such 
that wr = w, and wi E Ker( y) for i > 1. Consider T E Homs( W, W) given 
by w,T = w and WIT = 0 for i > 1, then wl( TX - y) = wx - wy = 0 
by definition of W, w = w1 , and also wi( TX - y) = 0 for i > 1; hence 
TX - y = 0. On the other hand by the density property we have 
w,(uT - b) = 0 for some a, b E R, 0 f- wlu E SW, . Let r,, E R be chosen by 
Lemma 9 such that Wr, C SW, and wlrO f 0, then Wr,(uT - 6) C 
Sw,(uT - b) = 0. Hence W(r,uT - r,b) = 0 and note that wlr,,u f 0. 
Consequently, r,uT - r,b = 0. This implies that 0 = (r,uT - r,b)x = 
(r,u)y - (rob)x, which means that roux = r,by E Rx n Ry and r,,ux # 0 
since wlr,,ax f 0. This completes the proof that RL is uniform. 
RL is faithful, and in fact we prove more: if WL = 0 then w = 0. This will 
imply that if rL = 0 then WrL = 0 and, therefore, Wr = 0, but as W, is 
faithful, since R is a subring of Hom,( W, W)-it follows that r = 0. Indeed, 
let WL = 0 and let 0 f w,,r E Wr for some r EL. If w f 0, choose b E R, by 
Lemma 9, so that wb = swO, and then 0 f swOr = w(br) = 0 since br EL, 
which is a contradiction. Thus w = 0. Q.E.D. 
Z(,R) = 0: If it were not, then let 0 f z E Z(,R), and w,, = wz f 0, 
for some w E W. By Lemma 9, it follows that the left ideal L, = 
{r E R; Wr C SW} is non zero, and since x E Z(R) we have 0 # r,, EL, n (0 : z), 
i.e. r,,z = 0. Now, for some wr E W, wlr,, = SW # 0 since W, is faithful; 
hence, 0 f sws = swz = w&,z) = 0 which is a contradiction. 
481/l?/=9 
282 AMITSUR 
Remark 1OA. We have used the semi-primeness of R only in the part 
which shows that (1) 3 (2), where we had to show (V = IV), which was 
essential in permitting the application of Theorem 2. We conjecture that the 
requirement of semi-primeness can be dropped, though we are not able to 
prove it, we list a few conditions which may replace semi-primeness in the 
statement of (1) and apparently seems less restrictive: 
(1) The two sided ideal LR has no non zero right annihilator in L. 
(2) L has no non zero nilpotent left ideals of R. 
(3) .(LR) is large, as a left ideal, in R. 
Each of these conditions implies (V = W); indeed, as in the original 
proof of (V = IV), we observed that W contains all left multiplications by 
elements of R, hence (V, W)v = 0 means that (LR)C = 0 for 8 ( =v) in RL. 
If (1) holds then 8 = 0, i.e. (V = W) is valid. If (2) holds then, the left 
ideal generated by 8 in R is nilpotent and hence it is zero so that & = 0. If (3) 
holds then (0 : d) > LR is large in R and thus Ed Z(,R) = 0. Q.E.D. 
To complete the proof of Theorem 4, we wish to show that (3) 3 any of 
conditions of Remark IOA as well as that R is semi-prime, which of course 
will show that under the conditions of (1) Theorem 4, all these are equivalent: 
R is semi-prime, for let aRa = 0; if a f 0, let wa f 0 and by the density 
it follows that there exist r such that (wa)r = SW f 0 and so 0 = (wa) ra = 
swa f 0, which is a contradiction. Semi primeness of R, clearly implies (1) 
since if (LR)G = 0, then /R% = 0 and so 8 = 0. Also implies (2), as R as well 
as L has no non-zero nilpotent left R-ideals. Condition (3) also follows, since 
if Y f 0 then YL # 0 let lo = r/ f 0 and then (LR) C, f 0 by (I), which 
implies (LR)r f 0. Thus Rr n (LR) 1 (LR)r f 0, i.e. LR is large. Q.E.D. 
This completes the proof of Theorem 4 and Remark 1OA. 
Rings which satisfy Theorem 4 satisfy the following properties: 
THEOREM 10B. If R satisfies one of the conditions of Theorem 4, then: 
(1) R is prime. 
(2) For every finite dimensional submodule s W, C W there exists r E R 
and w1 ,..., w, E W, a maximal set of S-independent elements in W,, , and such 
that wiy = swi for some s f 0 in S. 
(3) For every ideal A in R, 0 # A n (V, W) and it is large in A. In 
particular (V, W) is large in R (compare with [14]). 
Proof. Let xRy = 0, then (xv, Wy) = x(V, W)y = 0. It follows, 
therefore, by (2) of Theorem 4 that either XV = 0 or Wy = 0, and the same 
result implies that either x = 0 as RV is faithful, or y = 0 by Lemma 6 and 
this proves (1). 
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Condition (2) is a restatement of Lemma 7 and Corollary 8 in our case. 
If A is an ideal in R, then for every 0 f a E A, considering a E Hom,( W, W) 
we choose (v, eua) = (zi, w)a E Ru n (V, W) = Ra n (A n (V, W)) since 
a E A. As R is prime, one can always determine V, w so that (v, w)u f 0, 
otherwise (I’, W)a = 0; thus (V, W)u f 0. This proves (3). 
Further properties of these rings are: 
THEOREM IOC. If R sutisjies any of the conditions of Theorem 4 then: 
(I) The complete left ring of quotients of R is Homs( W, W), where S is 
the Ore left ring of quotients of S, and W the module of quotients of W. 
(2) For every W,, C W of finite S-dimension m, there exist R,, C R, 
a left ideal in R and a homomorphism tJ : R, - Hom,( W, , W,,) such 
that the left (Ore) ring of quotients of R,,/Ker # is isomorphic with 
S, g Homs( W, , W,,). Furthermore R,/Ker 4 > (S,), where S, is an iire 
domain CS which have the same ring of quotients S. 
(3) In particular, if n = d(,W) < 00, R has an Ore-left ring of 
quotient =S, , and R >_ (S,), , where So is large in S and have the same left 
ring of quotients (Faith-Utumi, e.g. [5]). 
(4) If d(,R) < GO then (3) holds and d(,W) = d(,R). 
(5) Generally d(R,) = d(Vs) 3 d(,W) > d(,R). 
(6) If d(R,) < co and R satis$es (1) of Theorem 4 d(R,) = d(RR) and 
both right and left ring or quotients are canonically isomorphic. 
Proof. To prove (1) it suffices to show that the natural embedding of R 
into Hom,(W, W) into Homs(W, W) = Z is a monomorphism and R is 
large in +P. Since then X is its own ring of quotient and so 2 is also the 
quotient ring of R [l I]; and indeed, if 0 f T E Z and wT f 0, w E W then 
SWTEW for some SES and so Of(V,swT)=(V,sw)TCRTnR as 
required, note that (v, wT) = (v, w)T as elements in Hom(W, W). Clearly 
the definition (s+w)r = s-l(wr) turns W mto a faithful R-module and this 
yields the injection of R into Z’. 
To prove (2): Let ,W,, be of dimension m and set R, = (r E h; W,r C Wo}. 
Clearly R, >_ (V, W,,), since W,,R, = W,,( V, W,,) = [W,, , V] W, C Wo . 
Multiplication by ro E R, yield an S-homomorphism of W, , hence the 
mapping 1,4 : R, + Hom,( Wo , W,) given by (w) r0ti = wrO , w E W is a well 
defined homomorphism, and ker tJ = {t E R, ; W,,t = O}. Thus I,/I induces 
a monomorphism of R,,/ker 1+5 + Hom,(WO, W,,). 
Let T E Homs(W, , Wa). Choose wi ,..., w, in W, which are S-independent 
and for which we have vi E V with [wi , v,J = s& 0 f s E S. The wi are 
also a base of Wo ; wiT E W, which is of finite dimension, hence we can 
find q f 0, q E S so that (qwJT E W,, . By replacing qwi by wi , the orthogon- 
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ality property for [wi , r+J will hold for a different non zero s, and for such 
wi both wi , wiT E W, . We can then extend T to an element, to be denoted 
also by T, of Hom( W, , W) where WI is the S-large submodule of S generated 
by these wi and a complementary base, and where we set wjT = 0 if wj 
in the complementary base (i.e. j > m). Then put a = C (vi, wi) 
b = C (vi , wiT) and we have b - UT = 0. Both a, b E R, and a is regular 
on W, which proves that every T E Hom( w,, , w,) can be written in the form 
a-lb, with a regular in R,/Ker 4, and this proves the first part of (2). 
To prove the second part of (2): let wi , ai as above i.e. [wi , vk] = s&, 
0 f s E S and W,, = C Swi . Consider the ring SS = S, and the module 
WI = C S1wi . One readily verifies that S, and S have the same left ring of 
quotients. Consider (S,), as a subring of Homsl( W, , W,), by noting that W, 
is a free &-module, and let Tl E (S,), , then wiT, = s@ for Q E W, . Put 
a = C (vi , @J then a E R, since W,,u C C [W, , v,]z~, C W, and also: 
wku = 2 w,& , wi) = c [wk , vi] ai = ST& = wkTl 
Thus wu = w T, for every w E WI . 
Let R, be the subring of all a E R, for which there exists a 
Tl E Hom( W, , W,) and wu = wT, for every w E W, . First, note that by 
taking Tl = 0, the set R, >_ Ker 4 since then wu = 0 for w E WI and hence 
also for w E W, . Consider the map: a ++ Tl where wu = wT, , then if we 
consider the unique extension Tr of Tl in Hom,( W,, , W,,), then the map 
a - T1 is the # defined above. From this one readily verifies that R, is a ring, 
and # induces an isomorphism of R,/Ker # with a ring containing (S,), . 
Q.E.D. 
Assertion (3) of our theorem is now a special case of (2), for W = W,, . 
If (4) holds i.e. d(,R) = n < co, then Corollary 3 is applicable. Indeed, 
W, is faithful by Lemma 6, and (lb) of Corollary 3 is a special case of 
(V - W). Thus d(,R) = d(,W) = n < co and one applies (3). 
To prove (4), consider the m.c. MO = (RO, W”, V”, So) where R”, So are 
the opposite rings of R and S respectively, W”, I/O are the opposite modules 
of W, V respectively, and the bimodule structure is given by row0 = (wY)O, 
WV = (sw)O for w E W, Y E R, s E S and a similar definition for V” as an 
SO - RO bimodule. The product ( , ) : W” x T/O --+ Ii0 is given by 
(~0, vs) = (w, w)‘J and similarly [vO, ws] = [w, v]s. It is easy to verify that 
MO is also a m.c. 
MO will satisfy the conditions of Corollary 3. Indeed, V” is R” faithful since 
V is R-faithful, and if (WO, v”) = 0 then (v, W) = 0 and hence ZJ = 0 by 
(V - W). Hence it follows by this corollary that d(soRs) = d(soVo); but 
cI(~JP) = d(R,), d(sOVo) = d( V,) hence d(R,) = d( V,). 
Finally d( I’,) > d&W): Indeed, if d(,W) > 12, then there exists, by 
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Lemma 7, wi , vi, 1 < i < n such that [wi , ~~1 = ~8, , s # 0. But then 
{vrc> are S-independent, for if C vksk = 0 then 0 = [wi , C ogs,] = 
[wk , vlc] sic = ssk = 0 implies sk = 0. Thus V, has also 1z elements which 
are S-independent. Consequently d(V,) >, &IV). 
Now if m = d(li,) < co, then d(,R) < cc and therefore d(,W) and 
d(Vs) are finite. By (3) it follows that R has a left &e-ring of quotients 
isomorphic with S,, g Homs(W, IV), w h ere S the left ring of quotient of S, 
and W the left module of quotient of W. 
Consider again the m.c. MO = (RO, W”, T/O, SO). This will also satisfy 
conditions (2) of Theorem 4. Clearly W” is R”-faithful since W is R-faithful, 
by Lemma 6. W” is also SO-faithful, for if W”sO = 0 then SW = 0 and so 
0 = (V, s W) = (Vs, W) = 0 and thus Vs = 0, but V, is faithful so s = 0 
and also so = 0. Next (V - W) clearly holds in our case. Note also that 
(V - W) implies that for a fixed v f 0, the mapping w H (v, w) induces 
an isomorphism between W, and the right ideal (v, W) in R. Hence 
d(W,) = d((v, W),) < d(R,) < co. (Note that this will imply d(W,) = 1). 
Thus cI(~,WO) = d(W,) < 00. 
Condition (V = W) also holds in our case; for let (WO, V”) w” = 0, so 
that w(V, W) = 0 but then [w, V] W = 0 and this implies that [w, V] = 0. 
Hence (V, w)V = V[w, V] = 0, and then (V, w) = 0 so that w = 0. 
Q.E.D. 
Applying now the previous results to MO, we obtain that So is a left-ore- 
domain and hence S is also a right-&e-domain. Similarly, Ro has a left (Ore) 
ring of quotient which is isomorphic with a matrix ring over a division ring, 
and hence R has also has a right (Ore) ring of quotients and since then 
regular elements are both right and left it is known (and easily proved) that 
both ring of quotients are the same. Q.E.D. 
III. UNIQUENESS 
Let RV be a uniform left R-module. The extended centralizer of V is 
defined as follows [7]: 
Consider the union of all Hom,( V, , V) where V, ranges over all large 
submodules of V, and define an equivalence relation in this set by putting 
OL = fl if 01 = /I on some non zero submodule contained in the domain of 
definitions of both 01 and 8. The equivalence relation together with proper 
definition of addition and multiplication on the submodules of V-where 
the product and sum can be defined turn this set into a ring d = &(V) known 
as the centralizer of V. 
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The uniqueness properties of the uniform modules and their ring of 
endomorphisms are summarized in the following theorem: 
THEOREM 11. Let R satisfy Theorem 4 and M = (R, V, W, S) be any 
arbitrary m.c. satisfying condition (2) of that theorem. Let RU be any R- 
faithful and uniform and Z,(U) = 0, then 
(1) The extended centralizer b(U) of U is the quotient ring of some 
$xed subring Hom( U,, , Uo) for a given R U, C U. The ring b(U) is isomorphic 
with the ring of quotient of S, where S is any ring appearing in any m. c. 
satisfying Theorem 4. 
(2) If M,, = (R, V,, , W,, , S,) is another m. c. satisfying condition (2) 
of Theorem 4, then V is isomorphic with a submodule of V,, , V,, is isomorphic 
with a submodule of V, and the rings S, S,, are isomorphic with equivalent orders 
of the same division ring a(U). 
Before proceeding with the proof we need some lemmas. 
The first is a well known properties of large submodules. 
LEMMA 12. Let RX0 be a large submodule of RX, and v : X0 -+ Y and 
Y, be a R-large submodule of Y, then Y,,q-l is large in X. 
If sXr C X and Xi n Y,v-l = 0 then (Xi n X,&J is defined and 
(Xi n X,)9 n Y,, = 0. Hence (X, n X& = 0 which means that 
X0 n Xi C Ker v. But 0 = Xi n Ker v C X, n Y,,v-l, hence, X0 n Xl = 0 
and as X,, is large this proves that Xi = 0. Q.E.D. 
LEMMA 13. Let RV be a faithful R-module, Z&V) = 0 and RL a uniform 
left ideal then V contains a submodule isomorphic with L. 
Indeed, LV # 0, so let v E V be such that Lv f 0. The homomorphism 
L -+ Lv defined by 8 t+ /v is an isomorphism by Lemma 5. Thus, V > Lv E L. 
Proof of Theorem 11. First we prove: that if U, is a non zero submodule 
of U then &(U,) and &(U) are canonically isomorphic, and hence we can 
identify them, and then both Hom( U,, , U,,) and Hom( U, U) become 
subrings of b(U) = b(U,,): 
An element in B(U) is represented by a homomorphism 01 defined on some 
submodule of U, and as we can replace the domain of definition of 01 by 
U, n U,& which is non zero, and in fact large in U by Lemma 12, it follows 
that the class of 01 is represented by elements of a class of b( U,,). Conversely, 
if y represents a class of b( U,,) then clearly y is defined on a submodule of U 
and, therefore, it represents a class of b(U), which will depend only on the 
class represented by y. This yields, readily, an identification between E(U) 
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and &(U,). The embedding of Hom(U, U) and similarly of Hom(U,, , U,,) 
is by corresponding to each 01 E Hom( U, U) its class in G(U). If this class is 
zero then 01 = 0 on some submodule of U, i.e. Ker(ol) f 0 but since RU is 
uniform and Z(, U) = 0, it follows by Lemma 5, that 01 = 0 in Hom( U, U). 
Thus we may consider Hom( U, U) as well as Hom( U,, , U,) as subrings 
of 8(U). 
To prove the first part of Theorem 1 I, we choose R U,, = Lu (by Lemma 13) 
where RL is the uniform ideal given in (1) of Theorem 4. Namely, we prove 
that Hom( U, , U,,) has 8(U) = a( U,) as a left ring of quotients. Indeed, if 
LY. E Hom( U, , U,,), 01 f 0 then 01 is regular and so there exists a-l : U,,a + U, , 
and the class of ,-I will be the inverse of the class of 01 in a(U). If x E b( U,,) 
then it is determined by a representative h defined on U, C U, and we can 
choose ui E Ul such that Lu, f 0. Indeed, let 0 f u be arbitrary in U, , 
then (LR)L f 0, as we have seen in the proof of Theorem 4 (condition 
(V = W) of that theorem). This will imply that (LR) Lu f 0 since the 
L + U,, given by et--+ tu is an isomorphism. Choose ui E RLu C U, such 
that Lu, f 0. Consider now the map cy : U, - U, which is the composite: 
U, + L + U, + U,, , where the first map is the inverse of L + U, given by 
u : / ++ /u, the second map: L --f U, is given by multiplying by ur , and 
U, -+ U,, is the injection of U, as a submodule of U,, and note that 01 f 0. 
Thus 01 E Hom( U,, , U,,), and in G(V) the class &E Hom( U, , U,) as CA is 
represented by a map /I : U, + U, . Thus x = G-ifl in a(V). This concludes 
the fact that a(U) = 8( U,) is the ring of quotient of Hom( U,, , Cl,,). 
Furthermore, since U, g L for a fixed .L chosen independent of U, it 
follows that all b(U) are isomorphic with b(L) since, clearly the latter is 
isomorphic with a( U,,). 
To prove (2), let M, M. be two m. c. of Theorem 4. V and V, are then 
isomorphic to two left ideals satisfying (1) of Theorem 4. 
For choose 0 f w E IV, then (V, w) E V by corresponding o H (z), w) 
and (I’, w) is a left uniform ideal of R. Similarly V, z (V, , w,,). It follows 
now by Lemma 13 that V0 contains a submodule isomorphic with V, and Y 
contain a submodule isomorphic with V, . 
We already know by the first part of the proof that b(V,J is isomorphic 
with the ring of quotient of Hom,( V, V) = H(V), and &(V) isomorphic 
with the ring of quotient of Hom,( V,, , V,) = H( V,), and both are isomorphic 
with a fixed c?‘(U). But we can say more: 
There is a homomorphism 5 : V, - V, so that V,J C V, and similarly 
VT C V,, . In order to be able to handle both H(V) and H(V,,) as subring of 
the same ring, we can identify V,, with a submodule of V, since the [ given 
above must be a monomorphism by Lemma 5. If this is the case then both 
[, r] determine classes of 8(V) and in fact .$ = 1 in 8(V). 
For every h E H(V), V,@q C Vh~ C T/r C V, . So t/z7 determines an 
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element of b( V,,). Thus [H( I’)7 C H(v,,) and similarly +( I’,)[ C H(v) 
which means that H(V) and H( I’,,) are equivalent orders in a(V). 
Finally we show that H(V) 1 S > H( V)s for some 0 f s E S, and similarly, 
H(I’,,) I S,, 2 H(vs),)s,, . Indeed, S C H(V) since V, is faithful and hence 
multiplication by elements of S generates unique elements of H(V), in view 
of which we may assume H(V) I S. Also if 01 E H(V), choose s = [a, Gj f 0, 
then (z~s)or = (v[w, e])~ = ((z), ~)@)a = (zi, w)(u~) = V[W, G] and so soi E S. 
Q.E.D. 
This proves first that S and H(V) have the same ring of quotients, and so 
S and S, have the same ring of quotient (after the right changes in V, V,) 
and also (wo) 4A5s) C s, @‘s) s(mJ C so and the two are equivalent orders. 
Q.E.D. 
IV. APPLICATIONS 
(a) A simple case where Theorem 4 holds is a primitive ring R with a 
minimal left ideal L, then L = Re where is a primitive idempotent e. The 
ring R satisfies (2) of Theorem 4 with the m. c. M = (R, Re, eR, eRe) where 
inner and outer product are the ordinary multiplication in R. In this case, 
S = eRe is a division ring and, therefore, it is its own ring of quotient. 
Furthermore, the density in this case is the classical density, and we have 
the classical result [6, Ch. Iv]. 
(b) Let R be a prime which contains an element a E R such that aRa is 
a ring without zero divisors then the m. c. (R, Ra, aR, aRa), with the products 
( ), [ 1, the multiplication in R satisfies conditions (2) of Theorem 4 (with 
the possible exception that d(,Ra) < co): 
Indeed, Ra is R-faithful, since xRa = 0 implies x = 0 for the ring R is 
prime. It is also aRa faithful, for let Ra * aya = 0 then aRa * aya = 0, but 
aRa is a ring without zero divisors, hence uya = 0. Condition (V - W) 
holds, for if (xa, ay) = xaZy = 0 then (aRxa)(ayRa) = 0 and as aRa is 
without zero divisors it follows that aRxa = 0 or ayRa = 0. Since R is 
prime it follows that either xu = 0 or ay = 0. Q.E.D. Condition (V = W) 
also holds, since (V, W)w = Ru2Rxa = 0, implies for prime rings that 
either a2 = 0 or xu = 0, but a2 f 0 since then (uR~)~ = 0 but uRa has no 
zero divisors, thus xa = 0. 
A similar result clearly holds for uR. 
Applying Theorem 4, we obtain: 
THEOREM 15. If R is prime and there exist a E R such that d(,Ra) < co 
and aRa is a ring without zero divisors, then Ra is uniform, Z(,R) = 0 and R 
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is a dense ring of linear transformations of a unaform module over an Ore domain. 
And ;f d(,R) < co (which implies d(,Ra) < co), then R has a left ring of 
quotient isomorphic with a total matrix ring over a division ring. 
This includes Goldie theorem [2] as we prove: 
LEMMA 16. If a semi prime ring R satisfies the ascending chain condition 
on left annihilators of the form (0 : aJ C (0 : aJ C *a., where ai+l E a,Ra, 
then R contains an element a such that aRa is a ring without zero divisors. 
Proof. Let 0 f a E R be such that (0 : a) is maximal; that is, 
(0 : a) = (0 : axa) or axa = 0. First we can assume that a2 # 0, indeed 
the left ideal aR contains an element a, , such that aI2 # 0. If this is not the 
casethen(x+y)2==x2+~y+y~+y2=~y+y~=Oforeveryx,yER, 
but then [x(aR)12 = 0 since xyxz = -x2yz = 0. But R is semi-prime hence 
x(aR) = 0 for every x E aR, and this shows that (aR)2 = 0 and hence 
aR = 0 which yields a = 0. Contradiction. 
This element a, = ax, can replace a, and in fact (0 : a,) = (0 : a). Indeed, 
clearly (0 : a) C (0 : al). Choose z such that alza = axza f 0 and then 
(0 : a,) _C (0 : ax,.za) C (0 : a) which yields (0 : al) = (0 : a). In fact, a 
similar proof shows that (0 : al) = (0 : a, ya,) unless a, ya, = 0. So replace 
a1 by a and then aRa is a ring without zero divisors. Indeed, if axa - aya = 0 
and aya f 0 then axa E (0 : aya) = (0 : a) and thus axa = 0 which means 
that ax E (0 : a2) C (0 : a2ua) = (0 : a) if we can find u E R such that 
a2ua f 0; this is possible since (a2R)2 f 0 and thus axa = 0. Q.E.D. 
Theorem 15 and Lemma 16, yield Goldie’s theorem [2]. Namely, 
THEOREM 17A. If R is prime and satis$es the ascending chain condition 
on left annihilators, and d(,R) < CO then R has an ore left ring of quotient 
which is isomorphic with a total matrix ring over a division ring. 
Furthermore, note that the converse is also true, we have by Theorem 15: 
THEOREM 17B. If R is prime, d(,R) < 00 and R contains an element a 
such that aRa has no zero divisors then R satisJies the ascending chain condition 
on left annihilators. Also d(R,) = co or d(R,) = d(,R). 
Another result of Theorem 10B is the well known Utumi-Faith theorem 
(e.g. [5, P. 721). 
V. SEMI-PRIME RINGS 
The previous technique of the Morita-context can also be applied to 
obtain both the result on the structure of semi-simple Artinian rings and 
the structure of the ring of quotients of semi-prime Goldie’s rings [3]. 
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THEOREM 18 (Goldie). Let R be a semi-prime ring satisfying the ascending 
chain condition on left annihilator of the form: 
(0 : a,) C (0 : az) C es., aiil E aiRai , then if 4,R) < ~0 
- R has a left ring of quotients which is a finite direct sum of finite dimen- 
sional vector spaces over division rings (= semi simple artinian). 
In the proof we shall get the classical result: 
THEOREM 18A. If R is semi-prime with the minimum condition on left 
ideals then the preceding theorem holds and R is equal to its left ring of quotient. 
Proof. We say that a set a, ,..., a, are orthogonal if a,Ra, = 0 for i # k. 
By Lemma 16 it follows also that in the above rings every non zero ideal 
contains an element a such that (0 : a) is maximal and a2 f 0. This enables 
us to show that the ring R has a maximal set a, ,..., a, of orthogonal elements 
for each of which (0 : aJ is maximal and ai f 0. Indeed, choose a, any such 
element which exists by the proof of Lemma 16. Suppose, a, ,..., a, has been 
chosen with the above properties and if this is not a maximal set of orthogonal 
elements then {X 1 xRa, = 0, i = l,..., n} = A f 0, and by the preceding 
result we can find a,,, E rZ of the same type and anflRai = 0, i f n + 1. 
We also have a,Ran+l = 0 since R is semi-prime and (aiRa,+,R)2 = 0. 
This way we can increase the number of the orthogonal elements a, , a2 ,... 
but this must end since the orthogonality implies that the sum Ra,R @ 
Ra,R @ *.a is direct and hence must be finite since d(,R) < CO. By the 
preceding it follows also that if {a,} is a maximal orthogonal set then xRa, = 0 
for every i implies that x = 0, and similarly if aiRx = 0 then x = 0. 
Let {al ,..., a,, t be a maximal set of the preceding type. Consider the m. c. 
&Ii = (Ra,R, Ra, , a,R, aiRai) which will satisfy Theorem 4. The proof is 
the same as the proof of Theorem 15, and it remains to show that Rai , aiR 
are Ra,R-faithful, and d(Ra,) < co as Ra,R module. Indeed if x E RaiR then 
xRa, = 0 for k f i and also if xRai = 0 then x = 0 by the choice of 
maximality of the set {a,}, which proves that Rai is Ra,R faithful. To prove 
that d(R,iRRai) < co note that if 1, @ ... @I, is a direct sum of Ra,R-left 
ideals then RaiRI, @ -1. @ Ra,RI, is a direct sum of non-zero left R ideal 
and, therefore, t < d(,R) < co; a similar argument implies d(RaiR) < 00 
as a left Ra,R-module. It follows now by Theorem 10B that Ti = RaiR has 
a left ring of quotient TX which is simple Artinian. 
The ring of quotients of R is now the same ring of quotients as that of 
C RaiR = T which is the direct sum C Ti . To this end, note first that if 
t E T is regular in T then it is also regular in R; indeed, if xt = 0 x E R but 
TX f 0 since T has no zero divisor in R, hence (Tx)t = 0. As TX C T we 
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obtain a contradiction to the regularity of t in T. Furthermore, choose a 
regular qi in RaiR then q = C qi is regular in C RaiR = T and, therefore, 
also in R, since C Ra,R has no zero divisors in R. Now q E T so also qR C T 
and this yields that the ring of quotient T of T contains the ring 
(q-l(qr); r E R} which is isomorphic with R. Clearly, if r is regular in R then 
qr is in T and regular and, therefore, (qr)-l q E T and from the fact that every 
element of T is of the form t;‘t, , ti E T C R-it follows that T is also the 
ring of left quotient of R. 
To prove Theorem 18A, observe that the minimum chain condition on 
left (or right) ideals implies the maximum condition of left annihilator since 
if (0 : ai) C (0 : a2) C ... and ai+l E aiRai then a,R* 2 a,R* > *** and by the 
minimum condition ajR* = a,R* for some j and every k > j but then 
(0 : ai) = (0 : a$R*) = (0 : a,R*) = (0 : a,J for semi-prime rings. From 
the previous proof we know that in this case aiRa, is a division ring and RaiR 
is a complete ring of linear transformation and so it is its own left ring of 
quotient. Hence T = C Ra,R C R C T = T. Thus R = T = R is its own 
left ring of quotient which proves Theorem 18A. Note also that the minimum 
condition implies readily that d(,R) < co. 
VI. RINGS OF ENDOMORPHISMS 
The preceding methods can be extended and applied to the study of the 
ring of endomorphisms. 
THEOREM 19. Let R be a semi-prime ring, with a left he ring of quotient 
R which is semi-simple Artinian. RV be a left R-module with the left module of 
quotients v, and M = (R, V, W, S) be a m. c. satisfying: 
(1) (v, W) = 0 implies v = 0; 
(2) Vs is S-faithful. 
-- 
Then 8 = HomE( V, V) contains S, and S is dense in 6. If d(e V) < 03 then 
S has 8 as the Ore left ring of quotient (compare with [14]). 
Proof. Let V,, be any finitely generated submodule R-submodule of V, 
and r0 be its module of quotients. Note that by assumption rr, is completely 
reducible. Let 01 E b, we want to show that there exists s E S, regular on V,, 
and SAKES: 
Since V, is finitely generated, d(EV,,) < co. Furthermore, if v1 _C r,, is an 
irreducible submodule of r0 we may write vi = Rv, where both v E V,, , 
-1 V(Y E V. Indeed, let r1 = i&, then v = qT1vl vI E V,, , viol = q2 v2 , v2 E V, 
then v = qzvl E V,, , vo1 = q2vu10L = va E V and Rv = RU as required. 
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We construct the element s E S as follows: 
Choose 0 f: v1 E V, , viol E V and such that i&r is irreducible, then 
(vl , W) v1 f 0, otherwise (v, IQ2 = 0 and as R is semi-prime we would 
have (vr , W) = 0 and, therefore, vi = 0. Choose wr E W, so that 
e-J1 P wl) v1 # 0. Let L, = {V E v. , es1 = 0} where sr = [wr , vr]. The 
sequence 0 + L, -+ v,-, h i?v, ---f 0 given by @A = a[zu, , v,] = (8, wr) v, 
is exact and so dim(RL,) = dim(RVs) - dimR(Rv,) = dimhVO) - 1. 
Bet, n L, = 0 since v1 $ L, and WV, is irreducible by assumption. Hence 
~~=Rv~@L,. 
Suppose we have chosen vr ,..., vt in V,, , via E V and wr ,..., w1 E W such 
that: if we denote sj = [wi , vi] # 0 j = I,..., t and Lj = (VE p,, , 8ssi = 0 
for i = 1, 2,..., j}, then v0 =Rv,O...OfZvjOLivjsjfO visj =0 for 
i < j. If L, f 0, we can continue and choose vt+r , wt+r so that the preceding 
holds also for j = t + 1: 
We choose first vt+r EL, such that &+r is irreducible, and (vt+r , W) v~+~ # 
0. This can be done since RL~ is completely reducible and (a, W)2 f 0 as 
before. Note also that we can choose vt+r so that vt+rol E V. Now choose wt+r 
so that (v~+~ , wt+J vt+r f 0 and then if st+r = [wt+r , vt+J we have 
a,,,~,,, f 0 and v,+rsj = 0, j < t, since vt+r ELM. To prove that 
v,, = Rv, @ *a* @ Rv,,, @L,+, , consider the exact sequence 
whereh:@-+8s,+ . ..+vs.+,andL,+,=Ker(h)=(vI~~si=O,i~t+ l}. 
It remains to show that h is onto and that vsi C Rvi . Indeed, if 8 = q-k, 
v E V then vsi = q-l(v[wi , vi]) = q-‘(v, wi) vi E i?vi . Each of i?vi appears 
in FaA; indeed, v,+,h = C vt+rsi = vt+rst+r # 0 and it belongs to &+, 
since the latter is irreducible it follows that v,,A contains all &+, . Going 
backward, assume that 
VJ 1 gvi+, + *a* + &+, then vjh = vjsj + ‘ui+lsj+l + *” + vt+lst+l Y 
hence 0 f vjsi E V,,h and so V,,X 2 Rvi . This proves that A is an epimorphism. 
We also have Lt+l n C:l: &Q = 0. If 6 = q-l C xivi EL,,, then q&+, = 
Xt+1%+1%+1 = 0 i.e. Xt+rvt+r ELt+1 . If xt+lvt+l f 0 then R(xt+lvt+l) = 
fTv,+, C Lt+l but then v~+~ E L,+l and hence v,+,s,+~ = 0 which is a contra- 
diction. Similarly, it follows that @ = 0. Thus our induction is completed 
and we can continue only a finite number of steps, that is as long as 
t < dim(pJ. So finally we get r,, = C$, Rvi , L, = 0 and set 
s = C si = C [wi , vi] and s’ = C [We , V~IX]. Then vsol = v C [wt , v& = 
C (v, wi) vior = C v[w( , via] = vs’, which implies that SOL = s’. The element 
s is regular on 7s , since Ker(s) = L, = (8 1 vsi = 0, i < n} = 0. 
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This completes the proof of the density theorem and also the second 
part if dim(RV) < 00. 
This result includes Zelmanowitz result [14], since every torsionless 
module RV is part of a m. c. (R, V, W, S) of Theorem I, and with 
S = Hom,(V, V). 
VII. MORITA CONTEXT AND RADICALS 
The technique of the m. c. is useful also in studying structure of rings of 
endomorphisms of torsionless modules. These modules have been shown, 
in Section I, that they are parts of a m. c. M = (R, V, W, S) where the 
product ( , ) satisfies: “(r~, W) = 0 3 ZJ = 0”. We shall consider a slightly 
weaker condition. 
THEOREM 20. Let M = (R, V, W, S) be a m. c., then (V, J(S)W) C N(R) 
where A’“(*) is one of the following radicals: the lower radical; the locally 
nilpotent; the Jacobson radical, or the nil radical if the nil radical of R contains 
all left (OY right) nil ideal. 
Proof. Let Jr/-(*) denote the lower radical, and put J+‘” = N(S). One 
of the characterizations of the lower radical is as the intersection of all prime 
ideals, and we use this characterization in our proof. Let P be a prime ideal 
in R, then {s E S; [W, V]s [W, V] 2 [W, PY]} = P, is a prime ideal in S; 
indeed if TI , T, are two ideals in S and TIT, C P, then also 
and hence 
(K W)(I/‘, T,W)(vT,, WV’, W> = P’, P’, VI TJW, VI T,W, VW) 
c (K [W, PVIW) 
C(V, W)P(V, W)CP. 
P is prime, hence either (V, W) C P or (V, T,W), or (V, T, W) are 
contained in P. In the first case Ps = S since [W, (VW)V] = [W, VI2 and 
so for every s E S [WV] s[ WV] C Ps . In each of the other cases (V, Ti W) C P 
implies [W, PV] 2 [W, (VT, , W) V] = [W, V] Ti[ W, V] and hence Ti C Ps . 
Q.E.D. It follows now that N(S) C P, for every P, that is, 
481/17/z-10 
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for every prime ideal in P. Thus, as before we get 
(V w, VI Jw)W, WV = (F W)(K Jw)~)(~w c (K [W pwq 
C(V, W)P(V, W)CP, 
and since P is prime, either (V, M(S) W) C P or (V, W) C P which of course 
implies that also (V, &‘(S)W) C P. This is being true for every prime P, 
implies (V, M(S)W) C Z(R). 
Let M(*) be the locally nilpotent radical. In order to prove that 
(V, .N(S)W) is locally nilpotent in R it suffices to show that for any finite 
set of elements ri = (vi , sir+), vi E V, wi E W and si E M(S) there exists an 
integer m such that every product yi yi a** yi = 0. Indeed, the set (si[wi , vk]} 
is a finite set of elements in N(S) kd, the;fefore, generates a nilpotent ring 
i.e. any product of m of these elements is zero. Hence, 
Here we used repeatedly the relation: 
(v, sw)(v’, s’w’) = (0, sw(v’, s’w’)) = (v, s[w, v’] s’w’). 
This concludes the proof for the locally nilpotent radical. 
A similar application of the last relation yield the nil case: For let M(*) be 
the nil radical and Y = (v, SW) E (V, Jr/-(S) W), s E M(S) then [w, V]S is nil 
for every fixed [w, v]. Hence: 
(v, swy+1 = (v, sw)(v, sw)(v, swy-2 = (0, s[w, v] sw)(v, swy--2 
= *-* = (v, s([w, V]S)kW) = 0 
and so (V, SW) is a nil left ideal in R and by our assumption (V, SW) C N(R) 
and so (V, N(S) W) C N(R). 
Let N(*) be the Jacobson radical: Let (v, SW) E (V, M(S)W) with 
s E N(S). Again for fixed v, w, S[W, v] has a left quasi inverse s’, that is 
s[w, v] + s’ - s’s[w, v] = 0 and so s’ = t[w, v]. This yields the relation: 
(s + t - t[w, v]s)[w, v] = 0. Consider the element, 
Y = (0, SW) + (v, tw) - (0, tw)(v, SW) = (v, SW + tw - t[w, v] SW), 
which will satisfy 
YV = (0, SW + tw - t[w, v] swp = v(s + t - t[w, v]s)[w, v] = 0, 
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and therefore 3 = Y(V, *) = (IV, *) = 0, which proves that (v, SW) has a 
left quasi inverse, namely (-r) 0 (V, tw) = -r + (el, tw) + r(w, tw). Since 
0 = (-Y) 0 Y = (-r) 0 (?J, tw) 0 (v, SW). 
We can now conclude that, (V, SW) for fixed w and s E M(S) is a left quasi 
regular ideal hence (I’, SW) C J’(R), and being true for all w E W we get 
(V, Jv”(S)W) c J-(R). Q.E.D. 
The preceding theorem yields immediately: 
COROLLARY 21. If M = (R, V, W, S) satisfies the condition: 
(A) (Vs, W) = (V, s W) = 0 implies s = 0, 
then if R is either semi prime; without locally nilpotent ideals; semi-simple in 
the sense of Jacobson-then so is the ring S. If R has no nil lift ideals then also S 
has this property. 
This is a simple consequence of the fact that we have (V, N(S) W) C 
N(R) = 0. The last assertion follows from a more detailed study of our 
proof of the nil case which actually shows that JV is a left nil ideal then 
(V, SW) _C N(R) for every s E J’“, w E W which in the present case yields 
the same relation (V, Jlr(S)W) = 0 and so J(S) = 0. 
Condition (A) of our last corollary is not recognized easily: We encounter 
more often (e.g. the case of torsionless modules) the following which implies 
(4. 
LEMMA 22. The m. c. M = (R, V, W, S) satis$es (A)-+ one of the 
following holds in M: 
(A,) (V, w) = 0 implies w = 0 and s W is faithful; 
(A,) (v, W) = 0 implies v = 0 and V, is faithful. 
Note that (A,) holds by definition for all torsionless modules. 
Proof. If (V, SW) = (Vs, W) = 0 then by (A,) SW = 0 and so s = 0 
and if (A,) holds Vs = 0 and so s = 0. Q.E.D. 
By symmetry, it follows that M* = (S, W, V, R) is also a m. c. with 
[ 1, ( ) interchangable, hence Theorem 19 yields: 
COROLLARY 23. In each of the cases of Theorem 19 (with the respective 
condition on nil radicals) we have [W, N(R)V] C N(S). 
Can we characterize the radical of S by V, W and N(R). We can only 
show the following 
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LEMMA 24. In each of the cases of Theorem 20, (V, s W) C M(R) if and 
only if [W, V] s[ W, V] C M(S). 
Proof. If (V, SW) C A”(R) then 
N(S)>[W,Jlr(R)V]>[W,(V,sW)V] =[W,Vs[W, V]]=[W, V]s[W, V]. 
Conversely, if M(S) I [W, V] s[ W, V] then 
.N(R)>(V,‘,(S)W)3(V,[W, V]s[WV]W)>(V, W)(V,sW)(V, W) 
2 (V, swy. 
In each of the cases R/N(R) has no nilpotent ideals, hence (V, s W) _C M(R). 
In particular, it follows immediately 
COROLLARY 25. If [W, V] = S then in each of the cases of Theorem 20 
.N(S) = {s I(vi , SW& E M(R)}for a set of R-generators {vi} of V and {wk} of W. 
Under the conditions of the theorem, it follows that (V, s W) C M(R) is 
equivalent, in view of Lemma 24, to SsS c M(S) and hence s E M(S). 
A classical case where the conditions of the last corollary holds is for RV 
finitely generated projective and M = (R, V, Hom,(V, R), Hom,(V, V)) 
is the standard m. c. ([13]). Then if 1 = Cbi [zui , voi], zli are a set of 
generators of V and wi a set of generators of W, since 1 W = C [wi , vi] W C 
C wiR = Wand Vl = C V[w, , wi] CC Roi = V. Hence: 
COROLLARY 26. If R V is$nitely generated projective and I = C [yi , vi] in 
d = Hom,( V, V), pi E Hom,( V, R). Then 01 E d belongs to M(a), in one 
of the radicals of Theorem 19, if and only if (vi , qi) E N(R). 
This includes the result that M(R,) = M(R), by taking V to be a free 
R-module on n-generators, and then 8 = R, , and if vi are the dual base 
then (vi , 01~~) are the (i, k) entries of R, . 
VIII. PRIME AND PRIMITIVE RINGS 
THEOREM 27. Let M = (R, V, W, S) be a m. c. satisfying the preceding 
condition (c): “(V, SW) = (T/s, W) = 0 * s = O”-then if R is prime or 
left primitive then so is S. 
Proof. Let R be prime, and let sSt = 0 then s[W, V]t = 0 and therefore 
(V, sW)(Vt, W) = (V, sW(Vt, W)) = (V, s[W, V] tW) = 0. R is prime and 
both (V, SW) and (Vt, W) are ideals in R, hence either (V, SW) = 0 or 
(Vt, W) which yields either s = 0 or t = 0. Q.E.D. 
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Let R be left primitive, RL be a maximal modular left ideal in R, then R/L 
is an irreducible faithful module and so rR CL implies r = 0. Consider now 
the module IV,, = {w E W, (V, W) CL}. The module W,, is a left S-module 
since (V, SW) = ( VS, w) C (V, w) CL. Next the module W = ( WR + I%‘,,)/ W,, 
is a left irreducible and faithful S-module: Indeed, .W is faithful for if 
s( WR) C W, then (V, sWR) CL and so (V, sW)R CL and consequently 
(V, s W) = 0 and hence s = 0 by (c). Next SW IS irreducible for let 0 f w E m 
be represented by w, then w $ W, and hence (V, w) gL. Consequently, 
by the maximality of L it follows that (I/, w) + L = R, and hence 
WR=W(V,w)+WL=[W,V]w+WLCSw+WL.NowWLCW,as 
(V, WL) C (V, W)L CL and thus SW = WR = W. i.e. Sm is irreducible. 
Q.E.D. 
Finally, W f 0, since W = 0 will mean WR C W,, and so (V, W)R = 
(V, WR) c (V, W,,) CL and thus (V, W) = 0 which is impossible. 
In particular, the last theorem yields, in view of the fact that torsionless 
modules satisfy Lemma 21 and therefore also condition (c): 
COROLLARY 28. Let RV be faithful and torsionless (e.g. RV be free) then 
if R is either prime or left primitive then so is Hom,( V, V). 
The prime case was proved in [14], and the primitive case for RV finitely 
generated and free was proved in [4] and [lo]. 
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