Abstract. The object of the present paper is to give some applications of the first-order differential subordinations. We also extend and improve several previously known results.
Introduction
Let A denote the class of all functions f which are analytic in the open unit disk U = {z : z ∈ C and |z| < 1} and satisfy the usual normalization given by
If f and are analytic in U, then we say that the function f is subordinate to if there exists a Schwarz function w analytic in U, with w(0) = 0 and |w(z)| < 1 (z ∈ U), such that f (z) = w(z) (z ∈ U).
In such a case, we write f ≺ or f (z) ≺ (z) (z ∈ U).
Furthermore, if the function is univalent in U, then we have (cf. [5] )
f ≺ ⇐⇒ f (0) = (0) and f (U) ⊂ (U).
We note that the conditions (1.1) can be written by
We denote by S[η] the subclass of A consisting of all strongly starlike functions of order η (0 < η 1). We also note that S[1] ≡ S * is the well-known class of all normalized starlike functions in U. The class S[η] and the related classes have been extensively studied by Mocanu [6] and Nunokawa [7] .
If ψ is analytic in a domain D ⊂ C 2 , h is univalent in U and p is analytic in U with (p(z), zp (z)) ∈ D for z ∈ U, then p is said to satisfy the first-order differential subordination if
( 1.2)
The univalent function q is said to be a dominant of the differential subordination (1.2) if p ≺ q for all p satisfying (1.2). Ifq is a dominant of (1.2) andq ≺ q for all dominants of (1.2), thenq is said to be the best dominant of the differential subordination (1.2). The general theory of the first-order differential subordinations, with many interesting applications, especially in the theory of univalent functions, was developed by Miller and Mocanu ([4] ; see also [5] ). For several applications of the principle of differential subordinations in the investigations of various interesting subclasses of analytic and univalent functions, we refer the reader to the recent works [11] , [12] , [13] , [14] and [15] .
In the present paper, we propose to derive some applications of the first-order differential subordinations. We also extend and improve the results proven earlier by Cho and Kim [1] , Miller et al. [3] , and Nunokawa et al. [7, 8, 9, 10] .
The First Main Result
In proving our results, we shall need the following lemma due to Miller and Mocanu [4] .
Lemma. Let q be univalent in U and let θ and ϕ be analytic in a domain D containing q(U) with
and suppose that
If p is analytic in U with
and q is the best dominant of (2.1).
With the help of the above Lemma, we now derive the following Theorem 1.
Proof. Let
in the above Lemma. Then q is univalent(convex) in U and
It follows that
and
. Therefore, we have
which implies that Q is starlike in U and
We note that h(0) = β and
where we take " + " for 0 < θ < π, and " − " for −π < θ < 0. From the previous relation (2.5), we can see that the real and the imaginary part of h(e iθ ) is an even and odd function of θ, respectively. Without loss of generality, we suppose that 0 < θ < π. Then we get
Since the function
has the minimum value at
we have
where δ(β, α, γ, η) is given by (2.3). Therefore, we conclude that the condition (2.2) implies
Then, by the above Lemma, we have
This completes the proof of Theorem 1.
Remark 1.
If we take γ = 1 in Theorem 1, then it is noted that p(z) 0 for z ∈ U. In fact, if p has a zero z 0 ∈ U of order m, then we may write
where p 1 is analytic in U with p 1 (z 0 ) 0. Then
Thus, choosing z → z 0 , suitably the argument of the right-hand of (2.6) can take any value between 0 and 2π, which contradicts the hypothesis (2.2).
Further Results and Their Applications
If we take
in Theorem 1, we have the following result.
where δ(1, 1γ, η) is given by (2.3) with α = β = 1, then f ∈ S[η].
Taking γ = 1 in Theorem 1, we have the following result by Nunokawa and Owa [8] .
Corollary 2. Let p be analytic in U with p(0) = 1. If
Remark 2. For α = β = δ = 1, Corollary 2 is the result obtained by Miller et al. [3] .
Applying Theorem 1, we have the following result by Cho and Kim [1] .
Corollary 3.
If
Proof. Letting
we see that
Therefore, by using Theorem 1 with γ = 1, we have Corollary 3.
If we set
in Corollary 3, we have the following result.
Remark 3. For α = 1, Corollary 4 is the result obtained by Nunokawa [7] and Nunokawa and Thomas [10] .
If we take γ = 1 and
in Theorem 1, we have the the following Corollary 5.
where δ(α, β, 1, η) is given by (2.3) with γ = 1.
Next, applying the above Lemma, we prove the following Theorem 2 below.
Theorem 2. Let p be nonzero analytic in U with
where δ(α, β, η, γ) (0 < δ(α, β, η, γ) < 1) is the solution of the equation:
Further, θ and ϕ are analytic in q(U) and
Then we can see easily that the conditions (i) and (ii) of the above Lemma are satisfied. We also note that h(0) = β and
where we take " + " for 0 < θ < π, and " − " for −π < θ < 0. From the previous relation (3.3), we can see that the real and imaginary part of h(e iθ ) is an even and odd function of θ, respectively. Without loss of generality, we suppose that 0 < θ < π. Hence, from (3.3), we have
where δ(α, β, η, γ) is the solution of the equation given by (3.2). Therefore, we conclude that the condition (3.1) implies that
This completes the proof of Theorem 2.
Remark 4.
If we take γ = 0 in Theorem 2, then we also note that p(z) 0 in U as done in Remark 1.
Taking α = 1 and γ = 0 in Theorem 2, we have the following result by Nunokawa et al. [9] .
Corollary 6. Let p be analytic in U with p(0) = 1. If
Letting β = 1 and
in Corollary 6, we have the following result.
Making α = β = 1 and
in Theorem 2, we have the following corollary. Then, after a simple calculation, we find that (c + γ)p(z) + zp (z) = (c + γ) z f (z) f γ−1 (z) z γ .
Hence, by applying Theorem 2, we have Corollary 11.
