Recently, with the advent of deep learning, there has been significant progress in the processing of speech mixtures. In particular, the use of neural networks has enabled target speech extraction, which extracts speech signal of a target speaker from a speech mixture by utilizing auxiliary clue representing the characteristics of the target speaker. For example, audio clues derived from an auxiliary utterance spoken by the target speaker have been used to characterize the target speaker. Audio clues should capture the fine-grained characteristic of the target speaker's voice (e.g., pitch). Alternatively, visual clues derived from a video of the target speaker's face speaking in the mixture have also been investigated. Visual clues should mainly capture the phonetic information derived from lip movements. In this paper, we propose a novel target speech extraction scheme that combines audio and visual clues about the target speaker to take advantage of the information provided by both modalities. We introduce an attention mechanism that emphasizes the most informative speaker clue at every time frame. Experiments on mixture of two speakers demonstrated that our proposed method using audio-visual speaker clues significantly improved the extraction performance compared with the conventional methods using either audio or visual speaker clues.
Introduction
The recent development of deep learning has led to the active investigation of neural network-based single channel source separation approaches for the enhancement of speech signals corrupted by overlapping speakers. Most such studies focus on blind source separation (BSS) approaches such as deep clustering [1] or permutation invariant training [2] , which separates an observed speech mixture into each of its sources without any prior information (i.e., by utilizing only the observed speech mixture). BSS approaches can work in a fully blind fashion, but they generally suffer from a global permutation ambiguity issue, i.e. the mapping between the speakers in the mixture and the outputs is arbitrary. To address this ambiguity issue, recent studies have also investigated target speech extraction approaches [3] [4] [5] [6] [7] [8] , which extract only a speech signal from a target speaker from an observed speech mixture by utilizing additional clues characterizing the target speaker. By utilizing the clue of the target speaker, the target speech extraction scheme does not suffer from the global permutation ambiguity issue by its nature, i.e., possible to track a specific speaker's voice across utterances. Moreover, it has the potential to achieve better speech quality than the BSS scheme by exploiting the additional information in the extraction stage [4, 6] .
Target speech extraction research has focused on exploiting either audio [3] [4] [5] or visual speaker clues [6] [7] [8] . Both approaches have provided promising results as regards target speech extraction, and are shown to have different merits and demerits. Previous studies using audio speaker clues, e.g., SpeakerBeam [3, 4] , assume that only the audio stream (for input mixture and speaker clue) is available to extract the target speaker, and the speaker clue, i.e., the target speaker's voice, can be prerecorded. [3] [4] [5] used a prerecorded utterance spoken by the target speaker as the speaker clue, to adapt the network behavior so that it extracted the target speaker from the observed speech mixture. An audio-based clue should capture the fine-grained characteristics of the target speaker's voice (e.g., pitch, timbre, etc.). It has been confirmed that with audio clues, the extraction performance degrades when the speakers in the mixture have similar voice characteristics to those of the target speaker [4] .
On the other hand, previous studies using visual speaker clues, e.g., [6] [7] [8] , assume that audio stream (for input mixture) and visual stream (for speaker clue) are available for extracting the target speaker. As the speaker clue, [6] [7] [8] utilized the cropped face region of a video recording of the target speaker in the mixture. A visual-based clue should mainly capture phonetic information from the target speaker's lip movement and may help us better handle mixtures that contain the voices with similar characteristics [6] . However, the quality of the visual clue could be affected by the target speaker's behavior at every time instant and in practice could suffer from face movement or occlusions, unlike the audio clue whose quality does not change once it has been prerecorded.
In this paper, to take advantage of both audio and visual speaker clues, and to increase robustness against the lack or corruption of either clue, we propose a novel target speech extraction scheme using multiple (audio-visual) speaker clues, which we call multimodal (audio-visual) SpeakerBeam. In contrast to the conventional scheme using a single modality as a clue of the target speaker, the proposed scheme exploits both audio and visual modalities for speaker clues. Motivated by the success of the attention-based audio-visual fusion in automatic speech recognition [9] and video description [10] tasks, this paper proposes an attention mechanism that integrates the audio and visual speaker clues. With the proposed attention scheme, we are able to exploit more informative speaker clue for the target speech extraction at every time frame. In addition, we propose a multitask learning-based training procedure [11] that simultaneously considers the extraction loss using audio-visual, audio-only, and visual-only speaker clues. It enables the proposed extraction system for audio-visual speaker clues to work even when either audio or visual speaker clues are unavailable. 
where denotes an element-wise product, and T and F denote the number of time frames and frequency bins, respectively. In the target speech extraction setup, we assume that an additional speaker clue Cs is available when extracting the speech signal of the target speaker from the mixture. The timefrequency mask of the target speaker Ms is estimated by the speaker-aware mask estimation network, as follows:
where DNN(·) is the non-linear transformation of a deep neural network (DNN), and |Y| denotes the amplitude spectrum coefficients of Y. Figure 1 -(a) shows a schematic diagram of a typical network architecture for speech extraction, which consists of a speaker clue extraction network (SCnet) and a mask estimation network that exploits speaker clues through an integration module. Given the speaker clue Cs as an input, the SCnet generates an intermediate representation of the speaker clue Zs. The integration module of the mask estimation network combines this representation Zs with an intermediate feature of the observed speech mixture Z M = {z M t ; t = 1, 2, · · · , T } derived from the bottom layers of the mask estimation network. The output of the integration module Is = {ist; t = 1, 2, · · · , T } corresponds to an intermediate representation of the target speaker, which makes it possible to predict the target speaker's time-frequency mask Ms with the top layers of the mask estimation network. By integrating the additional speaker clue in the mask estimation network, the network behavior can be adapted for the extraction of the target speaker.
We can consider several ways to perform the above integration procedure. For example, [4] adopted element-wise product-based integration, such as Is = Z M Zs. In contrast, [6, 7] adopted concatenation-based integration, such as
represents concatenation over the feature dimension. In the following, to be consistent with our previous work [4] , we adopt element-wise product-based integration.
Speech extraction based on audio speaker clue
For an audio speaker clue [3] [4] [5] , the additional information consists of a sequence of STFT-based amplitude spectrum features C A s ∈ R T A ×F derived from a prerecorded utterance spoken by the target speaker, where T A is the number of time frames for the audio speaker clue.
Given the audio speaker clue C A s as an input, the integrated features i A st ∈ R 1×H are computed as follows:
where z A s ∈ R 1×H represents the extracted features for the audio clue, SCnet A (·) is the feature extraction network for the audio clue, Avg(·) is the average operation over the time axis, and H is the output dimension of SCnet A (·). Avg(SCnet A (·)) corresponds to a sequence summary network [13] that extracts the speech characteristics directly from the input utterance.
Note that with audio speaker clues, SCnet A (·) maps the sequence of amplitude spectrum coefficients C A s to a vector as shown in Eq. (3). The audio clue is thus time-invariant.
Speech extraction based on visual speaker clue
When using a visual speaker clue [6] [7] [8] , the additional information consists of video-based features
from the cropped face region of the target speaker. Following [6] , this paper adopted face embedding features extracted with a pre-trained face recognition model, i.e., Facenet [14] , as the video-based features. Here, T V is the number of time frames for the visual speaker clue, and D is the dimension of face embeddings.
Given the visual speaker clue C V s as an input, the integrated features i V st ∈ R 1×H are computed as follows:
where
V } is the extracted feature for the visual clue, and SCnet V (·) is the feature extraction network for the visual clue.
Note that, in contrast to the audio speaker clue, the visual speaker clue is used as time-variant clue as in Eq. (5). As a common situation in the audio-visual processing, there exists a gap in the number of frames per second (fps) between audio and visual streams; e.g., video is at 25 fps (40 ms) while audio is at 50 fps (20 ms). It is necessary that every video frame of the input sequence corresponds to the audio frames. In this paper, we aligned them by repeating a video frame for several audio frames, e.g.,
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Attention-based fusion of audio-visual speaker clues
In the proposed method, we assume that the multiple speaker clues (i.e., audio and visual) are available when extracting the signal of the target speaker from the observed speech mixture.
To utilize the advantages of both types of speaker clue, this paper proposes an attention-based fusion mechanism to integrate the audio and visual speaker clues. The role of the attention mechanism is to emphasize (i.e., softly select) more informative speaker clues for the extraction of the target speaker, at every time frame of the mixture. 
where {a ψ st } ψ∈{A,V} are the attention weights at time step t for the target speaker s.
We adopt the additive attention mechanism proposed in [15] to compute the attention weights. The attention weights {a 
where w, W, V, b are trainable weight and bias parameters, and is a sharpening factor [15] . Here, for the audio speaker clues, we used the time-invariant (global) clue for all of the time frames, i.e., z
Multitask learning-based training procedure
We assume that a set of input and target features {Y,
is available for training the model, where Xi ∈ C T ×F is the target speech signal of the i-th speaker in the mixture, and I denotes the number of speakers in the mixture.
We propose using multitask learning (MTL) to enable the proposed audio-visual extraction system to work even when either audio or speaker clue is unavailable. The multitask learning-based objective function LMTL considers three situations, namely 1) audio-visual clues are available, 2) only audio clues are available, and 3) only visual clues are available, as follows:
where ψ ∈ {AV, A, V}, a set of parameters {α, β, γ} are multitask weights, and l(A, B) = (5), and (7), respectively. Note that when audio or visual clues are used alone, i.e., ψ = {A} or ψ = {V}, the attention weight for that clue a ψ st becomes 1 (see Eq. (10)).
Experiments
We compared our proposed extraction method using multiple speaker clues (SpeakerBeam-AV, SpeakerBeam-AV-MTL) with two conventional extraction methods using a single speaker clue (Baseline-A [4] , Baseline-V [6, 7] ). SpeakerBeam-AV and SpeakerBeam-AV-MTL correspond to the proposed method with both audio and visual clues, where we set the multitask weights at {α = 1.0, β = 0.0, γ = 0.0} and {α = 0.8, β = 0.1, γ = 0.1}, respectively. Baseline-A and Baseline-V 1 correspond to the conventional method with audio or visual clues, respectively. Note that Baseline-A can be regarded as {α = 0.0, β = 1.0, γ = 0.0} and Baseline-V as {α = 0.0, β = 0.0, γ = 1.0}.
Experimental conditions
Data
To evaluate the effectiveness of our proposed method, we created a simulation dataset of speech mixtures based on the Lip Reading Sentences 3 (LRS3-TED) audio-visual corpus [16] . Our dataset consisted of two-speaker mixtures generated by mixing utterances at a signal-to-noise ratio (SNR) between 0 and 5 dB, in a similar way to that employed with the widelyused WSJ0-2mix corpus [1] . Moreover, we also downsampled speech to 8 kHz to reduce the computational and memory costs.
The training set consisted of 50000 mixtures from 500 speakers. The development set consisted of 10000 mixtures from 300 speakers. The speakers used for the training and development sets were randomly selected from the pre-train and train-val sets in the LRS3-TED corpus. The test set consisted of 5000 mixtures from 295 speakers based on the test set in the LRS3-TED corpus. The number "295" corresponds to the number of speakers who have more than two utterances in the test set of the LRS3-TED corpus.
For the visual speaker clues, we used the video data corresponding to each speaker in the mixture. For the audio speaker clue, we randomly selected an utterance of the same speaker in the database that was not used to generate the speech mixture.
Settings
As the audio features, we used amplitude spectrograms computed using an STFT with a 64 ms window length and 20 ms window shift. As the visual features, we used Facenet-based features, which are extracted for every video frame (at 25 fps, i.e., 40 ms shift) using the software and pre-trained model provided in the GitHub repository [17] .
For all the experiments, we used a 3-layer BLSTM network with 512 units. Each BLSTM layer was followed by a linear projection layer with 512 units to combine the forward and backward LSTM outputs. We employed one fully connected layer to output an amplitude mask estimated with a sigmoid activation function. For the integration layer, we adopted element-wise product-based integration 2 . The integration layer was inserted after the first BLSTM layer.
For the feature extraction network of the audio clue (i.e., SCnet A (·) in Eq. (3)), we used a network with 2 fully connected layers with 200 units and ReLU activations, followed by 1 linear output layer with 512 units. On the other hand, for the feature extraction network of the visual clue (i.e., SCnet V (·) in Eq. (5)), we used a network with 3 convolution layers with 256 channels (filter=7x1,5x1,5x1, shift=1x1,1x1,1x1) , where spatial convolutions were performed over the temporal axis inspired by [6] , SpeakerBeam-AV 10.7 9.1 9.9
Figure 2: Histograms of SDR improvements.
followed by 1 linear output layer with 512 units. We adopted ReLU activation and batch normalization [18] for every convolution layer. We set the dimension of the attention inner product (i.e., the dimension of w in Eq. (9)) at 200, and the sharpening factor at 2. We adopted the Adam algorithm [19] for optimization with an initial learning rate of 0.0001 and used gradient clipping [20] . We stopped the training procedure after 200 epochs.
We evaluated the results in terms of the signal-to-distortion ratio (SDR) computed with the BSS Eval toolbox [21] . All the experimental results were obtained by averaging the extraction performance of both speakers in the mixture. Table 1 shows the SDR scores of unprocessed mixture, baselines, and the proposed SpeakerBeam-AV. "Diff" and "Same" denote the scores for mixtures of different genders and the same gender, respectively. "All" denotes the scores averaged over all mixtures.
Experimental results
Evaluation: Single clue vs. Multiple clues
From Table 1 , we confirmed that the conventional Baseline-A (audio clue) and Baseline-V (visual clue) performed comparably in this experimental setup. Moreover, the gender-based results showed that Baseline-A worked slightly better with different genders, while Baseline-V worked slightly better for the same gender.
The proposed SpeakerBeam-AV (audio-visual clues) successfully outperformed the conventional Baseline-A and Baseline-V, which use a single speaker clue. Specifically, we confirmed that SpeakerBeam-AV significantly improved the extraction performance for the same gender.
Analysis of performance improvement
We investigated the performance improvement of the proposed method in more detail. Figure 2 shows histograms of the SDR improvement for Baseline-A (audio), Baseline-V (visual), and SpeakerBeam-AV (audio-visual), where each histogram bin represents a 2.5 dB interval and the vertical axis shows the (normalized) count of evaluated mixtures in each bin.
Focusing on the histogram bins below 2.5 dB, which indi- SpeakerBeam-AV {1.0, 0.0, 0.0} 9.9 6.7 1.1 SpeakerBeam-AV-MTL {0.8, 0.1, 0.1} 9.9 8.6 9.0 cate poor extraction performance (e.g., the system extracted the speech signal of the interfering speaker, not the target speaker), we can observe that the proposed SpeakerBeam-AV using multiple speaker clues significantly reduced the number of the utterances with such lower SDR scores (i.e., reduced the rate of the extraction failure) compared with the conventional Baseline-A and Baseline-V using single speaker clues. This indicates the more stable and robust behavior of the proposed SpeakerBeam-AV. Table 2 shows SDR scores, averaged over all mixtures (i.e., "All" in Table 1 ), obtained with the proposed systems trained on single-task (SpeakerBeam-AV) and multitask (SpeakerBeam-AV-MTL) objectives. "Weights" denotes the multitask weights in Eq. (11) . "Clues" denotes the speaker clue used in the extraction stage; audio (A), visual (V), and audio-visual (AV) clues.
Evaluation of multitask learning effect
We confirm that the performance of SpeakerBeam-AV degraded when using single speaker clues (especially, Clues = V). On the other hand, SpeakerBeam-AV-MTL could achieve better performance than Baseline-A and Baseline-V (see Table 1 ) even in such a situation, while maintaining the performance with both audio and visual clues (Clues = AV). This result demonstrates that the multitask objective is effective in enabling the proposed audio-visual extraction system to work even when either the audio or visual speaker clue is unavailable. In addition, the result suggests that the use of multiple speaker clues in the training stage is effective in improving the extraction performance of the system using a single speaker clue in the extraction stage.
Conclusion
This paper proposed a novel target speech extraction scheme that uses multiple (audio-visual) speaker clues. We introduced an attention-based mechanism to integrate the audio and visual clues and the multitask learning-based training procedure. The experimental results showed that our proposed multimodal SpeakerBeam using audio-visual clues significantly improved the extraction performance compared with that of conventional baselines using a single audio or visual clue. In addition, we observed that the proposed multitask learning scheme could improve the performance of the proposed audio-visual extraction system when either the audio or visual speaker clue was unavailable.
In this paper, we evaluated our proposed method in a controlled setup, where good quality audio and visual clues were both always available for all of the mixtures. Future work will include a more detailed investigation of the effectiveness of the attention-based mechanism in dealing with more informative speaker clues for every time frame, in a more challenging (realistic) setup, e.g., 1) when the audio speaker clues are noisy or short, or 2) when some of the visual clues are missing because of face movement or occlusion. In addition, we plan to conduct an evaluation using a larger dataset and investigate network architectures with more representation power.
