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Abstract
Classical tree models represent an attempt to create nonparametric models which
have good predictive powers as well a simple structure readily comprehensible by non-
experts. Bayesian tree models have been created by a team consisting of Chipman,
George and McCulloch and second team consisting of Denison, Mallick and Smith.
Both approaches employ Green’s Reversible Jump Markov Chain Monte Carlo tech-
nique to carry out a more effective search than the ‘greedy’ methods used classically.
The aim of this work is to evaluate both types of Bayesian tree models from a
Bayesian perspective and compare them.
viii
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Chapter 1
A Short History of Trees
1.1 Introduction
Mathematical models have been at the core of the applied sciences since the 17th
century, when Newton showed that the movements of the celestial bodies could be
predicted accurately many years in advance by means of deterministic models. In the
20th century, statistical models were developed for situations where the relationships
involved are of a statistical, not deterministic, character. These take the form
y = f(x1, . . . , xk) + error
That is, we predict the response variable y by the judicious use of the predictor
variables x1,. . . ,xk. (The x s and ys may be vectors). Our predictions are not expected
to be perfect and there will be some random prediction error, but the prediction error
will follow a known form of probability distribution. In the early part of the 20th
century the normal linear regression, of the form
y = α +
k∑
i=1
βixi + ε
1
2ε ∼ N(0, σ2)
was pre-eminent. The model parameters α and the β s would be considered to be
unknown real constants to be estimated from the data or, in a Bayesian formulation,
probability distributions conditioned on the data. Model complexity was primarily
limited by computational considerations and, as a result, early models often failed
to capture all of the structure in the data. This is called underfitting. Rapid and
sustained increases in the power of computer hardware in the latter half of the 20th
century led to easing of computational restrictions on model form and much was
effort devoted to finding less restrictive model forms. The normal linear regression
model was extended in many ways: transformations of the response variable or one
or more of the predictor variables could be included and Box and Cox (1964) [12]
identified a class of useful transformations. The linear expression on the right hand
side of Equation 2 could be replaced by an expression with nonlinear terms (Bates
and Watts, 1988)[9]. For example, S-shaped functions such as the logistic function
occur frequently in marketing and biological applications. The multilayer perceptron
(Rumelhart et al., 1986, [115]), in particular, achieved widespread (some would say,
excessive) popularity.
Nelder and Wedderburn (1972) [102] formalised the Generalised Linear Model,
which allowed the normal error term to be replaced by an error term from a large class
of distributions (the exponential families) which includes many familiar distributions,
such as the binomial, Poisson and the gamma. Tibshirani and Hastie (1990) [126]
formalised the Generalised Additive Model, where the model constructed from basis
3functions, that is, we approximate f by fˆ , a linear combination of simple functions
{Bi}.
fˆ(x) =
∑
i
βiBi(x)
The basis functions can be drawn from a wide variety of function types, including
tree models (see below) and wavelets (Bruce and Gao 1996) [18]. With a plethora of
models to choose from, model selection soon became an issue. A widespread problem
was the tendency of many practitioners to use all of the data to estimate their chosen
model structure without validating it on a different data set. This caused the model
fitting procedure to fit too closely to the training set, incorporating as structural
elements of the model features which are only artefacts of the training set. This is
called overfitting.
1.2 What is a tree?
In graph theory (Hillier and Lieberman, 1990, [71]) a graph is a collection of nodes,
which may be connected by arcs (also known as edges).
• Arcs may have a direction of flow associated with them. Such an arc is called
a directed arc.
• An arc in which flow can occur in either direction is called an undirected arc. An
undirected arc is thus a directed arc, but the converse is not true. (If no flow is
possible between two nodes this is denoted by the absence of an arc connecting
them.)
4• A sequence of distinct arcs leading from one node to another is called a path.
(The word ‘distinct’ is used here to imply that the definition does not allow the
retracing of one’s steps.)
• A path from node i to node j whose constituent arcs are all either undirected
or have a flow towards j is said to be a directed path.
• A path from node i to node j whose constituent arcs are undirected or have a
flow towards or away from j is said to be an undirected path. A directed path
is thus an undirected path, though the converse is not true.
• A cycle is a path from a node to itself. It is a directed (or undirected) cycle if
it is a directed (or undirected) path.
• Two nodes are said to be connected if there is an undirected path between them.
• A connected network is a collection of nodes such that every pair of nodes is
connected.
• Finally, a connected network with no undirected cycles is a tree.
Diagrams having the structure of a tree are widely used when visualising a sequence of
decisions. Such decision trees are also a natural way of visualising the tree algorithms
we discuss below.
1.3 The Automatic Interaction Detector (AID)
Morgan and Sonquist (1963) [101] described a number of problems associated with
applying multiple regression models to cross-section survey data. They frequently
5found that their models had to incorporate interactions and non-linearity. Classical
model-building methodology requires that the model is specified a priori and the data
are then used to estimate the parameters. In practice, it is hard to say beforehand
which interactions will be present and whether particular relationships will be linear or
nonlinear. Morgan and Sonquist introduced a technique, the Automatic Interaction
Detector, (AID) for use with data consisting of a numeric response variable and
categorical predictor variables (factors), whereby the data were repeatedly subdivided
on the basis of the reduction in the error sum of squares. This was done as follows.
The total sum of squares,
∑
x2, can be divided into two parts, the part explained
by the mean,Nx2, and the unexplained part. The explained part can be rewritten as
(
∑
x)2
N
and the unexplained part is the variation around the mean, hence
∑
x2 =
{∑
x2 − (
∑
x)2
N
}
+
{
(
∑
x)2
N
}
=
∑
(x− x¯)2 + (
∑
x)2
N
(1.3.1)
Now suppose we now divide the data into two subsets of size N1 and N2. The
explained part becomes N1X¯
2
1 + N2X¯
2
2 . The partition which increases this as much
as possible over the original value of NX2 is to be preferred. The process can be
repeated recursively for each of these subsets until the increase in the explained sum
of squares is negligible. The result can be expressed as a tree diagram such as Fig. 1.1
which is a modified form of a figure in Morgan and Sonquist’s paper. In order to use
the tree to make a prediction for a new observation we decide which terminal set it
belongs to. For example, we first look at the race variable. Suppose our observation
has race not equal to African-American. We then look at the Age variable to see if
this person is 65 or older. Suppose they are. We then look at the school variable
to see if they are a high school graduate. Suppose they are. Now there are no more
6 
High school grad = Y
mean =$4500
High school grad = N
mean =$2200
Age 65 or older
Occupation =Farmer
mean = $4500
Age 45 or older
mean = $9000
Age < 45
mean = $7000
College grad = Y
High school grad = Y
mean =$6500
High school grad = N
mean =$5000
College grad = N
Occupation not equal to Farmer
Age < 65
race not equal to African-American
High school grad = Y
mean =$5000
High school grad = N
mean =$2500
race=African-American
All
Figure 1.1: Tree diagram, from Sonquist and Morgan.
splits and we are at a terminal node. Our prediction is simply the mean of the values
at that node.
Points to note:
• The method is an algorithm not a model, by which we mean that it is a sequence
of instructions that lead us to a number to use as our prediction, whereas
a model is a full mathematical description of the data. A model would, for
example, enable us to create another data set very similar to this one or, perhaps
more usefully, it would enable us to make probability statements about the likely
range of error of our prediction, to define and draw inferences about outliers,
etc.
• The splitting criterion is that the error sum of squares is decreased by a non-
negligible amount. Morgan and Sonquist define this as a decrease of at least
1% of the total sum of squares. This is an arbitrary criterion and even if it
should be found to work reasonably well for some data sets one may wonder
about its general applicability. As noted by Kass [84], decreasing the error sum
7of squares is equivalent to maximising the between-subgroup sum of squares.
• The stopping criterion is that no further splits can reduce the error sum of
squares by 2 percent or more. (This limits the tree size to 51 subgroups.)
• The discontinuity associated with the splits is an unattractive feature, as in
many contexts we would expect the response function to be smooth.
• The method only deals with categorical predictors and numeric response vari-
ables.
The AID method became popular in the late 1960s and early 1970s with the avail-
ability of computer programs to carry out the calculations. The method was applied
to many areas, including education (Orr, 1972, [106], population studies (Ross and
Bang, 1966, [113]) and market research (Assael, 1970, [6]). THAID, a version of AID
that uses a categorical response variable instead of a numeric one was developed by
Morgan and Messenger (1973) [100]. At the same time, stepwise regression methods
were also becoming popular and these operate in a similar spirit of data-driven model
building.
1.4 The Chi-Squared Automatic Interaction De-
tector (CHAID)
1.4.1 Introduction
A perceived deficiency of the AID algorithm was that there was no statistical test
of the significance of the AID tree, comparable to the F test used for the overall
8significance of a regression model. (Since AID maximises the sum of squares between
subgroups it is not valid to test the difference between two subgroups using a t test.)
A fundamental reason why such tests are not possible within AID is that AID is not a
model. If we want to incorporate such tests AID must be made into a model. From a
statistical perspective, the tree-growing algorithm is an automated way of stratifying
the data into distinct subsets. Once we have stratified the data set it then takes the
form of a collection of subsets of the original data, namely, the bottom nodes of the
tree. In order to make a model out of AID we need to represent the observations at the
bottom nodes by a probability distribution. Obvious candidates for such distributions
are the normal distribution ror numeric responses and the multinomial for categorical
responses. Based on these choices, Kass (1976) [84] suggested a way of testing the
significance of a new split and suggested that the choice of the next split to make
should be made on the basis of which split was the “most statistically significant”.
Kass also suggested that the stopping criterion should be that one stops when there
are no new “statistically significant” splits available to make. Kass’s application of the
Bonferroni correction was critiqued and refined by Biggs et al. (1991) [11]. Despite the
numerous dubious points in the rationale for the CHAID algorithm it was marketed
successfully and was widely used by marketing analysts and others (Thrasher, 1991
[124], Houghton and Oulabi, 1993 [76]). By the 1980s some of the leading vendors of
statistical software packages had implemented extended forms of CHAID which coped
with either numeric or categorical dependent variables and numeric or categorical
predictor variables. Although AID and CHAID were generally well received in the
social sciences and in the marketing community, there were some critics.
• Einhorn (1972) [43] showed by simulation that unless sample sizes of 2000 or
9more were available AID could give spurious results due to small numbers of
observations at some leaf nodes. He also drew attention to the fact that many
users were not validating their results on fresh data and thus spurious results
would go undetected.
• Doyle (1973) [41] drew attention to a number of additional problems with AID
exemplified in a paper by Heald (1972) [70]. In a regression model all the
observations contribute to estimation of all the parameters. AID does not share
this property and thus sample sizes should be large enough to ensure that
in each leaf node the test for whether a split should be made has sufficient
power. A related issue, not mentioned by Doyle, is that for large sample sizes a
CHAID-type significance test will become so sensitive that it will start finding
splits which, though statistically significant, are not commercially significant.
As sample sizes become very large and sampling error effectively is effectively
extinguished, it becomes overwhelmingly likely that spurious splits will be found
due to small artefacts in the data.
• If two predictors are correlated then the choice of which one of them should be
chosen for the next split may be finely balanced. Each split made has a strong
influence on the subsequent evolution of the tree and yet key splitting decisions
may, in effect, be taken randomly.
The combined effect of these problems is that tree models (of all types, in fact) are
exquisitely sensitive to small changes in the data used to construct them. This fact
is apparent to anyone who uses such methods in an applied context for any length of
time. Someone may build a tree using all the available data at a certain point in time
10
and then rebuild it a month later with additional data included, only to find that the
tree is now substantially different. Nevertheless, such doubts have not prevented the
widespread use of CHAID.
1.5 CART
1.5.1 General
The publication in 1984 of the book Classification and Regression Trees by Breiman,
Friedman Olshen and Stone [16] was a major landmark in the history of tree models.
Breiman et al. constructed their trees using methods that did not involve significance
tests for the choice of variable to be split, thus side-stepping some of the problems with
that approach. Furthermore, their research showed that the method of splitting is not
crucial and they drew attention to the problem of overfitting. To combat overfitting
Breiman suggested a strategy of deliberately producing a tree that is too big then
reducing it to a smaller one by a formal process which they called pruning. They
showed that although the splitting criterion used makes little difference, the form of
pruning used makes a lot of difference to the predictive accuracy. Breiman et al.
developed a sophisticated pruning algorithm called cost-complexity pruning. Breiman
and his colleagues marketed their software implementation of CART successfully and
it has been used in a wide variety of applications. The CART software has a few
features not incorporated in other algorithms. It handles missing values automatically
by choosing a surrogate predictor variable to replace the one with missing values, and
it can be configured to allow splits on linear combinations of predictor variables
instead of a single predictor.
11
 
Figure 1.2: Tree terminology.
1.5.2 Splitting criteria
Breiman suggest two different splitting criteria for the case where the response variable
is categorical, the Gini index and the twoing criterion. We want to choose a split that
makes the resulting subgroups as different from each as possible, and as homogeneous
as possible. Thus if the response variable has levels A and B we would ideally like
to find a split which puts all the As in one group and all the Bs in another. A node
with all identical responses is said to be pure. So we are looking for measures of node
purity, or, equivalently, node impurity. Breiman uses conventional computer science
terminology for trees. The initial node is called the root node and the bottom nodes
are called terminal nodes or leaves. See Fig. 1.2
Suppose we are at terminal node t. Observations at a terminal node are classified
according to the majority class at the node. There are K distinct classes. We denote
the proportion of observations at t which are in class i by pˆ(i|t). The Gini index
12
impurity measure for trees is given by
I(t) =
∑
i6=j
pˆ(i|t)pˆ(j|t) =
K∑
k=1
pˆ(i|t)(1− pˆ(i|t))
This can be regarded as an estimate of the misclassification rate at the node, as
pˆ(i|t)pˆ(j|t) is an estimate of the probability that a randomly chosen observation at t
is classified as class i when it fact it belongs to class j. This estimate is, however, a
resubstitution estimate: it is based on data that was used to construct the tree and
thus it has a downward bias since the tree has been constructed to have minimum
Gini index. The Gini index has a secondary interpretation. If at a node we score
each observation 1 if is in class k and zero otherwise, the variance over the node is
pˆ(i|t)(1 − pˆ(i|t)), which when summed over all K classes, gives the Gini index. The
Gini index is closely related to the Gini coefficient, a criterion used for assessment of
classification rules. An alternative splitting criterion used by Breiman, not related to
an impurity measure, is the twoing criterion. Given that node t is split into a left
node tL and a right node tR choose the split which maximises
PLPR
4
{∑
j
|p(j|tL)− p(j|tR)|
}2
where PL and PR are the proportion of observations at t going to the left and right
subtrees respectively under the proposed split. The term in braces emphasises the
fact that we want the proportions of each class in the left and right subtrees to be as
different as possible. The factor outside the braces imposes a preference for equally
sized subtrees.
13
1.5.3 Pruning
The method used by Breiman is to first identify a nested sequence of trees of different
sizes, ranging from the initial tree, which is deliberately grown too big, to a tree
consisting of just the root node of Tmax. Interestingly, Breiman first discuss a method
which they reject for the reason that it does not lead to a nested sequence of trees,
and which can add back on branches that have been pruned off at an earlier stage.
They regard this as undesirable, and yet, as we shall see, this is one of the advantages
claimed by Chipman, George and McCulloch (1998)[27] for their method. The second
stage is to compare the different sized trees to decide on the right size. Breiman
developed an ingenious algorithm for generating a nested sequence of subtrees, called
weakest link cutting. We define the cost-complexity measure Rα(T ) of a tree T as
follows:
Rα(T ) = R(T ) + α|T˜ | (1.5.1)
where R(T ) is a resubstitution-based estimate of the misclassification cost, T˜
denotes the collection of leaf nodes of the tree T , and |T˜ | is the number of nodes of T˜
. The real number α is an arbitrary constant which measures the relative disbenefit
of one extra leaf node compared to a unit increase in classification cost. We consider
the effect of different values of α and note that, for any tree T , as α changes from
very small to very large values the tree with lowest Rα(T ) changes from being the
entire tree T to being the tree consisting of just the root node of T . We denote by
Tmax the tree which is so large that every observation is in its own leaf node and
we note that R(Tmax) = 0. It may be that we can prune off some nodes from Tmax
without increasing the resubstitution error rate R(). If so, the the smallest subtree
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with this property is denoted T1, i.e. R(T1) = R(Tmax). For any subtree T∗ of T1
we define R(T∗) =
∑
t′∈T˜1 R(t
′). Breiman show that for any non-leaf node t of T1 we
have R(t) > R(T∗). Denote by {t} the subtree of T∗ consisting of just the root node.
Then, from Equation 3, Rα(t) = R({t}) + α. For small α we have Rα(T∗) < Rα({t})
but as we increase α there comes a point when
Rα(T∗) = Rα({t}) (1.5.2)
This critical value of α can be calculated by solving Equation 1.5.1.
α =
R(t)−R(T∗)
|T˜∗| − 1
(1.5.3)
Now, given a node t,t ∈ T1, we define a function g(t),
g(t) =

R(t)−R(T∗)
|T˜∗|−1 t 6∈ T1
+∞ t ∈ T1
The we define the weakest link t¯ in T1 as the node such that
g(t¯) = min
t∈T1
g(t)
Thus the weakest link is the node that first has Rα(T∗) = Rα({t}). Breiman’s
methodology is to prune off at each stage the subtree having as its root node the
weakest link. They produce existence proofs that this can be done and show that
this leads to a nested sequence of trees. They have an efficient algorithm for finding
weakest links. Having produced a nested sequence of trees of different sizes, they then
proceed to compare these to determine which is the right sized tree. The comparison
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is done by V -fold cross-validation unless the data set is very large, in which case a
simple random sample, independent of the training set, is taken to act as a test set.
1.5.4 Information Theoretic Approaches
Breiman’s book was influential in the machine learning community and inspired
some related work. In particular, Quinlan’s 1993 book C4.5: Programs for Ma-
chine Learning [109] gave detailed documentation and public domain source code
(for non-commercial applications) in the C language for an efficient computer pro-
gram and thus reached a relatively wide audience. It is well known in the computer
science community. Although Quinlan has drawn on the ideas of Breiman, the pro-
gram C4.5 does not seem to be superior to CART except in the area of run-time
performance. It does not handle the regression problem (i.e. a numeric response
variable) at all and misses out some of the attractive features of CART, such as its
handling of missing values. C4.5 uses a split criterion based on Shannon information
and a different pruning method. Claude Shannon’s 1948 paper entitled A Mathemat-
ical Theory of Communication [118] founded two separate mathematical disciplines:
information theory and coding theory. Suppose a message source can emit k dif-
ferent discrete messages with probabilities p1, p2, . . . , pk and that these events are
independent. We define the information content of message i , measured in ‘bits’,
as Ii = log2
(
1
pi
)
and the expected information, or entropy, of a message yet to be
received, as E{Ii} = −
∑k
i=1 pi log2 (pi). With a 2 letter alphabet, with letter prob-
abilities p1 and p2, the entropy is maximised when the two probabilities are equal
and at the minimum when the probabilities are 0 and 1. Thus, although he does not
say so, Breiman’s idea of a ‘purity function’ for class probabilities has some basis in
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information theory. (The result also holds for the case where the number of classes is
greater than two.) Quinlan’s original splitting criterion, implemented in his program
ID3, was that splits should be made so as to maximise entropy. His later program
C4.5 uses ‘entropy gain ratio’ as the splitting criterion. This compares the percentage
increase in Shannon information of each potential split. We assume that the Y val-
ues are categories C1, . . . , Ck The following description of entropy gain ratio is drawn
from Quinlan (1993)[109] :
Suppose at node t we pick an observation at random and determine its class. The
information thus gained is − log2(pˆ(i|t)) and the expected information gain over all
classes is given by
Info(t) = −
k∑
j=1
pˆ(i|t) log2{pˆ(i|t)}
If we have a splitting criterion X which puts the observations at t into subnodes
t1, . . . tn the expected information is the weighted sum over subnodes:
InfoX(t) =
n∑
i=1
|ti|
|t| Info(ti)
where |t| denotes the number of observations at node t.
The quantity
gain(X) = info(t)− infoX(t)
represents the information gain from partitioning node t in accordance with the
splitting rule X. Prior to C4.5, Quinlan used gain(X) as the splitting criterion for
his decision trees. However, it was empirically found to be biased towards tests with
many outcomes. He therefore changed to the gain ratio defined as follows. Suppose
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we select an observation at random and announce not its class, but the subnode into
it is put into by the splitting rule X. By analogy with the definition of info(t) we
have
split info(t) = −
n∑
i=1
|ti|
t
· log2
( |ti|
t
)
This represents the information gained by learning the subnode of a case rather
than its class. Quinlan considers the ratio
gain ratio(X) = gain(X)/split info (X)
and interprets it as the proportion of the information created by the split which
is useful for the purpose of classification. His C4.5 program chooses the split which
maximises the gain ratio, subject to a constraint that the gain must be “reasonably
large”. The latter constraint is necessary because the ratio becomes unstable if there
is little information in the split. C4.5 stops when the information gain becomes
small (specifically, smaller than the average gain over all tests so far examined) and
then it starts pruning. The C4.5 pruning mechanism is based on using the 75%
upper confidence bound (incorrectly referred to as a “25% confidence level”) for the
resubstitution error rate, assuming these errors follow a binomial distribution. (The
idea is to use a pessimistic estimate of the true error rate.) This error rate is then used
to compute the expected number of errors with and without pruning off a particular
subtree. The decision whether to prune or not is based on whichever of these two
leads to the lower value of this expected error rate.
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1.5.5 Overview
At first glance, we seem to have here three different approaches to the same problem,
and it is natural to wonder how they compare. Before doing that, it may be useful
to check whether the authors were in fact addressing the same problems. Morgan
and Sonquist were concerned at the need to specify in advance the structure of a
linear model (multiple regression, in fact) before its parameters could be estimated.
In particular, they found it awkward to determine whether interaction terms would
be needed. Breiman et al. were concerned initially to further the work on AID and
THAID. They focusedon a real-life practical problem: development of a model to cat-
egorise heart attack patients into those who could be sent home shortly after hospital
treatment and those who should be kept in hospital for longer. They developed a
small, medically credible tree model with better classification accuracy than human
physicians. Quinlan’s motivation was research in expert systems. For computers to
be able to replicate human cognitive tasks such as classification the computer must
contain knowledge in the form of a model or an algorithm for the problem. Ear-
lier work in so-called ‘expert systems’ was based on eliciting this knowledge from
a human expert and representing it in some form in the computer. The elicitation
process was found to be very time-consuming and difficult, so attempts were then
made to construct algorithms which could glean knowledge from data without the aid
of a human being. This led to self-constructing models such as artificial neural nets
(Rumelhart and McClelland, 1986)[114] and decision trees. From a 21st century per-
spective, forty years after Morgan and Sonquist’s early work, we can appreciate the
need to use a less restrictive model class and there is a much wider choice of models
to choose from these days. Modern non-Bayesian alternatives to trees, at least for
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the regression problem, would include Projection Pursuit Regression (Friedman and
Stuetzle, 1981)[52], and MARS (Friedman, 1991)[50]. These models allow the user to
set up a believable regression model in which the model choice, as far as interactions is
concerned, is entirely data-driven. As we shall see later, flexible Bayesian alternatives
for both the regression problem and the classification problem can be constructed.
Chapter 2
Bayesian Tree Models
2.1 The Bayesian Approach
The Bayesian approach to estimating the parameters of a model is to specify any
contextual knowledge about the parameters in the form of a probability distribution
called the prior distribution and then compute the conditional distribution of the
parameters given the data, called the posterior distribution. This is usually done via
Bayes’ theorem for probability densities:
p(θ|y) = p(θ)p(y|θ
p(y)
(2.1.1)
where y is a vector of observed data, θ is the unobserved vector of parameters
of interest. The observed value of y can usually arise in a number of different ways,
corresponding to different values of θ, thus the calculation of the denominator is in
general complicated. For continuous θ we have p(y) =
∫
p(y|θ)p(θ)dθ If θ is a vector
of k dimensions this a k-dimensional volume integral. The likelihood p(y|θ) provides
the model which links the unobserved parameter θ to the observed values y. The
result of all this calculation is the posterior, which holds all information needed for
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statistical inference. In practice, summaries of the posterior are often found to be
useful: confidence intervals (known as credible intervals in Bayesian terminology),
quantiles, moments, etc. The choice of summaries depends on the situation at hand.
2.2 Bayesian Computation
Computational problems associated with evaluation of 2.1.1 caused serious problems
with the implementation of Bayesian methods for large models until the rediscovery of
the Gibbs sampler algorithm by Geman and Geman (1984)[55] . The Gibbs sampler
is the simplest example of a class of powerful methods called Markov Chain Monte
Carlo methods or MCMC (Gilks et al., 1996)[57] These methods work by sampling
the distribution of interest at a set of randomly chosen, but correlated, points. The
sample points form a Markov chain constructed to have as its equilibrium distribution
the posterior distribution that we wish to compute. Once the chain has converged
we can take as many samples from the distribution as we want. Even though we
do not have a closed-form formula for the posterior we can use kernel smoothing
to plot the shape of the distribution and we can easily find quantiles by ranking
the samples. The Gibbs sampler is not suitable for use with Bayesian tree models
and neither are conventional MCMC models. Conventional MCMC jumps between
spaces of equal dimension, i.e. models with the same number of parameters. A more
general form of MCMC, the Reversible Jump Markov Chain Monte Carlo (RJMCMC)
algorithm (Green, 1995)[59], extends MCMC to jumping between models of different
dimensions. RJMCMC is crucial to Bayesian tree models since we need to consider
trees of differing sizes (i.e. numbers of leaf nodes). Using RJMCMC we can take a
random walk around the space of trees but ‘gravitating’ to good trees by virtue of the
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existence of a limiting distribution. A major problem facing any tree method is the
sheer size of the tree space. There is no possibility of visiting a substantial fraction
of the possible trees. All of the non-Bayesian tree methods described in chapter 1 are
‘greedy’ algorithms: they look one step ahead and try to identify the best next step
(choice of variable or split point) and that is the one they take. The problem with
greedy methods is that they cannot reach a good tree two or more steps away if the
first step towards them is not the ‘best’ choice. In order to find such good trees we
need a method that occasionally chooses steps that do not at first sight look as good
as other available choices. The RJMCMC method does this. A non-Bayesian method
for doing something similar would be simulated annealing (Ripley, 1987)[111]. (In
fact, both simulated annealing and the Metropolis-Hastings algorithm, an important
MCMC technique, were independently developed from the same paper written by
Metropolis et al. in 1953.)[99]
2.3 Bayesian Model Selection
Bayes’ Theorem can also be used for the problem of model selection. A prior prob-
ability is placed on each model in a defined model class and these are revised by
conditioning on the data. In practical model selection problems it is rare that all
the models under consideration have the same number of parameters, but the use of
RJMCMC allows us to take this in our stride.
23
2.4 Bayesian Tree Models
There are two Bayesian tree models, one developed by Chipman, George and Mc-
Culloch (known hereafter as CGM)[27] and the other developed independently at the
same time by Denison, Mallick and Smith (DMS).[38]
2.4.1 Chipman, George andMcCulloch’s Classification Model
For the classification problem CGM use a stochastic process to provide prior tree
probabilities. Let yij denote the jth observation of y in the ith leaf. i = 1, . . . , b, j =
1, . . . , ni.
Let Y ≡ (Y1, . . . , Yb)′, where (yi1, . . . , yin)′ and define X and Xj similarly.
The data are assumed to come from one of K categories C1, . . . , CK under the
multinomial distribution
yi1, . . . , yini|θi Bin(Yi|µi) =
n∏
j=1
K∏
k=1
µ
I(yij∈Ck)
ij
where θi = µi ≡ (µi1, . . . , µiK), µik ≥ 0 and
∑
k µik = 1
Also p(yij ∈ Ck|µi) = µik
Under the conjugate prior µ1, . . . , µb|T iid ∼ Dirichlet(µi|α) ∝
∏K
j=1 µ
αj−1
ij
p(Y |X,T ) where Y is the response, X is a vector of covariates and T is the tree,
is marginalised analytically to give
p(Y |X,T ) =
(
Γ (
∑
k αk)∏
k Γ (αk)
)b b∏
i=1
∏
k Γ(nik + αk)
Γ(ni +
∑
k αk)
(2.4.1)
where
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lclnik =
∑
j
I (yij ∈ Ck)
ni =
∑
k
nik
k = 1, . . . , K
As with standard CART we start with an initial tree, usually the trivial tree
consisting of a single leaf node. We then have available to us a selection of moves
which can take us through the space of trees. The choice of move is made by a
Metropolis-Hastings step. Strictly speaking this is not Reversible Jump Metropolis-
Hastings since the continuous parameters have been integrated out and the MH step
is only over the discrete parameters. This is what Tierney (1994)[127] calls a hybrid
sampler. The available move types are:
1. Move type: GROW
We randomly choose a leaf, a split variable Xi and a split point s. We split
the data at the leaf into the two sets Xi ≤ s and Xi > s. This provides
us with two new daughter nodes representing the partition of the data set.
Diagrammatically, this is shown in Fig. 2.1
2. Move type: PRUNE
Randomly choose a leaf then delete both it and its sister node. See Fig. 2.2
3. Move type: CHANGE
Randomly choose a node with children but no grandchildren, then change the
splitting variable and the split point it uses. See Fig. 2.3
25
 
Figure 2.1: Move type GROW
 
Figure 2.2: Move type PRUNE
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X3 ≤ 3 X3 > 3 X1 ≤ 1 X1 > 1 
⇒ 
Figure 2.3: Move type CHANGE
4. Other possible move types
These are the moves implemented by CGM in their software codes, but other
move sets are possible. DMS use a move similar to c), but which changes
the splitting variable instead of the split point. CGM also suggest a move
called SWAP which randomly picks a parent-child pair of nodes which are both
intermediate, then swaps their splitting rules. If the sister node already has the
same splitting rule then swap the splitting rule of the parent with that of both
children. Other move types are possible but it should be borne in mind that
many tree spaces will have a large number of sharp local modes and thus it is
necessary to move around the tree space in small steps. It would be possible to
add or prune off large subtrees but these moves may have very low probability
and hence could imply a poor move acceptance rate. The move type is chosen
by a Metropolis-Hastings step as follows. Generate a candidate tree T* with
probability distribution q(Tb, Ti+1). Set Ti+1 = T
∗ with probability
α(T i, T i+1) = min
(
q(T ∗, T i)
q(T i, T ∗)
,
q(Y |X,T ∗)p(T ∗)
q(Y |X,T i)p(T i) , 1
)
(2.4.2)
Otherwise set Ti+1 = Ti.
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Under weak conditions this Markov chain has a limiting distribution p(T |Y,X)
(Tierney, 1994) [?] and thus, in theory at least, it tends to gravitate to ‘good’
trees. However, the space of trees which can be fitted to even a modestly sized
data set is enormous and with current hardware and software technology it is
not possible to visit even a small fraction of these trees, nor is it likely that the
Markov chain will reach equilibrium in a run time that is likely to be acceptable
to users (a small number of hours, say). We should consider the process as a
stochastic search, comparable to a simulated annealing search such as that used
by Sutton (1991)[122]. We content ourselves with the hope that, although the
tree search method is far from comprehensive and optimal, it is nevertheless
likely to be superior to the greedy algorithms currently in widespread use.
2.4.2 Denison, Mallick and Smith’s Classification Model
DMS also use a multinomial likelihood with a Dirichlet prior but they do not mar-
ginalise analytically. They set the Dirichlet prior to be a uniform prior and work with
the means of the sampling distributions of the p’s instead of drawing from them, i.e.
pij =
Number of observations at leaf i which are classified as class j
Number of observations at leaf i
DMS claim that this speeds up their computation. Interestingly, CGM claim that
their use of analytical marginalisation speeds up their calculation. (We have put these
claims to empirical test in Chapter 3.) For the remainder of the prior specification
they assume:
• uniform distributions over the space of splitting variables and then
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• uniform distributions over the set of possible values for the splitting points.
Whereas CGM assume that the user may have prior knowledge about which vari-
ables to split and provide him with the ability to control this, DMS are sceptical
about the usefulness of such flexibility and do not allow the user to control it. DMS
treat all trees that have the same number of leaves as having the same prior probabil-
ity irrespective of shape, but CGM use an additional shape parameter that enables
the user give to higher or lower probability to ‘bushier’ trees. Both CGM and DMS
report that these uniform distributions seem to work well in practice, but CGM note
that there is an issue if some predictor variables have more levels than others. A
particular level in a variable that has many levels will have lower probability than the
same level would have in a variable with fewer levels. (This is an aspect of the general
Bayesian problem of specifying ignorance by means of prior distributions. One has
to be very careful to specify exactly what is intended. Do you want to consider all
predictor variables as equally likely a priori, or do you want to say that all levels of all
variables are equally likely?) The DMS approach treats trees with the same number
of leaves as equally likely, so the prior for k, the number of leaf nodes, is obtained
from a Poisson modified to exclude 0.
p(k) =
λk
(eλ − 1) , k = 1, 2, . . .
An arbitrary practical upper bound of 256 is imposed.
2.4.3 Chipman, George and McCulloch’s Regression Model
The regression model takes the following form
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yi1, . . . , yin|θi iid ∼ N(µi, σ2), i = 1, . . . , b (2.4.3)
where θi = (µi, σ).
CGM refer to this as the mean shift model. Note the common variance across
nodes. There is also the mean-variance shift model.
yi1, . . . , yin|θi iid ∼ N(µi, σ2i ), i = 1, . . . , b (2.4.4)
where θi = (µi, σi).
As with the classification model, the priors are defined by a stochastic process.
For the mean shift model CGM use the standard conjugate prior for Θ|T :
µ1, . . . , µb|σ, T iid ∼ N
(
µ¯,
σ2
a
)
and σ2|T ∼ Inv-Gamma (ν
2
, νλ
2
)
, which is equivalent to νλ
σ2
∼ χ2ν
As with the classification model, the parameter vector Θ can be integrated out to
yield
p(Y |X,T ) = ca
b/2∏b
i=1
√
ni + a
(
b∑
i=1
(si + di) + νλ
)−(n+ν)
2
(2.4.5)
where
si = (ni − 1) times the sample variance of the Yi values,
di =
nia
ni + a
(y¯i − µ¯)2
yi is the average value of the Yi
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For the mean-variance model this becomes
µ1, . . . , µb|T iid ∼ N
(
µ¯,
σ2i
a
)
and
σ2|T ∼ Inv-Gamma
(
ν
2
,
νλ
2
)
Again, Θ can be integrated out to yield
p(Y |X,T ) =
b∏
i=1
{
pi−
n
2 (λν)
ν
2
√
a√
ni + a
Γ(ni+ν
2
)
Γ(ν
2
)
(
si + di + νλ
−ni+ν
2
)}
(2.4.6)
For the mean-shift model CGM suggest that the prior parameters ν, λ, µ¯ and a
can be determined automatically from the data. The idea is that since the tree is to
be constructed so that the variation in Y is to be minimised, so that ν and λ can
be chosen so that sY , the sample standard deviation of Y , is in the right tail of the
prior for σ. µ¯ and a are to be chosen so that the prior for µ covers the range of Y .
When the mean-variance model is used the model can more easily explain different
values of σ, so that ν and λ should be chosen to put sY near the centre of the prior
distribution for σ instead of in the tail. CGM also have a mechanism for adjusting
the size and ‘bushiness’ of the tree. The probability of a split is given by
pSPLIT (η, T ) = α (1 + dη)
−β (2.4.7)
where dη is the depth of node η, (i.e. the number of nodes above η), α < 1 and
β ≥ 0.
31
These parameters are set beforehand in a rather ad hoc way. This splitting rule
is one of the differences between the CGM approach and the DMS approach. CGM
argue that it gives flexibility, but DMS say that it is unusable in practice as one rarely
has much prior information about what the tree should look like. This author found
it difficult to set the prior tree size using these parameters. It was necessary to set
the tree size to the same as that used for runs of the DMS code, so as to make a
fair comparison. A simulation had to be constructed and run in order to find the
appropriate values of α and β to make trees of a given size. On the other hand, the
resulting trees were found to be smaller than trees constructed with DMS software.
An interesting study (Chiogna, Spiegelhalter et al., 1996)[25] shows how domain
knowledge can be used to influence tree structure. They compared trees grown by
CART which were then pruned using the usual CART methods, with CART trees
pruned manually by domain experts (physicians). It was found that the CART auto-
matic method tended to remove the rarer diseases. The physicians, on the other hand,
tended to use an alternating strategy in which diseases were ‘peeled off’ individually
where possible, but where occasionally a fairly major split was made which divided
groups of diseases. One of their conclusions was that the resulting trees were similar,
when the trees produced automatically came up with reasonable results. (My italics.)
Clearly, the fact that physicians can relate the training data to possible diseases is
a major advantage. In Bayesian statistics we try to capture all prior knowledge in a
prior distribution, so we should be looking at ways of capturing this knowledge about
diseases. We do not accept the view of DMS that tree topology is unusable informa-
tion, but we suggest that to make better trees will require much more complex priors
than have been used hitherto. We have noted from our own work that trees of the
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Figure 2.4: Fishbone trees
‘fishbone’ form occur particularly frequently. See Fig.2.4. The original tree
used by Breiman to demonstrate the value of trees is of this form. If it is the
case that a particular subset of the data set is especially important to us, and that
subset has typical ranges for the variables, then a fishbone tree may arise as we
systematically discard observations which are not in the subset of interest. If there
are multiple subsets of interest we can expect multiple fishbone structures. The tree
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Figure 2.5: Chiogno tree
produced by Chiogno et al had the form of two fishbones. See Fig. 2.5. This structure
arose because the subsets of interest corresponded to certain diseases. It might be
useful to try to construct priors which ‘looked’ for structures of this form. How might
such priors be constructed? The starting point must the CGM formula for splitting.
Their splitting rule looks at depth and bushiness. It could be altered to improve the
splitting probability of deep nodes, i.e. using small, or even negative, values of β.
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2.4.4 Denison, Mallick and Smith’s Regression Tree Model
The regression tree model of DMS treats tree models with the same number of leaf
nodes as equivalent to one another: “inference is carried out by assuming that the
‘true’ model is unknown but comes from the class of models M1,M2, . . . where Mk
denotes the model with exactly k terminal nodes.”
They treat the topology of the tree as irrelevant whereas, as we have seen, CGM
attempt to control it by parameters relating split probabilities to node depth and a
‘preferred bushiness’ parameter. In the DMS model the overall parameter space Θ
is considered as a countable union of subspaces
∞⋃
k=1
Θk, where Θk is the space from
which model Mk is drawn. The parameter vector θ
(k) for trees with k leaf nodes is
given by θ(k) =
(
s1, s
var
1 , s
split
1 , . . . , sk−1, s
var
k−1 , s
split
k−1
)
where si is the ith node S
var
i
is the variable being split at the ith node and s
split
i is the split point at which the
variable is being split at node i. (DMS have a numbering system for tree nodes.) The
joint distribution for (k, θ(k), y) is given by
p(k, θ(k), y) = p(k|y)p(θ(k)|k, y)
Denote leaf node i by Ti = (j : yj ∈ ti) and assume that the y’s are normally
distributed with unknown mean αi and unknown mean σ
2
i . A minimum number of
observations,TMIN , has to be in a leaf node. The default is 5. The likelihood is thus
p(y|k, θ(k) ∝
k∏
i=1
{
I(|Ti| > TMIN)σ−1i exp
[
− 1
2σ2i
](∑
j∈T
(yj − αj)2
)}
where I(·) is the indicator function and |Ti| denotes the number of observations
in leaf node i. DMS use an improper uninformative prior for the αi’s and a vague
gamma prior for the σ2i ’s.
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pi (αi) = constant
pi
(
σ2i
)
= Gamma
(
10−2, 10−2
)
Note that these priors are independent of one another. Rather than drawing from
these distribution DMS adopt a similar tactic to the one they used for classification
trees: they work with the means of the sampling distributions:
αi =
1
ni
∑
j∈T
yj
The variances are updated using a Gibbs step:
p(σ−2i |y, θ, σ−2−i ) = Gamma
{
10−2 +
ni
2
, 10−2 +
1
2
∑
j∈T
(yj − αi)2
}
where the −i subscript refers to all those elements which do not have subscript i.
CGM comment that it is unwise to use an uninformative improper prior when
comparing models of different dimension, since this has been demonstrated to be
problematic for the construction of Bayes factors (Spiegelhalter and Smith, 1982)[120].
Carlin and Louis [21] draw attention to a similar problem:
A good example...is given by random effects models for longitudinal data, where
the dimension of the parameter space increases with the sample size. In such models,
the information in the data may be insufficient to identify all the parameters, and,
consequently, at least some of the prior distributions on the individual parameters
must be informative. (Carlin and Louis, 2000).
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This would certainly be a problem if DMS had made all the priors improper, but
this is not what they did. The key question is whether there is enough information
in the data to identify all the parameters. At the present time there is no definitive
theoretical underpinning for this approach, but neither does there seem to be any
empirical evidence that this issue has caused problems in practice.
A discrete uniform distribution is used to choose the variable to be split to be used
at these nodes. More controversially, a uniform is also used for the split point over the
available range of the variable. This is a major difference from the CGM approach,
which uses a discrete distribution over the observed values. As CGM point out, their
method has two advantages. Firstly, it is invariant to monotone transformations of
the variable and secondly, it places more weight on regions which for which there are
more observations. We agree with the comments of CGM and prefer their version on
this issue. As with the classification model the prior for k the number of leaf nodes,
is obtained from a Poisson distribution modified to exclude 0.
p(k) =
λk
(eλ − 1)k! , k = 1, 2, . . .
2.4.5 Buntine’s Bayesian approach
Wray Buntine applied Bayesian ideas to the classification tree problem (Buntine,
1992)[20] though, not, unfortunately, to the regression problem. Although he did not
build a practical fully Bayesian tree builder, his analysis sheds light on a number of
issues. Buntine imagines a model (a class probability tree, in his terms) which assigns
a probability that an example y at a certain leaf is actually of class C. We assume
that the sample space ℵ has been partitioned into leaf nodes, so that ℵ =
k⋃
i=1
ℵi
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First, some mathematical preliminaries: Let α0 =
∑C
i=1 αi and
BC(α1, . . . , αC) = A
−(α0−1)
∫
∑C
i=1 θi=A
θα1−11 . . . θ
αC−1
C dθ1 . . . dθC−1
be the C-dimensional beta function
and
I(p1, . . . , pC) =
∑C
i=1 pi log2 pi be the Shannon information (Shannon, 1948)[118]
associated with knowing which of C classes, with prior probabilities p1, . . . , pC , an
observation y belongs to.
The beta function can be expressed in terms of the gamma function (Lebedev,
1972)[90].
BC(α1, . . . , αC) =
∏C
i=1 Γ(αi)
Γ(α0)
where the gamma function is defined as Γ(z) =
∫∞
0
e−ttz−1dt for Re(z) > 0.
For large n the gamma function can be approximated by Stirling’s approximation
Γ(n) ≈ √2pie−nnn+ 12 . Using Stirling’s approximation we obtain
ln (BC(α1, . . . , αC)) ≈ α0I
(
α1
α0
, . . . ,
αC
α0
)
− C − 1
2
ln(2pi)− 1
2
ln
(∏C
i=1 αi
α0
)
Now, for a particular partition of the data PV we associate class probabilities at
each leaf p(cij|x ∈ ℵk) = φjk with j indexing the classes and k indexing the leaves.
Using a multinomial likelihood and a proper but vague conjugate Dirichlet prior, the
tree model can be written
p(PV , φ|~x,~c) ∝ p(PV )
V∏
k=1
BC(n1k + αk, . . . , nCkαk)
BC(αk, . . . , αk)
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p(φ|~x,~c, PV ) ∝
V∏
k=1
1
BC(αk, . . . , αk)
C∏
j=1
φ
njk+αk−1
jk
If each leaf contains enough examples for Stirling’s approximation to apply, the
log posterior for the partition PV can be approximated as
− ln(p(PV )|~x~c) ≈
(
N + C
V∑
k=1
αk
)
I(C|PV )− ln p(PV )+
V∑
k=1
{(C − 1)Γ(αk)− Γ(C − 1)αk}+ constant
where I(C|PV ) represents the expected Shannon information gain about the class
due to making the partition PV . The latter two terms are constant across all parti-
tions, so one should choose the partition which maximises the Shannon information.
Thus, Buntine obtains Quinlan’s information gain criterion as a large-sample ap-
proximation to a Bayesian procedure with a Dirichlet prior. The use of Shannon
information can also be viewed as an application of maximisation of subjective ex-
pected utility, with the Kullback-Leibler divergence as the utility function. See chap-
ter 4 for more details about this. Quinlan takes maximisation of information gain as
his splitting criterion without further justification. He is aware that if the number
of observations at a leaf node is small then sampling error will cause problems for
estimating the information gain and so he makes ad hoc adjustments to try to com-
pensate for this. Buntine’s approach is more fundamental and provides a Bayesian
justification for Quinlan’s information-theoretic approach. (There is however, no such
justification for the information gain ratio that Quinlan uses in his later work, such
as the C4.5 tree algorithm.) Buntine points out that, for small sample sizes, approxi-
mating the Dirichlet posterior by Shannon information is a poor approximation since
Stirling’s approximation is poor. One solution is to use the beta function to calculate
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it accurately. So, it is not just a question of sampling error in calculating informa-
tion gain: a different formula needs to be used. Buntine’s work also shows how one
could incorporate different costs for different types of classification error. Instead of
using Shannon information, the posteriors would be used at the leaf nodes along with
utilities, to carry out a decision based on maximised expected utility (see J.Q. Smith
1988,[119]) for the principles of utility theory). As we shall see in Chapter 4, Shannon
information gain is an appropriate criterion only in the inference context (i.e. where
there is no consideration of consequences), not the decision-making context.
Chapter 3
Stratified sampling for
classification
3.1 Introduction
One area of business where decision trees are widely used is the classification of cus-
tomers by financial institutions for the purpose of deciding whether or not to lend
them money. Consider the following example. Assume that you are working for fi-
nancial institution which lends money has two types of customers applying for loans:
good and bad. Good customers will not default on a loan, but bad customers will.
(We assume that operational definitions exist for existing good and bad customers, for
example, we might define a bad customer as one who has had a payment outstanding
for a period of at least 90 days in the past 5 years.) There is an existing process in
place for assessing loan applications but it uses personal interviews and is considered
very subjective. You have available to you some relevant information about the loan
applicants, such as their income, sex and age. You want to construct a classification
algorithm so as to classify the applicants into ‘good’ and ‘bad’ customers automati-
cally, using the information you have as predictor variables, and to extend loans to
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‘good’ customers but not to ‘bad’ ones. There are several difficulties associated with
carrying out this classification in practice. The problems include
• Constructing a suitable training set
• Differential class sizes
• Differential misclassification costs
• The choice of performance measure for the classification process.
3.1.1 Training set bias
Ideally, the training set available to us would be drawn (by simple random sample,
say) from the population of interest, namely customers who apply for a loan. In
practice, this is not usually possible as we reject some customers as a bad risk and
after we have done this we have no means of knowing whether they would have been
a good customer or a bad one. Our database of past and present customers will
therefore only contain customers who passed the criteria for obtaining a loan. This
depleted population is likely to be very different from the population of applicants
for new loans, to which we want to apply our classifier. Training our classifier on our
existing database as it stands is likely to produce a classifier that performs poorly
for new applicants (Meester, 2000) [98]. There is a large literature devoted to the
subject of learning from flawed training sets such as these, under the name of reject
inference. The problem of reject inference can viewed as a problem in the missing data
paradigm of Little and Rubin (1987, [96]). We use the notation of, and summarise
the analyses of, Feelders (2003)[45] and Zadrozny ([134]. A vector of variables (that
can be numeric or categorical) x = (x1, . . . , xk) is observed for each applicant. This
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would be drawn from their application form and would include such items as their
age, sex, income and other financial details. A class label y is observed for each
accepted applicant. y ∈ {0, 1}, where 0 denotes a good loan and 1 denotes a bad
loan. The variable a denotes whether the application was successful (a = 1) or not
(a = 0). y is observed if a = 1 but not observed if a = 0. Little and Rubin distinguish
between a number of different missing value situations. In the Missing Completely
At Random (MCAR) situation the probability that a = 1 does not depend on the
value of y, nor on the value of x, i.e. p(a = 1|x, y) = p(a = 1). MCAR corresponds to
an application process in which the applicant’s details are ignored and a decision is
made by an independent random process such as a throw of a die. The MCAR model
is not very realistic in the loan application problem, but we note that if MCAR were
to apply analysis carried out using just the information from the accepted applicants
would be valid. The process that determines ‘missingness’ is, in Little and Rubin’s
terminology, ignorable. In the Missing At Random (MAR) model a depends on x
but is independent of y, conditional on x. That is, p(a = 1|x, y) = p(a = 1|x) which
we can write as a⊥ y|x. This would apply, for example, if our acceptance procedure
was to reject everyone with a salary below a certain threshold and accept everyone
else, where salary was one of the observed components of x. The third situation
in Little and Rubin’s scheme is is Missing Not At Random (MNAR), in which a,
conditional upon x, still depends on y, the loan outcome. The importance of the
distinction between MAR and MNAR is that in the MNAR situation the application
acceptance process must explicitly be modelled, whereas in the MAR situation it is
usually ignorable. (Specifically, it is ignorable if the parameters of the missingness
mechanism are unrelated to those determining y, which is often the case.) However,
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even in the MAR case we must take great care with our modelling approach. Some
approaches work and some do not. Hand, Mannila and Smyth (2001)[64] distinguish
3 approaches to classification. Suppose we have classes c1, . . . , cp and a feature vector
x. The vector of model parameters is denoted by θ.
1. The discriminative approach. This is also known as the diagnostic paradigm.(Dawid,
1976)[33]. We model the decision boundaries between the different classes with-
out attempting to model the individual class-conditional densities f(x| yi). Usu-
ally this consists of finding a suitable discriminant function which optimally
distinguishes between the classes. The classical example of this approach is
Fisher’s linear discriminant analysis. (Fisher, 1936)[47]. The classical CART
algorithm is an example of this approach (though Bayesian CART methods are
not, as they model the class-conditional densities). This approach produces
‘hard’ classifications, i.e. no uncertainty is associated along with the class pre-
dictions.
2. The regression approach. Here we model the class-conditional densities, but
fail to include any prior information concerning the prevalence of the different
classes, p(yi). This approach produces ‘soft’ classifications, i.e. for each new
case that we are predicting a class for we are given a set of probabilities of it
being in each of the separate classes. The most likely class is chosen, or we can
combine the results with costs or utilities and use a decision analysis to make
the actual classification. Logistic regression is an example of this approach, and
some tree models do produce class probabilities as outputs, and so fall into this
category.
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3. The class-conditional approach. This is also sometimes known as the sampling
paradigm.(Dawid, 1976 [33]). In this approach, we model the class-conditional
densities p(x| yi, θ) , but also use prior distributions p(yi) to model the class
prevalences. We use Bayes’ theorem to produce the feature-conditional class
probabilities p(yi|x). This approach is in the spirit of Bayesian analysis, but
some practitioners use maximum likelihood (ML) to estimate the components of
θ. Ripley (1996 [112]) remarks that the use of ML has to do with the high regard
in which it is held generally, and the fact that several pioneers in statistical
classification theory have directly or implicitly recommended it. He points out
that good estimates of θ do not necessarily translate into good classification
performance.
It makes a difference which of the above approaches is used for the reject inference
problem. Direct use of the available data (known as complete case analysis in Little
and Rubin’s terminology) is not generally valid for the MAR reject inference problem,
but will work here if we use a regression-type approach, such as logistic regression.
We would want to fit the model
p(y = 1|x) = 1
1 + exp(β0 + β1x1 + . . .+ βpxp)
Because we only observe y when a = 1 we will in fact be fitting
p(y = 1|x, a = 1) = 1
1 + exp(β0 + β1x1 + . . .+ βpxp)
However,
p(y = 1|x, a = 1) = p(y = 1|x, a = 0) = p(y = 1|x)
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so we can use p(y = 1|x, a = 1) to estimate p(y = 1|x). If however, we choose to
use a discriminative approach such as linear discriminant analysis, we would run into
difficulty. From Bayes’ theorem
P (y = 1|x) = p(y = 1)p(x|y = 1)
p(y = 0)p(x|y = 0) + p(y = 1)p(x|y = 1)
The problem here is that we cannot estimate these quantities from the accepted
applicants only, since the value of a depends on x and (through x) y. In the case of
tree models the splitting criterion for a node is always dependent on p(y|t), where t is
a test on one feature variable and p(y|t, a = 1) 6= p(y|t) (Zadrozny, 2004) [134], thus
tree models are susceptible to bias from the use of accepted applicant data only. If
we wish to use a discriminant analysis approach we must use a model that includes
the rejected applicants. One way to do this is through a mixture model. Following
Feelders (Feelders, 2003, [45]) we let
p(x) = pi0p0(x; θ0) + pi1p1(x; θ1)
where the pis are the mixing proportions, the θs are the component-specific para-
meter vectors and the ps are the component-specific densities. If the applicant is
accepted the component is observed, but not if they are rejected. There are thus
two components to the likelihood function: where yj is observed to be i the likeli-
hood has the form Lj = piipi(xj); where yj is not observed it takes the mixture form
Lj = pi0p0(x0)+pi1p1(x1). Form rejected loans and n accepted loans the observed-data
likelihood is
Lobs(Ψ) =
m∏
j=1
{
1∑
i=0
piipi(xj; θi)
}
m+n∏
j=m+1
{
1∑
i=0
zijpiipi(xj; θi)
}
where Ψ = (pi′, θ′)′ is the vector of unknown parameters and zij takes the value 1
when observation j has class label i and zero otherwise. The above likelihood can
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be used to produce estimates of the unknowns, either by frequentist methods such
as the EM algorithm (Dempster et al. 1977,) [35] or by Bayesian methods such as
the Gibbs Sampler. (See Gelman et al. (1995)[54] for examples of the use of the
Gibbs sampler for mixture models.) The problems are even greater if the application
process is non-ignorable. We have
p(y|x) = p(y|x, a = 1)p(a = 1|x) + p(y|x, a = 0)p(a = 0|x)
The data will tell us p(a|x) and p(y|x, a = 1), but not p(y|x, a = 1). One approach
that has been suggested is a bivariate probit model (Boyes et al. 1998 [13], Greene
1992, [60] and 1998 [61]) consisting of two equations. Again, we follow the description
given by Feelders (Feelders, 2003, [45]). The first equation models the acceptance
procedure as
a∗i = xiα + ²i
while the second equation models the loan outcome
y∗i = xiβ + νi, for i =, . . . , n
where a∗i and y
∗
i are unobserved numeric variables. If a
∗
i is less than zero then the
loan application is rejected and ai is set to zero. If it is greater or equal to zero then
the loan application is accepted and ai is set to one. Similarly, if y
∗
i is less than zero
then the outcome of the loan is bad and yi is set to zero, and if y
∗
i is greater than or
equal to zero the outcome of the loan is good and yi is set to one. Of course, yi is
only observed if ai = 1. The disturbances are assumed to be bivariate normal.(
²i
νi
)
= N(µ,Σ)
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with µ =
(
0
0
)
; Σ =
(
1 ρ
ρ 1
)
If ρ = 0 the two equations decouple and we have the MAR situation:
p(y = 1|x, a = 1) = p(y = 1|x, a = 0)
In a practical situation we would hope and expect that ρ > 0, i.e. that the accepted
applicants have fewer bad loan outcomes than the rejected applicants.
p(y = 1|x, a = 1) > p(y = 1|x, a = 0)
In fact, several empirical studies (Jacobson and Roszbach, 1998 [78];Greene, 1992,[60],
1998,[61];Boyes et al. 1989 [13]) have found negative values of ρ. The reason for this
are not entirely clear, but either the models are wrong or the banks’ loan acceptance
policies are making things worse! The possibility that the models are wrong should
not be discounted, as they are based on some fairly strong assumptions, such as nor-
mality of the latent variables, which are difficult to verify. Banasik et al. (2003, [7])
found that the bivariate probit model provides very little improvement over models
making MAR assumptions. The whole attempt to classify in the MNAR context is
one that is has received critical comment. One possibility (Hand, 2002, [66]) is to
give loans to a small proportion of applicants who fail the application. So if someone
fails the application they might be given a loan with probability 2%, instead of with
probability 0%. This soft ‘accept/reject’ threshold enables the lender to collect the
data needed to build better models to be built, while limiting the risk to the lender
company.
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3.1.2 Differential misclassification costs
Clearly, the misclassification loss associated with classifying a good customer as a bad
one may be very different from the cost associated with classifying a bad customer
as good one. The cost differential will depend on the context. In credit card fraud
situations if we classify a good customer as a bad one we may simply have to ask the
cardholder to telephone us before a transaction can be authorised. This is a minor
nuisance, but not a major problem. In the case of a loan application we are depriving
ourselves of the potential for profit from the interest on the loan. Usually, classifying a
bad customer as good is a lot more serious as we are exposing ourselves to a substantial
financial risk. It is thus important to accurately reflect the cost structure of the
problem. Hand and Vinciotti point out that while statistical modelling strategies
typically treat the model building stage and the decision-making strategies as quite
separate. One first builds an inference model and then chooses loss functions and
one does not need to take the loss functions into account when building the model.
Hand argues (Hand and Vinciotti, 2003 [67]) that while this is true if the model is
correct, in practice models are often misspecified. One is usually trying to build a
model that is ‘close to’ the true model in some well-defined sense, but there is some
latitude in the model-building process that one can make use of to build models that
perform well in the parts of the design space that are important for the problem at
hand. For example, points which are well away from any decision boundaries may
be downweighted in favour of points close to decision boundaries. If one is building
a loan application scorecard one can choose to bring the misclassification costs in at
the model building stage so as to build a model with the decision boundaries better
placed.
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3.1.3 Performance measures
It is not uncommon for a practitioner to train his classifier only to find that it declares
all the cases to be good customers! This can happen if the classifier is designed so
as to look for models which optimise overall classification accuracy. The classifier
construction algorithm searches the model space for a ‘good’ model, and the model
where all customers are ‘good’ is easy to find and, if the minority class is rare, this
trivial model has very good overall classification accuracy.The choice of performance
measure is crucial. For example, if the overall misclassification rate is chosen as the
performance measure it be dominated by the misclassification rate of the majority
class and this is undesirable. It also assumes that the misclassification costs are
equal. A better measure is the total misclassification cost, with the correct misclassi-
fication costs incorporated (Vinciotti and Hand, 2002) [131]. Other popular methods
for assessing performance are the Gini coefficient (a relative of the Gini index of
node purity encountered earlier) and certain features of the ROC (receiver operat-
ing characteristic) curves (Hand, 2001a) [63]. Suppose we have a two-class problem
with classes 0 and 1 and a classifier that predicts the probability of a case being in
class 0 or 1 given some feature vector x. Generally, we put the case in question in
class 1 if p(1|x) > c for some classification threshold c. For a given classifier, we
can adjust the threshold to make the classifier more or less sensitive. We define the
sensitivity to be the proportion of customers who will go on to be a bad risk who
are labelled a bad risk by the classifier. Conversely, the specificity is the proportion
of good customers who will be labelled as a good risk by the classifier. If we adjust
the classifier threshold to make it more sensitive to loan defaulters we will also find
that we will classify more good people as being in the bad group. That is, as the
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sensitivity has increased so has the the specificity decreased. The ROC curve plots 1
- specificity on the horizontal axis versus sensitivity on the vertical axis. It shows the
trade-off between sensitivity and the specificity. An ideal classifier would have both
a sensitivity and specificity of 100% and would occupy the top left corner of the unit
square on the ROC curve.A good real-world classifier will stay close to the left hand
vertical-axis as we move right-to-left along the horizontal axis (implying that there is
little degradation in specificity as sensitivity is increased), then as it nears the top of
the unit square it will hug the upper horizontal axis, implying little degradation in
sensitivity as specificity is increased. A classifier that randomly assigns classes will
lie somewhere along the line y = x. Accordingly, the area between the ROC curve
and the line y = x is used as a performance measure: the Gini coefficient is defined
as twice the value of this area. It equivalent to a Mann-Whitney-Wilcoxon test of the
hypothesis that a randomly chosen person from one class (say, class 0) will be more
likely to be allocated to their correct class (class 0) than a randomly chosen person
who is from the other class (class 1) is to be allocated to class 0 (Hand, 1997, [65].
3.1.4 Unbalanced class sizes
Good customers often greatly outnumber bad customers, so that if we take a simple
random sample of cases to use as a training set then we find that in order to obtain
a substantial sample of bad customers we have to take a very large sample of good
customers. (In some related applications, such as fraud detection, non-fraudulent
cases may out number fraudulent cases by 100 to 1 or more.)The class size issue can
be seen in Bayesian terms as the need to know the prior probabilities of the classes.
Even if a suitable performance measure is chosen, a major imbalance in the size of
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the classes can cause problems. For example, a linear discriminant classifier uses a
pooled estimate of the covariance matrix with weights determined by the class sizes.
This will be dominated by the majority class, leading to suboptimal placement of the
decision boundary. In principle, decision theory could be used to make use of priors
and missclassification costs to set an optimal decision boundary, but many classifiers,
and (as we have seen from earlier chapters) decision tree classifiers in particular, do
not determine their decision boundaries according to decision theory. If a decision
tree is trained on a stratified sample with 50% good and 50% bad customers it will
put the decision boundary at the midpoint, without using the costs. The costs may
then be involved in the classification decision, but using a decision boundary which
has been set without them. For example, the following rule may be used
Rule 1: Allocate to class 1 if p(y = 1|x) > 0.5
Hand and Vinciotti (2002) point out that it can happen that p(y = 1|x) << 0.5
for all vectors x, in which case no-one is allocated to class 1. They argue that the
threshold should be moved from 0.5 to k, and that to minimise the overall costs k
should be set at (1 + r)−1,
assuming:
• an error of misclassifying a class 1 person as class 0 is r and
• an error of misclassifying a class 0 person as class 1 is 1
• a correct classification incurs no cost
This leads to their Rule 2.
Rule 2: Allocate to class 1 if p(y = 1|x) > 1
1+r
This can be written in different ways
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Rule 3: Allocate to class 1 if p(x|y=1)p(y=1)
p(x|y=0)p(y=0) = 1/r
where the prior probabilities (p(y = 0), p(y = 1)) are estimated from the sample
proportions.
A commonly used tactic for this problem is simply to train the classifier on a biased
sample consisting of equal numbers of good (class 0) and bad (class 1) customers
constructed by sampling of class 0. Hand and Vinciotti point out that this is a
mistake: class 0 should in fact be sampled down by a factor of r. To sample down
to equal numbers is to conflate the issue of misclassification costs with the issue
of unequal class sizes. In the machine learning community the terminology used is
undersampling and oversampling. In undersampling the majority class is reduced
in size by, for example, simple random sampling (see for example, Breiman et al.,
1984)[16]. A more sophisticated version of this approach selectively deletes cases
which are ‘redundant’ or ‘close to minority cases’. The redundant cases would be
ones that are far from a decision boundary and thus have little impact on the results.
The class 0 cases close to class 1 cases are assumed to be the result of noise rather
than greater complexity in the decision surface. They can be found by looking for
Tomek links (Tomek, 1976, [128]. Suppose we have two cases a and b that have
opposite class labels, and suppose that there is no point c such that d(a, c) < d(a, b)
and no point such that d(b, c) < d(a, b), where d(x, y) denotes the distance between
cases x and y. The pair (a, b) is said to be a Tomek link. A search is carried out for
the Tomek links and the the majority class case is deleted. The obvious disadvantage
of the undersampling approach is that some information is being thrown away. In the
oversampling situation the minority class is increased in size. This can be done by
duplication of cases chosen by simple random sampling or by bootstrapping (sampling
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with replacement). The danger is that one is focussing greater attention of these
few cases and overfitting is distinctly possible. To avoid this possibility Kubat and
Matwin (Kubat and Matwin, 1997)[88] constructed pseudo-cases by interpolating new
‘cases’ along the line joining existing cases. Oversampling may be particularly useful
where the class 1 cases are particularly few in absolute number. Sometimes the two
approaches are combined. The SMOTE (Synthetic Minority Over-Representation
Technique) of Chawla et al.( 2000)[24] used undersampling of the majority class and
creation of synthetic minority cases by interpolation along lines to nearby minority
cases. However, we do not think that the problem lies solely with the data and prefer
to look again at the foundations of Bayesian classification theory for inspiration.
3.2 A principled Bayesian approach
Aitchison and Dunsmore [1]give a Bayesian characterisation of the general diagnosis
problem which we explain briefly. They make the following assumptions, D1-D8.
A case record or observation consists of a class and some feature measurements
(c,x). The parameter ψ is a vector of proportions, indicating the prevalence of the
various types in the population. These proportions may or may not be the same as
the prevalence of the classes found in the training set. ψy is known as the arrival
parameter. We will use this parameter to incorporate our knowledge that the sample
is biased with respect to the class proportions to be found in the general population.
In situations where the classes occur in the sample in the same proportion as in the
population we have
p(ci|ψ) = ψi
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But in situations such as the stratified classification problem where we have rigged
the sample proportions, we have
p(ci|ψ) = p(ci)
i.e. the sample proportions do not depend on the population proportions.
D1: Each case belongs to one and only one of a finite set C = {1, . . . , k} of
possible classes.
So, in our example there are two classes, good and bad, and each customer is in
one and only one of these, though we may not know which.
D2: For each case a finite set {x1, . . . , xd} of possible features may be observed,
any feature vector falling within a given sample space X.
For the cases in our training set we know the feature values and the class, but for
new cases we will only know the features values. The class must be predicted.
D3. The class of probabilistic models considered as possible descriptions of the
generation of case records is indexed by a finite-dimensional vector (ψ, θ) with ψ ∈ Ψ
and θ ∈ Θ.
D4. p(ci|ψ, θ) = p(ci|ψ) for every ψ ∈ Ψ, θ ∈ Θ .
The probability that a randomly chosen element of the training set has a par-
ticular class does not depend on the measured features of that element. It does,
however, depend on a vector of occurrence probabilities, ψ, the arrival parameter. If
we know ψ then we do not need to know θ. Each class is characterised by a proba-
bility distribution with θ as the vector of parameters. It is known as the structural
parameter.
D5. p(x| t, ψ, θ) = p(x| θ),x ∈ X, for every ψ ∈ Ψ, θ ∈ Θ.
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The feature vector is completely defined by the parameter vector θ, and only θ.
D6. p(z|ψ, θ) =∏ni=1 p(zi|ψ, θ) for every set z = (z1, . . . , zn) of case records.
For given structural and arrival parameters the observations in the training set
are independent.
D7. p(ψ, θ) = p(ψ)p(θ), ψ ∈ Ψ, θ ∈ Θ
The arrival parameter and the structural parameter are independent of one an-
other.
D8. For a case of unknown class u with feature vector y, p(u = ci|ψ) = ψi,, for
i = (1, . . . , d) where ψ is the ith component of ψ, and Ψ =
{
ψ : ψt ≥ 0,
∑
t∈T ψt = 1
}
is the d-dimensional simplex.
The arrival parameter defines the relative frequency of classes to be found in the
population. These relative frequencies must add up to unity.
If we denote the set of possible classes {c1, . . . , ck} by C and the set of feature
vectors by x, then Aitchison and Dunsmore’s general result is that the posterior for
a new case with feature vector y and unknown class u is given by
p(ψ, θ, u = ci| y, z) = p(ψ| ci)p(u = ci|ψ)p(θ| z)p(y|u = ci, θ)∑d
i=1 p(ci)p(y|u = ci, z)
(3.2.1)
This is a very general result which allows to simultaneously predict the class of the
unknown case u, and sequentially update our estimates of the parameter vector θ
and the arrival parameter vector ψ (i.e. the class prevalence rates) after each new
observation. The ability to cope with class prevalence rates that are changing with
time could be useful in situations where management activity is actually causing
the arrival rates to change. For example, in fraud detection it may be that the
level of fraud is being driven downward by improved business practices. Over longer
timescales, it may be that the fraud rates run in cycles, whereby it is first driven
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downward as management processes win out, then fraudsters develop a new strategy
which is at first successful, and this is then countered by more management changes.
This Bayesian approach has other virtues. For one thing, it solves the problem of
what to do to start up the method once it is installed, but customer data is not yet
available. A vague prior could be used for the arrival parameters (a Dirichlet, for
example) and the system could learn the values as it goes along. If the data on the
majority class are essentially cost-free (no acquisition costs, no processing costs and
no other costs) it would be possible to use all of this data to form estimates of θ
that are as accurate as possible, on the Bayesian principle that any (relevant) free
information should be included. In practice, we think that the information is unlikely
to be free, but even then decision theoretic principles similar to those in Chapter 4
are relevant to determining how much data is worth including. In practice, evaluation
of Equation 3.2.1 could be a formidable computational exercise in many situations,
by virtue of the intractable integrals involved in computing the predictive densities
(see below). We are optimistic that this approach is now computationally feasible
or will be in the near future. Particle filter (also known as Sequential Monte Carlo)
approaches (Doucet et al., 2001) [40] have in recent years been applied to a number
of sequential decision problems, some of which, e.g. radar tracking problems, require
results in real time (Fearnhead, 1998)[44]. In particular, Amzal et al. (2003)[3] have
successfully applied particle filter methods to complex optimal design problems. If,
as in this case, we are interested simply in predicting the class of an example on
the basis of its measured characteristics y, and a set of past examples z, then this
simplifies to
p(u = ci| y, z) = p(u = ci)p(y|u = ci, z)∑d
i=1 p(u = ci)p(y|u = ci, z)
(3.2.2)
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The distribution p(y|u, z) is the posterior predictive distribution i.e. the posterior
with the model parameters integrated out. In the case where the class proportions in
the training sample have been rigged, as here, we need to specify these class propor-
tions values for p(ci) explicitly. This approach takes into account the different sample
sizes of the minority and majority classes. This is not to say that it is unaffected by
differential class sizes. The smaller sample size associated with the minority class is
still likely to result in worse classification accuracy for that class.
3.2.1 Example with a normal covariate
Suppose that the good and bad customer groups are both characterised by a normal
feature vector, perhaps after an appropriate transformation. For example, in a one-
dimensional case with income being used as the sole feature, it may that the logarithm
of income is approximately normally distributed. We predict whether a new customer
will default by making use of knowledge of their features. Let the income for the good
customers (on some appropriate scale) be distributed N(µ1, σ
2
1) and as N(µ2, σ
2
2) for
the bad customers, with sample mean vectors x1, x2 and sample variances s
2
1, s
2
2. Let
there be a training set with n1 good and n2 bad customers. Then m1 = x1,m2 = x2
are distributed as N(µ1,
s21
n1
), N(µ1,
s21
n1
) and ν1 =
n1s21
σ21
, ν2 =
n2s22
σ22
are distributed as
χ2n−1. If we use the conjugate priors
1/σ2 ∼ χ2(ν0, σ20)
µ|σ2 ∼ N
(
µ0,
σ2
κ0
)
the joint prior density is given by
p(µ, σ2) ∝ σ−1(σ2)−(ν0/2+1) exp
(
− 1
2σ2
[
ν0σ
2
0 + κ0(µ0 − µ)2
])
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Multiplying the prior by the normal likelihood gives the joint posterior:
p(µ, σ2|x) ∝ σ−1(σ2)−(ν0/2+1) exp
(
− 1
2σ2
[
ν0σ
2
0 + κ0(µ0 − µ)2
])×
(σ2)−n/2 exp
(
− 1
2σ2
[
(n− 1)s2 + n(x− x)2])
This is known as the Normal-Inverse-Chi-Squared and is denoted by
p(µ, σ2| x) = N-Inv-χ2 (µn, σ2n/κn; νn, σ2n)
where
µn =
κ0
κ0 + n
µ0 +
n
κ0 + n
x
κn = κ0 + n
νn = ν0 + n
νnσ
2
n = ν0σ
2
0 + (n− 1)s2 +
κ0n
κ0 + n
(x− µ0)2
The resulting posteriors for µ and σ2 are given by
µ|x ∼ N (µn, σ2/κn)
σ2|x ∼ Inv-χ2(νn, σ2n)
However, what we need is the posterior predictive. Let x˜ be a new observation. Then
the posterior predictive is given by
p(x˜| x) =
∫∫
p(x˜|µ, σ2)p(µ, σ2| x)dµdσ2
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Analytically, this can be shown to be a t distribution. (It can also be evaluated numer-
ically by first drawing from p(µ, σ2) and using that as input to p(x˜|µ, σ2) and then in-
tegrating. ) For the ’good’ class it is a t distribution with n1−1 degrees of freedom, lo-
cation x1 and scale
(
1 + 1
n1
)
ν0
n1−1 . For the ’good’ class it is a t distribution with n2−1
degrees of freedom, location x2 and scale
(
1 + 1
n2
)
ν0
n2−1 . We want p(Good| y, z) and
p(Bad| y, z), which are given by p(Good| y, z) ∝ p(Good)p(y|Good, z) and p(Bad| y, z) ∝
p(Bad)p(y|Bad, z). These results can be extended to the multivariate case (Aitchison
and Dunsmore, 1975)[1].
3.2.2 Incorporating data acquisition costs
Costs and benefits can also be incorporated into the above analysis. For a good
customer there will be a positive revenue stream associated with interest payments, on
the loan. For the bad customer there might be a sum associated with bad debt which
has to be written off. The number of minority class cases is limited by availability
(assuming we do not create any synthetic cases), but the number of majority class
cases used is under the control of the designer. If there really are no costs or penalties
of any kind associated with the use of additional majority class cases then in principle
all of them should be used. In practice, it is most unlikely that the use of additional
majority class cases is free. It may also be that further cases of the minority class
could be made available, but at a high cost, and it is this cost element, rather than
lack of availability, that limits the size of the minority sample. In that case we have a
decision theory problem to solve in order to find the number of majority and minority
class cases which maximises revenue or minimises costs. A general framework for such
Bayesian calculations is given by Raiffa and Schlaifer (Raiffa and Schlaifer, 1961,[110])
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which they refer to as preposterior analysis. We have
1. a set of possible terminal actions A = a. In this case the terminal action is to
extend a loan to a customer or to refuse the loan request.
2. a set of unknown states of nature θ = θ. These would be the parameters
of the feature distributions for each class, assumed unknown and estimated
sequentially as cases are gathered.
3. a set of possible experiments E = e we could carry out. In our case we can
classify on the basis of n1 Good examples and n2 Bad examples, for any n1, n2 ∈
1, 2, . . .
4. a set of possible outcomes of our experiments, the sample space Z = z. This
will be the classification accuracy achieved with particular values for n1 and n2.
5. a set of loss evaluations L(·, ·, ·, ·) on E × Z × A × Θ. The loss function is
intended to model, as accurately as is practical, the disbenefits associated with
classification errors. For, example, we may have average cost data that we can
use to determine the likely cost of an error each way.
We have to compute the expected loss E (L(n1, n2)) associated with any pair of values
of n1 and n2. The procedure would be
1. to create priors for the parameters of the class-specific feature distributions.
These should reflect what is known beforehand, if anything. If nothing is known
then some form of noninformative prior (either proper or improper) should be
chosen.
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2. Initial values n10 and n20 should be chosen for n1 (the majority class) and n2
(the minority class). If the minority class is limited by availability then it seems
reasonable to use all of it and an equal number of the majority class.
3. The expected classification accuracy for the two classes is then computed, on
the basis of the chosen priors and the chosen values for n1 and n2.
4. The losses associated with the expected classification accuracy are computed.
5. The space of feasible values of n1 and n2 is searched to find the pair associated
with the lowest expected loss.
6. This number of cases is chosen and used to train the classifier.
7. The posterior values of the Θ values is computed via 3.2.2
8. The revised classifier is used to classify any new cases that have arisen (thus
new cases are always classified by the best classifier available).
9. It is now necessary to decide how many additional cases (if any) should be
added to n1 and n2.
10. Steps 1 to 9 are iterated regularly, or as new cases arrive.
Once again, this is likely to be a formidable computational exercise, and it remains
to be seen whether it is computable in the near future. However, the general nature
of the optimal solution can be seen now.
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3.2.3 Nonparametric approaches
Traditional statistical models were parametric, but the widespread availability of
powerful computing facilities towards the end of the 20th century has allowed non-
parametric modelling to flourish, though Bayesian approaches were slower to emerge
due to the need to establish a suitable theoretical framework and associated comput-
ing strategies. With nonparametric approaches Equation 3.2.1 still applies, but now
there is the additional computational penalty associated with estimated the model
structure from the data. As far as existing, somewhat imperfect nonparametric meth-
ods such as decision trees are concerned, it is clear that approaches that fail to model
the class prevalences are going to perform poorly in the face of data with significantly
unbalanced class prevalences. Adjusting the training set will not fix the root of the
problem. We need to use a model selection process that takes account of class preva-
lences. Breiman et al.’s Gini coefficient is incorrect in the face of a non-representative
training set and needs to be modified. The CART algorithm does allow the user to
specify prior class probabilities and this does make a difference. On the one of their
data sets (mass spectra) the non-chlorine class outnumbers the chlorine class 10:1.
A tree which navely assigns all the data to the non-chlorine class would have a 10%
misclassification rate. Correct assignment of the priors changes this to about ‘5%’,
with a 3% misclassification rate for the non-chlorine class and 30% for the chlorine
class. Assigning equal priors tends to equalise the misclassification rates in general.
For this data set, equal priors give a 9% misclassification rate for chlorine and 7%
for non-chlorine. The user is advised to try out different priors to find the pair of
misclassification rates most acceptable to them. Breiman et al. also have a proposal
for implementation of costs in the algorithm. The Gini coefficient of node impurity
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at node t is replaced by assuming that we classify a case as class j with estimated
probability p(j| t) . The estimated expected cost is then given by
∑
i,j
c(i| j)p(i| t)p(j| t) (3.2.3)
where is the cost of misclassifying a case from class j as one of class i. This is
used instead of the Gini index. Unfortunately, there is a catch. Equation 3.2.3 is
symmetric between classes i and j and thus does not deal properly with asymmetric
costs. Breiman et al. recommend rigging the priors to achieve the same affect as
differential costs. Quinlan’s C4.5 program was developed after CART, but is less
sophisticated in some ways. It does not have a means of incorporating priors into
the information gain ratio criterion, nor does it have costs associated with different
misclassifications. We recall that Quinlan first derives the information associated with
classifying a case from a set S of cases as belonging to class Cj. He asserts that this
has probability
freqCj ,S
|S| , where |S| is the number of cases in S. If the training set does
not reflect the population this is no longer the case and the subsequent derivation of
the information gain (and gain ratio) is wrong. The relevant probability is exogenous
to the data and has to be put in as a prior. As pointed out in Chapter 4, use of an
information gain model selection criterion in problems where no (or equal) costs are
present can be justified on the basis of minimising expected loss, as the appropriate
loss function is a logarithmic score function and this leads to the choice of model
which maximises the Kullback-Leibler divergence, which is equivalent to the gain in
Shannon information. Where costs are involved, this is simply the wrong loss function
and a more appropriate one needs to be substituted. The CHAID approach makes
no provision for imbalanced samples.
Chapter 4
Issues with Tree Models
4.1 The statistical strategy used in CHAID
Kass [84] introduced the idea of choosing splits on the basis of the ‘most statistically
significant’ of the available next splits. Kass also suggested that the stopping crite-
rion should be that one stops when there are no new ‘statistically significant’ splits
available to make. This is a poor statistical strategy for a number of reasons.
1. First of all, the notion of choosing the ‘most significant’ of several ‘significant
statistics’ is one that many statisticians would regard as highly dubious. Signif-
icance tests were designed to distinguish results which could be spurious, due
to sampling error, from those that are unlikely to be caused by sampling error.
The ‘most significant’ split point is not necessarily the best in terms of predic-
tive power: it is simply the one with the least chance of spuriously separating
observations because of sampling error. In practice there may be little difference
between the significance levels of different splits, as measured by, say a p-value.
2. There are also a number of implementation difficulties with the approach. One
first needs to choose a suitable test statistic to work with, and, since one wants
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the most significant split amongst several, one needs to calculate the distrib-
ution of the maximum of this statistic, i.e. the last order statistic, which is
not usually straightforward. The calculations used by Kass involve asymptotic
normal assumptions that may not be valid for small sample sizes, or where the
distribution over the various predictor categories is skewed.
3. The use of large numbers of classical significance tests, one after the other, makes
it almost certain that spurious ‘significant’ results will be found unless preven-
tive measures are taken. Kass advocated the use of the Bonferroni correction
to the test size α. However, the Bonferroni procedure assumes independence
between the results, which makes it conservative. It is only a first order ap-
proximation and it becomes worse (i.e. very conservative) when correcting for
large number of tests. In CHAID the number of tests can run into hundreds of
thousands for large data sets.
4.2 Consistency of tree models
The CART book by Breiman et al.[16] discusses the issue of consistent estimation of
tree models and includes some proofs. This is an important question. Classical statis-
tical models usually have a fixed number of parameters and are estimated by methods
that are provably consistent, such as maximum likelihood. With tree methods the
recursive partitioning generates a number of non-overlapping subsets, in which the
data can be characterised by a mean and a variance if the response is numeric, or a
multinomial if the response is categorical, and so the ‘model’ is the set of all such mean
and variance parameters. Crucially, the number of such parameters is determined by
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the data. The issue of whether a model with a data-dependent number of parameters
can be consistently estimated was considered by Neyman and Scott (1948)[103], who
showed that the usually well-behaved estimation method of maximum likelihood can
generate inconsistent estimates when the number of nuisance parameters increases
with the sample size. Breiman et al. (1984)[16] gives existence proofs that there is a
partition of the data that provides a partition model which is arbitrarily close to the
true regression or classification model. It does not show us how we can find such a
partition, nor does it tell us how good current tree algorithms are at finding partitions
close to the true model. Lee (1998)[91] provides a Bayesian proof of the consistency
of artificial neural network models in which the number of hidden nodes is allowed
to grow with the size of the training sample. This is a somewhat similar situation
to the problem of regression tree consistency, although neural network models are
continuous whereas regression trees are not. Nevertheless, it may be that his proof
can be extended to the recursive partitioning situation. Note that in some cases a
tree model can exactly represent the true regression or classification function, but in
other cases it cannot. Tree models divide the design space into box-shaped regions
lined up with the coordinate axes. If the true regression or classification function also
takes constant values on box-shaped regions which are lined up with the coordinate
axes then it can be represented exactly by the tree model. In such a situation, as the
sample size is increased, a good tree model should approximate the true regression
function well. The number of model parameters needed to define the model is fi-
nite, and if the model generation process stops adding more parameters, as it should,
then increasing the sample size should provide additional precision. In this situation,
consistency should be an achievable goal for a tree algorithm, though it is not clear
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that current tree models do in fact achieve it. In particular, the CHAID algorithm
might be expected to generate spurious splits when large sample sizes are used, sim-
ply because classical significance testing with very large sample sizes tends to reject
the null hypothesis whether it is true or not. A more complicated situation is when
the true regression or classification function is smooth, or takes constant values on
regions with curved boundaries or straight boundaries not parallel to the coordinate
axes. If this is the case, then the true regression or classification function cannot be
represented exactly by the tree model. As the sample size is increased, finer and finer
partitions will be created in order to achieve fidelity to the data and the number of
model parameters will increase without bound. For consistency we certainly want the
number of parameters to increase more slowly than the number of observations. For
example, Lee’s proof of the consistency of neural networks assumes that the number
of hidden nodes does not increase faster than nα , where n is the number of observa-
tions and some 0 < α ≤ 1. Oates and Jensen (1997) [104] provide empirical evidence
that with trees grown with C4.5 the tree size increases linearly with the training set
size.
4.3 The statistical strategy used in C4.5
The idea of using of information theory to decide upon splits seems a good one,
but whereas the information gain criterion seems reasonable the gain ratio seems
arbitrary. There seems to have been no attempt to analyse the failure of the gain
criterion and correct it. The gain criterion has simply been exchanged for the gain
ratio, which has no clear justification. The problem with the gain criterion is simply
that it contains no penalty for model complexity. This is addressed by the subsequent
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pruning, but this is a less than ideal approach. In fact, a number of model selection
criteria have been proposed which have an information theoretic measure of fit plus
a model complexity penalty and they have some theoretical justification. The Akaike
Information Criterion, (Akaike 1974)[2] or AIC, is the most well known. It given by
AIC = deviance + q
Where the deviance is −2× (log maximised likelihood) and q is the number of model
parameters. The lower the value of AIC the better the model. Akaike’s argument
is that, given the data and a particular set of models with their parameters set
to specific values, the AIC criterion will pick the model which will best estimate
the predictive distribution of a new observation. Kass and Raftery (1995)[85] argue
that this ignores model uncertainty, and so that AIC will tend to overfit. Schwarz’s
Bayesian Criterion, BIC, (Schwarz, 1978)[117] is similar but imposes a larger penalty
on the number of parameters: it uses ln(N) instead of 2 for the coefficient of q. BIC
is an approximation to the logarithm of a Bayes Factor where a noninformative prior
has been used (Kass and Raftery, 1995)[85]. Hastie et al. [123] point out that when
comparing models from a model class that contains the true model, BIC converges on
the true model as the number of data points tends to infinity whereas AIC does not.
On the other hand, the higher model complexity penalty of BIC may be inappropriate
in small samples. Accordingly, they recommend the use of AIC when data is scarce
and BIC when data are plentiful. Note that AIC and BIC are both relative measures,
comparing one model against another, rather than measuring the goodness of fit of
a single model in isolation. As far as pruning is concerned, Quinlan mentions the
assumption of a binomial distribution at the leaf as potential problem, but this is
perhaps the least troublesome issue with the method. The error rate is based on
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a resubstitution estimate and thus biased, perhaps greatly so. The use of the 75%
upper confidence limit to correct for this is arbitrary. Furthermore, both CART and
C4.5 use the expected error rate as a performance measure, and this assumes that
errors of different types (making too big a tree versus making too small a tree, have
equal losses.) Buntine showed that the information gain approach can be justified by
Bayesian arguments, at least when the sample size is sufficiently large. Unlike CHAID
and CART, C4.5 did not originate in the statistical community, it came from machine
learning, a rapidly growing branch of computer science. There are strong cultural
differences between the two communities and this leads to quite different approaches
to the same problems. The machine learning community has tended to focus on the
great storage capacity of the modern computer and has devoted much attention to the
idea of ‘scalable’ algorithms in the which the computation time is a slowly increasing
function (ideally linear) of some measure of the problem size. Statisticians, on the
other hand, have tended to focus on the great computational power of the modern
CPU and have devised computationally intensive techniques to estimate models that
are more realistic than their predecessors. Such models, of course, are not suitable for
use on very large data sets. C4.5 seems to be a program designed for good run time
performance, but which cuts a number of statistical corners in order to achieve this.
The pruning method, in particular, is very lightweight by comparison with CART’s
cross-validation approach. In view of Breiman’s work, which established that pruning
is a critical issue, this seems to be serious deficiency. However, none of these problems
seem to have seem to inhibited the use of C4.5 in the computer science community.
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4.4 Choice of coordinate axes
If we have a conventional statistical model such as a multiple regression, we can have,
say, two predictor variables. Generally, we can do this in more than one way. We
could put in variables X1 and X2 or we could put in X1 + X2 as one variable and
X1 − X2 as another. It makes no difference to the regression model. (Nor should
it, the information content is the same.) However, with a tree model it makes a big
difference. We can illustrate this with one of the classic data sets of multivariate
analysis. Edgar Anderson [5] collected length and width measurements for the petals
and sepals of 150 irises found in Canada’s Gaspe peninsula. The irises belonged to
three different species: Iris Setosa, I. Versicolor and I. Virginica. Anderson’s data
was used a year later by Fisher (Fisher, 1936)[47] to illustrate methods of multivariate
analysis. A plot of petal length versus petal width (in millimetres) is shown in Fig.
4.1 If we apply a CART classifier to this data we obtain the classification shown
in Fig.4.2. We see that the coordinate axes used by the classifier are not lined up
with the data. If we carry out a principal components analysis (PCA) on these data
we find that the first principal component accounts for 98% of the variation. The
data are thus virtually one dimensional. We plot the values of the first principal
component, PC1, in Figure 4.3. To make it a bit clearer we have plotted it against a
variable which takes the value 0 in all cases, and some jitter has been added. We then
used the CART algorithm to predict species using PC1 and PC2, the first and second
principal components, as predictors. The resulting tree is shown in Figure 4.4. Notice
that the second principal component is not used at all by the tree. (Notice also that
there are two spurious bottom-level splits which could be removed without making
any difference.) The data can now be split using splits which are purely vertical and
71
Figure 4.1: Petal length and width for 150 irises.
Figure 4.2: A C&RT classification of the iris data.
72
Figure 4.3: The first principal component of the Iris data. (Jitter has been added.)
horizontal and vertical (in this case, purely vertical).
4.5 Representation of categorical predictors
A categorical predictor variable is usually put in directly as a variable containing
the category values. This is different to the way that categorical variables are put
into conventional statistical models (linear models, generalised linear models etc.)
In conventional statistical models a set of k − 1 dummy variables is used, where k
is the number of levels of the categorical variable. Each dummy variable is binary,
taking a 1 where the categorical variable takes a specific level and zero otherwise.
One of the levels is deemed to be a reference level and does not appear. The dummy
variable approach can also be used for trees and the tree that results from this process
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Figure 4.4: Tree Prediction of species using principal components.
is in general different from the tree that results from using the categorical variable
directly. In a marketing context it is not unusual to have tens of categorical predictor
variables, each with tens of levels. For example, a marketing analyst working for
a company selling telephone directories will want to predict whether a particular
business, with known characteristics, will purchase space in the directory. Much may
be known about the company concerned, especially if they have been a customer in
the past, and much of this information will be categorical data. The use of logistic
regression frequently fails because the number of dummy variables created may exceed
the available computer memory. In the same circumstances a tree model may be
capable of being run. However, this discrepancy between the two ways of representing
the same data does not really make sense.
74
4.6 Parsimony of parameters
Ideally, we would like our models to have few parameters but good explanatory power.
Classical tree models such as tree models have many parameters and are prone to
overfitting. The pruning mechanism does reduce the number of parameters, but this
may not be the best way of doing achieving parsimony. An alternative approach is
shrinkage, i.e. the use of correlated parameters, which reduces the effective number of
parameters. Intuitively, we are building in the reasonable idea that close areas of the
predictor space should have similar parameter values. Shrinkage has been tried for
classical trees (Hastie and Pregibon, 1990)[68] and Chipman, George and McCulloch’s
original Bayesian CART paper (Chipman, George, McCulloch, 1998)[27] suggested
a hierarchical prior. The Bayesian approach to shrinkage involves the use of hierar-
chical models (Gelman et al, 1995)[54] and is justified by de Finetti’s Representation
theorem (O’Hagan, 1988)[105], which says that exchangeable random variables can
be considered as draws from a higher level random variable. Classical tree models,
despite their hierarchical construction algorithms, are not hierarchical models in this
sense, as all the leaf nodes are equivalent. In our view, the incorporation of shrinkage
in models with large number of parameters, such as tree models is highly desirable.
From the Bayesian point of view both pruning and shrinking are encompassed in
unified framework, since they just correspond to different choices of prior, to be used
as appropriate in context.
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4.7 Model selection, model averaging and stability
Much of the tree literature is concerned with selecting the best tree. This author
has more than once encountered users of tree models in a marketing department
who mistakenly believe that the tree which emerges from their tree algorithm is the
‘true’ or ‘best’ tree. In fact, the tree spaces which are typically generated in practical
applications such as marketing are so large that at the present moment there is no
way of examining more than a tiny fraction of the possible trees. Even if there were
to be a best tree according to some criterion, it is likely that are many trees that are
almost as good. There are a few issues to be teased out here. First of all, do we have
to have a single model as our result? In practical work model uncertainty is usually
a major issue (Chatfield, 1995)[23] (Draper, 1995)[42]. If there is no requirement
that a single model is used for prediction then we may be better off to take model
uncertainty into account and use a model averaging approach. Bernardo and Smith
(1997)[10] classify model selection situations into three categories, and they argue
that what we should do depends on which of these situations we are in. The three
situations are:
1. M-closed
We have a finite set {M1,M2, . . . ,MN} of models. We believe that one of them
is the true model but we do not know which one.
2. M-completed
We have a finite set of models but we do not believe any of them is the true
model. That is, we believe that a true model exists but we do not wish to use
it. We wish to find the member of the model class which is, in some sense, the
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closest to it. We might take this approach if the true model is very complex or
computationally intractable compared to the models in our model class.
3. M-open
We have a finite set of models but we do not believe there is a true model. We
are simply interested in finding a model that performs well by empirical criteria:
it should fit the training data well and predict well on new data. Our model
class is chosen to be sufficiently rich that we have a good chance of finding such
a model.
In the M-closed case we may have reasons for thinking that some members of the
model space are more likely to be the true model than others. We express this
information in the form of prior probabilities. Where we have no information about
which model is more probable we give them equal probability. Thus we can use the
data to revise these probabilities to form posterior probabilities, which then reflect
both our original ideas about the relative chances of each of our models being true
given the data we have observed. Let p(Mi) be the posterior probability of model Mi
and let p(x|Mi) be the joint probability density function for the data under modelMi.
Then we can use the marginal distribution p(x) =
∑N
i=1 p(Mi)p(x|Mi) as an overall
mixture distribution which now incorporates everything we know. In particular, in
the case where the models have one variable singled out as a response (dependent)
variable, our predicted response from this mixture model is the expected value of the
responses from the component models. For tree models, the model that results from
this model averaging process is not itself a tree. This is regarded by some as a flaw in
the approach by some, who claim that trees are relatively easy to interpret in terms
of domain knowledge compared to other model types. However, we disagree with this
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view. We do not regard trees as especially easy to understand in domain-knowledge
terms unless the trees are very small. In theM-completed andM-open situations we
do not believe the true model is in our model class, therefore use of the above model
averaging formula is philosophically problematic if probabilities are to be understood
as beliefs: all the probabilities should be zero. However, we proceed on the pragmatic
basis that the p(Mi) terms are now simply weights which ‘reward’ a model for relative
credibility in terms of the training data. In practice, trees are often used in the M-
open situation with no domain knowledge to guide us towards good models: we have
to use purely empirical criteria. There are a number of selection methods, both
Bayesian and classical and many of the classical methods for model selection have
some Bayesian interpretation or basis. For example, cross-validation can be seen as
approximate use of the posterior predictive distribution. Most of the classical methods
use the deviance, which is clearly the relevant goodness of fit measure, though they
may differ in how they penalise model complexity. Model averaging also effectively
solves the stability problem for trees, though at a computational cost. This is of
great value when the classifier has to convince non-specialists, as large changes in
the predicted outputs are particularly damaging to the credibility of the predictive
system. A major problem in practice is that the model space is very large and it
is not practical to average over all the models. Some means of finding a tractable
subset to use is needed. There are workable approaches, see for example, Hoeting et
al. (1999)[74]. There are several non-Bayesian methods for model averaging, two of
the most popular being bagging and boosting.
• Bagging is a technique invented by Breiman (1995)[14] to improve the perfor-
mance of tree models and other unstable predictors. We construct a bootstrap
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sample as follows. Suppose we have a data set S consisting of N rows. We
draw a sample of size N by repeatedly simple random sampling rows from S
with replacement until we have N rows in our sample. Call this sample B1.
We construct a large number of other bootstrap samples B2, . . . , BM . Values
of M somewhere between 200 and 1000 are common. Each bootstrap sample is
used to construct a model and the model results are aggregated: in the case of
regression models the M model outputs are averaged, in the case of classifica-
tion models some form of voting is used. One of the potential problems with
bagging is that all the models are given equal weight: many of the models may
be very similar and thus be effectively over-represented in the averaging process.
However, this seems to be more a problem in theory than in practice as bagging
works well. The theoretical basis of bagging involves the idea of a bias-variance
trade-off. The concept of variance is directly appropriate to regression models
and but can be extended in various ways to cover classification models (Fried-
man, 1996,[51] Kohavi and Wolpert, 1996[86], Tibshirani, 1996[125], James and
Hastie, 1997)[79]. Tree models have low bias and high variance and the averag-
ing process involved in bagging reduces the variance. The resulting predictive
accuracy can be very good, and comparable with the best predictive methods,
such as neural networks. Of course, the resulting model is not a tree and the
ease of interpretability of the model has been lost.
• Boosting (Freund and Schapire, 1997)[48] is another ensemble technique which
has been used particularly on classification problems. It works by first of all
drawing a bootstrap sample using simple random sampling with replacement
from the original data set. Simple random sampling gives every row of the
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data an equal chance of being in the bootstrap sample. One then constructs a
classifier on this bootstrap sample using a weak learner such as a decision tree.
The rows which are misclassified by this model are noted and a second bootstrap
sample is drawn, but with an increased selection probability for the misclassified
rows and with a lower selection probability for the rows that were classified
correctly. A new model is constructed on this new sample. We keep doing this
until the error rate on the training set is driven to zero. (This does not, of course,
mean that the out-of-sample prediction error is zero.) It was originally thought
that boosting works in a similar way to bagging, but achieves better results by
forcing the model construction algorithm to pay a lot of attention to the hard-to-
classify data and building sufficient structure to encompass. The final classifier
is a linear combination of the classifiers produced so far. Boosting has been the
subject of a lot of subsequent work and it is now known that boosting is in fact
quite different to bagging, as it reduces both the variance and the bias of the
base classifier. The bootstrapping component can be replaced by a weighting
of each observation, thus removing the randomisation component of boosting.
It also works well when the trees involves are merely stumps (simple trees with
just two leaves), which is something bagging cannot do. A enlightening paper
by Friedman et al. (2000)[49] showed that for the two-class problem boosting is
approximately equivalent to an additive model on a logistic scale with maximum
Bernoulli likelihood as the model selection criterion. Using this knowledge they
designed a superior classifier (LogitBoost) that fits such an additive model more
directly and efficiently. A similar approach tree-based additive modelling has
been used by Chipman et al. (2006)[26] to design a highly effective Bayesian
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regression tree algorithm called BART (Bayesian Additive Regression Trees)
that similarly uses a sum of small trees to approximate an additive model.
If we really do have to choose a single model, for some reason, how we do it? The
Bayesian approach is that this is a decision problem. We should specify a utility
function and compute the expected utility for each of our candidate models and
pick the one with the highest expected utility. In practice, if we are considering
a huge model space such as the space of tree models we will need to work with
tractably small subset of models and choose the best from that subset of models. In
the M-completed case we are no longer even interested in finding the true model.
However, we might be interested in using the model which is, in some sense ‘closest’
to the true model, if this is known. For this to work we need a distance measure
between models. A score function (JQ Smith, 1988)[119] is used to compare two
probability distributions, e.g. a probability distribution as reported by an individual,
to an empirical probability distribution. For example, if a weather forecaster reports
the probability of precipitation as 25% on a large number of occasions a consumer
could note the number of such occasions on which precipitation actually occurred.
If this is substantially different from 25% then we say that the forecaster is poorly
calibrated (Dawid, 1982)[34]. Formally, suppose we have an exhaustive set of mutually
exclusive hypotheses {Ej, j ∈ J} for some countable set J , and a set of probabilities
which are the probabilities of the respective hypotheses as reported by an observer,
p = {pj, j ∈ J}. A score function is a mapping from each ordered pair {p, Ej} to a
real number u(p, Ej). A good property for a score function to have is that it should
encourage (i.e. give the highest score) the user to report the probabilities that they
genuinely believe are the probabilities of the hypotheses holding true. This is known
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as a proper score function. Another feature we would want for a score function is
that its value is related only to the probability that it attaches to the outcome that
actually occurs. The probabilities that it attaches to other events are irrelevant. This
is a local score function. It can be shown (Bernardo and Smith, 1997)[10] that a local,
proper score function must be of the form:
u(q, Ej) = A ln(qi) + Bj
where A and the Bs are arbitrary constants and A > 0. Suppose there is a ‘true’
probability distribution and we report the distribution q = qj, j ∈ J . The expected
loss of utility using a logarithmic score function as our utility is given by
δ(q|p) = A
∑
j∈J
pj ln
(
pj
qj
)
, A > 0
This is the Kullback-Leibler divergence (Kullback and Leibler, 1951)[89]. It is not
symmetric between pj and qj. The continuous version is
H(θ) =
∫ (
p(y| θ)
f(y)
)
f(y)dy = E
{
ln
(
p(y| θ
f(y)
)}
H(θ) is the distance between the true distribution f(y) and the model p(y| θ). Since
Bayesian models are probability distributions, we can use the Kullback-Leibler di-
vergence as a ‘distance’ between models. In the M-completed case we would be
interested in model selection methods which converged to the model in our model
class which is closest in KL distance to the true model. In the M-open situation
there is no true model, so we must use purely empirical criteria to choose between
models. There are a number of relevant criteria which are either Bayesian or closely
related to Bayesian ideas. In summary, individual tree models on their own are unsta-
ble, their structure is deceptively interpretable to the uninformed and their predictive
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accuracy is fair. When model averaged or used in an ensemble method like bagging
or boosting they are stable and highly accurate.
Chapter 5
More Recent Advances
5.1 General
Since this thesis began there have been some advances in the field, and we discuss
some of these here.
5.2 Treed models
Chipman, George and McCulloch (2002)[28] extended their original Bayesian CART
regression model to a model which fits a linear regression model at each leaf node
in a Bayesian CART, instead of just using means or proportions to represent the
node. The idea is not new, having been suggested by Karalicˇ (1992)[83]. Quinlan
(1992)[108] also implemented treed models as part of the pruning stage of his M5
program. The advantage of treed models is that putting more flexibility at the node
level means the tree does not have to be so big. Suppose we have a tree T with a
parametric model for Y at each leaf node. For x values associated with leaf i we
have Y |x ∼ f(x| θ). The covariates can thus vary continuously within the space
defined by a leaf node and the tree construction algorithm does not have to create
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separate leaves to model this. The model used at the node containing covariate x is
N(x′βi, σ2) where θi = (βi, σ2i ). This model allows different slopes and variances at
each leaf node and CGM give an example in their paper where this seems to be useful.
The prior p(Θ, T ) is expressed as p(Θ|T )p(T ). The p(T ) part is chosen as before in
their Bayesian CART paper, described in Chapter 2. Within the specification of
p(Θ|T ) the specification of p(θ) is noted to be rather tricky. Too informative a prior
can override the limited information in a node, but too diffuse a prior will dilute the
likelihood in the sense of the Jeffreys-Lindley paradox. The paradox says that if we
have two modelsM0 andM1, where the dimension ofM0 is less than the dimension
of M1, the Bayes factor B10 has the properties:
• B10 → 0 as the sample size n→∞ (Lindley, 1957) [92]
• B10 → 0 as the prior variances of additional parameters→∞ (Bartlett, 1957)[8]
Under either of these conditions the Bayes factor model selection approach leads
one to choose the simpler model. The first case is especially noteworthy because it
conflicts with results from conventional frequentist practice. Suppose that M0 is a
submodel of M1 and we use a significance test (or a hypothesis test, the distinction
does not matter much here) to tell us whether a model parameter should be in our
model. Significance tests assume that sampling error is the largest source of error, and
as this is steadily eliminated by larger and larger sample sizes they increasing tend to
deliver a ‘significant’ result. Thus, if we use enough data to test the hypothesis that
the model parameter is zero it will eventually become ‘significant’, and we will end
up including it in our model. The second result shows that even if a proper prior is
used a Bayesian can find himself in trouble by using too vague a prior. Intuitively, if
there is no prior information either way, the Bayes factor should point to the simpler
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model, in accordance with Occam’s Razor. There is a close relationship between
Bayes’ theorem and Occam’s Razor and the latter can be derived from the former in
many cases (Jefferys and Berger, 1991)[82]. The addition of models at the tree nodes
does seem to be an advance, but the requirement for careful tuning of the model
priors is a substantial disadvantage in a nonparametric model. (We use the term
‘nonparametric’ in the sense it is usually used by Bayesians: a model with a variable
number of parameters, determined by the data. The frequentist ‘distribution-free’
idea, of making inferences without specifying a model, does not make sense to us.)
5.3 Bayesian MARS
MARS, or Multivariate Adaptive Regression Splines, is a nonparametric regression
technique invented by Jerome Friedman (1991)[50]. It uses a model which is an
extension of the additive model of Friedman and Silverman (1989)[53]. The additive
model is given by
f(x) =
p∑
j=1
gj(xj) (5.3.1)
where the gj are unknown smooth functions to be estimated from the data. Some
popular classes of smooth functions used, (e.g. polynomials, splines) can be expressed
in terms of basis functions Bi in which case Equation 5.3.1 becomes
f(x) =
k∑
i=1
βiBi(xi) (5.3.2)
(Additive models can also be extended to generalised additive models by introduc-
ing a link function similar to that used in generalised linear models.) In the case of
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recursive partitioning, the basis functions are partitions of the data, i.e. Bi = I ∈ Ri
and the mutually exclusive subsets Ri cover the space of the dataD, i.e.
⋃N
j=1Ri = D.
for some positive integer N . MARS extends the additive model by using tensor
spline basis functions, in order to allow interaction terms between predictors to be
constructed as well. The basis functions are
Bi(x) =
{
1 i = 1∏Ji
j=1[sji(xν(j,i) − tji)+] i = 2, 3, . . .
(5.3.3)
and we use [x]+ to denote max(x,0). The sji (sign functions) can only take the values
±1 The tkm are the knot locations. The largest of the Ji is known as the degree. The
index of the predictor currently being used is given by ν(k,m) . For example, if the
degree is 2, a basis function might be
(x2 − 1.3)+[−(x5 − 3.7)]+
The use of such truncated linear basis functions leads to functions which are contin-
uous but not differentiable. If a smoother look is considered desirable then truncated
cubics can be used instead. Holmes and Denison’s Bayesian version of MARS[39] sets
θ as the vector of unknown parameters Ji, sji, νji and tji. As with Bayesian CART,
it computes a Reversible Jump MCMC simulation of the posterior. The model move
types are:
1. Change in knot location
2. Add a basis function
3. Delete a basis function
The code used by Holmes and Denison stores every model encountered in the chain,
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which makes model averaging straightforward and this provides stability (at the ex-
pense of interpretability, of course). Bayesian MARS is a clear improvement over
Bayesian CART for regression models, as it does not impose step functions on data
which is known to be smooth. However, it retains the practical advantages of the
Bayesian approach, such as the natural penalty function to avoid overfitting, and a
better (non-nested) search of the model space.
5.4 Bayesian Partition Models
The Bayesian Partition models of Holmes et al. (1999, [75]) and Denison et al. (2002,
[36]) divide the data space up into mutually exclusive regions using the idea of a
Voronoi tessellation. Suppose we have a finite set of coplanar points P1, P2, . . . , PM .
These we call centres. For each Pi we draw a boundary which includes all points nearer
to this centre than to any other centre. Such a boundary is called a Voronoi polygon
and the set of all such polygons for a set centres is called a Voronoi tessellation.
An example of a Voronoi tessellation is given in Figure 5.1. (Distance is defined in
such a way that different directions can be given different weights.) We denote by Ri
the region enclosed by the ith polygon, with ni denoting the number of data points
in region i. In the regression case it is assumed that a linear model with a normal
error term holds, with the β parameters varying from polygon to polygon, and a
globally-constant variance.
f(Yi| θi) = NK(Yi|Xiβi, σ2i I) i = 1, 2, . . . ,M
In the classification case a multinomial is used:
f(Yi| θi) =
nii∏
j=1
{
ni!∏K
k=1 nik!
K∏
k=1
pnikik
}
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Figure 5.1: Example of a Voronoi tesselation.
The likelihood given the parameters and the tessellation is given by
f(Yi| θ, T ) =
M∏
i=1
f(Yi| θi)
The use of the conjugate priors (normal-gamma or Dirichlet as appropriate) within
each regions allows the marginal to be computed analytically as
p(Y )|T ) =
∫
θ
f(Yi| θi, T )p(θ|T )dθ (5.4.1)
The conjugate normal-gamma prior is given by
p(σ−2) = Gamma
{
γ1
2
, γ1
2
}
p(θi|T, σ2) = N(βi| 0, σ2λi−1), i = 1, . . . ,M
where λi is the prior precision matrix of βi and γ1, γ2 are hyperparameters. Equation
5.4.1 can be evaluated to obtain
p(Y |T ) = γ
γ1
2
2 Γ
{
1
2
(γ1 + n)
}
pi
n
2Γ
(
γ1
2
) a− γ1+n2 M∏
i=1
|λi| 12 |Vi| 12
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where | · | denotes the determinant of a matrix, Γ(·) the gamma function and
V i = (X
′
iXi + λi)
−1
a = γ2 +
M∑
i=1
Y ′ (I −XiViX ′i)Yi
and V i is the posterior variance of βi and I is the identity matrix. This is just the
usual Bayesian linear model of Lindley and Smith (1972)[95]. For the classification
case a Dirichlet prior is used
p(θ|T ) = Dirichlet(α1, . . . , αK)
As in the case of Bayesian CART, this leads to
p(Y |T ) =
Γ
(∑K
i=1 αk
)
∏K
i=1 Γ(αk)

M∏
i=1
∏K
i=1 Γ(nik + αk)
Γ
(
ni +
∑K
i=1 αk
)
The posterior is evaluated by the same sort of Reversible Jump MCMC scheme as
used for the Bayesian CART. The method starts with a single centre for regression
or K (the number of classes) centres for classification. The following moves types are
used:
• Construct a new region by adding a new centre at a random point from those
available
• Delete a region by deleting its centre
• Move a centre to a new, random location
• Alter the distance weighting of different directions
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As a partition-based modelling approach, this seems to be a distinct improvement
over Bayesian CART, as the regions are not constrained to be (hyper)-rectangular,
nor lined up with the coordinate axes. The hierarchical nature of the tree algorithm
means that model parameters are related through the tree structure and the resulting
correlations make for poor mixing in the posterior space. The BPM structure seems
to be a more straightforward approach.
5.5 Generalised Ridge Regression models
The generalised ridge regression approach of Denison and George [37] takes a novel
approach to Bayesian model averaging. Consider a data set D consisting of a response
variable y and p predictor variables x1 to xp, i.e. of the form {y1, x11, x12, . . . , x1p ,
x21, x22, . . . , xnp} and a linear regression model
Y = β0 +Xβ + ε
where Y = (y1, . . . , yn)
′, X is the matrix of xij values, β is a column vector of coef-
ficients to be determined from the data, and β0 is an unknown coefficient and ε is a
zero mean column vector of independent errors. A straightforward but computation-
ally expensive model averaging approach might be to consider averaging over all 2p
possible regression models, where each predictor can be in or out of the model.
E(Y |x,D) =
p∑
i=1
β∗i xi
where
β∗i =
∑
j∈M
E(βi| j,D)p(j| D)
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and the index j runs over all models in the model space M. Denison and George
argue that the β∗i can be considered as weighted versions of the least-squares estimates
of the full model, so that β∗i = wiβˆ for some shrinkage weights wi. The key idea is
to place the priors on the shrinkage weights. This is different to the usual approach,
which is to have a prior on the inclusion probabilities of each predictor (see George
and McCulloch, 1993)[56]. This approach uses every predictor, at least to some extent
(see Copas, 1983.) From a theoretical standpoint, shrinkage should reduce the effects
of model uncertainty (see Draper, 1995)[42]. James and Stein (1961)[80] showed
that for the mean square error (MSE) between the true model parameters and the
shrunken estimates can be less than the MSE between the true parameter values and
the least squares estimates, for certain choices of the weights. The trick is to find
the best weights. There is substantial empirical evidence that shrinkage works (see,
for example, Dempster et al., 1977 [35], Volinsky, 1997 [132]). It is a widely used
technique in Bayesian circles and is implemented via Hierarchical Bayesian models
(see Gelman et al., 1995 [54]). Denison and George’s version is similar to a Generalised
Ridge Regression (Hoerl and Kennard, 1970 [73], Goldstein and Smith, 1974 [58],
Hocking et al., 1976 [72]). One of the big advantages of approaching model averaging
from this direction is that the computations scale linearly with p, the number of
predictors, instead of exponentially. Denison and George suggest using the additional
CPU cycles thus made available to implement more complex nonparametric models.
5.6 BART
Chipman, George and McCulloch (Chipman et al., 2006) [26] have created a regression
tree model that they claim has very high predictive performance. It uses a model
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rather like an additive model (Hastie and Tibshirani, 1990)[69] but instead of using
spline functions as its basis functions it uses small trees, usually a large number
(100 or more) of them. This sum-of-trees approach enables additive structure to be
modelled well, but the individual trees can also capture complex interactions well,
leading to good overall structural flexibility.
We have n observations of (y, x1, . . . , xp) and we assume that
y = f(x) + σ², ² ∼ N(0, 1)
where the unknowns are f and σ. Let:
T denote the tree structure, including split rules and split points,
M = {µ1, . . . , µb} denote the means of the b bottom nodes (leaves)
g(x;T,M) denote the function which maps a particular x
to a particular prediction given by µ
(T1,M1), . . . , (Tm,Mm) denote a set of m trees and their µs
The model is given by
y = g(x;T1,M1) + · · ·+ g(x;Tm,Mm) + σz, z ∼ N(0, 1)
It is similar to an additive model, but with trees used in place of the usual basis
functions. Chipman et al. refer to the trees as an “over-complete basis” as there
is a high degree of redundancy (although an “over-complete spanning set” would be
more accurate terminology). The set of parameters θ = {(T1,M1), . . . , (Tm,Mm), σ is
very large and a strong prior (a ‘regularisation’ prior) pi(θ), is used to keep the trees
small. The prior specification process draws heavily on their earlier work on Bayesian
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CART:
pi{(T1,M1), . . . , (Tm,Mm), σ} =
{∏
j pi(Tj,Mj)
}
pi(σ)
=
{∏
j pi(µij|Tj)pi(Tj)
}
pi(σ)
and they only need to choose pi(T ), pi(σ) and pi(µ|T ). The method performs well and
has the advantage that it is a full Bayesian model, so that posterior uncertainty is
properly captured. It mixes much more efficiently than Bayesian CART and restarting
the model leads to very similar results each time, so much so that they have mostly
worked with single long runs.
5.7 Non-Bayesian approaches: Random forests, Prod-
ucts of trees
As well as the explosive growth in recent Bayesian approaches, there has been more
non-Bayesian work on tree-based models. A couple of examples are illustrated here.
5.7.1 Random forests
Breiman’s Random forests [15] idea adds another layer of randomness to the construc-
tion of bagged trees. A large number of bootstrap samples of the data are created
and a tree is grown on each one. However, whereas in the usual CART construction
algorithm, where when a split is required all the predictor variables are considered
as candidates, in the random forest version only a subset of predictors is considered.
The number variables considered, k, is much less than the number of predictors p, the
default value of k is
√
p. As with bagged trees, the classification of a new data point
is obtained by majority voting of all the different trees (or averaging in the case of
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regression). (‘Forest’ is Breiman’s word for a collection of trees.) However, the choice
of k seems to be fixed, whereas its value should really be data-driven. One very nice
feature of the method is the ability to come up with an internal estimate of error
rate. When a bootstrap sample is taken from a sample of N data, the probability
of a particular data point not being chosen is
(
1− 1
N
)N
. We recall that one defini-
tion of e is limn→∞
(
1 + 1
N
)N
(Chirgwin and Plumpton, 1970)[29], so for large N we
have
(
1− 1
N
)N ≈ e−1 = 0.3679 . . . i.e. about one-third of the data points are not
chosen. These so-called ‘out-of-the-bag’ points can be used to create error estimates,
by sending them down the tree for prediction.
5.7.2 Products of trees
This is a classification model devised by Ferreira, Denison and Hand,[46] which is a
generalisation of the Na¨ıve Bayes model (also known as Idiot’s Bayes). The Na¨ıve
Bayes model is a classifier which makes the strong-and rather unlikely- assumption
that the univariate components of the feature vector are independent of one another.
That is, if the feature vector, consisting of p features, is denoted by x, and the
categorical response by Y , then
p(x|Y = k) =
p∏
ν=1
p(xν |Y = k)
for k = 1, . . . , K. The extraordinary thing about this model is that it actually works
well in many situations. Hand (2001b)[62] lists two studies in which Na¨ıve Bayes was
the best performing classifier from amongst several, and no less than sixteen other
studies in which Na¨ıve Bayes did well. In addition to this, he quotes a Monte Carlo
study in which it also does well. Hand points to a possible reason why Na¨ıve Bayes
might do well: it has fewer parameters than most alternatives. If we think in terms
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Figure 5.2: Class A: solid line, Class B dotted line.
of a bias-variance trade-off, it may be biased with a low variance. Na¨ıve Bayes uses
the discriminative (or diagnostic) paradigm described in Chapter 5, and clearly it is
possible to achieve a good classification even if one’s model of some of the classes is far
from the truth. In Fig. 5.2 (taken from Ripley (1996), [112]) the densities of class 1
(solid line) and class 2 (dashed line) are shown. Fig 5.3 shows the class probabilities
versus x for a particular model. Despite the major differences between the actual
and estimated class densities this model may perform well in practice. The products
of trees model treats the feature vectors separately and searches for a partition that
maximise the Shannon information
∑2
i=1
∑K
k=1 pik log(pik), where pki is the relative
frequency of class k in partition i. This achieved by a forward stepwise search until a
large (probably overfitting) model has been constructed. Then a backwards deletion
is used. A weight function is attached to the predictors in a way is similar to the
shrinkage weights of GRR. The weights are defined in terms of a ‘distance’ measure
between the relative frequency of class k and the average relative frequency of a class.
The distance measure chosen is the lα norm (Bronshstein & Semendyayev, 1985,[17]),
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Figure 5.3: Probabilities of Classes versus x, from assumed model.
given by
wα(xν) ∝
{
K∑
k=1
∣∣∣∣pνk − 1K
∣∣∣∣α
} 1
α
so
p(Y = k|x) ∝
{
p∏
ν=1
[pxν |Y = k]w(xν ,k)
}
p(Y = k)
A uniform prior which gives equal probability to each class is used: p(Y = k) = 1
K
.
Application of Bayes’ theorem gives
p(Y = k|x) ∝
{
p∏
ν=1
(
nkνj
nkν
)w(xν , k)}
where j is the cell into which the variable xν falls, nkνj the number of class k data
points that falls in cell j and nkν the number of class k points which have a value for
predictor xν .
Chapter 6
Experimental Comparisons of
Bayesian CART Trees
We have carried out detailed comparisons of the predictive performance of the CGM
and DMS tree models, for both classification and regression problems.
6.1 Classification models
6.1.1 The data set
The breast cancer data set from the University of California at Irvine repository of
machine learning data sets [130] was used to assess classification accuracy. This data
set was contributed by William H. Wolberg of University of Wisconsin Hospitals,
Madison. It contains 9 predictive variables concerning cellular characteristics and a
class response variable taking the values 1 or 2 denoting benign or malignant tumours
respectively. The data used here consists of the 683 observations which do not contain
missing values.
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6.1.2 Methodology
Ten-fold cross-validation was used to give honest estimates of the classification accu-
racy. That is, we divided the data set into 10 nearly equal-sized blocks as follows.
The data set was put into the SAS statistical package (SAS Software Ltd) [116]. A
new column was created and filled with uniformly distributed random numbers in the
range [0, 1] using the built-in function RANUNI. The data set was then sorted (i.e.
ranked) into ascending order of this random column. The first 10% of the data was
then allocated to block 1, the second 10% block 2, and so on up to block 10. Since
10 is not a divisor of 683 the blocks are not all exactly the same size. The exact sizes
of the blocks are given in Table 6.1.2 and Table 6.1.2
.
Program Training set Obs Test set Obs Misclassifications Leaves
CGM not block1 615 block1 68 4 9
CGM not block2 615 block2 68 6 13
CGM not block3 615 block3 68 3 12
CGM not block4 614 block4 69 1 10
CGM not block5 615 block5 68 0 11
CGM not block6 615 block6 68 2 11
CGM not block7 614 block7 69 1 10
CGM not block8 615 block8 68 2 11
CGM not block9 615 block9 68 2 11
CGM not block10 614 block10 69 2 9
Table 6.1.2: Ten-fold Misclassification rates: CGM data
99
Program Training set Obs Test set Obs Misclassifications Leaves
DMS not block1 615 block1 68 3 9
DMS not block2 615 block2 68 4 15
DMS not block3 615 block3 68 2 10
DMS not block4 614 block4 69 1 16
DMS not block5 615 block5 68 2 9
DMS not block6 615 block6 68 1 12
DMS not block7 614 block7 69 2 13
DMS not block8 615 block8 68 0 16
DMS not block9 615 block9 68 2 17
DMS not block10 614 block10 69 1 12
Table 6.1.2: Ten-fold Misclassification rates: DMS data
Training sets were constructed as follows. The union of blocks 2 to 10 is called
not block1, the union of blocks 1 to 9 is designated not block10 and so on with the
union of all blocks except block X being designated not blockX. We use the training
set to find a number of trees. Both programs have the ability to find the best k
trees on the training set. We then assess these trees on the complementary set of
observations which have not been used to construct the trees. So, for example, if
we trained on the training set not block1 then we would use block 1 as our test set.
The count of misclassifications on the test set is our criterion of ‘best classification’.
Where ties occur, the tree with lowest deviance is taken. In a real-life setting where
we would have to take a decision about, say, the sort of medical treatment which a
breast cancer patient should receive, the simple count of errors that we have used here
would not be a good criterion to use and we would be well advised to elicit utilities
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and conduct a formal decision analysis (Pratt, Raiffa and Schlaifer, 1965)[77]. In
such a context the consequences of prediction errors are different. Misclassifying
‘benign’ cells as ‘malignant’ has totally different losses (i.e. costs, interpreted widely)
to misclassifying ‘malignant’ cells as ’benign’. However, we are not actually taking
a medical decision here, so counting errors is probably not an egregious thing to do.
Both methods have been previously shown to classify better than standard CART
(Chipman, George and McCullough, 1998, [27]; Denison, Mallick and Smith, 1998
[38]). Here we compare them with each other.
6.1.3 The Priors
The DMS prior had a prior mean tree size of 2.8 leaves. The setting of the prior mean
is a simple matter of setting a single parameter to the desired value in the DMS code,
but it is rather more complex in the CGM code. In the CGM code two parameters
have to be set, α and β. Furthermore, the only way to find out what prior mean will
result from these settings is to do a simulation. The α is a tree size parameter, while
β is a ‘bushiness’ parameter. Trees with large β will tend to have all leaves at the
same depth. We have not replicated the simulation, but CGM provide the simulation
results of a few settings in their paper and we have used those. The setting of α to
0.95 and β to to 1.5 results in a prior mean of 2.9 according to CGM’s simulation.
6.1.4 Classification accuracy
The results are shown in and 6.1.2 and 6.1.2 The results are shown in Table 3.1.1.
Starting with very similar prior means on the same training set, and comparing the
performance on the same test set, the median number of errors is similar for the two
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Figure 6.1: A boxplot of misclassification rates
methods but DMS trees are less likely to make a large number of errors. See Fig
??owever, the single CGM result where 6 misclassification errors were made could be
viewed as an outlier. We would like to formally test to see whether DMS trees are
more accurate. We could use a classical significance test, such as the McNemar form
of χ2 test, but we prefer to use a model-based approach. (The defects of classical
significance tests are well documented. See, for example Anderson, Burnham and
Thompson (2000) [4])
We will test the difference between CGM and DMS, as far as misclassification
accuracy is concerned, by means of a Poisson regression model. Let the number of
misclassification errors made on training set i be modelled by a Poisson distribution
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Data CGM DMS
Average N◦ of Misclassifications 2.30 1.80
Var. of N◦ of Misclassifications 2.90 1.29
Average N◦ of Leaves 10.70 12.90
Var. of N◦ of Leaves 1.57 8.99
Table 6.1: The means and variances of the number of misclassifications and the
number of leaves.
with parameter λi. We assume that the λi’s are not independent, but are exchange-
able. This implies that they can be can be modelled by having them drawn from
a common distribution using a hierarchical model (de Finetti’s representation theo-
rem). We also allow that there may an effect due to a difference between the CGM
trees and the DMS trees. We model this by the parameter β. The indicator variable
x takes the value 1 for CGM and 0 for DMS.
yi = Poisson(λi)
log(λi) = α + βxi
αi ∼ N(µα, σ2α)
β ∼ N(µβ, σ2β (6.1.1)
If there is a significant difference between CGM and DMS then beta will be sig-
nificantly different from zero. We compute a 95% credible interval for beta and say
that beta is significantly different from zero if the interval does not include zero. We
use the vague but proper normal prior N(µα, σ
2
α) for the αs and µ ∼ N(0, 104), σ2α ∼
Gamma(10−2, 10−2) and the same for the βs, i.e µ ∼ N(0, 104), γ2β ∼Gamma(10−2, 10−2).
We estimated the models using the WinBUGS Markov Chain Monte Carlo (MCMC)
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package (Spiegelhalter et al, 1994)[133]. 100 000 iterations were used after a 10 000
iteration “burn-in” to allow convergence to occur. Verification of convergence was
carried out informally by examination of the convergence traces for the parameters.
The results are as follows. The column entitled ‘MC error’ is a Monte Carlo estimate
of the standard error of the mean. Red results are significantly different from zero.
In particular, the beta parameter is not significant, hence we conclude that there is
no evidence of a difference in misclassification rates between the two tree methods.
The priors were set to a mean of 2.8, and ln(2.8) ≈ 1.03, which is inside the 95%
confidence interval for α in 7 out of the 10 results and only just outside for another
2 of them.
Node Mean SD MC error 2.5% Median 97.5%
Alpha[1] 0.7914 0.4317 0.00266 -0.0405 0.7988 1.612
Alpha[2] 1.136 0.4356 0.003366 0.1987 1.166 1.915
Alpha[3] 0.5054 0.4365 0.002175 -0.3279 0.4989 1.36
Alpha[4] -0.06986 0.4849 0.001414 -1.111 -0.04669 0.8305
Alpha[5] -0.07196 0.4875 0.001548 -1.114 -0.04963 0.8393
Alpha[6] 0.1453 0.4584 0.001576 -0.7867 0.1468 1.037
Alpha[7] 0.1431 0.4565 0.001567 -0.7943 0.1464 1.027
Alpha[8] -0.07734 0.4868 0.001577 -1.119 -0.05378 0.826
Alpha[9] 0.3378 0.4404 0.001732 -0.5207 0.3317 1.202
Alpha[10] 0.1461 0.4591 0.001594 -0.7847 0.1466 1.032
Beta 0.0729 0.2449 0.001482 -0.403 0.05673 0.5998
??
Table 6.4: Misclassification Model Parameters
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 Figure 6.2: Beta Posterior
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Figure 6.3: Tree size
6.1.5 Tree size
A similar analysis was carried out with respect to tree sizes produced by the two
methods. With these settings, corresponding to almost identical prior means, Figure
6.3 suggests that the DMS trees tend to be larger than the CGM trees. This suggests
that the trade-off between classification accuracy and tree size is balanced differently
in the two methods.
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Node Mean SD MC error 2.5% Median 97.5%
Alpha[1] 2.049 0.2491 8.769E-4 1.536* 2.058* 2.513*
Alpha[2] 2.507 0.2047 7.636E-4 2.086* 2.512* 2.891*
Alpha[3] 2.256 0.2297 8.758E-4 1.787* 2.262* 2.685*
Alpha[4] 2.428 0.2113 7.906E-4 1.995* 2.435* 2.827*
Alpha[5] 2.159 0.238 8.853E-4 1.668* 2.167* 2.603*
Alpha[6] 2.302 0.2236 7.88E-4 1.845* 2.309* 2.723*
Alpha[7] 2.304 0.2235 8.603E-4 1.846* 2.311* 2.721*
Alpha[8] 2.468 0.2074 7.753E-4 2.041* 2.474* 2.855*
Alpha[9] 2.506 0.2038 7.613E-4 2.091* 2.511* 2.888*
Alpha[10] 2.21 0.2331 8.618E-4 1.729* 2.217* 2.646*
Beta 0.1843 0.1281 7.56E-4 -0.05031 0.1798 0.4461
Table 3.5: Tree Size Model Parameters
We use a similar model as before to formally test the effect of method type (CGM
versus DMS) on tree size. This time it is tree size, not the number of errors, that
is modelled by a Poisson with parameter λ. We use the same priors and number of
iterations (105 with 104 burn-in) as before.
The posterior for beta is shown in Figure 6.4. It shows that the DMS trees tend to
be larger, with the bulk of the probability mass to the right of the zero ordinate. Of
the 100 000 sample values from the posterior we found that only 6667 (6.7%) of them
are less than zero. However, the 95% credible interval spans zero and so we conclude
that the evidence for a size difference, while suggestive, is not overwhelming. (As can
be seen from Table 3.5 the alpha coefficients are significant, but this is not the focus
of our interest.)
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Figure 6.4: Beta Posterior Density in tree size model
 
Figure 6.5: Number of leaves versus misclassification rate. Blue = CGM, Red =
DMS, Numbers indicate fold
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6.1.6 Discussion
In both the CGM and DMS programs the resulting tree sizes seem to bear little
resemblance to the prior means. The prior means are 2.9 and 2.8 respectively whereas
the mean numbers of leaves are 10.7 and 12.9 respectively. There does not seem to
be much point manually setting the prior means for this data set, since they are
overwhelmed by the data. Yet this data set is not large by data mining standards. In
both cases the user is asked to provide a prior tree-size mean and this may be difficult
in practice. A user, such as physician, may have opinions about which variables are
most relevant to prediction of malignancy, but it is difficult to see how their medical
knowledge could enable them to assess likely tree sizes. Tree size is nonetheless
relevant, if only because very large trees, if used as the basis of policy, may in practice
imply operational processes that are too complex to be usable. Classical tree methods
use automatic mechanisms such as cost-complexity pruning to hide tree-size choices
from the user. It is supposedly one of the advantages of the Bayesian approach that
assumptions are made explicit, but the degree of control given to the user by CGM
and DMS is different. In the DMS approach the user is asked to specify a prior for tree
size only whereas the CGM method asks the user for information about ‘bushiness’
as well. DMS argue that this is inappropriate and unrealistic in practice. One of
the chief advantages of the Bayesian methodology is that it allows one to incorporate
everything one knows into the analysis. Here we seem to have a mismatch between
the information that the method requires and the domain knowledge that the user
actually possesses. Ideally, we should be asking the user to specify a number of
domain-specific hypotheses. Each hypothesis would have implications in terms of
the likely ranges of certain variables. We would then ask the user to attach prior
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probabilities to these meaningful hypotheses rather than to something more specific
such as tree size or tree bushiness.
Multiple Starts
A key difference between the two techniques is that CGM restart the MCMC run
several times, (ten times was used in the experiments here). DMS prefer to do one
long run. At the time of writing there is controversy about which of these is the
better approach. The DMS code initially restricts the tree size to 5 leaves so that the
early part of the tree space is explored thoroughly. This reduces the likelihood that
an early bad decision can ruin the whole run. Of course, this feature could be added
to the CGM code as well, but it is less critical there, as only one run of the 10 runs
would be affected if the chain gets stuck. This work has not answered the question
of whether one run is better than, as is appears that there are at least two criteria of
interest, size and accuracy, and neither method beats the other on both measures.
Speed of execution
In order to run through 200 000 iterations the CGM code took 15 minutes and the
DMS code took 30 minutes on a Sun Sparc Ultra 2. These are elapsed times on a
machine with no other users. Thus both programs are acceptably fast for practical
purposes on modern hardware without any form of code optimisation. (In fairness,
it should be noted that the code for both algorithms was designed for research pur-
poses and was not in any way ‘productised’ for the general user or optimised for
speed.) To assess the time complexity of the two methods runs were carried for
10 000, 20 000, 50 000, 100 000and200 000 iterations. The results are shown in Figure
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Figure 6.6: Run times by iterations
6.6. As can be seen, the run times are approximately linear in the number of itera-
tions, at least over the range considered. This is not surprising since we are merely
executing a loop more times. We would expect non-linearity only where the working
data could not be stored in memory. More interestingly, the slope of the CGM algo-
rithm is lower than that of the DMS algorithm, indicating shorter run times for large
data sets compared to DMS.
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6.2 Regression Models
We did a corresponding analysis for the CGM and DMS regression trees. Accuracy
for the regression models was tested on the air data set of Bruntz et al. (1974) [19].
The air data set was an environmental study conducted at various sites in New York
state from May to September 1973. The level of ozone was measured on 111 days
along with solar radiation, the wind speed in miles per hour and the air temperature
in degrees Fahrenheit. The version of this data set used here is the same one as
used by DMS in their CART model work. The solar radiation variable is not used
at all and the ozone variable has had a smooth effect removed. Following Denison et
al. (1998,[38]), who follow Cleveland and Devlin (1988) [30], we work with the cube
root of ozone., Two different values of the prior mean have been used: λ = 2 and
λ = 10.The model we used to test the difference between methods is as follows:
y = α + βx+ ε (6.2.1)
α ∼ N(µα, σ2α)
β ∼ N(µβ, σ2β)
ε ∼ N(0, σ2ε)
µα = µβ = 0
σ2α = σ
2
β = 10
4
σ2ε ∼ Gamma(10−2, 10−2)
The dummy variable x takes the value 0 for CGM data and 1 DMS data. The
model is not ideal, as the y variable is a sum of squares, and so should be regarded
as chi-squared variable rather than a normal. Nevertheless, for the purpose of testing
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Program Training set Obs Test set Obs Sum of squares Leaves Settings
DMS notblock1 100 block1 11 1.334322081 10 λ = 2
DMS notblock2 100 block2 11 2.164885507 7 λ = 2
DMS notblock3 100 block3 11 2.25927313 12 λ = 2
DMS notblock4 100 block4 11 3.909994696 5 λ = 2
DMS notblock5 100 block5 11 2.729697487 11 λ = 2
DMS notblock6 100 block6 11 0.652424639 12 λ = 2
DMS notblock7 100 block7 11 2.229991224 6 λ = 2
DMS notblock8 100 block8 11 2.028209355 5 λ = 2
DMS notblock9 100 block9 11 2.562012679 6 λ = 2
DMS notblock10 99 block10 12 2.506195531 9 λ = 2
Table 6.2: Regression tree accuracy and tree size. DMS trees.
whether beta is zero or not we believe it to be a reasonable approximation.
6.2.1 Regression accuracy
The accuracy for the regression tree models is measured by the sum of squared differ-
ences between predicted values and the true values. This is a quadratic loss function,
which implicitly assumes that under-estimating the true value is as good or bad as
over-estimating it. In practice, there is often good reason to think that errors of one
type are worse that errors of the other and an asymmetric loss function approach
should be used. In this exercise we have no reason to prefer errors in one direction
over another. The regression results are given in Tables 6.2 and 6.3
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Program Training set Obs Test set Obs Sum of squares Leaves Settings
CGM notblock1 100 block1 11 3.440796 3 λ = 2.066
CGM notblock2 100 block2 11 2.802729 3 λ = 2.066
CGM notblock3 100 block3 11 2.474693 3 λ = 2.066
CGM notblock4 100 block4 11 5.360386 3 λ = 2.066
CGM notblock5 100 block5 11 3.944294 2 λ = 2.066
CGM notblock6 100 block6 11 2.471454 2 λ = 2.066
CGM notblock7 100 block7 11 3.942554 3 λ = 2.066
CGM notblock8 100 block8 11 2.101373 3 λ = 2.066
CGM notblock9 100 block9 11 3.224422 3 λ = 2.066
CGM notblock10 99 block10 12 3.573155 2 λ = 2.066
Table 6.3: Regression tree accuracy and tree size. CGM trees. Settings: base = 0.94,
power = 4.0
Program Training set Obs Test set Obs Sum of squares Leaves Settings
CGM notblock1 100 block1 11 1.444460418 3 λ = 10
CGM notblock2 100 block2 11 2.80272915 2 λ = 10
CGM notblock3 100 block3 11 2.474692974 4 λ = 10
CGM notblock4 100 block4 11 6.638449439 4 λ = 10
CGM notblock5 100 block5 11 4.020360349 3 λ = 10
CGM notblock6 100 block6 11 4.352127639 4 λ = 10
CGM notblock7 100 block7 11 3.282906464 3 λ = 10
CGM notblock8 100 block8 11 2.589195382 3 λ = 10
CGM notblock9 100 block9 11 3.248715828 4 λ = 10
CGM notblock10 99 block10 12 3.573154782 2 λ = 10
Table 6.4: Regression tree accuracy and tree size. CGM trees. Settings: base =
0.992, power = 1.0E-5
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Program Training set Obs Test set Obs Sum of squares Leaves Settings
DMS notblock1 100 block1 11 5.057 10 λ = 10
DMS notblock2 100 block2 11 2.431 12 λ = 10
DMS notblock3 100 block3 11 2.499513 14 λ = 10
DMS notblock4 100 block4 11 3.489877 12 λ = 10
DMS notblock5 100 block5 11 3.762476 8 λ = 10
DMS notblock6 100 block6 11 1.000632 6 λ = 10
DMS notblock7 100 block7 11 2.000926 7 λ = 10
DMS notblock8 100 block8 11 1.915184 11 λ = 10
DMS notblock9 100 block9 11 2.607529 12 λ = 10
DMS notblock10 99 block10 12 2.888359 4 λ = 10
Table 6.5: Regression tree accuracy and tree size. DMS trees.
Figure 6.7: :Regression Tree Accuracy (Sum of Squares) λ = 2
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Figure 6.8: :Regression Tree Size versus Error sum of squares. The numbers denote
test set folds. Colour denotes model: Blue = CGM, Red = DMS
Node Mean SD MC Error 2.5% Median 97.5%
α 3.333 0.3058 7.812E-4 2.731* 3.333* 3.941*
β -1.096 0.428 0.001214 -1.936* -1.092* -0.2513*
σ2 1.214 0.4022 0.002141 0.5583* 1.171* 2.125*
Table 6.6: Regression tree accuracy Model parameters: DMS trees.
First we examine the results for lambda (the prior Poisson mean) equal to 2. Figure
6.7 shows that DMS trees tend to have smaller sums of squares—greater accuracy—
than the CGM trees. The results for tree size (Fig 6.8) are, however strikingly dif-
ferent. In fact, the smallest DMS trees are larger than the largest CGM trees. The
CGM trees seem to be closer to the prior than the DMS trees are, for reasons that
are not at all clear. Table 6.6 shows that all the parameters are significantly different
from zero, since the 2.5% and 97.5% percentiles have the same sign in each case.
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Figure 6.9: :Posterior distribution of beta for regression tre accuracy, λ = 2
Beta is about −1, and significant, according to our chosen standard. Of the 100 000
beta values used in the chain none of them had positive values, which is pretty strong
evidence that DMS trees are more accurate than CGM trees.
6.2.2 Regression tree size
We used the same model to formally test the significance of differences in tree size as
we did with the classification models:
yi = Poisson(λi)
log(λi) = αi + βxi
αi ∼ N(µα, σ2α)
βi ∼ N(µβ, σ2β)
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Figure 6.10: Regression tree sizes, λ = 2
The results are presented in Table 6.7. We again see that beta is significantly different
from zero. In fact, in the 100 000 samples of beta, not one of the values was less than
zero. This is broadly in line with what we would expect, given the dramatic differences
in tree sizes seen in Figure 6.10. DMS trees are larger than CGM trees.
6.2.3 Results for λ = 10
We repeated the tests on regression tree accuracy and size, but this time used a prior
mean of λ = 10. The same model was used to test the significance of accuracy and
size differences. First, we consider accuracy.
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Node Mean SD MC Error 2.5% Median 97.5%
α(1) 0.2709 0.3159 0.004076 -0.1746 0.1983 1.047
α(2) 0.137 0.2777 0.002935 -0.306 0.08642 0.827
α(3) 0.3506 0.3423 0.004679 -0.1187 0.272 1.175
α(4) 0.03913 0.2576 0.002066 -0.431 0.0144 0.6506
α(5) 0.2702 0.3147 0.004054 -0.1744 0.1979 1.044
α(6) 0.312 0.3287 0.004372 -0.1424 0.2354 1.109
α(7) 0.09134 0.2671 0.002501 -0.3613 0.05239 0.7427
α(8) 0.04088 0.256 0.002088 -0.4265 0.01715 0.6488
α(9) 0.09005 0.2653 0.002532 -0.3596 0.0519 0.7378
α(10) 0.185 0.2891 0.003347 -0.252 0.125 0.9044
β 1.897 0.2466 0.003651 1.279* 1.947* 2.253*
Table 6.7: Regression tree size, model parameters: λ = 2.
Figure 6.11: Posterior distribution of beta for regression tree size, λ = 2
Node Mean SD MC Error 2.5% Median 97.5%
α 3.443 0.4245 0.001307 2.602* 3.443* 4.284*
β -0.6772 0.6009 0.001933 -1.87 -0.6791 0.512
σ2 0.623 0.2081 6.871E-4 0.2865* 0.5992* 1.093*
Table 6.8: Parameter estimates, accuracy model (λ = 10).
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Figure 6.12: Regression Sum of Squares, λ = 10
Figure 6.13: : Posterior for beta, Tree accuracy model, λ = 10
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Figure 6.14: : Tree size, λ = 10
Node Mean SD MC Error 2.5% Median 97.5%
α 1.149 0.1775 0.001582 0.7883* 1.152* 1.485*
β 1.108 0.2048 0.00184 0.7132* 1.105* 1.515*
Table 6.9: Parameter estimates, tree size model (λ = 10).
Of 100 000 values for beta, 12 424 are positive. We conclude that beta is not signif-
icantly different from zero, implying that there is no firm evidence of a difference in
accuracy between the two methods. As for tree size, we see (Figure 6.14 that DMS
trees are much larger than CGM trees. The formal model is as before. Convergence
has occurred for both alpha and beta.
We see that beta is significantly different from zero, which is what we would have
expected from the stark difference apparent in Figure 6.14 All 100 000 values in the
posterior for beta were positive, which is strong evidence of a difference between the
two methods.
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Figure 6.15: : Regression Tree Size vs. Error Sum of Squares. Colour denotes model.
(Blue = CGM, Red =DMS) Numbers denote cross-validation folds., λ = 10
6.2.4 Speed of execution of regression trees
The regression tree work has been carried out some 2 years after the work on classi-
fication trees. We have moved from using a Sun Sparc workstation running Solaris
to a 1.0 GHz Dell Inspiron 4100 laptop, running Windows 2000 Professional. The
increase in hardware speeds in the intervening period has been substantial. The 200
000 iteration regression tree runs are now produced in a few seconds. Accurate tim-
ings were impossible to obtain due to lack of operating system facilities for timing
programs.
6.3 Summary of Results
For classification, on the breast cancer data set,
• The differences in tree size are not significant
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• The differences in tree accuracy are not significant
For regression, on the air data set,
• DMS trees are significantly larger than CGM trees, for both l = 2 and l = 10
• DMS trees are significantly more accurate (but only just) for l = 2 but not for
l = 10
The CGM classification algorithm is faster on the breast cancer data set. We have
no timing data for the regression models.
6.4 Discussion of Results
We may wonder how the differences in accuracy, tree size and speed come about. It
is difficult to be definitive, as the CGM and DMS codes define their priors differently,
make use of different move types and are written in different programming languages.
The computer programs are reasonably well written (very well written in the case
of CGM) and do not seem to have any obvious inefficiencies. There should not be
great differences in speed between the C++ code used by CGM and the C code used
by DMS, particularly as we have used the same compiler (GNU gcc) for each. (This
is possible since C is a subset of C++.) A key difference is that CGM restart their
Metropolis-Hastings chain several times (10 in our tests) and they claim that this
leads to a better search. DMS claim that “Chipman et al require many restarts of
their algorithm, resulting in a very much greater computational burden.” (Denison
et al , 1998)[38]. This claim is not supported by our experimental work. The CGM
approach certainly works well for classification problems, producing equally good trees
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in less time. This result may have implications for other MCMC-based models. It
may be that multiple restarts is generally a better strategy than a single long chain.
For regression problems the DMS trees were always larger. These larger DMS trees
were more accurate for some prior choices but not for others.
Chapter 7
The robustness of CART trees to
outliers
7.1 Introduction
It is sometimes claimed that tree models are robust to outliers. For example, Breiman
et al. (1984) [16]) claim that CART regression trees are fairly robust to outliers.
Tree structured regression is quite robust with respect to the measurement variables,
but less so with respect to the response variable. As usual, with least squares regres-
sion, a few unusually high or low y values may have a large influence on the sum
of squares. However, the tree structure may treat these outliers in a way that both
minimises their effect and signals their presence. It does this by isolating the outliers
in small nodes. If there are one or a few cases in a node whose y values differ sig-
nificantly from the node mean, then a significant reduction in residual sum of squares
can be derived from splitting these cases off.
Breiman et al, page 253
We conducted some experiments to test these assertions. We again used the air data
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of Bruntz et al. (1974) [19] as our testbed. (Atmospheric ozone levels are predicted
from knowledge of temperature (◦F) and wind speed (miles per hour).
7.2 The base case
We first grew a CART tree using the CART routine supplied with the Splus software
system (Insightful Corporation, [121]). The default settings were used (a minimum
of 5 observations per leaf, deviance-based cost-complexity pruning). This was the
base case with no outliers. This yields the tree in Fig. 7.1. This can be plotted
with temperature on the x-axis and wind speed on the yaxis to show the partition
corresponding to the tree. However, some of the data points in predictor variable space
are identical to one another. The points {(68, 11.5),(76, 7.4),(76, 10.3),(78,10.3),(81
,6.9),(81,9.2),(82,8)} appear twice and the point (81,14.9) appears three times.
7.3 Outliers in the y variable
7.3.1 Experiment One
Our first experiment was to add in a single outlier by doubling the y value at the
minimum temperature. This leads to the new tree in Fig. 7.3 and the new data plot in
Fig. 7.4. We notice that the data plot does not change much but the tree has changed
noticeably. The second-level split Temp < 77.5 has been swapped with the third-level
split Windspeed < 7.15. That is quite a noticeable change at the top of the tree,
where the early splits affect all subsequent splits. Something similar happens when
we introduce an outlier at the maximum temperature: we obtain the tree shown in
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|Temp<82.5
Temp<77.5
Windspeed<8.9
Temp<61.5
Temp<68.5
Temp<64.5 Windspeed<14.6
Windspeed<11.2
Windspeed<7.15
Windspeed<10.6
Temp<81.5
Windspeed<8.9
Temp<88.5
Temp<85.5
3.006
2.175
2.519 2.802
2.521 2.252
2.813
4.105
3.402 2.812
2.853 4.348 4.089
4.482
3.786
Figure 7.1: Base case tree. No outliers.
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Figure 7.2: Base case: x-axis Temperature (◦F), y-axis Wind speed (mph).
Fig. 7.5. Again, the tree has been changed, but the resulting partition is not greatly
affected.
7.3.2 Experiment Two
If we now put in 6 outliers, all with a doubling of the y value, at the minima, medians
and maxima of both predictive variables we produce the tree in Fig. 7.7 and the
corresponding partition is Fig. 7.8. With only 6 outliers, none of them very severe,
the tree structure has been substantially altered and so has the induced partition. Six
outliers in 111 observations is only 5% of the data. The tree building mechanism has
not split off the outliers as promised, because there is a minimum of 5 observations per
leaf. In the base case there were 15 leaves and the number of observations per leaf was
{7, 5, 9, 5, 6, 9, 8, 7, 6, 10, 9, 6, 5, 7, 12}.The mean number of observations per leaf was
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|Temp<82.5
Windspeed<7.15
Temp<77.5
Windspeed<8.9
Windspeed<11.2
Temp<67
Temp<72
Temp<69.5
Windspeed<12.3Windspeed<14.6
Windspeed<10.6
Temp<81.5
Windspeed<8.9
Temp<88.5
Temp<85.5
3.690
3.080
2.039
2.4702.6223.0112.6222.2522.813
3.4022.812
2.8534.3484.089
4.482
3.786
Figure 7.3: Outlier at minimum temperature.
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Figure 7.4: Outlier (in red) at minimum temperature.
7.07 and the standard deviation was 2.84. In the 6-outlier case there were 13 leaves
and the number of observations per leaf was {7, 5, 9, 17, 6, 6, 16, 14, 5, 5, 10, 6, 5}. The
mean number of observations per leaf was 8.54 and the standard deviation was 19.27.
Of the 6 outliers, only two of them are in leaves of the minimal size (5 observations).
We could reduce the minimum number of observations per node, but this would have
consequences for the base case tree as well as trees with outliers.
7.3.3 Experiment Three
We now put in 12 outliers, which is 11% of the total number of observations. This
leads to the tree given in Fig.7.9 which is substantially different to the base case tree.
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|Temp<82.5
Temp<77.5
Wind<8.9
Temp<61.5
Temp<68.5
Temp<64.5 Wind<14.6
Wind<11.2
Wind<7.15
Wind<10.6
Temp<81.5
Temp<88.5
Wind<8.9
Temp<85.5
Wind<7.15
3.006
2.175
2.5192.802
2.5212.252
2.813
4.105
3.4022.812
2.8534.3484.089
3.5884.4775.177
Figure 7.5: Outlier at maximum temperature.
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Figure 7.6: Outlier at maximum temperature.
The resulting partition now looks dramatically different from the base case.
7.3.4 Conclusions
We conclude that CART tree models are not particularly robust with respect to
outliers in the response variable. In practical tree models, such as where leaves have
a minimum of 5 observations, the tree growing mechanism does not necessarily split
off the outliers into small leaves, as Breiman stated. Instead, the leaf boundaries are
moved substantially, which will reduce predictive accuracy.
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|Temp<78.5
Wind<8.9
Temp<76.5
Temp<68.5
Temp<61.5
Wind<11.75
Temp<80.5
Temp<88.5
Wind<6.6
Temp<82.5
Wind<5.4
Temp<91.5
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2.437
2.940 2.728
2.472
2.912
6.855
4.512
3.078 3.845
5.437
5.285 4.394
Figure 7.7: 6 outliers.
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Figure 7.8: 6 outliers.
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|Wind<6.6
Wind<5.4
Wind<4.3
Temp<84.5
Wind<10
Wind<9.45
Wind<7.7
Temp<61.5
Temp<80.5
Wind<12.3
Temp<68.5
Temp<89.5
4.880 4.207
6.348
3.225 2.896
3.993 3.386
2.892 2.574
2.476
3.172
3.948 5.216
Figure 7.9: 12 outliers.
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Figure 7.10: 12 outliers.
Chapter 8
Optimal Training Set Size
8.1 Introduction
In order to use tree models the user must have a training set: that is, a set of Y
(response) values which must be predicted from a corresponding set of one or more
X (predictor) values. The X and Y quantities may be real-valued, interval or ratio-
scale numbers or class labels. Many of the large data sets used in practical knowledge
discovery applications have hundreds of thousands, or even millions, of rows from
which a training set can be selected. In this chapter we will consider the problem of
choosing the size of the training set. In order to do this we will model the accuracy of
decision trees produced by training on increasingly large training sets. For this we use
a well known dataset called shuttle. We then construct a loss function encompassing
both training time and misclassification costs, and we derive the training set size
which leads to minimum loss. A brief discussion of previous work in this area follows.
We also consider the problem of optimally augmenting the training set if is found to
be too small, using the methods of decision theory.
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8.2 Training Set Size
The author has on several occasions observed practitioners using the entire set of
available training data as input to a tree constructing algorithm, even when this data
set amounted millions of records of data and requires very substantial processing time.
This motivated his consideration of how large a training set is actually necessary for
building tree models. There are several issues at stake:
1. A tree algorithm partitions the data into supposedly homogeneous groups. Use
of too small a training set may mean that some of the resulting groups have few
observations. There is then a risk that a group which is actually not homoge-
neous is not split because there is insufficient statistical evidence on which to
justify a split. Increasing the training set will tend to increase the number of
observations in this group and this may result in one or more additional splits.
2. Tree models are subject to large model uncertainty errors. Given this fact, it
is unwise to focus a great deal of computational effort on elaborating a single
tree in great depth. As far as predictive accuracy is concerned, it is far better
to explore a number of trees in moderate depth and combine them by model
averaging in order to reduce the model uncertainty.
3. Training an algorithm takes time and this must be regarded as a cost. Empirical
work, both ours and others (Oates and Jensen, 1997), suggests that accuracy
does not continue to increase indefinitely as the training set size increases. If one
considers ever larger training sets there must come a point when the cost exceeds
the value of the information obtained. Somewhere before this there must be an
optimum training set size which delivers enough accuracy for our purpose, yet
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does not take any longer than necessary. The search for this optimum is the
subject of this paper.
4. There is empirical evidence that large training sets lead to large trees (Oates
and Jensen, 1997, [104]). This rises problems with how their use: with small
trees, domain specialists can examine the tree and see if it accords with their
experience and knowledge, whereas with large trees this is not possible, so large
trees are difficult to interpret. If the purpose of creating the tree is to guide
future action, the information contained in a large tree may be more than can
reasonably be put into action and is therefore wasted effort.
5. If further data analysis is to take place, computationally intensive methods
(e.g. modern nonparametric methods (Hastie and Tibshirani, 1990, [69]) could
be used on a small sample, but this would not be possible with the entire data
set because of the computational burden.
6. Use of the entire data set for training purposes leaves no data to evaluate the
accuracy of the method, since one needs data unseen by the training algorithm
for an honest assessment.
8.3 The Shuttle Data Set
The data set is in the University of California at Irvine Machine Learning archive
(UCI archive, [130]) and was supplied by Jason Catlett of the Basser Department of
Computer Science, University of Sydney, New South Wales, Australia. The data was
collected by NASA and concerns the position of radiators within the Space Shuttle.
The data set is already divided up for the user into a training set of 43 500 and a
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Class Name Train Test
1 Rad flow 34108 (78.41%) 11478 (79.16%)
2 Fpv Close 37 (0.09%) 13 (0.09%)
3 Fpv Open 132 (0.30%) 39 (0.27%)
4 High 6748 (15.51%) 2155 (14.86%)
5 Bypass 2458 (5.65%) 809 (5.58%)
6 Bpv Close 6 (0.01%) 4 (0.03%)
7 Bpv Open 11 (0.03%) 2 (0.01%)
Table 8.1: Shuttle classes.
test set of 14 500 observations. All of the 9 predictor variables are numeric and the
response variable is a class label with 7 different values. Approximately 80% of the
observation are class 1. There are no missing values. There appears to be little noise
in the data set, as very high classification accuracies are achievable.
8.4 Modelling The Error Rate of a Decision Tree
In order to explore the relationship between training set size and the error rate of
the resulting tree we ran an experiment. A large well-known data set was chosen
(shuttle) and the training set was randomly partitioned into 20 approximately equal-
sized pieces, labelled Block 1 to Block 20. A decision tree was grown using Block 1
as the training set. The tree method used was the Classification and Regression Tree
facility in the commercial statistics package Splus (Insightful Corporation, Seattle,
USA,[121]). The algorithm used is a variant of the CART algorithm. This tree was
applied to a separate test set and the number of misclassifications was recorded. A
new training set was then constructed as the union of Blocks 1 and 2, and a second
decision tree was grown on this larger training set. Again, the tree was applied to
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the test set and the number of misclassifications recorded. This process was repeated
using larger and larger training sets until the entire available training data set was
used. This sequence of runs is called Sequence 1. At this point the random number
seed was changed and a second partitioning of the training set was carried out. A
sequence of tree-growing runs was conducted on this re-arrangement of the data,
and this is Sequence 2. Finally, the random number seed was changed again and a
third sequence of tree-growing runs was done. At the end of this process we have a
sample of three observations for each size of training set considered. Each observation
represents the number of misclassification errors of a tree grown with a training set
of that size. We are thus in a position to model how error rates vary with training
set size. The graph of misclassification errors against training set size for the three
sequences is shown in Fig. 8.1 From visual inspection of Fig. 8.1 we see that
1. Each sequence behaves rather erratically, making it difficult for any smooth
model to fit the data well
2. The sequences are noticeably different to one another
3. c) The sequences are not monotone, i.e. it is possible to add more data and
obtain a worse misclassification than before.
We modelled the number of misclassification errors by a Poisson distribution with
parameter λi. We wanted to model λi as a smooth, decreasing function of the training
set size ni so, after exploring a range of models, we arrived at the following model:
λi = αi + β log(ni) + ui
ui = ρui−1 + ε (8.4.1)
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Figure 8.1: : Misclassification errors for the three sequences, versus training set size.
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where ni is the size of the training set and α and β are constants to be estimated
from the data. The ui term is an autocorrelated error term with correlation coefficient
ρ. This is necessary because the λ values are correlated, being mostly based on the
same data. The model outputs are probability distributions for α and β, not just
point estimates with confidence intervals. These probability distributions represent
our uncertainty about the true values of α and β after we have seen this data. This
methodology enables the uncertainty about α and β to be properly carried through
into a subsequent decision analysis. The parameters were given vague but proper
prior distributions:
αi = N(0, σ
2
i )
σ2i = Inverse-Gamma(10
−3, 10−3)
βi = N(0, 10
−4)
ρ = Uniform[−1,+1]
The variability of the data clearly is not constant, so the model allows different
values of α to have different variances. The model was fitted using Markov Chain
Monte Carlo (Gilks et al. 1996) methods in a Bayesian modelling environment (Win-
BUGS,see Spiegelhalter et al., 1997) There are 20 posterior distributions for the 20
different values of λ . The first two values are shown along with the last two (see Fig.
8.2) Fig. 8.3 shows the data from Fig. 8.1 but also the estimated curve of λ versus
training set size, along with 95% credible intervals for the observed data. Note that
these are not credible intervals for the estimate of λ, but intervals such that, with
probability 0.95, the data should lie if the model is true. The λ curve tells us the
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Figure 8.2: : The first two and last two posteriors for lambda.
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Figure 8.3: : Misclassification errors for the three sequences, plus estimated lambda
curve and 95% credible intervals for the observed data.
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expected number of misclassification errors for a given size of training set, assuming
our model is true. The number of errors starts high then drops sharply and levels off,
with increasing sample size adding little in the way of predictive accuracy. After we
saw the graph of the loss function we realised that it was important to focus on the
early part of the curve, where from 1% to 10% of the available training set was used.
Thus the entire process was repeated, this time using 1% increments rather than 5%
increments, up to a maximum of 10%.
8.5 Model Fit and Sensitivity Analysis
A number of different models were tried and the one chosen was the best fitting of
those tried. Nevertheless, there is still some evidence of lack of fit and we do not
regard this model as definitive for this data set. From Fig. 8.3 we see that 4 out the
60 data points, i.e. 7%, are outside the 95% confidence limits, instead of the nominal
5%. All four of these outliers are from sequence 3. The R2 statistic for the model is
a rather poor 0.103, indicating that the model explains only about 10% of the total
variability in the data. This comes about for two reasons. Firstly, the unexplained
variation is high. Most of this, about 60%, is attributable to Sequence 3, which is
much more variable than the other two. Secondly, the explained variation (the vari-
ation of λ about the overall mean) is low because λ is not departing much from the
mean most of the time. For the second set of runs, with training set sizes in the range
1% to 10%, the R2 statistic was a much improved 0.398. The unexplained variation
was still high, but this time the predicted λ departs sharply from the overall mean in
places, thus boosting the explained variation. The 95% confidence intervals for the
observed data were obtained from the posterior distributions of the λ parameters. For
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example, visual inspection of the posterior distribution of λ[1] (Fig. 8.2) shows it to
be approximately normal. The posterior mean has been estimated as 65.39 and the
posterior standard deviation as 5.4930. We drew 100 000 random deviates from this
normal distribution and, for each one of them, we derived 100 000 Poisson deviates
with this value of λ. We then took the 2.5 and 97.5 percentiles of these Poisson devi-
ates as our 95% confidence intervals for the observed data. This was done for all 20 λ
values. The posterior mean of the λ values is plotted on the graph in Fig. 8.3 along
with the confidence intervals for the observed data, and the observed data itself. The
assumed model implies that λ tends to infinity as n tends to infinity. (α is found to
be negative and β is positive.) We would prefer a model which implies that λ tends
to a finite asymptote as n tends to infinity. A number of such models were explored.
Additional model parameters were added to capture the preferred asymptotic struc-
ture but the posteriors obtained were the same as the priors put in, indicating that
the data in this data set provides no information regarding these additional parame-
ters. Accordingly, the extra parameters have been dropped. A quadratic model was
also tried, but the resulting posterior distribution for the corresponding coefficient
had substantial probability mass either side of the origin, indicating that the data
were consistent with a value of zero. As we stated earlier, we do not consider our
chosen model to be definitive, but it fits well enough for the purpose at hand. The
conclusions arising from its use are particularly clear-cut and we do not think it likely
that small increases in fit would change these conclusions to any significant degree.
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8.6 Loss Functions
We model the impact on the user of training sets of different sizes by means of a loss
function. There are two components to our loss function. The first part represents the
cost of training. (Note that the cost of collecting the data is considered a sunk cost
and is specifically excluded from these calculations.) The training time is proportional
to n log(n), as training times for trees are dominated by the time required to sort the
records, which for an efficient method is proportional to n log(n) (Kronsjo¨, 1979)[87].
It is worth noting that in practice, the cost of the training time is often more complex
than this. For example, if a tree may be trained in a 2 hour slot in an overnight batch
run the tree may be used the next day. If the training job takes longer than 2 hours
to run it may have to be done in pieces over two or more nights. This additional delay
before the tree is available could have serious commercial consequences. The second
component of the loss function represents the cost of a classification error. We assign
a 1 for each classification error and a 0 for each correct classification and represent
the loss by the square of the number of errors, multiplied by a constant. Our loss
function is thus
L(n) = c0n log(n) + c1E2(n)
(8.6.1)
where E(n) is the expected number of errors produced by a tree trained on a training
set of size n. We set c0 = 10 and c1 = 1000 i.e. the additional cost of a classification
error is substantially higher than the cost of processing an additional row in the
training set. The optimal decision is the one which minimises the expected value
of the loss function. In this case the optimal training set size is the value of n
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Figure 8.4: : Expected loss versus training set size.
which minimises the expected value of L. The chart of expected loss versus the used
percentage of the training set is shown in Fig. 8.4 The main message is that training
set sizes around 4000 or 10% are optimum for this data set. In order to explore this
region more fully a second set of runs was carried out with training set sizes in the
range 1% to 10% in 1% increments. (Fig. 8.4 is the combination of these two loss
function charts.) The expected loss increases to a high value until we are using about
3% of the training data (about 1300 observations) and then declines to a minimum
when about 10% of the available data is used (i.e. about 4000 observations). After
that, the loss slowly (and somewhat unsteadily) increases again. Thus our advice to
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a user whose circumstances were adequately modelled by our choice of loss function
would be to use a sample of about 4000 for their tree building. Note that in sampling
theory the accuracy depends on the absolute number in the sample, not the percentage
of the population used, so it is the 4000 that matters, not the figure of 10%.
8.7 Previous Work on Sample size and Accuracy
Generally, (but as we have seen above, not always) using a smaller training set size
will lead to more misclassifications than would be the case with a large training set
size. Catlett [22] provides empirical evidence that this is so for a number of data
sets. He compared trees grown from a training data set with those grown from a 50%
simple random sample of the training data. A statistical hypothesis test (a t-test)
showed that the results from the 50% sample were worse in terms of classification
accuracy than those from the full data set and the differences were significant at the
conventional 5% significance level. Catlett’s work has been drawn to our attention as
proof that sampling is generally, or usually, unjustified in knowledge discovery work.
We believe that this is an invalid conclusion from Catlett’s work, for several reasons.
1. If a decision is to be taken, such as whether to sample or not (or more generally,
what sample size to choose) significance tests are inappropriate. Formally, sig-
nificance tests are inadmissible for decision-making and the methods of decision
theory should be used instead.
2. Significance tests are intended to rule out the effects of sampling error. However,
sample sizes in used for tree models in practice are often such that sampling
error is virtually non-existent and thus significance tests may give completely
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spurious results. When very large sample sizes are used the dominant error is
likely to be a small bias in the design. Such a bias might occur, for example,
if the number of measurements to be collected was not specified in advance. In
such a situation there is a very real risk that bias could cause the null hypothesis
to be wrongly rejected. See Jefferys (1990) [81] for an example of this.
In fact, Catlett does not claim that sampling is generally inappropriate. As he points
out:
Whether this [difference in accuracy] is large enough to be significant to a client
obviously depends on the application.
Oates and Jensen investigated the accuracy of C4.5 tree models versus training
set size as part of an investigation into the relationship between training set size
and the size of the resulting trees. They tested 19 data sets from the UCI Machine
Learning archive. The data sets used were much smaller than the shuttle data set
used here (typically a few hundred observations, the largest being australian with
690 observations). No attempt was made to model the misclassification rate or derive
optimal training set sizes. A simple method was used to determine the point at which
accuracy (percentage of correct classifications) levelled off: if three successive values
in the sequence had error rates within 1% of the error rate of the full training set the
accuracy was assumed to have levelled off. For 16 of the 19 data sets the accuracy
levelled off before 100% of the available training data was used. In 13 of the 19 data
sets the accuracy levelled off when 50% or less of the available data was used for
training. The only data set which needed 100% of the training data was tic-tac-toe,
which is a noise-free data set. We consider the Oates and Jensen results consistent
with, and supportive of, our own.
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8.8 Optimal Augmentation of the Training Data
If the training data set one has is too small and has to be increased, how should
this be done? In the experiments considered so far we have used simple random
samples, but in practice some parts of the data set will be more important than
others. For example, it may be more important to increase the number of observations
close to decision boundaries. In statistical terms, the recursive partitioning algorithm
stratifies the data, that is, divides up the space into subsets of observations which are
homogeneous, the leaves of the tree. The principles of stratification, as used by survey
statisticians to decide upon the number of strata in a survey Dalenius, 1957 [32]),
can also be applied to the choice of the number of leaves for a decision tree. For a
numeric response variable the within-leaf variances should be substantially lower than
the total (within-leaf plus between-leaf variances) and the leaf means should be well
separated. Thus when augmenting the training set we would be most interested in
obtaining more data for leaves which currently have a high variance. For a categorical
response variable we would ideally want all the observations at a leaf to have the same
class label, so we would want to augment ’impure’ leaves which have a mixture of
class labels. Formally, the problem of deciding which leaf to augment with additional
data can be regarded as a decision problem to be solved by the universal principle of
maximising expected utility (Lindley, 1991, [94]]. We should calculate the expected
extra utility which would result from adding one observation to each leaf. (Utility is
the negative of loss.) The leaf for which this expected additional utility is greatest is
the one which we should actually augment by one observation. We should then repeat
the process, adding one observation each time to the leaf which most needs it. (In
practice we might add more than one observation at a time!) In order to do this we
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model the data at a leaf as arising from some probability distribution of known type
but with unknown parameters. For a numeric response we might assume a normal
with unknown mean and variance, whereas for a categorical response we could use a
multinomial distribution. In any case, there is a vector q of unknown parameters to
be estimated from the data. We can apply the data at the leaf to a vague prior p(θ),
and use Bayes’ theorem to obtain a posterior distribution p(θ|x), where x represents
the current data at the leaf. We can then treat this posterior distribution as a prior
distribution for the thought experiment of adding the extra observation x′. This
calculation leads to another posterior p(θ|x, x′) which incorporates the additional
knowledge that we would hope to gain from the additional observation x′. The value
of this additional knowledge is expressed via a utility function u(p(θ|x, x′), θ)). In a
pure inference problem (i.e. where there are no misclassification costs involved) it
can be shown (Bernardo and Smith, 1997) [10] that the appropriate utility function
for a probability distribution is a logarithmic score function:
u(p(θ|x, x′), θ) = A log(p(θ|x, x′)) +B(θ)
where A > 0 is an arbitrary constant and B(·) is an arbitrary function of θ. Using
this score function it can be shown (Bernardo and Smith, 1997, [10]) show that the
expected increase in utility from the additional observation x′ is given by
A
∫
p(θ|x, x′) log
(
p(θ|x, x′)
p(θ|x)
)
dθ
This formula can be interpreted in several ways. On the one hand it is the expected
increase in utility obtained from the extra observation. A second interpretation is ob-
tained by noting that it is also the Kullback-Leibler divergence between the prior and
the posterior distributions describing the data. A third interpretation is possible if
153
we use logarithms to the base 2. The above formula then corresponds to the Shan-
non information of the data (Shannon, 1948)[118]. Maximising expected Shannon
information is thus a special case of maximising expected utility. (Note that if we
know that different types of misclassification have different costs the logarithmic score
function is no longer appropriate, and hence neither is maximising expected Shannon
information.) As an example, consider a two-class classification problem where there
are 7 observations at a particular leaf. Five of the observations are of class 1 and two
are of class 2. We use a uniform distribution as our prior and make use of the fact
that the uniform is a special case of the beta distribution, which is conjugate for the
binomial likelihood appropriate for a two-class problem. Conjugacy means that our
posterior will be another beta distribution. The likelihood is of the form
p(y|θ) ∝ θ5(1− θ)2
and the prior is
p(θ) ∝ θα−1(1− θ)β−1
i.e. θ ∼ Beta(α, β). The values α = β = 1 give a uniform distribution, so these are
what we will use. The posterior is given by
p(y|θ) ∝ θ5(1− θ)2θα−1(1− θ)β−1
= θ5+α−1(1− θ)2+β−1
= Beta(θ|6, 3)
This posterior now becomes our prior for the imaginary experiment of adding another
observation. The addition of an additional single observation will either change this
to a Beta(θ|7, 3) or a Beta(θ|6, 4) depending on whether the new observation is in
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class 1 or class 2 respectively. In the former case the utility increase (or information
gained, if you prefer) is given by
∫ θ=1
θ=0
Γ(10)
Γ(7)Γ(3)
θ6(1− θ)2 log
(
Γ(10)
Γ(7)Γ(3)
θ6(1−θ)2
Γ(9)
Γ(6)Γ(3)
θ5(1−θ)2
)
dθ
= 252
∫ θ=1
θ=0
θ6(1− θ)2 log (3θ
2
)
dθ
= 3.82268800665× 10−2 = I1
In the latter case the utility increase is
∫ θ=1
θ=0
Γ(10)
Γ(6)Γ(4)
θ5(1− θ)3 log
(
Γ(10)
Γ(6)Γ4)
θ5(1−θ)3
Γ(9)
Γ(6)Γ(3)
θ5(1−θ)2
)
dθ
= 504
∫ θ=1
θ=0
θ5(1− θ)3 log {3(1− θ)} dθ
= 0.148564938185 = I2
As one might expect, there is more information to be obtained from observing
the minority class. The probability of the observation being of class 1 is given by
θ, while the probability of it being in class 2 is given by 1 − θ. Thus the expected
value of the utility increase caused by adding one observation at this leaf is given by
9.33959090832× 10−2 The above calculations should be done for each leaf node and
the leaf with the largest utility increase is the one that should next be augmented.
8.9 Discussion
The methodology shown above provides a means of analysing a data set and deciding
what would have been the optimum size of training set for a context described by a
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particular loss function. Since the method involves trying out different training set
sizes in order to build a model it does not directly help the user who wants to know
the optimum training set size for his data and his problem context. Nevertheless,
we hope that the principles and methodology exhibited here may lead to more such
analyses being carried out, from which general guidelines may emerge. Our result
for shuttle agrees with the work of Oates and Jensen on other data sets, suggesting
that, in practice, many data sets will not require the full training data in order to
achieve satisfactory results and that use of a sample is acceptable and preferable. We
firmly believe that, appropriately applied, sampling methods are highly beneficial to
the knowledge discovery process and we encourage their use.
In every branch of science we lack the resources to study more than a fragment of
the phenomena which might advance our knowledge A sample is NOT a last resort, to
be used when a complete investigation is impossible. Rather, it is the first resort: it is
the answer to the question, “What is the best way to do the job?” or “What kind of
sample will do it, and how big must it be to deliver the information that is required?”
Sample Design in Business Research. W Edwards Deming
Chapter 9
The future of Bayesian
nonparametrics
9.1 A Brief background to nonparametrics
In the early part of the 20th century the two main tools of inference were classic hy-
pothesis tests and linear models with normal errors. Hypothesis tests assumed nor-
mality or were nonparametric. Nonparametric hypothesis tests were developed to deal
with cases where the normality assumptions clearly do not apply. The nonparametric
tests made fewer distributional assumptions-such as simple symmetry arguments-
and thus sacrificed power for robustness. The latter part of the 20th century was
characterised by the escape from the limitations of the linear model with normal
errors. The generalised linear model allowed a wider range of error terms, but still
with a linear predictor. Classical statisticians in the 1960s and 70s pioneered data-
driven approaches to model-building. Stepwise regression methods became popular
for prediction and generalised cross-validation (Craven and Wahba, 1979)[31] became
established as a fitting technique. Bayesians were slow to capitalise on this work,
perhaps because the concept of ‘distribution-free’ models runs completely counter to
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Bayesian thinking. To a Bayesian, the correct way to model uncertainty is by prob-
ability. To attempt to do inference without distributions is simply wrong-headed.
Lindley (1982)[93] pointed the Bayesian community towards nonparametrics as an
area that Bayesians could usefully develop. The key to Bayesian density estimation
was to ignore the name ‘non-parametric’ and treat it as the exact opposite. A better
name for the Bayesian approaches would be ‘hyper-parametric’. Bayesian methods of
density estimation apply Bayesian methods at a higher level of abstraction: a prior
distribution is placed on a large space of candidate distributions, rich enough to ap-
proximate the true distribution to an acceptable degree. Conditioning on the data
then leads to a posterior distribution of distributions. Similarly, Bayesian nonpara-
metric model-building consists of putting a distribution on the model structure. One
way of creating the prior distribution is the method used by Chipman, George and
McCulloch: a stochastic process. The model search then becomes a stochastic search
using Reversible Jump MCMC as the search algorithm, without necessarily reaching
convergence. The use of a coherent Bayesian approach implies a natural penalty for
model complexity. We now consider where are we on the road to having everything
we would want in the area of Bayesian nonparametrics.
9.1.1 Model flexibility
We now have a wide range of nonlinear functions for building models, including mul-
tivariate linear splines, multivariate adaptive regression splines, natural cubic splines,
smoothing splines, radial basis functions, neural networks, piecewise linear functions.
For time series in the time domain there are autoregressive and moving average mod-
els (and their extensions, such as VAR). In the frequency domain several types of
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wavelet bases are available: Haar wavelets, least asymmetric wavelets, Daubechies
wavelets. The MATLAB R© Wavelet Toolbox includes another 15 wavelet families. In
short, we have just about all the model flexibility we need. No doubt there will be
advances in model flexibility (new types of basis functions) but it is unlikely to make
a dramatic difference to the art of model-building.
9.1.2 Computational issues
At the present time we have considerable computing resources available, but we could
make good use of a lot more. It is still the case that models must be constrained
to something that is computable. Large models in the areas of econometrics and
environmental sciences currently may have hundreds or thousands of parameters and
there is still cope for better understanding through larger models. There are two
sides to the future of computation: hardware and algorithms. As far as hardware
is concerned, there does not appear to be a consensus on the progress that can be
expected. In 1964 Gordon Moore announced his famous ‘law’ that the number of
transistors per square inch on processors chips was doubling every year. Since that
time, Moore’s law has become widely accepted as a given in the semiconductor in-
dustry. In reality Moore’s law is not so well corroborated by data. Over the years its
definition has been changed, for example to memory chips and other non-processor
chips and the doubling time has been redefined (Tuomi, 2002)[129]. Nevertheless,
despite the dubious status of Moore’s law, it is clear that there has been rapid, sus-
tained growth in the capabilities of semiconductor chips over many decades. It is
also clear that the laws of physics imply constraints on what can be computed in a
certain time (Lloyd, 2000, [97]). Long before these hard physical constraints begin
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to bite major engineering challenges will probably be encountered, associated with
working at ever-smaller scales of measurement. A further level of uncertainty sur-
rounds the possibility of the quantum computer. Present-day computers are based
on the idea of a Turing machine. The Turing machine serves as both an analogy for
the Von Neumann design of sequential instruction computer, and also for the idea
of an algorithm. Despite the enormous success of the Von Neumann-style computer,
physicists have pointed out that the design of the Turing machine conflicts with the
laws of quantum mechanics. The process of reading the tape is equivalent to a mea-
surement and thus cannot be carried out perfectly. A redesign of the Turing machine
has led to a new theory of computation which is still being worked out. In a classical
computer, N bits of information represents 2N integer values, each either 0 or 1. In
a quantum computer, N qubits (quantum bits) can represent any complex vector of
unit length in 2N dimensions (Pike, 2000)[107]. This seems like a vast in the infor-
mation content, but on attempting to read out the contents of such a vector the wave
function collapses and only N bits of information result. Worse still, it does not even
necessarily give the right answer. Different answers come out with different probabil-
ities and one generally has to average a number of runs to obtain the right answer.
Such a computer, if it can be constructed, would certainly have a very high degree
of parallelism associated with its internal state during processing, and this leads to
some intriguing possibilities. It might be able to explore all the possible paths in an
algorithm simultaneously. For a CART tree method, this would enable it to explore
all possible splits on all possible predictors, i.e. a complete search of the space of
trees, even though this is vast. At the moment the quantum computer is not close to
construction, but offers a tantalising future. It is not possible to say when or even if
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it will appear, but substantial research resources are being devoted to it owing to its
immense potential for breaking codes and ciphers.
9.1.3 Model complexity
If arbitrarily large models are possible then it is all the more important to make sure
that overfitting does not occur. Bayesian model search methods contain a built-in
penalty against overfitting, though this is not foolproof if the model class does not
contain the true model (as is often the case) or if there are not enough data. In
many fields where a great deal of data is available (e.g. geological data logging, naval
sonar time series) Bayesian models might be considered irrelevant because there is
sufficient data to swamp the effects of any reasonable prior. In fact, we believe that as
the dimensionality of the data increases the importance of the prior increases. Use of
frequentist methods is similar to the use of Bayesian methods with improper priors,
and this causes certain kinds of problems. For example, computation of Bayes factors
involves the use of priors, and Bayes factors do not work with improper priors if the
models being compared have different dimensions. (Bernardo and Smith, 1994)[10].
Bayes factors are very helpful for model selection and search, since they involve a
natural penalty term for model complexity (Kass and Raftery, 1995)[85] which has a
strong justification from first principles. Bayes factors also appear in the transition
kernel for Reversible Jump Monte Carlo Markov chain model search, and thus such
model searches inherit the reluctance to overfit. High dimensional model searches
are difficult enough without having to contend with overfitting problems. To sum-
marise, model complexity may not be a major challenge in the future and the issue
of overfitting can be overcome by appropriate use of coherent methods.
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