Among birth and death processes with discrete spaces only the simple birth, death and immigra-. tion process (SEDI) preserves the linearity of surprisal; that is, if once the surprisal occurs to be a linear function of the observables under consideration it will remain so forever. Among onedimensional diffusion processes we show that "linear surprisal" is preserved only for those obtained as the limiting process of an SED!. The time development of the variance, however, is essentially different between an SEDI and its diffusion process limit; the variance for the latter never decreases unlike the one for the former. Some examples for violation of the linear-surprisal preservation condition are also discussed. § 1. Introduction
The entropy deficiencyl),2) is an information-theoretical quantity that measures the deviation of actual distribution from the statistical distribution (the prior distribution) which is, by definition, proportional to the phase volume. The local behavior of the deviation is represented by the surprisal, which is a function of observables defined as the logarithm of actual distribution divided by the prior distribution. The surprisals are often observed to be linear functions. 3 ), 4) In a previous paper 2 ) (hereafter quoted as [I]) we considered a condition for preservation of linear surprisal, in the framework of stochastic processes with discrete variable spaces, and found that only the simple birth, death and immigration process (SBDI)5),6) satisfies the condition. Furthermore, SBDI realizes a linear surprisal under the initial condition that the process starts from one of the natural bounds, which is satisfied in the experiments for stochastic variables such as energy deposit into the internal degrees of freedom in both chemical 3 ) and nuc1ear 4 ) reactions, and the number of excitons. 7 ) In § 2 the SBDI is transformed into a diffusion process through a limiting procedure that makes the step of jump infinitesimal. The obtained process is found to realize a linear surprisal for the initial value at the natural boundary. Section 3 is devoted to investigating the necessary condition for the preservation of linear surprisal within the framework of the Fokker-Planck equation. Similar to what is found in [I] , the condition is fulfilled only by the family of diffusion processes derived from SBDI as in § 2. In § 4 is considered the time development of statistical quantities, i.e., the average, the variance and the entropy deficiency, for both SBDI and its diffusion process limit. It is found that the important property of the variance for the SBD! (the possibility of decrease in the later stage of the process), which enabled us to represent the time dependent behavior of the total kinetic energy loss in the deep inelastic collisions of heavy ions by an SBDI,5),6) is lost through the limiting procedure from discrete space to the continuous one. In § 5 is given discussion together with some illustrative examples which violate the linear·surprisal preservation condition. § 2_ Simple birth, death and immigration process with continuous variables
We consider a random walk process which is a Markov chain. 5 ) Its probability distribution function u(xlxo, t) satisfies the following difference equation,
where the space of variables is discrete and the domain of x is finite. which is identical with the SBD! process studied in [1] 
where n denotes an eigenvalue of the latter equation. The boundary condition of Eq. (2·9b) is expressed by
The solutions of Eq. (2·9b) are associated Laguerre polynomials defined by9)
Then the probability distribution function is given by8)
If we start from xo=O, Eq. (2·11) becomes
which is represented by using the generating function of associated Laguerre polynomials as
Then the surprisal defined byl),2)
S(x, t)= -log{p(xIO, t)/W(x)}
can be written as
Since ilo and ill are both independent of x, the surprisal 5 is a linear function of x.
Thus if the time variable becomes continuous, SBDI process (2·2) and its diffusion limit (2·5) preserve linear surprisal, whereas the original process (2 ·1) does not preserve linear surprisal.*) § 3. Necessary condition
The class of diffusion processes derived in connection with SBDI processes is the only family that preserves linear surprisal. We can show this in a manner similar to the proof that the SBDI is a necessary condition for the preservation of linear surprisa1.
)
We start from the general form of the Fokker-Planck equation for one dimensional space
*) Let us take a simple example of Eq. (2·1). Then, Uk(t) satisfies
uk(t+Llt)-Uk(t)=Auk(t)Llt.
We limit the number of sites to 3 (k=O, 1 and 2 
with the normalization
Then the distribution function p(xlxo, t) can be factorized as
and the differential equation for ¢ is
For certain initial probability distribution p(xo, 0), the Chapman-Kolmogorov equation gives the distribution at a moment t,
x, (3) (4) (5) N ow let us assume that the surprisal is a linear function of X (3) (4) (5) (6) where both Ao(t) and AI(t) are functions of t which are independent of x. Then, we find that Eqs. (3-2), (3-4), (3) (4) (5) and (3) (4) (5) (6) lead to the differential equation that describes the time evolution of sex, t),
Sex, t)= -log[p(x, t)/W(x)]=Ao(t)+ AI(t)x ,
By comparing both the sides of Eq. (3-7) we see that the necessary condition for preservation of the linear surprisal is that the functions A(x) and B(x) are both at most linear functions of X; writing them as*)
Eq. (3-7) becomes a couple of equations for Ao(t) and A1(t),
dAI(t)/dt=aIAI(t)-bIAIZ(t) ,
(3-8a) *) For d111(t)/dt=0 there seem to be other solutions than linear functions for A(x) and B(x). In this case d11o(t)/dt=O because 11o(t) gives the normalization of distribution. Then, Eq. (3'7) gives the solution 111=0 or A(x)=111B(x). The former is trivial; p(x, t)= W(x). The latter case gives another stationary solution to Eq. (3'1) with a constant flow of probability j=111B(x)p(x, t). This solution is stationary but not static (does not satisfy the static condition (3'2».
We do not consider these solutions. In this section we examine the time development of the expectation value Ex, the variance V X and the entropy deficiency DS for an SBDI (2·2) and its diffusion limit (2'5).
(i) The average
The average is easy to calculate. For SBDI, it is calculated from the pgf Ilt(s) given in [I] 
(iii) Entropy deficiency
For linear surprisals the entropy deficiency DS is easily obtained in a closed form,
DS= -J1.o(t)-AI(t)<x> .
For SBD! the constraints are found to be
where N = -vj).. and
Al = -log[(l-e(A-Jl.)t)/(l-Ae(A-Jl.)t/. u )] for the initial condition p(x, O)=O'(x).
(4·7) Some typical examples of the time evolution of Ex, V x and DS for SBD! are shown in Fig. 1 ; l(a) shows them for ,.1=-5, ,u=0.1 and v=100; (b) A=-2,,u =2 and v=40; (c) ,.1= -1, ,u=5 and v =100. We find that the behavior, at sufficiently large t, of them as functions of t is as follows: If the average approaches its equilibrium value exponentially with the characteristic time r, i.e., exp ( -tlr), then DS behaves as an exponential function with the half of the characteristic time r/2, that is, DScx:exp( -2t/r). This can be easily verified by expanding DS in a power series of exp( -t/r). One finds that the term of first order vanishes. For SBD! the variance approaches its equilibrium value as exp( -2t/r) unless A + f-1=0. If A + f-1 =0, then the variance approaches its equilibrium value as exp( -t/r). The same (Ex, V x and DS) for the Fokker-Planck equation are shown in Fig. 2, for a=O. In the latter case, Ex and V x approaches their equilibrium values as exp( -t/r), while DS goes as exp( -2t /r). There seems to be some essential difference between discrete processes (SBDI) and their continuous diffusion process limit. § 5. Illustrative examples and discussion Linear surprisals are not always to be observed. It was already pointed out that if the initial state is not at one of the natural boundaries we will not obtain linear surprisals. An example is the case where the mass-asymmetry is taken as the stochastic variable. In this section we consider simple examples of diffusion processes which violate the condition for linear surprisal; (i) reflecting boundary introduced into an otherwise linear-surprisal preserving process, (ii) absorbing boundary introduced into an otherwise linear-surprisal preserving process and (iii) a process with a quadratic function for B(x).
(0 We take A=O and B=1. This is one of the simplest diffusion processes. We introduce reflecting boundaries at x=o and x= 7 Figure 3 shows the surprisal of this process for several values of time t. The surprisal at the reflecting boundary behaves essentially as a top of quadratic function.
(ii) We replace the reflecting boundary at 7[ in (i) by an absorbing one. The boundary condition for an absorbing boundary is P=O. Here the equilibrium distri- The initial distribution is 8 (1-x and Fig. 5 shows the surprisal at some moments. Although the process starts from a natural boundary, the surprisal fails to be linear as a function of x. Note that the deviation from linear surprisal is prominent at the early stage of equilibrating process. Especially the process (i) and the process (iii) start from the same distribution and end in the same equilibrium distribution. The difference between them is observed only for 0< t< r, where r is the relaxation time.
