In the paper [20] we gave a conjectural formula for the mixed Hodge polynomials of character varieties with generic semisimple conjugacy classes at punctures and we prove a formula for the E-polynomial. We also proved that these character varieties are irreducible [21] . In this paper we extend the results of [20] [21] to character varieties with Zariski closures of arbitrary generic conjugacy classes at punctures working with intersection cohomology. We also study Weyl group action on the intersection cohomology of the partial resolutions of these character varieties and give a conjectural formula for the two-variables polynomials that encode the trace of the elements of the Weyl group on the subquotients of the weight filtration. Finally, we compute the generating function of the stack count of character varieties with Zariski closure of unipotent regular conjugacy class at punctures.
Introduction
Assume given a genus g compact Riemann surface Σ, a set S = {a 1 , . . . , a k } ⊂ Σ and a tuple C = (C 1 , . . . , C k ) of conjugacy classes of GL n (C), we consider the space U C = ρ ∈ Hom (π 1 (Σ\S ), GL n (C)) ρ(γ i ) ∈ C i for all i , where π 1 (Σ\S ) is the fundamental group with respect to a fixed base point, γ i , with i = 1, . . . , k, is a single loop around the puncture a i , and C i denotes the Zariski closure of the conjugacy class C i . In general the space of orbits U C /GL n , where GL n (C) acts by conjugation, is not an algebraic variety and so often one consider the quotient stack [U C /GL n ] or the GIT quotient M C := U C //GL n = Spec C[U C ] GL n that parametrizes the closed orbits. In this paper we will assume that the tuple C is generic (except in §6). In this case, the quotient map U C → M C is a principal PGL n -bundle in thé etale topology.
It is known by Saito [41] that the compactly supported intersection cohomology IH * c (M C , C) is endowed with a mixed Hodge structure from which we get the mixed Hodge Poincaré polynomial Note that IH c (M C ; 1, 1, t) is the compactly supported Poincaré polynomial i dim IH i c (M C , C) t i . These moduli spaces M C are classical objects at least when the conjugacy classes C 1 , . . . , C k are all semisimple in which case M C = M C is nonsingular and IH * c (M C ) is the usual compactly supported cohomology H * c (M C ).
Computing the cohomology of character varieties: State of the art
The simplest case is when k = 1 and the conjugacy class at the puncture a = a 1 is C = ζ · I where ζ = e 2πid n is a primitive n-root of unity and I the identity matrix. The corresponding character variety which we denote by M d B , is known also in the literature as the Betti moduli space. It is known from nonAbelian Hodge theory [26] [42] that M d B is diffeomorphic to a certain moduli space of stable Higgs bundles on Σ, known as the Dolbeault moduli space which is often denoted by M d Dol . The cohomology of the GL n (or SL n )-character varieties M d B and M d Dol has been the object of a very intensive study in the literature starting from Hitchin [26] until recent work by Hausel-Villegas [25] , de CataldoHausel-Miggliorini [9] , Logares-Muñoz-Newstead [33] , Garcia-Prada, Heinloth, Schmitt [15] and Chaudouard-Laumon [5] . To be more precise, the Poincaré polynomial of M d Dol has been computed by Hitchin [26] when n = 2 and by Gothen [17] when n = 3. Hausel and Rodriguez-Villegas [25] gave a conjectural formula for the generating function of the mixed Hodge polynomial of the GL ncharacter variety M d B . They prove their conjecture when n = 2 as in this case the cohomology ring of M d B is known by Hausel-Thaddeus [24] . Recently Garcia-Prada, Heinloth and Schmitt [15] gave a theoritical algorithm for computing the number of points of M d Dol over finite fields (and therefore the Poincaré polynomial of M d Dol as the cohomology of M d Dol is pure) from which they managed to get an explicit formula for n = 4. Motivated by Hausel-Villegas conjecture, Chaudouard and Laumon [5] investigated the counting of stable Higgs bundles in connection with Arthur-Selberg trace formula for automorphic forms.
The diffeomorphism bewteen M d B and M d Dol arising from non-Abelian theory does not preserve the mixed Hodge structure for the obvious reason that, unlike M d B , the mixed Hodge structure on the cohomology of M d Dol is pure. However, de Cataldo-Hausel-Migliorini [9] conjectured that the weight filtration on H * (M d B ) should correspond to the perverse filtration on H * (M d Dol ) which is defined from the Hitchin map. They prove the conjecture for n = 2.
In the case where the conjugacy classes C 1 , . . . , C k are semisimple, the character variety M C is diffeomorphic to a certain moduli space of semistable parabolic Higgs bundles on Σ. The Poincaré polynomial of the later space was computed for n = 2 by Boden and Yokogawa [3] and for n = 3 by Garcia-Prada, Gothen and Munõz [14] . In [20] we give a conjectural formula for the generating function of the mixed Hodge polynomial of M C in terms of Macdonald polynomials. This conjecture generalizes Hausel-Villegas conjecture (the Macdonald polynomials appear trivially in Hausel-Villegas conjecture). The result of Garcia-Prada, Gothen and Munõz confirms our conjecture when n = 3. We also prove [20] that our conjecture is true after the specialization t → −1, giving thus an explicit formula for the so-called E-polynomials E(M C ; x, y) := H c (M C ; x, y, −1). We use this formula to prove that the variety M C is connected (and also irreducible as it is non-singular) which is by far the most technical proof of [21] .
Results of the paper
Unless specified the letter K denotes either C or an algebraic closure F q of a finite field F q with q elements.
Basic properties of character varieties
As in §3.2 we define from any tuple C = (C 1 , . . . , C k ) of conjugacy classes of GL n (K) a comet-shaped quiver Γ C equipped with a dimension vector v C .
Denote by U C the open subset of U C of representations ρ ∈ Hom (π 1 (Σ\S ), GL n (K)) with ρ(γ i ) ∈ C i and by M C the image of U C in M C .
Theorem 1.1. Assume that C is generic (see Definition 3.1). The variety U C is not empty if and only if v C is a root of Γ C . Moreover it is reduced to a single PGL n -orbit if and only if v C is a real root.
Assume that U C ∅, then (i) the quotient map U C → M C is a principal PGL n -bundle in theétale topology. In particular the PGL n -orbits of U C are all closed of same dimension dim PGL n , ( 
ii) M C is a dense nonsingular open subset of M C (in particular it is not empty), (iii) the variety M C is irreducible of dimension
It is not difficult to check that when g > 0, then v C is always an imaginary root (see for instance [21, Lemma 5.2.3] ), and so by the above theorem the variety M C is always not empty when g > 0.
The proof of the assertion (i) as well as of the fact that if not empty then M C is a non-singular equidimensional variety of dimension d C goes exactly along the same lines as in the case where the conjugacy classes C 1 , . . . , C k are all semisimple [20] , see also Foth [13, Proposition 3.4] for the case k = 1.
We reduce the proof of the other statements of the theorem to the semisimple case (which case is well-known) by using the resolution M L,P,σ → M C defined in §3.3 and by proving that there exists a generic tuple of semisimple conjugacy classes S of GL n such that # M L,P,σ (F q ) = #M S (F q ).
Corollary 1.2. Assume that C is generic and U C is not empty. The decomposition
is a stratification, where C ′ C means that C ′ i ⊂ C i for all i = 1, . . . , k.
For an irreducible algebraic variety X over K, denote by IC
• X the intersection cohomology complex (as defined by Goresky-MacPherson and Deligne) on X such that its restriction to any nonsingular open subset is the constant sheaf concentrated in degree 0, i.e. it is the complex with the constant sheaf κ in degree 0 and with 0 in other degrees (here κ = Q ℓ where ℓ is a fixed prime which does not divide the characteristic of K or κ = C if K = C). Say that X is rationally smooth if IC • X is isomorphic to the constant sheaf on X concentrated in degree 0 in which case we have H * c (X, κ) = IH * c (X, κ). Denote by i the inclusion of U C in
The following theorem will be important for the proof of the main theorem of this paper (see Theorem 1.6 below).
Theorem 1.3. We have
The proof of the theorem uses also the resolution M L,P,σ → M C .
Recall that Zariski closure of regular conjugacy classes are rationally smooth (this can be easily deduced from the unipotent case which is well-known [4] ). Hence we have the following corollary. Corollary 1.4. For a generic tuple C = (C 1 , . . . , C k ) of conjugacy classes of GL n (K) with C 1 , . . . , C k regular or semisimple, the character variety M C is rationally smooth.
Mixed Hodge polynomials of character varieties
Let us first introduce some combinatorial data. Denote by P the set of all partitions including the empty partition ∅, and by T the set of all maps ω : Z >0 × (P\{∅}) → Z ≥0 with finite support. It will be also convenient for us to choose a total ordering on the set Z >0 × (P\{∅}) and write the elements of T as non-increasing sequences (d 1 , ω 1 )(d 2 , ω 2 ) · · · (d r , ω r ) (this is for instance useful when defining the dimension vector of some comet-shaped quiver from multi-types as in §3.2). Denote by T n the subset of types ω ∈ T of size |ω| := (d,λ)∈Supp(ω) d |λ| = n. The set T n parametrizes the types of conjugacy classes of GL n (F q ) (see §4.1.2) while the subset T o n of types ω ∈ T n such that (d, λ) Supp(ω) unless d = 1 parametrizes the types of the conjugacy classes of GL n over an algebraically closed field (see §3.2). Under this parametrization, types of semisimple conjugacy classes corresponds to the elements ω ∈ T with ω(d, λ) = 0 unless λ is of the form (1 m ). We the denote by T (resp. T o ) the set of elements
In this paper (see §4.1.3) we define a rational function H ω (z, w) from Macdonald symmetric funtions for any multi-type ω ∈ T. It is invariant under the transformations (z, w) → (w, z) and (z, w) → (−z, −w). For multi-types ω ∈ T o of semisimple conjugacy classes, which can be thought as multi-partitions via the map (1, (1 n 1 ))(1, (1 n 2 )) · · · (1, (1 n r )) → (n 1 , . . . , n r ), this function was first defined in [20] .
Our main conjecture is the following one (see [20] for semisimple conjugacy classes). 
where ω ∈ T o is the type of C.
Note that IH c (M C ; q, t) is the mixed Poincaré polynomial m,i dim Gr m IH i c (M C ) q m/2 t i that encodes the weight filtration (this polynomial makes also sense in positive characteristic where the weight filtration is defined in terms of Frobenius eigenvalues).
One of the main theorem of the paper is the following one. 
From the properties of H ω (z, w) mentioned above we have the following corollary.
Partial resolutions and Weyl group actions
One motivation for introducing partial resolutions is to give a (conjectural) geometrical interpretation of the functions H ω (z, w) for any ω ∈ T (not necessarily in T o ). In §5 we introduce partial resolutions M L,P,Σ → M C of the character variety M C for any generic tuple C of conjugacy classes of GL n (K).
There are defined from a parabolic subgroup P of GL n (K) k together with a Levi factor L of P and Σ = σ · D where σ is in the center Z L of L and D is a unipotent conjugacy class of L. We define an action of the (relative) Weyl group
on the intersection cohomology IH * c (M L,P,Σ , C) that preserves the weight filtration. Define the w-twisted mixed Poincaré polynomial D) ). The set T n parametrizes the equivalent classes of triples (L, D, w). 
Say that two triples (L, D, w) and (L
where ω ∈ T n is the type of (L, D, w).
We prove the following results. 
. . , S k ) be a generic tuple of conjugacy classes of GL n such that for each i = 1, . . . , k, there exists an element s i ∈ S i with Jordan decomposition s i = l i u i where l i is semisimple such that C GL n (l i ) = L i and u i ∈ D i . Then we prove the following result. D) ), we end up (assuming Conjecture 1.5) with an action of W(L, D) on the intersection cohomology of S that preserves the weight filtration and such that for all w ∈ W(L, D)
where ω is the type of (L, D, w). Note that it is not clear how to define an action of W(L, D) directly on the variety M S . For instance in the case of semisimple conjugacy classes (i.e., D i = {1} for all i = 1, . . . , k) the natural action of W(L) on S 1 × · · · × S k does not preserves the relation defining character varieties.
We have the following theorem.
The regular unipotent case
Denote by [M uni n ] (resp. [M gen n ]) the quotient stack of U C by GL n where C is the tuple of regular unipotent conjugacy classes of GL n (resp. C is a generic tuple of regular conjugacy classes of GL n with only one eigenvalue).
We prove the following relation between the two stacks counts over finite fields.
Theorem 1.14.
where d n = (2g + k − 2)n 2 − kn + 2 is the dimension of the generic character variety M gen n .
Comments
1. Note that Theorem 1.13 applied to w = 1 and Σ = {σ} gives back (modulo Theorem 2.1) the identity
mentioned below Theorem 1.1. In §3.4, we prove (3) by straightforward calculation while our proof of Theorem 1.13 uses intersection cohomology methods (even when w = 1 and Σ = {σ}). However, the proof of Formula (3) we give in §3.4 is more explicative and natural.
2. If M C is not empty, the open stratum M C is always not empty by Theorem 1.1(ii) but other strata M C ′ , with C ′ C maybe empty. For instance if k = 3, g = 0 and C is a generic tuple of regular conjugacy classes of GL 2 , then the underlying graph of Γ C is the Dynkin diagram D 4 and v C is the real root with a 2 at the central vertex and a 1 at the other vertices. Hence by Theorem 1.1
In particular M C is the only stratum of M C which is not empty.
3. There is an additive version of character varieties which we define from a generic tuple O = (O 1 , . . . , O k ) of adjoint orbits of gl n (C) as the affine GIT quotient
The analogue of Theorems 1.1 for Q O is known to be true. Its proof relays on a result of CrawleyBoevey [6] [31, Proposition 5.2.2] which says that Q O is a quiver variety. The theorem follows then from some general results on quiver varieties due also to Crawley-Boevey (see [31, §4] for a review) in particular irreducibility and a necessary and sufficient condition for non-emptiness of quiver varieties.
Our strategy to study the intersection cohomology of the character varieties M C follows that of Q O which is developed in [31] . However the intersection cohomology of Q O is simpler to study as it always has a pure mixed Hodge structure ( [31 
where ω ∈ T o is the type of O and H ω (z, w) is as above (in the semisimple case this formula was first proved in [20] ). However note that not all functions H ω (0, √ q) are realized in this way as generic tuples of adjoint orbits do not exist in any type (unlike generic tuples of conjugacy classes).
If C and O are respectively tuple of conjugacy classes of GL n (C) and tuple of adjoint orbits of gl n (C) of same type, then Conjecture 1.5 together with Formula (4) implies the following conjectural identity
where PP c (M C ; q) is the Poincaré polynomial of the pure part of the cohomology of M C , i.e.,
In the semisimple case this was first conjectured in [20] . 4 . Our strategy to study cohomology of character varieties or quiver varieties (as above) go through counting points over finite fields. In the character varieties case this is related with the computation of convolution products of characteristic functions of Zariski closures of conjugacy classes while in the quiver varieties case we compute tensor products of irreducible characters of GL n (F q ) [31, Theorem 1.2.2]. More precisely, we prove the followings. Assume that g = 0 and fix a type ω ∈ T n . Then for any generic tuple (X 1 , . . . , X k ) of irreducible characters of GL n (F q ) of type ω and any generic tuple 
where roughly speaking the "pure part" is obtained by sending all terms of the form qt 2 to q and the others to 0 (it can be defined more rigorously in terms of specialization). Indeed the pure part of H ω (q, t) is H ω (0, √ q) and by [31, Theorem 6.10 .1], we have
by Conjecture 1.8, the function H ω (q, t) is the w-twisted mixed Poincaré polynomial of a character variety M L,P,Σ and so the weight filtration on the intersection cohomology of character varieties could be thought as a way to measure the default of existence of Fourier transforms on the space of class functions on GL n (F q ). Indeed if there were a Fourier transforms then the two quantities
would be equal. In the situation of gl n with conjugacy classes replaced by adjoint orbits and irreducible characters by characteristic functions of character sheaves, the corresponding two inner products are equal as by Lusztig [36] character sheaves coincide with Deligne-Fourier transforms of intersection cohomology complexes on Zariski closures of adjoint orbits. Note also that when the corresponding quiver variety Q O mentioned above does exist, then by the results of [31, §7] the analogue of the two above inner products in gl n (F q ) also equal to the Poincaré polynomial of Q O (which has pure mixed Hodge structure).
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Preliminaries
Unless specified, the letter K will denote either C or an algebraic closure F q of a finite field F q , and ℓ will always denote a prime different from the characteristic of K. The letter κ will denote Q ℓ if the characteristic of K is non-zero and C if K = C. For an algebraic variety X/ K over K, we will denote by H i c (X/ K , κ) the compactly supported cohomology (this is ℓ-adic cohomology if κ = Q ℓ and the usual cohomology if κ = C).
Mixed Hodge polynomials and Katz theorem

Katz theorem
Recall that H k c (X/ C , C) is endowed with a mixed Hodge structure as defined by Deligne [10] . Namely there is a finite increasing filtration W k 
The E-polynomial of X/ C is defined as
Let R be a subring of C which is finitely generated as a Z-algebra and let X be a separated Rscheme of finite type. According to [25, Appendix] , we say that X is strongly polynomial count if there exists a polynomial P(T ) ∈ C[T ] such that for any finite field F q and any ring homomorphism ϕ : R → F q , the F q -scheme X ϕ obtained from X by base change is polynomial count with counting polynomial P, i.e., for every finite extension F q n /F q , we have
We call a separated R-scheme X which gives back X/ C after extension of scalars from R to C a spreading out of X/ C .
Say that X/ C is polynomial count if it admits a spreading out X which is strongly polynomial count.
The following theorem is due to Katz [25, Appendix] .
We will use the notation
Intersection cohomology
If X is an equidimensional algebraic variety over K, we denote by IC
• X the intersection cohomology complex on X with coefficients in the constant sheaf κ as defined by Goresky-MacPherson and Deligne. If X is non-singular, the complex IC Characteristic functions. Assume that K is an algebraic closure of a finite field F q and that X is an irreducible algebraic variety defined over F q . We denote by F : X → X the corresponding Frobenius endomorphism. Let K be in the bounded "derived" category D b c (X) of κ-(constructible) sheaves on X, and assume that there exists an isomorphism ϕ :
If Y is an open nonsingular F-stable subset of X, we will simply denote by X IC
• X is the unique isomorphism which induces the identity on
Mixed Hodge polynomials. Recall (Saito [41] , see also [40, Chapter 14] ) that IH k c (X/ C , C) is endowed with a mixed Hodge structure. Namely there is a finite increasing filtration W k
• on IH k c (X/ C , Q), called the weight filtration, such that the complexified subquotients (W k r /W k r−1 ) C are endowed with a pure Hodge structure of weight r. If X/ C is rationally smooth (i.e. the complex IC • X is isomorphic to the constant sheaf κ concentrated in degree 0), it coincides with Deligne's mixed Hodge structure on H k c (X/ C , C) which is defined in [10] . Denote by {ih
(X)} p+q=r are the Hodge numbers of weight r, and define the mixed Hodge polynomial of X/ C as
The E ic -polynomial of X/ C is defined as
If X/ C is not rationally smooth, we do not get E ic (X/ C ; q) by counting points over finite fields. If the R-scheme X is a spreading out of X/ C and ϕ is a ring homomorphism R → F q , the best we can expect is the following formula
Note that if X/ C is rationally smooth and polynomial count, then the right hand side of the above formula is the evaluation at q of the counting polynomial of X. Formula (6) is thus a generalization of Katz formula for intersection cohomology. Now let us [31, Theorem 3.3.2] recall the conditions for Formula (6) to hold.
Definition 2.2. Let X be an algebraic variety over K. We say that X = α∈I X α is a stratification of X if the set {α ∈ I | X α ∅} is finite, for each α ∈ I such that X α ∅, the subset X α is a locally closed nonsingular equidimensional subvariety of X, and for each α,
Assume that X = X/ C is irreducible and that it has a stratification X = α∈I X α with open stratum
Say that X satisfies the property (E) with respect to this stratification if there is a spreading out X of X (say over the ring R), a stratification α∈I X α of X and a morphism ∇ :X → X of R-schemes such that: (1)X and the closed strata X α are strongly polynomial count, (2) X α is a spreading out of X α for all α ∈ I and the morphism r :X → X obtained from ∇ after extension of scalars from R to C yields an isomorphism of mixed Hodge structures
where Q(−d) is the pure mixed Hodge structure on Q of weight 2d and with Hodge filtration F d = C and F d+1 = 0. (3) for any ring homomorphism ϕ : R → F q , the morphism ∇ ϕ :X ϕ → X ϕ obtained from ∇ by base change yields an isomorphism
of perverse sheaves. Assume now that all complex varieties X α (in particular X) satisfy the property (E) with respect to the stratification X α = β≤α X β . We have the following theorem [31, Theorem 3.3.2].
Theorem 2.3. With the above assumption, there exists a polynomial P(T ) ∈ Z[T ] such that for any ring homomorphism
and E ic (X ; x, y) = P(xy).
As for the E-polynomial, the above theorem suggests to introduce the notation
Note that E ic (X/ C ; x) is then the specialization at t = −1 of the mixed Poincaré polynomial
Note that the mixed Poincaré polynomial makes also sense for an algebraic variety X defined over a finite field F q where the weight filtration on IH i c (X, κ) is defined in terms of Frobenius eigenvalues.
Frobenius formula
For technical reasons we will need to work with κ = Q ℓ instead of C (although this is not required for this section where we could use C). Fixing an isomorphism κ ≃ C gives an involution κ → κ, x → x such that ζ = ζ −1 for any root of unity ζ. For a finite group H denote by C(H) the κ-space of all class functions H → κ. The space C(H) comes with two natural basis, namely the irreducible characters of H and the characteristic functions 1 C of conjugacy classes of H that take the value 1 on C and 0 elsewhere. It is also endowed with two products, the pointwise multiplication (which for characters corresponds to taking tensor products) and the convolution * defined as
We also define the inner product
Given k-conjugacy classes C 1 , . . . , C k of H and an integer g ≥ 0, define
where (a, b) is the commutator aba −1 b −1 . We have the following well-known formula which goes back to Frobenius (see [20 , §3]) Theorem 2.4.
It will be convenient for us to use the following straightforward formula
where
and 1 1 is the characteristic function of the trivial conjugacy class {1}.
Basic properties of character varieties
Character varieties
Fix a genus g compact Riemann surface Σ and a subset S = {a 1 , . . . , a k } ⊂ Σ. Consider k conjugacy classes C 1 , . . . , C k of GL n (K) and put C = (C 1 , . . . , C k ). Define
where (a, b) denotes the commutator aba −1 b −1 and where I denotes the identity matrix. Then U C can be identified with the space of all representations of the fundamental group π 1 (Σ\S ) into GL n (K) such that the single loop around the puncture a i is sent to the Zariski closure C i of C i . The group GL n acts diagonally by conjugation on U C and we consider then the GIT quotient
It corresponds to the representations π 1 (Σ\S ) → GL n (K) mapping the single loops into C 1 , . . . , C k .
Denote by M C the image of U C in M C . Let (U C ) Irr be the subset of U C of irreducible representations.
Our definition of generic tuple is equivalent to that given by Kostov [29, Definition 10] .
Example 3.2. If ζ ∈ K is a primitive n-th root of unity, then for any unipotent conjugacy classes
We now define a partial order on k-tuples of conjugacy classes of GL n as follows. Given two k-
We have the following easy lemma. The aim of this section is to prove the following theorem.
Theorem 3.5. Assume that C is generic and that
In particular the PGL n -orbits of U C are all closed of same dimension dim PGL n .
(
ii) M C is a dense nonsingular open subset of M C (in particular it is not empty). (iii) The variety M C is irreducible of dimension
When the conjugacy classes C 1 , . . . , C k are semisimple, this theorem is proved in [20, §2.1] except the irreducibility which is proved in [21] (the proof of the irreducibility is by far the most difficult part). The assertion (i) is an easy generalisation of the semisimple case as well as the fact that, if not empty, then M C is nonsingular with connected components all of same dimension d C . Note that since U C is affine, the fact that U C → M C is a principal PGL n -bundle is equivalent (see Bardsley-Richardson [2, Proposition 8.2]) to the fact that PGL n acts set-theoritically freely on U C and that the PGL n -orbits are all separable. Only the irreducibility as well as the equivalence between the non-emptiness of M C and that of M C require new arguments.
The following next sections are devoted to the proof of the irreducibility of M C and the nonemptiness of M C (assuming the non-emptiness of M C ).
Let us state a corollary.
Corollary 3.6. Assume that C is generic and U C is not empty. The decomposition
Remark 3.7. If M C is not empty and C generic, then the open stratum M C is also not empty by Theorem 3.5 but other strata may be empty (it is even possible to have M C = M C with C C, see §1.2.5 Comment 2).
Non-emptiness of U C and roots of quivers
When g = 0, the problem of describing the k-tuples C for which (U C ) Irr is not empty is stated and studied by Kostov (see [29] for a survey) who calls it the Deligne-Simpson problem. In [7, Conjecture 1.4], Crawley-Boevey gives a conjectural answer of the Deligne-Simpson problem in terms of root systems of certain quiver (which we describe below). He proves his conjecture assuming that C is generic (in which case we have (U C ) Irr = U C by Theorem 3.5). In order to state his result (which will be needed later) and also to extend it for g > 0 we need to explain how to construct this quiver from a k-tuple of conjugacy classes. We need to recall the notion of types for conjugacy classes [31, §4.3.1].
Denote by P the set of all partitions including the unique partition ∅ of size 0 and by P n the set of partitions of size n. A partition λ ∅ will be written either in the form (n 1 , . . . , n r ) with n 1 ≥ n 2 ≥ · · · ≥ n r or in the form (1 m 1 , 2 m 2 , . . . ) where m i denotes the multiplicity with which i appears in λ. Choose a total ordering ≥ on P (e.g. the lexicographic ordering) and denote by T o the set of non-increasing sequences ω 1 ≥ ω 2 ≥ · · · ≥ ω r of non-zero partitions which we will denote simply by ω 1 ω 2 · · · ω r . We denote by T o n the subset of elements ω = ω 1 ω 2 · · · ω r of size |ω| := i |ω i | = n. We define the type of a conjugacy class C of GL n (K) to be the sequence ω 1 ω 2 · · · ω s ∈ T o n where the partitions ω 1 , . . . , ω s are given by the size of the Jordan blocks corresponding to the distinct eigenvalues α 1 , . . . , α s of C. In particular, sequences of length 1 are the types of the conjugacy classes with only one eigenvalue, and sequences of the form (1 n 1 )(1 n 2 ) · · · (1 n r ) correspond to semisimple conjugacy classes with r distinct eigenvalues of multiplicities n 1 , . . . , n r .
Given a type ω = ω 1 ω 2 · · · ω r ∈ T o , we draw the Young diagrams of ω 1 , . . . , ω r respectively from the left to the right and we also label the columns from the left to the right (with the convention that partitions are represented by the rows of the Young diagrams). 
Now let d be the total number of columns (in the example above, we have d = 3) and let n i be the length of the i-th column with respect to our labeling. This defines a type A quiver Γ
Hence from the type of any conjugacy class of GL n we can define a type A quiver Γ C equiped with a dimension vector v C .
Example 3.9. It is important to notice that the data (Γ, v) does not characterize the type from which it is defined. For instance any regular conjugacy class of GL n (i.e., conjugacy classes of maximal dimension n 2 − n) will give the same quiver with same dimension vector, namely the type A quiver with n − 1 vertices and the dimension vector (n − 1, n − 2, . . . , 1).
Given a k-tuple C = (C 1 , . . . , C k ) of conjugacy classes of GL n , we define a multi-type in (T o n ) k as above and therefore we obtain k type A quivers
Adding an extra node 0 which we connect to these k graphs and adding g loops on this node we get the following comet-shaped quiver
together with the dimenion vector v C with coordinate n at the vertex 0 and with coordinates given by v C i on the legs. To such a quiver we can associate as in [27] a root system Φ(Γ C ). We then have the following theorem [7, Theorem 8.3] .
Theorem 3.10. Assume that C is generic and that g = 0. Then the following are equivalent :
, M C is a point) if and only if v C is a real root.
Note that if g > 0, then v C is always an imaginary root (actually in the fundamental domain) as explained in [21, §5.2]. We will see (see Corollary 3.15) that U C is always non-empty when g > 0 and so in the above theorem the condition g = 0 is obsolete.
Resolutions of character varieties
Let P be a parabolic subgroup of GL n (K) and let L be a Levi factor of P. Let σ live in the center Z L of L and denote by U P the unipotent radical of P. Put
It is well-known that the image of Y L,P,σ → GL n , (x, gP) → x is the Zariski closure C of some conjugacy class C of GL n and that the map p : Y L,P,σ → C is a resolution of C (see for instance [1] and the references therein in the case of nilpotent orbits). The Zariski closure of any conjugacy class of GL n has a resolution of this form. If σ has a unique eigenvalue a and the size of the "blocks" of L gives the partitions µ, then C is the conjugacy class with unique eigenvalue a and with Jordan blocks of size given by the dual partition µ ′ of µ.
Now assume given a generic tuple C = (C 1 , . . . , C k ) of conjugacy classes of GL n (K) with resolutions Y L i ,P i ,σ i → C i as above. Denote by U L,P,σ the subspace of elements ((a i , b i ) 
We have the following theorem. Here is the main theorem of this section.
Theorem 3.12. Let K = F q and consider the F q -structure on GL n corresponding to the Frobenius 
for all integer r > 0. It is possible as explained in the appendix of [20] to define R-schemes X L,P,σ and X S (for some subring R of C which is finitely generated as a Z-algebra) which are spreadings out of M L,P,σ / C and M S / C . We already know [20, Theorem 1.2.3] that M S / C is polynomial count. Hence by the above theorem M L,P,σ / C is also polynomial count and by Theorem 2.1 we deduce the following result. We actually conjecture (see the more general conjecture 5.9) that the mixed Hodge polynomials of M L,P,σ and M S agree. . Since M S is irreducible (this is the main result of [21] ) and that the irreducible components of M L,P,σ are all of same dimension (by Theorem 3.11), we deduce from Theorem 3.12 that M L,P,σ is also irreducible. Therefore M C is irreducible. If K = C we deduce the corollary from Corollary 3.14. Indeed, as M S and M L,P,σ are non-singular, the coefficient of the term of highest degree in E(M S ; x) and E(M L,P,σ ; x) equals the dimension of the top compactly supported cohomology which is also equal to the number of irreducible components of maximal dimension.
Suppose that M C is not empty. Then M L,P,σ is also not empty and so by Theorem 3.12, the variety M S is not empty. Applying again Theorem 3.10 to S, we get that v S is a root of Γ S (recall that it is always a root if g > 0, see below Theorem 3.10). But it is not difficult to see that Γ := Γ S = Γ C and that v S is conjugate to v C under the Weyl group of Γ (see [31, Lemma 5.3.9] for more details). Hence v C is also a root.
When g = 0, we already know by Theorem 3.10 that if v C is a root, then M C and so M L,P,σ is not empty. 
Proof of Theorem 3.12
Frobenius formula for resolutions of character varieties
To alleviate the notation, we put G = GL n (F q ) and denote by F : G → G the Frobenius (a i j ) i, j → (a q i j ) i, j . For a subgroup H of G which is F-stable, we denote by H F the groups of fixed points. Recall that for any F-stable Levi decomposition P = L ⋊ U P , with P a parabolic subgroup of G and U P the unipotent radical of P, we have an induction (called
for any f ∈ C(L F ) and where π P : P → L is the canonical projection. The following lemma is straightforward. 
where E is defined in §2.2.
For a semisimple element σ ∈ G, denote by G σ the subset of elements of G whose semisimple part is G-conjugate to σ. Note that the map which sends a unipotent conjugacy class C of the centralizer G G (σ) of σ to the G-conjugacy classe of σ · C is a bijection onto the G-orbits of G σ .
Proposition 3.17. We have
where the first sum is over the tuples of
Proof. This follows from Lemma 3.16 by writing formally R G L (1 σ ) as a sum of characteristic functions of conjugacy classes and then by using Theorem 2.4 together with Formula (12). The fact that the first sum is over conjugacy classes of G F σ i follows from the easy fact that the functions R G L i
(1 σ i ) are supported by G F σ i .
Irreducible characters of GL
We use the same notation as in the previous section. Recall that for any F-stable Levi subgroup L of some (non necessarily F-stable) parabolic subgroup P of G, Deligne and Lusztig [11] [34] defined a
, which maps virtual characters (i.e. Z-linear combination of characters) to virtual characters. It is well-known that this induction does not depend on the choice of P and it is clear from the definition that it coincides with Harish-Chandra induction when the parabolic P is F-stable. An irreducible character of L F is called unipotent if it arises as a direct summand of some character R L T (Id) for some F-stable maximal torus of L. It is well-known [37] that any irreducible character of G F can be written in the form 
Proof of Theorem 3.12
We define the type of R L,A L ,θ as the G F -conjugacy class of the pair (L, 
We then define the constant
Here µ denotes the classical Möbius function.
Theorem 3.18. For any F-stable generic tuple (C 1 , . . . , C k ) of conjugacy classes of G, we have
χ k i=1 χ(C F i ) = (q − 1)K o L |W G F (L, A L )| k i=1 ǫ G ǫ L R G L (A L )(C F i ),(16)
where χ runs over the irreducible characters of G F of type (L, A L ).
Proof. This [20, Theorem 4.3.1 (ii)] re-written in the language of groups.
Recall that the value of R L,A L ,θ at 1 does not depend on θ.
Corollary 3.19. For any F-stable (L, P, σ) as in §3.3 and any F-stable generic tuple S = (S 1 , . . . , S k ) of conjugacy classes of G we have
.
where the sum runs over the G F -conjugacy classes of pairs of the form (M, A M ) with M an F-stable Levi subgroup (of some parabolic subgroup of) G and A M a unipotent character of M F .
Proof. It follows from Theorem 3.18 and the Frobenius formulas together with the fact that for any linear character θ :
Hence to prove Theorem 3.12 we are reduced to prove the following theorem.
Theorem 3.20. For any F-stable Levi subgroups L and M, any elements σ in (Z L ) F and any unipotent character
A M of M F , we have R G L (1 σ ), R G M (A M ) G F = |L F | −1 R G M (A M )(S F ),
where S is an F-stable semisimple conjugacy class of G with a representative whose centralizer in G is L.
Denote by C(G F ) uni the subspace of C(G F ) generated by the the Deligne-Lusztig characters R G T (Id) where T runs over the F-stable maximal tori of G. Since R G M (A M ) belongs to C(G F ) uni , to prove the above theorem we are reduced to prove that
for any F-stable maximal torus T of G.
The following result will allow us to make a further reduction.
Proposition 3.21. The number R G
Proof. We pass to the Lie algebra to use a Fourier transform argument. Denote by t, l, g the Lie algebras of T , L, G respectively, and denote by C(g F ) the κ-vector space of functions g F → κ that are constant on adjoint orbits of g F . Then we can define a Lie algebra analogue of Deligne-Lusztig induction R g l : C(l F ) → C(g F ) for any F-stable Levi subgroup L as in [30] (see also [31, §6.5] for a self-contained review). Recall that if x ∈ g F has Jordan decomposition x s + x n , with x s semisimple and x n nilpotent, and if g = g s g u is the Jordan decomposition of g ∈ G F such that C G (g s ) = C G (x s ) and x n = g u − 1, then
. By notation abuse, we still denote by , G F the form on C(g F ) which is defined by
We are now reduced to prove that R
G F does not depend on ζ in the center of l F . Fix a non-trivial additive character ψ : F q → κ × and define the arithmetic Fourier transforms
for any f ∈ C(g F ). Then it is well-known that q − dim G 2 F g is an isometry for , G F (see [30] and the references therein for the basic properties of Fouriers transforms). Moreover by the main result of [30] we have the following commutation formula 
Denote by Res
The third identity follows from the fact that Deligne-Lusztig induction commutes with restriction to nilpotent elements.
We are now reduced to prove the following result.
Proposition 3.22. We the notation of Theorem 3.20 we have
R G L (1 1 ), R G T (Id) G F = |L F | −1 R G T (Id)(S F ).
Proof. Denote by W L the Weyl group of L with respect to a split F-stable maximal torus T L of L (i.e. a maximal torus which is contained in some F-stable Borel subgroup of L). Recall that two elements
h and h ′ of a group H endowed with an automorphsim f : H → H are said to be f -conjugate if there exists g ∈ H such that w = gw ′ f (g) −1 . Then recall that the L F -conjugacy classes of the F-stable maximal tori of L are parametrized by the F-conjugacy classes of W L so that T L corresponds to the F-conjugacy class of 1 ∈ W L (see [31] for a review). For w ∈ W L , we denote by T L w the F-stable maximal torus of L in the L F -conjugacy class corresponding to the F-conjugacy class of w. We have (see for instance [30, Lemme 7 
Recall the orthogonality relations for Green functions (for any two F-stable maximal tori T 1 and T 2 of G):
where N G F (T 1 , T 2 ) denotes the set of g ∈ G F such that gT 1 g −1 = T 2 . We thus have 
Then T and T L w are G F -conjugate if and only if w and v are F-conjugate in W G (T L ). Hence
where |L F | p denotes the p-part of |L F |. We are reduced to prove that
We can write
where the sum runs over the set (w) of
that maps g to gL F is clearly surjective with fibres of cardinality |N L F (T L w )|. Hence
where wF is the Frobenius on W L given by (wF)(u) = wF(u)w −1 . Noticing that
equals the cardinality of the F-conjugacy class of w in W L , we deduce Formula (18).
Mixed Hodge polynomial of character varieties
Preliminaries
Exp and Log
Let x 1 , x 2 , . . . , x k be disjoints sets of infinitely many variables and let Λ := Q(z, w) ⊗ Z Λ(x 1 ) ⊗ Z · · · ⊗ Z Λ(x k ) the ring of functions separately symmetric in each set x 1 , x 2 , . . . , x k with coefficients in Q(z, w) where z and w are indeterminates. For an integer n > 0, consider the Adams operation
where we denote by x d the set of variables
Its inverse is given by
where µ is the ordinary Möbius function.
We define Log : 1 + T Λ[[T ]] → T Λ[[T ]] and its inverse Exp : T Λ[[T ]] → 1 + Λ[[T ]] as
Log( f ) = Ψ −1 log( f ) and Exp( f ) = exp (Ψ( f )) .
Types of conjugacy classes of GL n (F q )
Extend the total ordering ≥ on P to the set of pairs (d, λ) ∈ Z >0 ×(P\{0}), where 0 is the unique partition of 0, as follows. If λ µ and λ ≥ µ,
We denote by T the set of non-increasing sequences (
. . , d r are called the degree of ω. We denote by T n the subset of ω ∈ T of size n. While T o n parametrizes the types of the conjugacy classes of GL n (K) (see §3.2), the set T n parameterizes the types of the conjugacy classes of GL n (F q ) as follows. Recall (see beginning of §3.4) that F-stable Levi subgroups L defines multi-sets of pairs of integers
The L F -unipotent conjugacy classes of L F correspond then, via the above isomorphism, to the unipotent conjugacy classes of
which are parametrized by the set of multi-partitions P n 1 × · · · × P n r . Hence the set T n parametrizes the set of G F -conjugacy classes of pairs (L, C) with L an F-stable Levi and C a unipotent conjugacy class of L F . The G F -conjugacy class of (L, C) is now what we call the type of the G F -conjugacy classes of the elements g ∈ G F such that C G (g s ) = L and g u ∈ C where g s and g u are respectively the semisimple and unipotent parts of g.
Denote by m : T → T o , ω → ω o the map we just defined.
Definition of H ω (z, w)
Denote by T (resp. T o ) the set of multi-types (ω 1 , . . . , ω k ) in T k (resp. in (T o ) k ) of same size, i.e., |ω 1 | = · · · = |ω k |. We now define a family {H ω (z, w)} ω∈T of rational functions in the variables z, w. Consider [20] 
with
where the product is over all cells s of λ with a(s) and l(s) its arm and leg length, respectively (see [20, §2.3.5 ] for more details), and with
the modified Macdonald symmetric functions as in [16] (as usual s µ (x) denotes the Schur symmetric function [38] ).
Given a family {A µ (x; z, w)} µ of symmetric functions indexed by partitions, we extend its definition to types as follows.
For For a multi-type ω = (ω 1 , . . . , ω k ) ∈ T, put
The extended Hall pairing on Λ is defined as , :
where , i is the Hall pairing on Λ(x i ) which makes the basis of Schur functions orthonormal.
Finally we denote by λ ′ the dual of a partition λ. We define the dual ω ′ of a multi-type ω ∈ T, by replacing any partition appearing in ω by its dual.
For ω = (ω 1 , . . . , ω k ) ∈ T, define (1 n r ) ). For a multi-partition µ, the function H µ (z, w) introduced in [20] corresponds then to the function H ω (z, w) with µ = (n 1 , n 2 , . . . , n r ) replaced by ω = (1, (1 n 1 ))(1, (1 n 2 )) · · · (1, (1 n r ) ). 2. The functions H ω (z, w) can be computed recursively using the tables of (q, t)-Kostka polynomials K µλ (q, t) (see for instance [20, §1.5.5] for ω = (ω 1 , . . . , ω k ) with each ω i of the form (1, (1 n 1 ) ) · · · (1, (1 n r ))).
The conjectures
We assume that C is a generic tuple of conjugacy classes of GL n (C).
Conjecture 4.4. The mixed Hodge polynomial IH c (M C ; x, y, t) is a polynomial in xy and t, and it depends only on the type of C (and not on the eigenvalues).
This conjecture is a natural extension of the semisimple case [20, Conjecture 1.2.1 (ii)]. The map m : T → T o defined in §4.1 has a natural section ι :
Conjecture 4.5. Assume that C is of type ω ∈ T o . We have
In particular we have 
Conjecture 4.7 (Curious Poincaré duality). We have
See [20, Conjecture 1.2.2] for the semisimple case.
E ic -polynomial of character varieties
One of the main result of this paper is the following theorem. 
If C is a tuple of semisimple conjugacy classes, this theorem is [20, Theorem 1.2.3].
Corollary 4.9. The E ic -polynomial of M C is palindromic, namely
The rest of this section is devoted to the proof of Theorem 4.8. Note that the strategy goes along the same lines as for the proof of its "additive" version [31, Corollary 7.3.5] except for the calculation.
Intersection cohomology complex on U C
Let C = (C 1 , . . . , C k ) be a generic tuple of conjugacy classes of GL n (K). Put
The following theorem is the key ingredient for the proof of Theorem 4.8. Consider the natural stratification
Consider the following Cartesian diagram
where the vertical arrows are the canonical inclusions. The horizontal arrows are both resolutions (see §3.
3) and by a well-known result of Lusztig the top one is semi-small (see [31, §4.3.4 ] for a review). Since the diagram is Cartesian and dim
we deduce that the bottom vertical arrow is also semi-small.
The assertion (iii) is well-known (see [30, Proposition 4.3.19 ] for a review). As a conclusion Proposition 4.11 applies to our situation and Theorem 4.10 follows. Proof. This follows from Theorem 4.10 and the well-known fact that Zariski closure of regular conjugacy classes are rationally smooth.
Characteristic functions of conjugacy classes
Assume that K is an algebraic closure of a finite field F q and consider the standard Frobenius F :
To alleviate the notation we put
For a partition λ of n, denote by C λ the corresponding unipotent conjugacy class of GL n . Recall [35] that for any two partitions λ, µ ∈ P n , we have
where x µ ∈ C µ and where n(λ) = i>0 (i − 1)λ i . More generally, for any two conjugacy classes C ω and
Formula for E ic (M C ; q)
Let C = (C 1 , . . . , C k ) be a generic tuple of conjugacy classes of GL n (C). As in [20, Appendix 7 .1], we can define a finitely generated ring extension R of Z and a k-tuple (C 1 , . . . , C k ) of R-schemes such that C i is a spreading out of C i and for any ring homomorphism ϕ : R → F q , the tuple (C
We want to prove the following formula.
Theorem 4.13. For any ring homomorphism
, where E is as in §2.2.
The R-schemes M C , U C defined from the R-schemes (C 1 , . . . , C k ) in the same way as M C , U C are defined from (C 1 , . . . , C k ) are spreadings out of M C and U C respectively. Recall that for R sufficiently "large", the standard constructions of GIT are compatible with base change (see for instance [8, Appendix B]), i.e., our case, for any ring homomorphism ϕ : R → k into a field k, we have U
From Theorem 4.10, we have
for any x = (a 1 , b 1 , . . . , a g , b g , x 1 , . . . ,
To prove Theorem 4.13 we are reduced to prove that
We need to verify that M C satisfies the property (E) above Theorem 2.3 with respect to the stratification C ′ C M C ′ . This is clear (from what we already saw) if we consider the natural morphism of R-schemes ∇ : M L,P,σ → M C which gives back the resolution ∇ C : M L,P,σ → M C of §3.3 after extension of scalars from R to C. Indeed the condition (1) of the property (E) is satisfied as the strata M C ′ as well as M L,P,σ are polynomial count. For the condition (3), we are reduced, using Theorem 4.10 and the Cartesian diagram (20) to the case of the Zariski closures of single conjugacy classes, which case is well-known (see [31, §6.4 ] for a review). For the condition (2) we use the same argument as for (3) to get the analogue of Formula (8) for mixed Hodge modules (with ∇ ϕ replaced by ∇ C ) and then we take hypercohomology to get Formula (7) (we need to use [18, Theorem 5] to apply the decomposition theorem for mixed Hodge modules). See also Theorem 5.4 for the more general context with partial resolutions.
Proof of Theorem 4.8
We put G = GL n (F q ) and denote by F : G → G the Frobenius (a i j ) i, j → (a q i j ) i, j . Theorem 4.8 follows from Theorem 4.13 together with Theorem 4.14 below. However note that Theorem 4.14 is more general that what we need as we are not assuming that the eigenvalues of conjugacy classes are in F q .
Theorem 4.14. Assume given a generic tuple
For an arbitrary tuple C, we decompose
where the sum is over the F-stable tuples S C.
We saw in §4.1.2 that the G F -conjugacy classes of pairs (M, C) with M an F-stable Levi and C a unipotent conjugacy class of M are parametrized by the set T n . We have a natural bijection between the unipotent conjugacy classes of M F and the unipotent characters of M F so that the the identity character of M F corresponds to the unipotent regular conjugacy class. This bijection is given by looking at the support of the restrictions of unipotent characters to unipotent elements (the support being the Zariski closure of a unipotent conjugacy class). Therefore we have also a natural parametrization of the G F -pairs of the form (M, A M ) by T n .
Let us start with the following proposition.
Proposition 4.15. For any generic tuple
Proof. This formula is exactly the second formula of Corollary 3.19 noticing that
See also the calculation in [20, Page 384] .
Now by [38, Chapter VI, (6.7)], we have
where for a partition λ, we denote by H λ (q) the hook polynomial s∈λ (1 − q h(s) ) (see [38, Chapter I, Part 3, Example 2]), and for a type
Also for a conjugacy class C of G F of type τ, we have
where for a partition λ we put H λ (q) := 1 a λ (q) with a λ (q) the cardinality of the centralizer of a unipotent element of G F of type λ, and where Notice that if C is of type ω, then the map which sends a tuple S = (S 1 , . . . , S k ) of F-stable conjugacy classes to the type of (S 1 , . . . , S k ) restricts to a bijection between the set of multi-types τ ω and the set of tuples of F-stable conjugacy classes S of G such that S C.
Then plugging Formula (26) into Formula (22) and using Formula (21), we find
. . } and y = {y 1 , y 2 , . . . } are two sets of infinitely many variables, we denote by xy the set of variables {x i y j } i, j . 
Remark 4.17. This formula generalizes [20, Lemma 2.3.6] noticing that for ω = (1, (1 n 1 ) ) · · · (1, (1 n r )) we have s ω ′ = h µ with µ the partition (n 1 , . . . , n r ).
we are reduced to prove the proposition for ω a partition, say a partition µ of n.
where χ µ ρ denotes the value of the irreducible character χ µ of the symmetric group S n at an element of cycle-type ρ and where z ρ denotes the cardinality of the centralizer of an element of cycle-type ρ . Hence
On the other hand we have
We are reduced to prove the following identity.
As we can see from Formula (24) with M = G, the polynomialK µτ (q) coincides with the evaluation of the unipotent character U µ of type µ at the unipotent element of type τ. Hence the right hand-side of (27) is the inner product of the restrictions of the unipotent characters U µ and U ν at unipotent elements. This formula is well-known and is an easy consequence of the orthogonality relations for Green polynomials [38, Chapter III, (7.10)]
with Q λ ρ (q) = µ χ µ ρKµλ (q) and
where ℓ(ρ) denotes the length of the partition ρ.
We deduce that
For the second equality we use that for any two symmetric functions u and v we have u(xy), v(x) = u(x), v(xy) (this can be checked in the basis of power symmetric functions). For the third equality we use that [20, lemma 2.3.8 ]
and that for any family {A µ } µ of symmetric functions indexed by partitions with A ∅ = 1, we have [20, Formula (2.3.
We thus proved Theorem 4.14.
Partial resolutions of character varieties and Weyl group action
When C = (C 1 , . . . , C k ) is a generic tuple of F-stable conjugacy classes of G = GL n (F q ) with eigenvalues in F q , Theorem 4.13 gives an interpretation of the coefficients of the polynomials E * X C 1 * · · · * X C k G F in terms of the mixed Hodge numbers of the corresponding complex character variety. Our motivation for introducing partial resolutions of character varieties is to extend this theorem to the case where the eigenvalues of C 1 , . . . , C k are not necessarily in F q . The approach follows closely what we already did in the additive case [31] although the situation is slightly different as character varieties are not cohomologically pure unlike their additive version. We will therefore skip some details.
Partial resolutions of conjugacy classes
Let P be a parabolic subgroup of GL n (K) and let L be a Levi factor of P. Let Σ be of the form Σ = σD where σ lives in the center Z L of L and D is a unipotent conjugacy class of L. Denote by U P the unipotent radical of P. Put
and
(see [31, §6.4 ] and the references therein for more details). More precisely we have
where the direct sum is over the conjugacy classes contained in C and where A C ′ is some representation space (in general not irreducible) of W GL n (L, Σ). Although it depends on L, Σ we omitt L, Σ from the notation A C ′ for simplicity (see [31, §6.4] for the explicit description of the W GL n (L, Σ)-modules A C ′ ). Taking the hypercohomology in (28) we find that
The GL n (K)-conjugacy classes of the pairs (L, D) as above are naturally parametrized by the elements of T o n . If x = σu is the Jordan decomposition of x such that the centralizer of σ in GL n (K) is L and u ∈ D, then the type of the GL n (K)-conjugacy class of x (as defined in §3.2) is the element of ω ∈ T o n corresponding to the conjugacy class of (L, D) (we call also ω the type of (L, D)). Let ω ∈ T o n be the type of (L, D).
Write ω ∈ T o in the form
Since the conjugacy classes of S n are parameterized by the partitions of n we have a natural parameterization of the elements of the fiber m −1 (ω) ⊂ T, where m : T → T o is the map defined in §4.1, by the conjugacy classes of
, the element of m −1 (ω) corresponding to the conjugacy class of w.
Partial resolutions of character varieties and Weyl group action
and denote by U L,P,Σ the subspace
on the first coordinate is the Zariski closure of a conjugacy class which we denote by C i . The projection on the first 2g + k coordinates gives a surjection p : U L,P,Σ → U C where C = (C 1 , . . . , C k ). The diagonal action of GL n on U L,P,Σ by conjugating the first 2g + k coordinates and by left multiplication on the last k coordinates makes this map GL n -equivariant.
We have the following theorem (whose proof is exactly the same as for Theorem 3.11).
Theorem 5.1. Assume that C is generic and M C ∅. Then the geometric quotient U L,P,Σ → M L,P,Σ exists and is a principal PGL n -bundle in theétale topology. Moreover it makes the following diagram Cartesian
From now on we assume that C is generic and that
Proof. Consider the resolutionπ : ML ,P,σ → M L,P,Σ , (X, gP) → (X, gP) whereL i andP i are defined from (L i , P i , D i ) as follows. We choose a parabolicP i of L i and a Levi factorL i ofP i such that the projection YL
It is the unique parabolic subgroup of GL n havingL i as a Levi factor and contained in P. Then the map ML ,P,σ → M L,P,Σ , (xgP) → (x, gP) is surjective. By Corollary 3.15, the variety ML ,P,σ is irreducible from which we get that M L,P,Σ is also irreducible. The proof of the second assertion goes exactly along the same lines as for the proof of Theorem 4.10 using the resolution ML ,P,σ → M L,P,Σ .
Recall the Cartesian diagram
where the vertical arrows are inclusions and the horizontal arrows projections on the first 2g + k coordinates, is Cartesian.
Applying Theorem 5.2, Formula (28) and the proper base change theorem to the diagram (29) we find the following proposition (taking into account Tate twist).
where 
Theorem 5.4. Assume that
When K = C, taking then the hypercohomology in (30) gives an isomorphism of mixed Hodge structures
At the level of mixed Poincaré polynomials we deduce
Put
Then W GL n (L, Σ) acts on A C ′ for all C ′ C. We thus get an action of W GL n (L, Σ) on IH k c M L,P,Σ , κ which preserves the weight filtration. Define the w-twisted mixed Poincaré polynomial as 
where d n := d (n 1 ),...,(n 1 ) .
The second identity in the corollary follows from the fact that M gen n is rationally smooth (see Corollary 4.12). The corollary gives thus an interesting relation between the stack counts of regular unipotent character varieties and the stack count of the corresponding generic character varieties of unipotent regular type (i.e. with regular conjugacy classes with only one eigenvalue).
Proof. Consider the ring homomorphism Λ(x) → Q[u] which maps power sums p r (x) to 1 − u r . We define the u-specialization of a symmetric function as its image under this ring homomorphism (in the plethystic notation this is f [1 − u] ). As in [22, §3.1], we define the top degree of a symmetric function f ∈ Λ(x) of homogeneous degree n as [ f ] = (−1) n f, s (1 n ) .
We obtain Formula (35) by taking the top degree of u-specialization in Formula (33).
Proof of Formula (33) . The beginning of the proof follows closely that of Theorem 4.14.
For a partition µ we have
Applying this formula together with Formulas (12) and (11) we find E * X C µ 1 * · · · * X C µ k , 1 1
Denote by O the set of Frobenius orbits of G m . Recall that the irreducible characters of GL n (F q ) are parametrized by the set of all maps h : O → P such that This parametrization is chosen so that the function h : O → P that maps {1} to the partition λ ∈ P n corresponds to the unipotent character of type λ. The type of the irreducible character χ h associated with a function h : O → P is the type ω h ∈ T given by the collection of pairs (d, λ) ∈ Z ≥0 × (P\{∅}) with multiplicity #{γ ∈ O | (d, λ) = (|γ|, h(γ))}.
With this parametrization we have (see Formula (24)) χ h (C 
Examples: Affine cases
Let C = (C 1 , . . . , C k ) be a generic tuple of conjugacy classes of GL n (C) such that the underlying graph of Γ C is of typeD 4 ,Ẽ 6 ,Ẽ 7 orẼ 8 (we must have g = 0) and that v C is a positive imaginary root. Then
