Abstract. We say that a finite CW-complex X embeds up to homotopy in a sphere S n+1 if there exists a subpolyhedron K ⊂ S n+1 having the homotopy type of X. The main result of this paper is a sufficient condition for the existence of such a homotopy embedding in a given codimension when X is a simply-connected two-cone (a two-cone is the homotopy cofibre of a map between two suspensions).
Introduction
We are interested in embeddings "up to homotopy" of a finite CW-complex in a sphere: Definition 1. We say that a finite CW-complex X embeds up to homotopy (or h-embeds) in a sphere S n+1 if there exists a compact subpolyhedron K ⊂ S n+1 of the same homotopy type as X. We write then X h ⊂ S n+1 or X K ⊂ S n+1 .
Embeddings up to homotopy differ drastically from inclusions of subpolyhedra or PL-embeddings in a sphere (PL is for piecewise-linear) . For instance Cooke [11] gives examples for arbitrarily large i of two-cell complexes X such that X
On the other hand, it is well known that if X is a polyhedron such that Σ i X PL-embeds in S n+1 , then X PL-embeds in S n−i+1 . In the beginning of Section 7 of the present paper we also construct examples for arbitrarily large i of two-cell complexes X such that ΣX
natural question is
Problem A: Given a finite CW-complex X, what is the smallest dimension n such that X h-embeds in a sphere S n+1 ?
This is an old problem. It was initiated by Thom ([39] and Chapter 3 of [35] ) and pursued by many authors, for example in [32] , [27] , [28] , [17] , [36] , [11] , [10] , [16] , [22] . In his important paper [11] Cooke gives a necessary and sufficient condition for the existence of an h-embedding of a two-cell complex in a sphere:
Theorem 2 (Cooke) . Let p ≥ 2, q ≥ p + 2 and n ≥ q + 2. The two-cell complex S p ∪ f e q h-embeds in S n+1 if and only if there exist β ∈ π n−p−1 (S n−q ), φ ∈ π q−1 (S p ∨ S n−q ) and ψ ∈ π n−p−1 (S p ∨ S n−q ) such that
where we denote by S p and S n−q the inclusions of each sphere into the wedge
Connolly and Williams ( [10] , Section 5) state the following more explicit criterion for h-embedding of two-cell complexes in a sphere, valid only for large enough codimensions:
Theorem 3 (Connolly-Williams) . Let q ≥ p ≥ 2, n ≥ q + 2 and f ∈ π q−1 (S p ). Suppose that n ≥ 2q − 2p − 2. Then S p ∪ f e q h-embeds in S n+1 if and only if Σ n−q f ∈ π n−1 (S n+p−q ) desuspends p times.
In the present paper we study h-embeddings of finite two-cones:
Definition 4.
A two-cone is the homotopy cofibre of a map f : ΣA → ΣB between two suspensions. This two-cone is called finite if A and B are finite CW-complexes.
Our main result (Theorem 23) is a sufficient condition for the existence of an h-embedding of a given simply-connected finite two-cone X = ΣB ∪ f CΣA in a sphere. Let f : A → ΩΣB be the adjoint of f : ΣA → ΣB. Our sufficient condition is expressed in terms of desuspendability of the image of Σf by a certain SpanierWhitehead duality isomorphism. In the case of a two-cell complex, that is for f : S q−1 → S p , we can also express this condition in terms of desuspendability of the James-Hopf invariants. Recall indeed that, via the James equivalence ΣΩS In contrast with the result of Connolly-Williams, the only restriction on the codimension in our corollary is that it must be greater than 3, which is a hypothesis common to all results on h-embeddings. Corollary 5 permits us for instance to exhibit an h-embedding of a space S 8 ∪ f e 30 in codimension 3 (see Example 25) whose existence does not follow from the theorem of Connolly and Williams stated above. Corollary 5 also gives a larger range of codimensions than in Theorem 3 (as soon as p ≥ 5) in which the desuspendability of a certain suspension of f guarantees the existence of an h-embedding (see Corollary 26): Corollary 6. Let q ≥ p ≥ 2, n ≥ q + 2, and f ∈ π q−1 (S p . In all the results of this paper the h-embeddings that we will construct will be tractable.
A last application of our results is devoted to the cone-length and LusternikSchnirelmann category of a closed manifold. Recall that the cone-length of a space X, Cl (X), is defined in [13] as follows: Cl (X) = 0 if and only if X is contractible, and Cl (X) ≤ n+1 if and only if there exists a homotopy cofibration Σ n U → Y → X with Cl (Y ) ≤ n. For example, two-cones are exactly spaces of cone-length less than or equal to 2. The Lusternik-Schnirelmann category of a space X, cat X, is the smallest integer n such that X can be covered by n + 1 open sets contractible in X. We have the inequalities cat (X) ≤ Cl (X) ≤ cat (X) + 1, and both equalities can occur ( [13] , [34] ). If M is a closed manifold and if p ∈ M , then cat (M ) ≤ cat (M \ {p}) + 1 and Cl (M ) ≤ Cl (M \ {p}) + 1, and moreover, equalities occur for all obvious examples. In the other direction, Rivadeneyra-Perez proved in [29] that cat (M \ {p}) ≤ cat (M ), but it was unknown 1 whether the latter inequality was always strict. We prove here that this is not always the case: taking for M a trivial homotopy boundary of the counterexample of Iwase to the Ganea conjecture ( [18] ), we prove This result contrasts with the behavior of the rational LS-category. Indeed if we denote by cat 0 (resp. Cl 0 ) the category (resp. the cone-length) of the rationalization of a space, then for every simply-connected closed manifold M we have cat 0 (M \ {p}) = cat 0 (M ) − 1 ( [14] ). The corresponding result for the rational cone length is wrong: the first author constructed in [23] an example of a manifold M for which Cl 0 (M \ {p}) = Cl 0 (M ), and this manifold also was obtained as a trivial homotopy boundary.
We will also state and prove many relations between all these notions.
The only notions presented in this section and needed for understanding the statement of our main theorem (in Section 3) are the following:
-the definition of a coduality (Definition 15 and Proposition 16) and of an mrepresentative of a dual class (Definition 17), and -the homotopy equivalenceh : ΣΩΣB ΣB ∧(ΩΣB) + defined at (5) and related to the James splitting.
The other notions and results of this section will be needed in the proof of our main theorem.
Notation.
Here is some notation that we will use throughout the paper. We work in the category of well pointed spaces having the homotopy type of a CWcomplex. We write * for the base point and the constant map. The identity map on a set is denoted by the set itself, e.g. X : X = → X, or sometimes id. More generally, any obvious inclusion map is denoted by the subset, e.g.
If X is a space, then CX := X × [0, 1]/X × {0} is the unreduced cone over X and we have the obvious inclusion X ∼ = X × {1} ⊂ CX. If f : X → Y is a map, then C f : CX → CY is the extension of that map on the cones. The suspension of X is the quotient ΣX = CX/X . If f : X → Y is a map, we denote by f # : π * (X) → π * (Y ) the induced map between homotopy groups. If A is a subspace of X, we denote by ι : π * (X) → π * (X, A) the canonical map.
The suspension isomorphism in cohomology is denoted by
and similarly in homology. When coefficients are taken in a field K we have Künneth isomorphisms
The join of two spaces is defined by
We will use without comment the usual natural homotopy equivalence
. Also we will compose with the canonical homeomorphism ΣX∧Y ∼ = X∧ΣY without writing it. For x ∈H * (X) and y ∈H
On the other hand, if f : X → Z is another map, we have the map f ∨f : X∨X → Z ∨Z . In other words, since Z denotes the inclusion map Z → Z ∨Z and similarly for Z , we have
The adjoint of a map f : ΣX → Z is denoted by f : X → ΩZ. We write η X : X → ΩΣX for the adjoint of the identity map on ΣX.
The restriction of a map f : X → Y to a subspace A ⊂ X is denoted by f | A .
Spanier-Whitehead duality.
We introduce in this section the notion of a coduality related to the Spanier-Whitehead duality. We define also the mrepresentative of a dual class (Definition 17.) The latter notion will be an essential ingredient in the statement of our main theorem. The notion of n-duality was introduced by Spanier and Whitehead, and in the following form by Spanier ([33] ): Definition 14. An n-duality between two finite CW-complexes A and A * is a map
is a generator, then the reduced slant product induces for each k an isomorphism Important examples of codualities are given by the following: 
Observe that an h-embedding A ⊂ S n+1 gives rise to an n-duality but only to an (n + 1)-coduality. Klein We will use this observation without any further comment.) (1) Let N be a regular neighborhood of K in S n+1 and set N * = S n+1 \ N . Then N and N * are compact manifolds with a common boundary ∂N = ∂N * , and we have a push-out
A Mayer-Vietoris argument gives isomorphismsH 
where the map α :
ΣA ∧ A * is induced by the universal property of the homotopy pushout. By a Mayer-Vietoris argument we get the following diagram:
and the latter equation combined with the above diagram shows that
Therefore α is a coduality, which establishes the first part of (1). The second part is an immediate consequence of (0). We prove (2). For 1 ≤ i ≤ r, let h i : S n → S ai ∧ S n−ai be a homeomorphism and let α i ∈ π n (A∧A * ) be the composite of h i with the inclusion
We recall now that dualities and codualities induce Spanier-Whitehead isomorphisms between groups of stable homotopy classes. The group of stable homotopy classes between a finite CW-complex X and a space Y is
Here we only describe the isomorphisms induced by codualities.
The homomorphism α A,Z is defined as follows:
is a representative of some stable homotopy class φ ∈ {A, Z ∧ B}, then α A,Z (φ) = {g}, where g is the composite
The homomorphism β B * ,Z is defined in the same manner. It is well known (see [38, 14.19 seq] ) that these homomorphisms are isomorphisms if Z is a finite CWcomplex. The same is true if the suspension of Z is a wedge of finite CW-complexes like Z = ΩΣB when B is a finite CW-complex. For any such space Z we obtain a Spanier-Whitehead duality isomorphism
We will say that the image D({f }) of a class {f } under the isomorphism D is the dual class of {f }. In the particular case
The next definition will be essential in the statement of our main theorem. 
, but the latter condition is in general not sufficient to guarantee that D({f }) admits an m-representative in the sense of Definition 17.
2.3. Generalized Whitehead products. In this section we recall the definition of generalized Whitehead products (GWP) due to Arkowitz and we give a relative version of GWP (which was first defined in [1] and which can also be found for example in [6] ). We will also recall some properties of this GWP and a classical relation between Whitehead products, coduality and Poincaré duality (Proposition 19.) Arkowitz ([2] ) considers the universal GWP
which is defined as follows. Let C − U := CU be a cone over U , and let CV be a cone over
The universal GWP w U,V is represented by the map
With this universal GWP we can define the Whitehead product of maps as follows. 
where η U and η V are the units of adjunction. We will consider also the map w U,V defined as the composite
We next give some useful formulas and a relation between the universal GWP and the cup product. 
Proof. Formula (i) of the lemma is an immediate consequence of the following homotopy commutative diagram:
Formulas (ii) and (iii) are proved similarly, using the fact that if g is a suspension
The following result is very close to a result of Klein (compare to Thm. 4.5 of [22] ): 
In H * (ΣU ∨ ΣU * ∪ Λ e m ) we thus have:
The formulas σu i ∪ σu j = σu * i ∪ σu * j = 0 are proved by looking at the retractions of ΣU and ΣU
We have recalled the definition of the universal GWP
There exists also a universal relative GWP, which is a relative homotopy class
This universal relative GWP is for example defined in [6, 0.3] as the unique relative homotopy class whose image by the boundary map
In order to prove some properties that we need of this universal relative GWP we will give a more explicit description of it. Recall the explicit description h of w U,V given at (1). Let C + U be a second cone over U and set
We have a homotopy equivalence
It is not difficult to construct a natural (in U and V ) homotopy equivalence
We define H : C(U * V ) → CΣU ∨ ΣV as the composite H • φ, where
As H| U×CV ∪U×V C−U×V = h, we thus obtain a pair of maps (H, h). The relative homotopy class of this pair is denoted by
and it is called the universal relative GWP. Obviously ∂(W U,V ) = w U,V , which proves that our definition agrees with that of Baues [6] .
Let X be a subspace of Y and denote by i : X → Y the inclusion. We define now a relative version of the GWP:
where ∂ is the boundary map
When no confusion is possible we will write
We finish this section with a relation between the relative universal GWP (W U,V , w U,V ) and the absolute universal GWP w ΣU,V . The following lemma will be used in the proof of Proposition 36, which is a step in the proof of our main theorem. Note that point (i) of this lemma is also proved in [6, Corollary 3.1.12], but we give another proof for the sake of completeness.
Lemma 20. Let U , V be finite CW-complexes and consider the canonical projections ξ and Ξ obtained by shrinking ΣU to the base point:
ΣU ∨ ΣV ξ → ΣV ↓ ↓ CΣU ∨ ΣV Ξ → Σ 2 U ∨ ΣV
Denote by Γ the following canonical map between sets of homotopy classes
Then there exists a natural homotopy equivalence θ :
Proof. Consider two copies C + (U * V ) and C − (U * V ) of the cone C(U * V ). Recall the natural homotopy equivalence
whose restriction to U * V is the inclusion map. There exists also a natural homeomorphism
the cylinder on U * V , and consider the two standard inclusion maps i 0 , i 1 : U * V → I − (U * V ). We have the canonical projection
and π • i 0 is the usual inclusion of U * V into the cone.
We have the following strictly commutative diagram:
Consider the obvious natural homeomorphism
whose restriction to U * V is the inclusion i 1 . Taking push-outs on the left part of
in the following commutative diagram where vertical maps are the projections on the quotients by U * V andΘ is the homeomorphism induced by Θ:
. We have also a homotopy equivalence
Using the definitions of H and h, it is straightforward to check that the map
is exactly the composite
In other words,
and, as we have seen before, the latter represents the same relative homotopy class
This completes the proof of (i).
We prove formula (ii). Let u ∈H p (U ) and v ∈H q (V ) be homogeneous cohomology classes. Denote by U p the p−skeleton of the CW-complex U and consider the inclusion map i : 
Since θ is natural, the following diagram is commutative:
The bottom map is a homotopy equivalence between homotopy spheres. Therefore it induces a map of degree ±1 in cohomology. Thus
It is easy to check thatH r+2 (ι) is injective, using the fact that the r + 2-skeleton of (ΣU ) * V is
2.4. James splitting and James-Hopf invariants. In this section we recall the James splitting homotopy equivalence and we introduce an associated homotopy equivalenceh (formula (5)) which will be an important ingredient in the statement of our main theorem. We will also prove a relation between the Whitehead product and the James equivalence. If B is a pointed connected CW-complex, then the James splitting theorem (see [20] ) gives a homotopy equivalence
We recall a construction of that homotopy equivalence. Denote by J(B) the James reduced product which is the topological free monoid generated by B ( [41] , Chapter VII.2, or [20] ), and identify J(B) with ΩΣB by the usual homotopy equivalence. The space JB is filtered by
where J m B consists of the words of length less than m in the monoid. We have maps
, where the order of the factors is the right lexicographical order ( [41] , page 334, or [7] , II, (2.3)).
The James-Hopf invariants
, where ev ΣB : ΣΩ(ΣB) → ΣB is the evaluation map.
Consider the inclusions j k :
Then the James splitting homotopy equivalence is defined as h :
. This sum is finite at each point x ∈ ΣJ(B) ΣΩΣB, because for k > m the restriction γ k (ev ΣB )|ΣJ m (B) is the constant map * since g k |J m (B) = * . From the James equivalence, we define two other homotopy equivalences. Denote by (ΩΣB) + = ΩΣB ∨ S 0 the space ΩΣB with an adjoined point and the original basepoint. We define the map
This map h + is a homotopy equivalence. Also, the homotopy equivalences h :
give rise to a homotopy equivalence
We recall a well-known property of James-Hopf invariants. Let f : ΣU → ΣB be a map. From (
Notice also that if dim(U ) < ∞ then γ k (f ) is trivial for any k sufficiently large, and so we have
The James equivalence permits us also to express the map w U,V defined at (2) in the previous section in terms of iterated Whitehead products. More precisely, for k ≥ 0 we define mapsw 
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Proof of Lemma 21. Using the fact that (ev ΣU ) is the identity map ΩΣU and that (ΣV ) is the unit of adjunction η V : V → ΩΣV , we have by Lemma 18 (i) that the following diagram is homotopy commutative:
To continue the proof we recall the following formula, which is proved in [7, 
We apply this formula for Z 0 = ΣU ∨ ΣV , X = V , Y = ΩΣU , ζ being the inclusion ΣV : ΣV → Z 0 , θ = ev ΣU : ΣΩΣU → ΣU , and η being the inclusion ΣU : ΣU → Z 0 . We obtain
Note that unlike the required condition in Proposition 22, the space Y = ΩΣU is not finite dimensional. In fact, this hypothesis is needed in [7, Proposition II.3.4] only to guarantee that the infinite sum in the formula is finite at each point. This is the case in formula (9), since γ k (ev ΣU )|ΣJ m (U ) = * for k > m. In fact the proof of Proposition 22 in [7] passes exactly through the proof of equation (9) above (see equation (2), p. 52 in [7] ). Alternatively, one can also use the fact that K] in order to prove the formula in our case. Formula (8) then becomes
by the definition of h, and this finishes the proof of Lemma 21.
Statement of the main theorem and some corollaries
In this section we state our main theorem, and some corollaries and examples are developed. We use the notions related to the Spanier-Whitehead duality recalled in Section 2.2 and the homotopy equivalenceh : ΣΩΣB → ΣB ∧ (ΩΣB) + defined in Section 2.4(5).
Let 
Recall also that we say (Definition 17) that the class D({hΣf }) admits an (n − 2)-representative iff there exists a map
making the following diagram homotopy commutative:
We now state our main theorem: 
We defer the proof of this theorem to the next section, and we now consider Theorem 23 in some special situations. 
In particular, γ 1 (f ) = f . Then we have the following statement, which makes Corollary 5 of the Introduction precise:
Proof. In order to apply Theorem 23 we choose the obvious codualities α :
be the inclusion. Setρ = k≥1 ι k ρ k (this sum is finite since for reason of dimension the map ρ k is trivial for k sufficiently large). As
Observe now that
We finally composeρ with the homotopy equivalence
and the resulting map ρ : 15 ] is both essential and a suspension. Since w is a suspension, formula (6) of Section 2.4 implies that
Since w is a Whitehead product, Σw = 0, and it follows that Σγ 1 (f ) ∈ π 30 (S 9 ) and Σγ 2 (f ) ∈ π 30 (S 16 ) are both zero. These two maps then desuspend 8 times and, by Corollary 24,
The previous corollary permits also, in the theorem of Connolly-Williams (for p ≥ 5), a widening of the range of codimensions for which the desuspendability of a certain suspension of f ensures the existence of an h-embedding:
Proof. The condition n ≥ 2q −3p+3 together with the Freudenthal theorem implies that Σ n−q−1 γ 2 (f ) desuspends p times, and so do the maps Σ n−q−1 γ k (f ) for k ≥ 3. Therefore the hypothesis of Corollary 24 reduces to the p-desuspendability of
As we wrote in the introduction, we lose in this corollary one dimension in comparison to the result of Connolly-Williams, but we gain the fact that our hembedding is tractable.
3.2.
When X is a two-stage CW-complex. We now specialise our main theorem to two-stage CW-complexes. For this we need the following:
S bj be two connected finite wedges of spheres. The jth projected global James-Hopf invariant of a map f : ΣA → ΣB is the composite, denoted by γ *
where π j is the composite
With this definition our criterion for two-stage CW-complexes becomes:
S bj be finite wedges of connected spheres, let f = (f i ) 1≤i≤p : ΣA → ΣB be a map, and denote by X its homotopy cofibre. Let n be an integer such that n ≥ max(dim ΣA, dim ΣB, 3) + 3.
If for each 1 ≤ i ≤ p and each 1 ≤ j ≤ q the iterated suspension of the jth projected global James-Hopf invariant
Σ n−ai−3 γ * [j] (f i ) ∈ π n−2 Σ n−ai+bj −2 ∞ l=0 B ∧l desuspends (b j + 1
) times, then there exists a tractable h-embedding of
. This is a suspension because n − a i − 3 ≥ 1. Consider the evident homeomorphisms α i : S n−2 → ΣS ai ∧ S n−ai−3 and set α = 
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and set
]. An elementary computation shows that diagram (10) is commutative, and the corollary follows.
3.3. About the converse of our main theorem. Here we show that the converse of Theorem 23 fails to be true. We construct examples of two-cones ΣA f → ΣB → X withH * (f ; Z) = 0 such that X h-embeds in some S n+1 but there is no (n − 2)-coduality between ΣB and any other space. Actually we construct, for an arbitrarily large integer i, a two-cone X = ΣB ∪ f CΣA which h-embeds in some S n+1 and such that there exists no (n + i − 2)-coduality between ΣB and any other space.
Example 29. Let j ≥ 2, and set n = 2 j+1 + 1 and i = 2 j − 2. In the following we use the same Greek letter to name a stable homotopy class in π S k and any of its representative in π k+r (S r ). Let η j ∈ π S 2 j be the stable homotopy class defined by Mahowald [25] whose sphere of origin is S This example shows that the converse of our main theorem does not hold. Of course in the latter example the cone decomposition of X is not the natural one, and for the obvious one (i.e. where B above is replaced by S 2 j −2 ∨ S 2 j+1 ), the converse of Theorem 23 holds. We do not know if the converse of our main theorem holds for a "reasonable" decomposition of a two-cone. We do even not know if the hypothesis on the Hopf invariants in Corollary 24 is a necessary condition for the existence of a tractable h-embedding of a two-cell complex.
Homotopy boundary induced by the h-embedding.
Recall from the Introduction that to any h-embedding X K ⊂ S n+1 is associated a Euclidean thickening obtained as a regular neighborhood of K (Definition 9). We can describe the homotopy type of the boundary of the thickening induced by the h-embedding of Theorem 23:
Theorem 30. Under the same hypotheses as in Theorem 23, X admits a tractable
Euclidean homotopy boundary ∂N of dimension n whose homotopy type is described as follows: This theorem will be proved in the next section. The explicit formula for φ in terms of ρ will be given in (13) in the next section, and the determination of Ψ will be made in the proof of Lemma 35.
When X is a two-cell complex S p ∪ f e q we can give a more explicit description: 
as in Corollary 24 and let
, and
is a certain lift of the sum of relative Whitehead products
Finally, in the stable range, we obtain a description of the trivial homotopy boundary (see Definition 11) of a simply connected finite two-cone X = ΣB ∪ f CΣA withH * (f ; Z) = 0. Indeed, let X be such a two-cone and n ≥ 2 dim X + 2. 
where the maps φ and Ψ are determined by ρ, α and β as in Theorem 30 .
Notice that by Theorem 10 of the Introduction, B n (X) depends neither on the choice of the codualities α and β, nor on the (n − 2)-representative ρ.
Proof of the main theorem
In this section we prove jointly Theorems 23 and 30. We use the notation of the statements of these two theorems. The proof is based on Theorem 33 (Browder ([8] , Theorem 1.1)). Suppose given a homotopy push-out 
In particular X h-embeds in S n+1 and P has the homotopy type of a Euclidean boundary of X.
This theorem of Browder is proved using surgery theory to smooth the Poincaré duality pairs (X, P ) and (X * , P ). Suppose given a map f : ΣA → ΣB and codualities α : S n−2 → ΣA ∧ A * and β : S n−2 → ΣB ∧ B * that satisfies the hypotheses of Theorem 23. The idea of the proof of Theorem 23 is to construct a Poincaré duality space P , a space X * and projections Xp ← Pp * → X * such that there is a homotopy push-out like in Browder's theorem with X = ΣB ∪ f CΣA. The space P will be obtained by means of successive cone attachments to ΣB ∨ ΣA * . The final form of P will be
. This construction of P will give the description of ∂N in Theorem 30.
In the course of the proof we will state two lemmas (34 and 35) and a proposition (36) that will be proved in Sections 5 and 6 respectively.
We first construct the map φ : ΣB * → ΣB ∨ ΣA * . By hypothesis the class D({hΣf }) admits an (n − 2) representative. That means that there exists a map
(note that the commutativity of the latter diagram is equivalent to that of Diagram 
Consider the map w B,A * : ΣΩΣB ∧ A * → ΣB ∨ ΣA * as defined in Section 2.3 (2) and define the maps
We set
Define the spaces
and denote by j + : Z + → Z, j − : Z − → Z, and j 0 : Z 0 → Z the inclusion maps. We now define a space X * . Consider the obvious projections from
We want to define projections p : Z → X and p * : Z → X * . It is clear from the definition of φ that p 0 φ is homotopically trivial. Therefore there exists a homotopy equivalence
which extends by the identity on CΣA to a homotopy equivalence
On the other hand, p * 0 f = * . Thus we have the identity maps g *
Now define the following composites where the first maps are the obvious projections:
The projections p and p * are defined as the following composites:
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The next step is to construct a map Ψ : S n−1 → Z such that the space P := Z ∪ Ψ e n satisfies Poincaré duality and the projections p : Z → X and p * : Z → X * extend to Z ∪ Ψ e n . Consider the inclusions of the cones: 
, and similarly for β. We can then define the following homotopy classes of pairs of maps (see the diagram (17) below):
The following lemma is crucial for the existence of the desired map Ψ : S n−1 → Z, and we point out that the commutativity (up to homotopy) of the diagram (11) will play an important role in the proof of this lemma.
The commutativity of the subdiagram implies that the relative homotopy classes Ω + and Ω − have the same boundary in π n−1 (Z 0 ). Therefore the class Ω = Ω + − Ω − ∈ π n−1 (Z, Z 0 ) admits a lifting in π n−1 (Z). The following lemma asserts that we can choose this lifting Ψ of Ω such that the projections p : Z → X and p
Lemma 35. There exists
; and (iii) conditions (i) and (ii) determine Ψ up to some indeterminacy in the image of π n (ΣB × ΣA * , ΣB ∨ ΣA * ) by the boundary map composed with (j 0 ) # .
We can now finish the proof of our main results. 
Proof of Theorem 23 and Theorem 30. Set
is a simply-connected homology sphere of dimension n + 1. In other words we have a homotopy push-out
Moreover in Section 6 we will prove
Proposition 36. P is a Poincaré duality space of dimension n.
Taking this proposition for granted, we continue the proof of Theorems 23 and 30. By Theorem 33 there exist compact submanifolds N , N * of codimension 0 in
In other words we have the following push-out
and the following homotopy commutative diagram, in which vertical arrows are homotopy equivalences:
Since X N , we have proved that X h-embeds in S n+1 . Moreover, ∂N P as asserted in Theorem 30, and this homotopy boundary is tractable since the composite N X → Z → P ∂N is a homotopy section of the inclusion ∂N → N . This proves Theorems 23 and 30.
Proofs of Lemmas 34 and 35
In this section we give the proofs of Lemmas 34 and 35 stated in the previous section. We use the notation of Sections 2.3 and 2.4 and of the previous section.
Proof of Lemma 34.
Recall from (7) 
, it suffices to prove that the following diagram is homotopy commutative:
The subdiagram (19a) is exactly the diagram (11) 
Recall from (13) that φ = φ + φ , where φ = w B,A * • Σρ and φ = ΣA * • Σρ . First we show that
The latter equation is equivalent to the commutativity up to homotopy of the outer square of the following diagram:
Subdiagrams (22e) and (22f) are commutative by Lemma 18 (iii) (note that h ∧ A * is a suspension by our hypothesis on A * ), (22g) is commutative by the definition ofw k+1 = [ΣB,w k ], and (22h) commutes by Lemma 21. Thus diagram (22) is commutative, which proves equation (21) .
On the other hand, we have
as a consequence of the commutativity up to homotopy of the diagram
which follows by Lemma 18 (iii). Combining equations (21) and (23), we now prove equation (20) . Since B * is a suspension by the hypothesis of our main theorem, the Whitehead product [ΣB, φ + φ ] is linear in the second variable (see [6, (0.4) 
because Σρ = Σρ + Σρ (see equation (12)). This establishes equation (20), which implies that the square (19d) is commutative. This finishes the proof of Lemma 34.
Before proving Lemma 35 we need the following:
Lemma 37. Using the projection maps q, q * , p and p * defined at (14) and (15), we have:
Proof of Lemma 37. For (i), consider the following diagram:
and this relative homotopy class is trivial because the second factor of the relative For (ii), the equality (p, p 0 )(Ω + ) = 0 follows from (i). On the other hand, we have (p, p 0 )(Ω − ) = (pj − , p 0 )(Ω − ) = 0 in π n−1 (X, ΣB) because pj − : Z − → X factors through ΣB. From these two equalities we get that (p,
The point (iii) is proved as (ii), using the equality (q * , p * 0 )Ω − = 0 of (i).
Proof of Lemma 35.
We have the following diagram, in which each vertical line is exact by the long exact sequence of homotopy groups of a pair:
→ Ω(ΣB × ΣA * ) admits a homotopy section. Thus there exists ζ ∈ π n−1 (Z 0 Lemma 35 is proved with the same kind of diagram chasing.
Proof that P is a Poincaré duality space
This section is devoted to the proof of Proposition 36. Let f : ΣA → ΣB, α : S n−2 → ΣA ∧ A * and β : S n−2 → ΣB ∧ B * be as in the statement of Theorem 23. We consider the same spaces and maps as in Section 4. In particular, recall the spaces
and the maps
We have also the homotopy classes
, which is a lift of Ω.
In all this section, we fix a field K and denote by H * the cohomology with coefficients in K. We exhibit now a suitable basis of H * (P ). Since α is an (n − 2)−coduality, there exist homogeneous bases {a i } 1≤i≤p ofH * (A) and {a 
By the hypothesis of our main theorem,H * (f ) = 0. On the other hand, f * = p * 0 φ = Σρ is a representative of the S-dual of f (see Remark 3 after the statement of Theorem 23), and this implies thatH * (f * ) = 0 as well. Therefore we have two short exact sequences 
} is a basis of H * (P ). Let µ ∈ H n (P ) be the dual class of [P ] ∈ H n (P ). In order to prove that H * (P ) is a Poincaré duality algebra we will establish formulas like Lemma 41 below for the precise statement). With this aim we introduce maps Λ ± and j ± .
Consider the homotopy equivalences established in Lemma 20:
Define the composites
and consider the inclusions
The key idea in proving that P is a Poincaré duality space is to study the following diagram of cofibration sequences:
where the map Λ + , still to be defined, will be related to Λ + . We will prove that the cohomology of the space (ΣA * ∨Σ 2 A)∪ Λ + e n satisfies the formula σa * i ∪σ 2 a j = δ ij [e n ] (Lemma 40). Using diagram (24), we will deduce that α *
From this we will deduce that P satisfies Poincaré duality.
To develop this line of proof we need to establish a few lemmas. The next two lemmas will permit us to construct the map Λ + related to Λ + and making diagram (24) commutative.
Lemma 38. Consider the following morphisms of homotopy groups:
and the homotopy classes
Similarly, (14) we see that the projection map
makes commutative the following diagram:
Recall from (16) that Ω + ∈ π n−1 (Z, Z 0 ) is the image under j + of the relative homotopy classΩ + ∈ π n−1 (Z + , Z 0 ) defined as 
Therefore we have equalities between the relative homotopy classes Proof. We want to prove that there exists a map + : S n−1 → ΣA * making the following diagram homotopy commutative: where I p and I p (resp. I q and I q ) is a diagonal matrix of rank p (resp. q) with only ±1 on the diagonal, * is any matrix and 0 is the zero-matrix. The determinant of this matrix M is ±1, so the bilinear form ζ is non-degenerate, and thus the cohomology algebra H * (P ; K) satisfies Poincaré duality. Since this is true for any field K, we have that P is a Poincaré duality space by [9, Proposition I.2.1].
Embeddings up to rational homotopy
In this section we prove that there are no rational obstructions to h-embeddings of simply-connected two-cones in codimension 3. We suggest the following:
Conjecture 42. Given a simply-connected finite CW-complex X of dimension n, there exist a CW-complex X rationally homotopy equivalent to X and a tractable h-embedding X h ⊂ S n+3 .
In fact we are not even aware of any rational obstruction to h-embedding in codimension 2. We remark that by a theorem of Baues [5] there always exists a CW-complex X having the rational homotopy type of X and such that ΣX is homotopy equivalent to a wedge of spheres; thus ΣX h-embeds in S n+2 . But this does not imply the conjecture: we now give examples for arbitrarily large i of CW-complexes X such that for some n, ΣX is homotopy equivalent to a wedge of spheres of dimension less than n + 1 although X h ⊂ S n+i+1 .
Example 43. For any integer r ≥ 1 there exists a stable homotopy class ζ ∈ π S * of odd order whose sphere of origin is higher than S r , i.e. ζ ∈ im (π * +r (S r ) → π S * ). Therefore for an arbitrarily large i we can find an even integer m ≥ i + 7 and a homotopy class g ∈ π n−2 (S 2m−2 ) such that 2{g} ∈ im (π n−6 (S 2m−6 ) → π We prove the above conjecture for two-cones, which was stated as Theorem 7 in the Introduction:
Proof of Theorem 7. Let X be the homotopy cofibre of some map ΣA f → ΣB between finite suspensions. Set n = dim X +2. Since suspensions are rationally equivalent to wedges of spheres, there exist finite wedges U = p i=1 S ai and V = q j=1 S bj and a map g : ΣU → ΣV whose homotopy cofibre X has the same rational homotopy type as X. Moreover we can choose ΣU , ΣV and g such thatH * (g; Z) = 0 and such that dim ΣU > dim ΣV , which implies that n ≥ max(a i , b j ) + 4. For N ∈ Z we commit the abuse of notation of denoting also by N the map from ΣU to itself of degree N . In other words, N ∈ [ΣU, ΣU ] is the linear map such that H * (N ; Z) is N times the identity.
degrees < q − 1 (resp. in degree q − 1). By the simple-connectivity of the spaces this implies thatφ is a (q − 1)-equivalence. The surjectivity of π ≤q−1 (Ωev) is an immediate consequence.
