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In quantum mechanics, a fundamental law prevents quantum communications to simulta-
neously achieve high rates and long distances. This limitation is well known for point-to-point
protocols, where two parties are directly connected by a quantum channel, but not yet fully
understood in protocols with quantum repeaters. Here we solve this problem bounding the
ultimate rates for transmitting quantum information, entanglement and secret keys via
quantum repeaters. We derive single-letter upper bounds for the end-to-end capacities
achievable by the most general (adaptive) protocols of quantum and private communication,
from a single repeater chain to an arbitrarily complex quantum network, where systems may
be routed through single or multiple paths. We analytically establish these capacities under
fundamental noise models, including bosonic loss which is the most important for optical
communications. In this way, our results provide the ultimate benchmarks for testing the
optimal performance of repeater-assisted quantum communications.
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Today quantum technologies are being developed at a rapidpace1–4. In this scenario, quantum communications arevery advanced, with the development and implementation
of a number of point-to-point protocols of quantum key dis-
tribution (QKD)5, based on discrete variable (DV) systems6–8,
such as qubits, or continuous variable (CV) systems, such as
bosonic modes9,10. Recently, we have also witnessed the deploy-
ment of high-rate optical-based secure quantum networks11,12.
These are advantageous not only for their multiple-user archi-
tecture but also because they may overcome the fundamental
limitations that are associated with point-to-point protocols of
quantum and private communication.
After a long series of studies that started back in 2009 with the
introduction of the reverse coherent information of a bosonic
channel13,14, ref. 15 ﬁnally showed that the maximum rate at which
two remote parties can distribute quantum bits (qubits), entangle-
ment bits (ebits), or secret bits over a lossy channel (e.g., an optical
ﬁber) is equal to −log2(1 − η), where η is the channel’s transmis-
sivity. This limit is the Pirandola–Laurenza–Ottaviani–Banchi
(PLOB) bound15 and cannot be surpassed even by the most pow-
erful strategies that exploit arbitrary local operations (LOs) assisted
by two-way classical communication (CC), also known as adaptive
LOCCs16.
To beat the PLOB bound, we need to insert a quantum
repeater17 in the communication line. In information theory18–21,
a repeater or relay is any middle node helping the communication
between two end-parties. This deﬁnition is extended to quantum
information theory, where quantum repeaters are middle nodes
equipped with both classical and quantum operations, and may
be arranged to compose linear chains or more general networks.
In general, they do not need to have quantum memories (e.g., see
ref. 22) even though these are generally required for guaranteeing
an optimal performance.
In all the ideal repeater-assisted scenarios, where we can beat
the PLOB bound, it is fundamental to determine the maximum
rates that are achievable by two end-users, i.e., to determine their
end-to-end capacities for transmitting qubits, distributing ebits,
and generating secret keys. Finding these capacities not only is
important to establish the boundaries of quantum network
communications but also to benchmark practical implementa-
tions, so as to check how far prototypes of quantum repeaters are
from the ultimate theoretical performance.
Here we address this fundamental problem. By combining
methods from quantum information theory6–10 and classical
networks18–21, we derive tight single-letter upper bounds for the
end-to-end quantum and private capacities of repeater chains and,
more generally, quantum networks connected by arbitrary quan-
tum channels (these channels and the dimension of the quantum
systems they transmit may generally vary across the network).
More importantly, we establish exact formulas for these capacities
under fundamental noise models for both DV and CV systems,
including dephasing, erasure, quantum-limited ampliﬁcation, and
bosonic loss which is the most important for quantum optical
communications. Depending on the routing in the quantum
network (single- or multi-path), optimal strategies are found by
solving the widest path23–25 or the maximum ﬂow problem26–29
suitably extended to the quantum communication setting.
Our results and analytical formulas allow one to assess the rate
performance of quantum repeaters and quantum communication
networks with respect to the ultimate limits imposed by the laws
of quantum mechanics.
Results
Ultimate limits of repeater chains. Consider Alice a and Bob b at
the two ends of a linear chain of N quantum repeaters, labeled by
r1, …, rN. Each point has a local register of quantum systems
which may be augmented with incoming systems or depleted by
outgoing ones. As also depicted in Fig. 1, the chain is connected
by N + 1 quantum channels fEig ¼ fE0; ¼ ; Ei; ¼ ; ENg
through which systems are sequentially transmitted. This means
that Alice transmits a system to repeater r1, which then relays the
system to repeater r2, and so on, until Bob is reached.
Note that, in general, we may also have opposite directions for
some of the quantum channels, so that they transmit systems
towards Alice; e.g., we may have a middle relay receiving systems
from both Alice and Bob. For this reason, we generally consider
the “exchange” of a quantum system between two points by either
forward or backward transmission. Under the assistance of two-
way CCs, the optimal transmission of quantum information is
related to the optimal distribution of entanglement followed by
teleportation, so that it does not depend on the physical direction
of the quantum channel but rather on the direction of the
teleportation protocol.
In a single end-to-end transmission or use of the chain, all the
channels are used exactly once. Assume that the end-points aim
to share target bits, which may be ebits or private bits30,31. The
most general quantum distribution protocol Pchain involves
transmissions which are interleaved by adaptive LOCCs among
all parties, i.e., LOs assisted by two-way CCs among end-points
and repeaters. In other words, before and after each transmission
between two nodes, there is a session of LOCCs where all the
nodes update and optimize their registers.
After n adaptive uses of the chain, the end-points share an
output state ρnab with nRn target bits. By optimizing the
asymptotic rate limnRn over all protocols Pchain, we deﬁne the
generic two-way capacity of the chain CðfEigÞ. If the target are
ebits, the repeater-assisted capacity C is an entanglement-
distribution capacity D2. The latter coincides with a quantum
capacity Q2, because distributing an ebit is equivalent to
transmitting a qubit if we assume two-way CCs. If the target
are private bits, C is a secret-key capacity K ≥ D2 (with the
inequality holding because ebits are speciﬁc private bits). Exact
deﬁnitions and more details are given in Supplementary Note 1.
To state our upper bound for CðfEigÞ, we introduce the notion
of channel simulation, as generally formulated by ref. 15 (see also
refs. 32–37 for variants). Recall that any quantum channel E is
simulable by applying a trace-preserving LOCC T to the input
state ρ together with some bipartite resource state σ, so that
EðρÞ ¼ T ðρ σÞ. The pair ðT ; σÞ represents a possible “LOCC
simulation” of the channel. In particular, for channels that
suitably commute with the random unitaries of teleportation4,
called “teleportation-covariant” channels15, one ﬁnds that T is
teleportation and σ is their Choi matrix σE :¼ I  EðΦÞ, where Φ
is a maximally entangled state. The latter is also known as
“teleportation simulation”.
For bosonic channels, the Choi matrices are energy-
unbounded, so that simulations need to be formulated asympto-
tically. In general, an asymptotic state σ is deﬁned as the limit of a
sequence of physical states σμ, i.e., σ :¼ limμ σμ. The simulation of
a channel E over an asymptotic state takes the form
EðρÞ  T ðρ σμÞk k1!
μ
0 where the LOCC T may also depend
Alice Bob rN
N10
r2r1
Repeaters
ba
Fig. 1 Linear chain of N quantum repeaters r1; ¼ ; rN between the two end-
users, Alice a :¼ r0 and Bob b :¼ rNþ1. The chain is connected by N + 1
quantum channels fE ig
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on μ in the general case15. Similarly, any relevant functional on
the asymptotic state needs to be computed over the deﬁning
sequence σμ before taking the limit for large μ. These
technicalities are fully accounted in the Methods section.
The other notion to introduce is that of entanglement cut
between Alice and Bob. In the setting of a linear chain, a cut “i”
disconnects channel Ei between repeaters ri and ri+1. Such
channel can be replaced by a simulation with some resource state
σi. After calculations (see Methods), this allows us to write
CðfEigÞ  ERðσ iÞ; ð1Þ
where ER(·) is the relative entropy of entanglement (REE). Recall
that the REE is deﬁned as38–40
ERðσÞ ¼ inf
γ2SEP
SðσjjγÞ; ð2Þ
where SEP represents the ensemble of separable bipartite states
and SðσjjγÞ :¼ Tr σðlog2σ  log2γÞ
 
is the relative entropy. In
general, for any asymptotic state deﬁned by the limit σ :¼ limμσμ,
we may extend the previous deﬁnition and consider
ERðσÞ ¼ lim infμ ERðσ
μÞ ¼ inf
γμ
lim inf
μ
SðσμjjγμÞ; ð3Þ
where γμ is a converging sequence of separable states15.
By minimizing Eq. (1) over all cuts, we may write
CðfEigÞ  mini ERðσ iÞ; ð4Þ
which establishes the ultimate limit for entanglement and key
distribution through a repeater chain. For a chain of
teleportation-covariant channels, we may use their teleportation
simulation over Choi matrices and write
CðfEigÞ  mini ERðσEiÞ: ð5Þ
Note that the family of teleportation-covariant channels is
large, including Pauli channels (at any dimension)7 and bosonic
Gaussian channels9. Within such a family, there are channels E
whose generic two-way capacity C ¼ Q2, D2 or K satisﬁes
CðEÞ ¼ ERðσEÞ ¼ D1ðσEÞ; ð6Þ
where D1ðσEÞ is the one-way distillable entanglement of the Choi
matrix (deﬁned as an asymptotic functional in the bosonic
case15). These are called “distillable channels” and include
bosonic lossy channels, quantum-limited ampliﬁers, dephasing
and erasure channels15.
For a chain of distillable channels, we therefore exactly
establish the repeater-assisted capacity as
CðfEigÞ ¼ mini CðEiÞ ¼ mini ERðσEiÞ: ð7Þ
In fact the upper bound (≤) follows from Eqs. (5) and (6). The
lower bound (≥) relies on the fact that an achievable rate for end-
to-end entanglement distribution consists in: (i) each pair, ri and
riþ1, exchanging D1ðσEiÞ ebits over Ei; and (ii) performing
entanglement swapping on the distilled ebits. In this way, at least
miniD1ðσEiÞ ebits are shared between Alice and Bob.
Lossy chains. Let us specify Eq. (7) to an important case. For a
chain of quantum repeaters connected by lossy channels with
transmissivities fηig, we ﬁnd the capacity
Closs ¼  log2ð1 ηminÞ; ηmin :¼ mini ηi: ð8Þ
Thus, the minimum transmissivity within the lossy chain estab-
lishes the ultimate rate for repeater-assisted quantum/private
communication between the end-users. For instance, consider an
optical ﬁber with transmissivity η and insert N repeaters so that the
ﬁber is split into N + 1 lossy channels. The optimal conﬁguration
corresponds to equidistant repeaters, so that ηmin ¼
ﬃﬃﬃ
ηNþ1
p
and
the maximum capacity of the lossy chain is
Clossðη;NÞ ¼  log2 1
ﬃﬃﬃ
ηNþ1
p 
: ð9Þ
This capacity is plotted in Fig. 2 and compared with the point-
to-point PLOB bound CðηÞ ¼ Clossðη; 0Þ. A simple calculation
shows that if we want to guarantee a performance of 1 target bit
per use of the chain, then we may tolerate at most 3 dB of loss in
each individual link. This “3dB rule” imposes a maximum
repeater-repeater distance of 15 km in standard optical ﬁber (at
0.2dB/km).
Quantum networks under single-path routing. A quantum
communication network can be represented by an undirected
ﬁnite graph18 N ¼ ðP; EÞ, where P is the set of points and E the
set of all edges. Each point p has a local register of quantum
systems. Two points pi and pj are connected by an edge ðpi; pjÞ 2
E if there is a quantum channel Eij :¼ Epipj between them. By
simulating each channel Eij with a resource state σ ij, we simulate
the entire network N with a set of resource states σðN Þ ¼ fσ ijg.
A route is an undirected path a pi      pj  b between the
two end-points, Alice a and Bob b. These are connected by an
ensemble of possible routes Ω ¼ f1; ¼ ;ω; ¼ g, with the generic
route ω involving the transmission through a sequence of chan-
nels fEω0 ; ¼ ; Eωk ¼ g. Finally, an entanglement cut C is a bipar-
tition (A, B) of P such that a 2 A and b 2 B. Any such cut C
identiﬁes a super Alice A and a super Bob B, which are connected
by the cut-set ~C ¼ fðx; yÞ 2 E : x 2 A; y 2 Bg. See the example
in Fig. 3 and more details in Supplementary Notes 2 and 3.
Let us remark that the quantum network is here described by
an undirected graph where the physical direction of the quantum
channels Eij can be forward (pi → pj) or backward (pj → pi). As
said before for the repeater chains, this degree of freedom relies
on the fact that we consider assistance by two-way CC, so that the
optimal transmission of qubits can always be reduced to the
distillation of ebits followed by teleportation. The logical ﬂow of
quantum information is therefore fully determined by the LOs of
the points, not by the physical direction of the quantum channel
which is used to exchange a quantum system along an edge of the
network. This study of an undirected quantum network under
two-way CC clearly departs from other investigations41–43.
In a sequential protocol Pseq, the network is initialized by a
preliminary network LOCC, where all the points communicate
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Fig. 2 Optimal performance of lossy chains. Capacity (target bits per chain
use) versus total loss of the line (decibels, dB) for N ¼ 1; 2; 10 and 100
equidistant repeaters. Compare the repeater-assisted capacities (solid
curves) with the point-to-point repeater-less bound15 (dashed curve)
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with each other via unlimited two-way CCs and perform adaptive
LOs on their local quantum systems. With some probability, Alice
exchanges a quantum system with repeater pi, followed by a
second network LOCC; then repeater pi exchanges a system with
repeater pj, followed by a third network LOCC and so on, until
Bob is reached through some route in a complete sequential use
of the network (see Fig. 4). The routing is itself adaptive in the
general case, with each node updating its routing table
(probability distribution) on the basis of the feedback received
by the other nodes. For large n uses of the network, there is a
probability distribution associated with the ensemble Ω, with the
generic route ω being used npω times. Alice and Bob’s output
state ρnab will approximate a target state with nRn bits. By
optimizing over Pseq and taking the limit of large n, we deﬁne the
sequential or single-path capacity of the network CðN Þ, whose
nature depends on the target bits.
To state our upper bound, let us ﬁrst introduce the ﬂow of REE
through a cut. Given an entanglement cut C of the network,
consider its cut-set ~C. For each edge (x, y) in ~C, we have a channel
Exy and a corresponding resource state σxy associated with a
simulation. Then we deﬁne the single-edge ﬂow of REE across cut
C as
ERðCÞ :¼ maxðx;yÞ2~C ERðσxyÞ: ð10Þ
The minimization of this quantity over all entanglement cuts
provides our upper bound for the single-path capacity of the
network, i.e.,
CðN Þ  min
C
ERðCÞ; ð11Þ
which is the network generalization of Eq. (4). For proof see
Methods and further details in Supplementary Note 4.
In Eq. (11), the quantity ERðCÞ represents the maximum
entanglement (as quantiﬁed by the REE) “ﬂowing” through a cut.
Its minimization over all the cuts bounds the single-path capacity
for quantum communication, entanglement distribution and key
generation. For a network of teleportation-covariant channels, the
resource state σxy in Eq. (10) is the Choi matrix σExy of the
channel Exy . In particular, for a network of distillable channels,
we may also set
CðExyÞ ¼ ERðσExy Þ ¼ D1ðσExy Þ; ð12Þ
for any edge (x, y). Therefore, we may reﬁne the previous bound
of Eq. (11) into CðN Þ  minC CðCÞ where
CðCÞ :¼ max
ðx;yÞ2~C
CðExyÞ ð13Þ
is the maximum (single-edge) capacity of a cut.
Let us now derive a lower bound. First we prove that, for an
arbitrary network, minC CðCÞ ¼ maxω CðωÞ, where CðωÞ :¼
mini CðEωi Þ is the capacity of route ω (see Methods and
Supplementary Note 4 for more details). Then, we observe that
CðωÞ is an achievable rate. In fact, any two consecutive points on
route ω may ﬁrst communicate at the rate CðEωi Þ; the distributed
resources are then swapped to the end-users, e.g., via entangle-
ment swapping or key composition at the minimum rate
mini CðEωi Þ. For a distillable network, this lower bound coincides
with the upper bound, so that we exactly establish the single-path
capacity as
CðN Þ ¼ max
ω
CðωÞ ¼ min
C
CðCÞ ¼ min
C
ERðCÞ: ð14Þ
Finding the optimal route ω corresponds to solving the widest
path problem24 where the weights of the edges ðx; yÞ are the two-
way capacities CðExyÞ. Route ω can be found via modiﬁed
Dijkstra’s shortest path algorithm25, working in time
Oð Ej j log2 Pj jÞ, where Ej j is the number of edges and Pj j is the
number of points. Over route ω a capacity-achieving protocol is
non adaptive, with point-to-point sessions of one-way entangle-
ment distillation followed by entanglement swapping4. In a
practical implementation, the number of distilled ebits can be
computed using the methods from ref. 44. Also note that, because
the swapping is on ebits, there is no violation of the Bellman’s
optimality principle45.
An important example is an optical lossy network N loss where
any route ω is composed of lossy channels with transmissivities
fηωi g. Denote by ηω :¼ mini ηωi the end-to-end transmissivity of
route ω. The single-path capacity is given by the route with
maximum transmissivity
CðN lossÞ ¼  log2ð1 ηN Þ; ηN :¼ maxω2Ω ηω: ð15Þ
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Fig. 3 Diamond quantum network N}. a This is a quantum network of four
points P ¼ fp0; p1; p2; p3g, with end-points p0 ¼ a (Alice) and p3 ¼ b
(Bob). Two points pi and pj are connected by an edge ðpi; pjÞ if there is an
associated quantum channel E ij. This channel has a corresponding resource
state σ ij in a simulation of the network. There are four (simple) routes:
1 : a p1  b, 2 : a p2  b, 3 : a p2  p1  b, and 4 : a p1  p2  b.
As an example, route 4 involves the transmission through the sequence of
quantum channels fE4k g which is deﬁned by E40 :¼ E01, E41 :¼ E12 and
E42 :¼ E23. b We explicitly show route ω = 4. In a sequential protocol, each
use of the network corresponds to using a single route ω between the two
end-points, with some probability pω. c We show an entanglement cut C of
the network, with super Alice A and super Bob B made by the points in the
two clouds. These are connected by the cut-set ~C composed by the
dotted edges
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Fig. 4 Network protocols of quantum and private communication. a In a
sequential protocol, systems are routed through a single path
probabilistically chosen by the points. Here it is a p1  p2  b. Each
transmission occurs between two adaptive LOCCs, where all points of the
network perform LOs assisted by two-way CC. b In a ﬂooding protocol,
systems are simultaneously routed from Alice to Bob through a sequence of
multipoint communications in such a way that each edge of the network is
used exactly once in an end-to-end transmission. Here we show a possible
sequence a ! fp1; p2g, p2 ! fp1; bg, p1 ! fbg. Each multipoint
communication occurs between two adaptive LOCCs
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In particular, this is the ultimate rate at which the two end-points
may generate secret bits per sequential use of the lossy network.
Quantum networks under multi-path routing. In a network we
may consider a more powerful routing strategy, where systems
are transmitted through a sequence of multipoint communica-
tions (interleaved by network LOCCs). In each of these com-
munications, a number M of quantum systems are prepared in a
generally multipartite state and simultaneously transmitted to M
receiving nodes. For instance, as shown in the example of Fig. 4,
Alice may simultaneously sends systems to repeaters p1 and p2,
which is denoted by a ! fp1; p2g. Then, repeater p2 may com-
municate with repeater p1 and Bob b, i.e., p2 ! fp1; bg. Finally,
repeater p1 may communicate with Bob, i.e., p1 ! b. Note that
each edge of the network is used exactly once during the end-to-
end transmission, a strategy known as “ﬂooding” in computer
networks46. This is achieved by non-overlapping multipoint
communications, where the receiving repeaters choose unused
edges for the next transmissions. More generally, each multipoint
communication is assumed to be a point-to-multipoint connec-
tion with a logical sender-to-receiver(s) orientation but where the
quantum systems may be physically transmitted either forward or
backward by the quantum channels.
Thus, in a general quantum ﬂooding protocol Pflood, the
network is initialized by a preliminary network LOCC. Then,
Alice a exchanges quantum systems with all her neighbor
repeaters a ! fpkg. This is followed by another network LOCC.
Then, each receiving repeater exchanges systems with its
neighbor repeaters through unused edges, and so on. Each
multipoint communication is interleaved by network LOCCs and
may distribute multi-partite entanglement. Eventually, Bob is
reached as an end-point in the ﬁrst parallel use of the network,
which is completed when all Bob’s incoming edges have been
used exactly once. In the limit of many uses n and optimizing
over Pflood, we deﬁne the multi-path capacity of the network
CmðN Þ.
As before, given an entanglement cut C, consider its cut-set ~C.
For each edge (x, y) in ~C, there is a channel Exy with a
corresponding resource state σxy . We deﬁne the multi-edge ﬂow
of REE through C as
EmR ðCÞ :¼
X
ðx;yÞ2~C
ERðσxyÞ; ð16Þ
which is the total entanglement (REE) ﬂowing through a cut. The
minimization of this quantity over all entanglement cuts provides
our upper bound for the multi-path capacity of the network, i.e.,
CmðN Þ  min
C
EmR ðCÞ; ð17Þ
which is the multi-path generalization of Eq. (11). For proof see
Methods and further details in Supplementary Note 5. In a
teleportation-covariant network we may simply use the Choi
matrices σxy ¼ σExy . Then, for a distillable network, we may use
ERðσExy Þ ¼ CðExyÞ from Eq. (12), and write the reﬁned upper
bound CmðN Þ  minC CmðCÞ, where
CmðCÞ :¼
X
ðx;yÞ2~C
CðExyÞ ð18Þ
is the total (multi-edge) capacity of a cut.
To show that the upper bound is achievable for a distillable
network, we need to determine the optimal ﬂow of qubits from
Alice to Bob. First of all, from the knowledge of the capacities
CðExyÞ, the parties solve a classical problem of maximum ﬂow26–
29 compatible with those capacities. By using Orlin’s algorithm47,
the solution can be found in OðjPj ´ jEjÞ time. This provides an
optimal orientation for the network and the rates Rxy  CðExyÞ to
be used. Then, any pair of neighbor points, x and y, distill nRxy
ebits via one-way CCs. Such ebits are used to teleport nRxy qubits
from x to y according to the optimal orientation. In this way, a
number nR of qubits are teleported from Alice to Bob, ﬂowing as
quantum information through the network. Using the max-ﬂow
min-cut theorem26–29,47–53, we have that the maximum ﬂow is
nCmðCminÞ where Cmin is the minimum cut, i.e.,
CmðCminÞ ¼ minC CmðCÞ. Thus, that for a distillable N , we ﬁnd
the multi-path capacity
CmðN Þ ¼ min
C
CmðCÞ ¼ min
C
EmR ðCÞ; ð19Þ
which is the multi-path version of Eq. (14). This is achievable by
using a non adaptive protocol where the optimal routing is given
by Orlin’s algorithm47.
As an example, consider again a lossy optical network N loss
whose generic edge (x, y) has transmissivity ηxy . Given a cut C,
consider its loss LC :¼
Q
ðx;yÞ2~Cð1 ηxyÞ and deﬁne the total loss
of the network as the maximization LN :¼ maxC LC . We ﬁnd that
the multi-path capacity is just given by
CmðN lossÞ ¼  log2 LN : ð20Þ
It is interesting to make a direct comparison between the
performance of single- and multi-path strategies. For this
purpose, consider a diamond network N}loss whose links are
lossy channels with the same transmissivity η. In this case, we
easily see that the multi-path capacity doubles the single-path
capacity of the network, i.e.,
CmðN}lossÞ ¼ 2CðN}lossÞ ¼ 2 log2ð1 ηÞ: ð21Þ
As expected the parallel use of the quantum network is more
powerful than the sequential use.
Formulas for distillable chains and networks. Here we provide
explicit analytical formulas for the end-to-end capacities of dis-
tillable chains and networks, beyond the lossy case already stu-
died above. In fact, examples of distillable channels are not only
lossy channels but also quantum-limited ampliﬁers, dephasing
and erasure channels. First let us recall their explicit deﬁnitions
and their two-way capacities.
A lossy (pure-loss) channel with transmissivity η 2 ð0; 1Þ
corresponds to a speciﬁc phase-insensitive Gaussian channel
which transforms input quadratures x^ ¼ ðq^; p^ÞT as
x^ ! ﬃﬃﬃηp x^ þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1 ηp x^E, where E is the environment in the
vacuum state9. Its two-way capacities (Q2, D2 and K) all coincide
and are given by the PLOB bound15
CðηÞ ¼  log2ð1 ηÞ: ð22Þ
A quantum-limited ampliﬁer with an associated gain g > 1 is
another phase-insensitive Gaussian channel but realizing the
transformation x^ ! ﬃﬃgp x^ þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃg  1p x^E, where the environment E
is in the vacuum state9. Its two-way capacities all coincide and are
given by15
CðgÞ ¼  log2ð1 g1Þ: ð23Þ
A dephasing channel with probability p ≤ 1/2 is a Pauli channel
of the form ρ ! ð1 pÞρþ pZρZ, where Z is the phase-ﬂip Pauli
operator7. Its two-way capacities all coincide and are given by15
CðpÞ ¼ 1 H2ðpÞ; ð24Þ
where H2ðpÞ :¼ p log2 p ð1 pÞ log2ð1 pÞ is the binary
Shannon entropy. Finally, an erasure channel with probability
p  1=2 is a channel of the form ρ ! ð1 pÞρþ p ej i eh j, where
ej i eh j is an orthogonal state living in an extra dimension7. Its two-
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way capacities all coincide to15,54,55
CðpÞ ¼ 1 p: ð25Þ
Consider now a repeater chain fEig, where the channels Ei are
distillable of the same type (e.g., all quantum-limited ampliﬁers
with different gains gi). The repeater-assisted capacity can be
computed by combining Eq. (7) with one of the Eqs. (22)–(25).
The ﬁnal formulas are shown in the ﬁrst column of Table 1. Then
consider a quantum network N ¼ ðP; EÞ, where each edge
ðx; yÞ 2 E is described by a distillable channel Exy of the same
type. For network N , we may consider both a generic route
ω 2 Ω, with sequence of channels Eωi , and a entanglement cut C,
with corresponding cut-set ~C. By combining Eqs. (14) and (19)
with Eqs. (22)–(25), we derive explicit formulas for the single-
path and multi-path capacities. These are given in the second and
third columns of Table 1 where we set
ηN :¼ maxω2Ω mini η
ω
i ¼ minC maxðx;yÞ2~C ηxy; ð26Þ
gN :¼ min
ω2Ω
max
i
gωi ¼ maxC minðx;yÞ2~C gxy; ð27Þ
pN :¼ min
ω2Ω
max
i
pωi ¼ maxC minðx;yÞ2~C pxy; ð28Þ
LN :¼ max
C
Y
ðx;yÞ2~C
ð1 ηxyÞ; ð29Þ
GN :¼ maxC
Y
ðx;yÞ2~C
ð1 g1xy Þ: ð30Þ
Let us note that the formulas for dephasing and erasure
channels can be easily extended to arbitrary dimension d. In fact,
a qudit erasure channel is formally deﬁned as before and its two-
way capacities are15,54,55
CðpÞ ¼ ð1 pÞ log2 d: ð31Þ
Therefore, it is sufﬁcient to multiply by log2 d the corresponding
expressions in Table 1. Then, in arbitrary dimension d, the
dephasing channel is deﬁned as
ρ !
Xd1
k¼0
pkZ
k
dρðZydÞk; ð32Þ
where pk is the probability of k phase ﬂips and
Zkd ij i ¼ expð2πikd1Þ ij i. Its generic two-way capacity is15
Cðp; dÞ ¼ log2 d  HðfpkgÞ; ð33Þ
where HðfpkgÞ :¼ 
P
k pk log2 pk is the Shannon entropy. Here
the generalization is also simple. For instance, in a chain fEig of
such d-dimensional dephasing channels, we would have N + 1
distributions fpikg. We then compute the most entropic
distribution, i.e., we take the maximization maxi HðfpikgÞ. This
is the bottleneck that determines the repeater capacity, so that
CðfpikgÞ ¼ log2 d maxi Hðfp
i
kgÞ: ð34Þ
Generalization to dimension d is also immediate for the two
network capacities C and Cm.
Discussion
This work establishes the ultimate boundaries of quantum and
private communications assisted by repeaters, from the case of a
single repeater chain to an arbitrary quantum network under
single- or multi-path routing. Assuming arbitrary quantum
channels between the nodes, we have shown that the end-to-end
capacities are bounded by single-letter quantities based on the
relative entropy of entanglement. These upper bounds are very
general and also apply to chains and networks with untrusted
nodes (i.e., run by an eavesdropper). Our theory is formulated in
a general information-theoretic fashion which also applies to
other entanglement measures, as discussed in our Methods sec-
tion. The upper bounds are particularly important because they
set the tightest upper limits on the performance of quantum
repeaters in various network conﬁgurations. For instance, our
benchmarks may be used to evaluate performances in relay-
assisted QKD protocols such as MDI-QKD and variants56–58.
Related literature and other developments59–66 are discussed in
Supplementary Note 6.
For the lower bounds, we have employed classical composition
methods of the capacities, either based on the widest path pro-
blem or the maximum ﬂow, depending on the type of routing. In
general, these simple and classical lower bounds do not coincide
with the quantum upper bounds. However this is remarkably the
case for distillable networks, for which the ultimate quantum
communication performance can be completely reduced to the
resolution of classical problems of network information theory.
For these networks, widest path and maximum ﬂow determine
the quantum performance in terms of secret key generation,
entanglement distribution and transmission of quantum infor-
mation. In this way, we have been able to exactly establish the
various end-to-end capacities of distillable chains and networks
where the quantum systems are affected by the most fundamental
Table 1 Analytical formulas for the end-to-end capacities of distillable chains and networks
Chain fE ig – Repeater capacity
CðfE igÞ
Network N – Single-path
capacity CðN Þ
Network N – Multi-path capacity
CmðN Þ
Lossy channels (transmissivity η)  log2ð1mini ηiÞ  log2ð1 ηN Þ  log2 LN
Q-limited ampliﬁers (gain g)  log2 1 ðmax
i
giÞ1
 
 log2ð1 g1N Þ  log2 GN
Dephasing channels (probability p) 1 H2ðmax
i
piÞ 1 H2ðpN Þ min
C
P
ðx;yÞ2~C
1 H2ðpxyÞ
 
Erasure channels (probability p) 1max
i
pi 1 pN min
C
P
ðx;yÞ2~C
1 pxy
 
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noise models, including bosonic loss, which is the most important
for optical and telecom communications, quantum-limited
ampliﬁcation, dephasing and erasure. In particular, our results
also showed how the parallel or “broadband” use of a lossy
quantum network via multi-path routing may greatly improve the
end-to-end rates.
Methods
We present the main techniques that are needed to prove the results of our main
text. These methods are here provided for a more general entanglement measure
EM, and speciﬁcally apply to the REE. We consider a quantum network N under
single- or multi-path routing. In particular, a chain of quantum repeaters can be
treated as a single-route quantum network.
For the upper bounds, our methodology can be broken down in the following
steps: (i) Derivation of a general weak converse upper bound in terms of a suitable
entanglement measure (in particular, the REE); (ii) Simulation of the quantum
network, so that quantum channels are replaced by resource states; (iii) Stretching
of the network with respect to an entanglement cut, so that Alice and Bob’s shared
state has a simple decomposition in terms of resource states; (iv) Data processing,
subadditivity over tensor-products, and minimization over entanglement cuts.
These steps provide entanglement-based upper bounds for the end-to-end capa-
cities. For the lower bounds, we perform a suitable composition of the point-to-
point capacities of the single-link channels by means of the widest path and the
maximum ﬂow, depending on the routing. For the case of distillable quantum
networks (and chains), these lower bounds coincide with the upper bounds
expressed in terms of the REE.
General (weak converse) upper bound. This closely follows the derivation of the
corresponding point-to-point upper bound ﬁrst given in the second 2015 arXiv
version of ref. 15 and later reported as Theorem 2 in ref. 16. Consider an arbitrary
end-to-end ðn;Rεn; εÞ network protocol P (single- or multi-path). This outputs a
shared state ρnab for Alice and Bob after n uses, which is ε-close to a target private
state30,31 ϕn having nRεn secret bits, i.e., in trace norm we have ρ
n
ab  ϕn
		 		
1
 ε.
Consider now an entanglement measure EM which is normalized on the target
state, i.e.,
EMðϕnÞ  nRεn: ð35Þ
Assume that EM is continuous. This means that, for d-dimensional states ρ and
σ that are close in trace norm as ρ σk k1  ε, we may write
EMðρÞ  EMðσÞj j  gðεÞlog2d þ hðεÞ; ð36Þ
with the functions g and h converging to zero in ε. Assume also that EM is
monotonic under trace-preserving LOCCs Λ, so that
EM½ΛðρÞ  EMðρÞ; ð37Þ
a property which is also known as data processing inequality. Finally, assume that
EM is subadditive over tensor products, i.e.,
EMðρnÞ  nEMðρÞ: ð38Þ
All these properties are certainly satisﬁed by the REE ER and the squashed
entanglement (SQ) ESQ, with speciﬁc expressions for g and h (e.g., these expressions
are explicitly reported in Sec. VIII.A of ref. 16).
Using the ﬁrst two properties (normalization and continuity), we may write
Rεn 
EMðρnabÞ þ gðεÞ log2 d þ hðεÞ
n
; ð39Þ
where d is the dimension of the target private state. We know that this dimension is
at most exponential in the number of uses, i.e., log2 d  αnRεn for constant α (e.g.,
see ref. 15 or Lemma 1 in ref. 16). By replacing this dimensional bound in Eq. (39),
taking the limit for large n and small ε (weak converse), we derive
lim
ε
lim
n
Rεn  limn
EMðρnabÞ
n
: ð40Þ
Finally, we take the supremum over all protocols P so that we can write our
general upper bound for the end-to-end secret key capacity (SKC) of the network
E?MðN Þ :¼ supP
lim
n
EMðρnabÞ
n
: ð41Þ
In particular, this is an upper bound to the single-path SKC K if P are single-path
protocols, and to the multi-path SKC Km if P are multi-path (ﬂooding) protocols.
In the case of an inﬁnite-dimensional state ρnab , the proof can be repeated by
introducing a truncation trace-preserving LOCC T, so that δnab ¼ TðρnabÞ is a ﬁnite-
dimensional state. The proof is repeated for δnab and ﬁnally we use the data
processing EMðδnabÞ  EMðρnabÞ to write the same upper bound as in Eq. (41). This
follows the same steps of the proof given in the second 2015 arXiv version of ref. 15
and later reported as Theorem 2 in ref. 16. It is worth mentioning that Eq. (41) can
equivalently be proven without using the exponential growth of the private state,
i.e., using the steps of the third proof given in the Supplementary Note 3 of ref. 15.
Network simulation. Given a network N ¼ ðP;EÞ with generic point x 2 P and
edge ðx; yÞ 2 E, replace the generic channel Exy with a simulation over a resource
state σxy. This means to write ExyðρÞ ¼ T xyðρ σxyÞ for any input state ρ, by
resorting to a suitable trace-preserving LOCC T xy (this is always possible for any
quantum channel15). If we perform this operation for all the edges, we then deﬁne
the simulation of the network σðN Þ ¼ fσxygðx;yÞ2E where each channel is replaced
by a corresponding resource state. If the channels are bosonic, then the simulation is
typically asymptotic of the type ExyðρÞ ¼ limμ EμxyðρÞ where EμxyðρÞ ¼ T μxyðρ σμxyÞ
for some sequence of simulating LOCCs T μxy and sequence of resource states σμxy .
Here the parameter μ is usually connected with the energy of the resource state.
For instance, if Exy is a teleportation-covariant bosonic channel, then the resource
state σμxy is its quasi-Choi matrix σ
μ
Exy :¼ I  ExyðΦ
μÞ, with Φμ being a two-mode
squeezed vacuum state (TMSV) state9 whose parameter μ ¼ nþ 1=2 is related to
the mean number n of thermal photons. Similarly, the simulating LOCC T μxy is a
Braunstein-Kimble protocol67,68 where the ideal Bell detection is replaced by the
ﬁnite-energy projection onto α-displaced TMSV states DðαÞΦμDðαÞ, with D
being the phase-space displacement operator9.
Given an asymptotic simulation of a quantum channel, the associated
simulation error is correctly quantiﬁed by employing the energy-constrained
diamond distance15, which must go to zero in the limit, i.e.,
Exy  Eμxy
			 			
}N
!μ 0 for any finite N: ð42Þ
Recall that, for any two bosonic channels E and E0 , this quantity is deﬁned as
E  E0k k}N :¼ sup
ρAB2DN
IA  EðρABÞ  IA  E0ðρABÞ
		 		
1
; ð43Þ
where DN is the compact set of bipartite bosonic states with N mean number of
photons (see ref. 69 for a later and slightly different deﬁnition, where the constraint
is only on the B part). Thus, in general, if the network has bosonic channels, we
may write the asymptotic simulation σðN Þ ¼ limμ σμðN Þ where
σμðN Þ :¼ fσμxygðx;yÞ2E .
Stretching of the network. Once we simulate a network, the next step is its
stretching, which is the complete adaptive-to-block simpliﬁcation of its output state
(for the exact details of this procedure see Supplementary Note 3). As a result of
stretching, the n-use output state of the generic network protocol can be decom-
posed as
ρnab ¼ Λab ðx;yÞ2E σ
nxy
xy
 
; ð44Þ
where Λ represents a trace-preserving LOCC (which is local with respect to Alice
and Bob). The LOCC Λ includes all the adaptive LOCCs from the original protocol
besides the simulating LOCCs. In Eq. (44), the parameter nxy is the number of uses
of the edge (x, y), that we may always approximate to an integer for large n. We
have nxy ≤ n for single-path routing, and nxy = n for ﬂooding protocols in multi-
path routing.
In the presence of bosonic channels and asymptotic simulations, we modify Eq.
(44) into the approximate stretching
ρn;μab ¼ Λμab ðx;yÞ2E σ
μnxy
xy
 
; ð45Þ
which tends to the actual output ρnab for large μ. In fact, using a “peeling”
technique15,16 which exploits the triangle inequality and the monotonicity of the
trace distance under completely-positive trace-preserving maps, we may write the
following bound
ρnab  ρn;μab
		 		
1
 εμ :¼
X
ðx;yÞ2E
nxy Exy  Eμxy
			 			
}N
; ð46Þ
which goes to zero in μ for any ﬁnite input energy N , ﬁnite number of uses n of the
protocol, and ﬁnite number of edges |E| in the network (the explicit steps of the
proof can be found in Supplementary Note 3).
Stretching with respect to entanglement cuts. The decomposition of the output
state can be greatly simpliﬁed by introducing cuts in the network. In particular, we
may drastically reduce the number of resource states in its representation. Given a
cut C of N with cut-set ~C, we may in fact stretch the network with respect to that
speciﬁc cut (see again Supplementary Note 3 for exact details of the procedure). In
this way, we may write
ρnabðCÞ ¼ Λab ðx;yÞ2~C
σ
nxy
xy
" #
; ð47Þ
where Λab is a trace-preserving LOCC with respect to Alice and Bob (differently
from before, this LOCC now depends on the cut C, but we prefer not to complicate
the notation). Similarly, in the presence of bosonic channels, we may consider the
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approximate decomposition
ρn;μab ðCÞ ¼ Λμab ðx;yÞ2~C
σ
μnxy
xy
" #
; ð48Þ
which converges in trace distance to ρnabðCÞ for large μ.
Data processing and subadditivity. Let us combine the stretching in Eq. (47) with
two basic properties of the entanglement measure EM. The ﬁrst property is the
monotonicity of EM under trace-preserving LOCCs; the second property is the
subadditivity of EM over tensor-product states. Using these properties, we can
simplify the general upper bound of Eq. (41) into a simple and computable single-
letter quantity. In fact, for any cut C of the network N , we write
EM½ρnabðCÞ  EM ðx;yÞ2~C
σ
nxy
xy
" #
ð49Þ

X
ðx;yÞ2~C
nxyEMðσxyÞ; ð50Þ
where Λab has disappeared. Let us introduce the probability of using the generic
edge (x, y)
pxy :¼ limn
nxy
n
; ð51Þ
so that we may write the limit
lim
n
EM½ρnabðCÞ
n

X
ðx;yÞ2~C
pxyEMðσxyÞ: ð52Þ
Using the latter in Eq. (41) allows us to write the following bound, for any cut C
E?MðN Þ  E?MðN ;CÞ :¼ sup
fpxyg
X
ðx;yÞ2~C
pxyEMðσxyÞ: ð53Þ
In the case of bosonic channels and asymptotic simulations, we may use the
triangle inequality
ρn;μab  ϕn
		 		
1
 ρn;μab  ρnab
		 		
1
þ jρnab  ϕn
		 		
1
 εμ þ ε :¼ Σμ!0: ð54Þ
Then, we may repeat the derivations around Eqs. (39)–(41) for ρn;μab instead of ρ
n
ab ,
where we also include the use of a suitable truncation of the states via a trace-
preserving LOCC T (see also Sec. VIII.D of ref. 16 for a similar approach in the
point-to-point case). This leads to the μ-dependent upper-bound
E?MðN ; μÞ :¼ supP
lim
n
EMðρn;μab Þ
n
: ð55Þ
Because this is valid for any μ, we may conservatively take the inferior limit in μ
and consider the upper bound
E?MðN Þ :¼ lim infμ E
?
MðN ; μÞ: ð56Þ
Finally, by introducing the stretching of Eq. (48) with respect to an
entanglement cut C, and using the monotonicity and subadditivity of EM with
respect to the decomposition of ρn;μab ðCÞ, we may repeat the previous reasonings and
write
E?MðN Þ  E?MðN ;CÞ :¼ sup
fpxyg
X
ðx;yÞ2~C
pxy lim infμ
EMðσμxyÞ
 
; ð57Þ
which is a direct extension of the bound in Eq. (53).
We may formulate both Eqs. (53) and (57) in a compact way if we deﬁne the
entanglement measure EM over an asymptotic state σ :¼ limμ σμ as
EMðσÞ :¼ lim infμ EMðσ
μÞ: ð58Þ
It is clear that, for a physical (non-asymptotic) state, we have the trivial sequence σμ
= σ for any μ, so that Eq. (58) provides the standard deﬁnition. In the speciﬁc case
of REE, we may write
ERðσÞ ¼ lim infμ ERðσ
μÞ ¼ inf
γμ
lim inf
μ
SðσμjjγμÞ; ð59Þ
where γμ is a sequence of separable states that converges in trace norm; this means
that there exists a separable state γ such that γμ  γk k1!
μ
0. Employing the
extended deﬁnition of Eq. (58), we may write Eq. (53) for both non-asymptotic σxy
and asymptotic states σxy :¼ limμ σμxy .
Minimum entanglement cut and upper bounds. By minimizing Eq. (53) over all
possible cuts of the network, we ﬁnd the tightest upper bound, i.e.,
E?MðN Þ  minC E
?
MðN ;CÞ: ð60Þ
Let us now specify this formula for different types of routing. For single-path
routing, we have pxy  1, so that we may use
sup
fpxyg
X
ðx;yÞ2~C
pxyð  Þ  maxðx;yÞ2~Cð  Þ; ð61Þ
in Eq. (53). Therefore, we derive the following upper bound for the single-path
SKC
KðN Þ  min
C
EMðCÞ; ð62Þ
where we introduce the single-edge ﬂow of entanglement through the cut
EMðCÞ :¼ maxðx;yÞ2~C EMðσxyÞ: ð63Þ
In particular, we may specify this result to a single chain of N points and N + 1
channels fEig with resource states {σi}. This is a quantum network with a single
route, so that the cuts can be labeled by i and the cut-sets are just composed of a
single edge. Therefore, Eqs. (62) and (63) become
KðfEigÞ  mini EMðσ iÞ: ð64Þ
For multi-path routing, we have pxy = 1 (ﬂooding), so that we may simplify
sup
fpxyg
X
ðx;yÞ2~C
pxyð  Þ ¼
X
ðx;yÞ2~C
ð  Þ; ð65Þ
in Eq. (53). Therefore, we can write the following upper bound for the multi-path
SKC
KmðN Þ  min
C
EmMðCÞ; ð66Þ
where we introduce the multi-edge ﬂow of entanglement through the cut
EmMðCÞ :¼
X
ðx;yÞ2~C
EMðσxyÞ: ð67Þ
In these results, the deﬁnition of EM(σxy) is implicitly meant to be extended to
asymptotic states, according to Eq. (58). Then, note that the tightest values of the
upper bounds are achieved by extending the minimization to all network
simulations σðN Þ, i.e., by enforcing minC ! minσðN Þ minC in Eqs. (62) and (66).
Specifying Eqs. (62), (64), and (66) to the REE, we get the single-letter upper
bounds
CðfEigÞ  KðfEigÞ  mini ERðσiÞ; ð68Þ
CðN Þ  KðN Þ  min
C
ERðCÞ; ð69Þ
CmðN Þ  KmðN Þ  min
C
EmR ðCÞ; ð70Þ
which are Eqs. (4), (11) and (17) of the main text. The proofs of these upper
bounds in terms of the REE can equivalently be done following the “converse part”
derivations in Supplementary Note 1 (for chains), Supplementary Note 4 (for
networks under single-path routing), and Supplementary Note 5 (for networks
under multi-path routing). Differently from what presented in this Methods
section, such proofs exploit the lower semi-continuity of the quantum relative
entropy8 in order to deal with asymptotic simulations (e.g., for bosonic channels).
Lower bounds. To derive lower bounds we combine the known results on two-way
assisted capacities15 with classical results in network information theory. Consider
the generic two-way assisted capacity Cxy of the channel Exy (in particular, this can
be either D2 = Q2 or K). Then, using the cut property of the widest path (Sup-
plementary Note 4), we derive the following achievable rate for the generic single-
path capacity of the network N
CðN Þ  min
C
max
ðx;yÞ2~C
Cxy : ð71Þ
For a chain fE ig, this simply speciﬁes to
CðfEigÞ  mini CðE iÞ: ð72Þ
Using the classical max-ﬂow min-cut theorem (Supplementary Note 5), we derive
the following achievable rate for the generic multi-path capacity of N
CmðN Þ  min
C
X
ðx;yÞ2~C
Cxy : ð73Þ
Simpliﬁcations for teleportation-covariant and distillable networks. Recall that
a quantum channel E is said to be teleportation-covariant15 when, for any tele-
portation unitary U (Weyl-Pauli operator in ﬁnite dimension or phase-space dis-
placement in inﬁnite dimension), we have
EðUρUyÞ ¼ VEðρÞVy; ð74Þ
for some (generally-different) unitary transformation V. In this case the quantum
channel can be simulated by applying teleportation over its Choi matrix
σE :¼ I  EðΦÞ, where Φ is a maximally-entangled state. Similarly, if the
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teleportation-covariant channel is bosonic, we can write an approximate simulation
by teleporting over the quasi-Choi matrix σμE :¼ I  EðΦμÞ, where Φμ is a TMSV
state. For a network of teleportation-covariant channels, we therefore use tele-
portation to simulate the network, so that the resource states in the upper bounds
of Eqs. (68)–(70) are Choi matrices (physical or asymptotic). In other words, we
write the sandwich relations
min
i
CðEiÞ  CðfEigÞ  mini ERðσEi Þ; ð75Þ
min
C
max
ðx;yÞ2~C
Cxy  CðN Þ  minC maxðx;yÞ2~C ERðσExy Þ; ð76Þ
min
C
X
ðx;yÞ2~C
Cxy  CmðN Þ  minC
X
ðx;yÞ2~C
ERðσExy Þ; ð77Þ
with the REE taking the form of Eq. (59) on an asymptotic Choi matrix
σExy :¼ limμ σ
μ
Exy .
As a speciﬁc case, consider a quantum channel which is not only teleportation-
covariant but also distillable, so that it satisﬁes15
CðEÞ ¼ ERðσEÞ ¼ D1ðσEÞ; ð78Þ
where D1ðσEÞ is the one-way distillability of the Choi matrix σE (with a suitable
asymptotic expression for bosonic Choi matrices15). If a network (or a chain) is
composed of these channels, then the relations in Eqs. (75)–(77) collapse and we
fully determine the capacities
CðfEigÞ ¼ mini ERðσEi Þ; ð79Þ
CðN Þ ¼ min
C
max
ðx;yÞ2~C
ERðσExy Þ; ð80Þ
CmðN Þ ¼ min
C
X
ðx;yÞ2~C
ERðσExy Þ: ð81Þ
These capacities correspond to Eqs. (7), (14), and (19) of the main text. They are
explicitly computed for chains and networks composed of lossy channels,
quantum-limited ampliﬁers, dephasing and erasure channels in Table 1 of the
main text.
Regularizations and other measures. It is worth noticing that some of the pre-
vious formulas can be re-formulated by using the regularization of the entangle-
ment measure, i.e.,
E1M ðσÞ :¼ limn
EMðσnÞ
n
: ð82Þ
In fact, let us go back to the ﬁrst upper bound in Eq. (49), which implies
EM½ρnabðCÞ 
X
ðx;yÞ2~C
EMðσ
nxy
xy Þ: ð83Þ
For a network under multi-path routing we have nxy ¼ n, so that we may write
lim
n
EM½ρnabðCÞ
n

X
ðx;yÞ2~C
E1M ðσxyÞ: ð84Þ
By repeating previous steps, the latter equation implies the upper bound
KmðN Þ  min
C
X
ðx;yÞ2~C
E1M ðσxyÞ; ð85Þ
which is generally tighter than the result in Eqs. (66) and (67). The same reg-
ularization can be written for a chain fEig, which can also be seen as a single-route
network satisfying the ﬂooding condition nxy ¼ n. Therefore, starting from the
condition of Eq. (83) with nxy ¼ n, we may write
KðfEigÞ  mini E
1
M ðσ iÞ; ð86Þ
which is generally tighter than the result in Eq. (64). These regularizations are
important for the REE, but not for the squashed entanglement which is known to
be additive over tensor-products, so that E1SQðσÞ ¼ ESQðσÞ.
Another extension is related to the use of the relative entropy distance with
respect to partial-positive-transpose (PPT) states. This quantity can be denoted by
RPPT and is deﬁned by31
EP σð Þ :¼ inf
γ2PPT
SðσjjγÞ; ð87Þ
with an asymptotic extension similar to Eq. (59) but in terms of converging
sequences of PPT states γμ . The RPPT is tighter than the REE but does not provide
an upper bound to the distillable key of a state, but rather to its distillable
entanglement. This means that it has normalization EP φ
nð Þ  nRn on a target
maximally-entangled state φn with nRn ebits.
The RPPT is known to be monotonic under the action of PPT operations (and
therefore LOCCs); it is continuous and subadditive over tensor-product states.
Therefore, we may repeat the derivation that leads to Eq. (41) but with respect to
protocols P of entanglement distribution. This means that we can write
Q2ðN Þ ¼ D2ðN Þ  E?PðN Þ :¼ supP
lim
n
EPðρnabÞ
n
: ð88Þ
Using the decomposition of the output state ρnab as in Eqs. (47) and (48), and
repeating previous steps, we may ﬁnally write
D2ðfEigÞ  mini E
1
P ðσ iÞ  mini EPðσ iÞ;
for a chain fEig with resource states fσ ig, and
D2ðN Þ  minC maxðx;yÞ2~C EPðσxyÞ; ð89Þ
Dm2 ðN Þ  minC
X
ðx;yÞ2~C
E1P ðσxyÞ  minC
X
ðx;yÞ2~C
EPðσxyÞ; ð90Þ
for the single- and multi-path entanglement distribution capacities of a quantum
network N with resource states σðN Þ ¼ fσxygðx;yÞ2E .
Data availability
All data in this paper can be reproduced by using the methodology described.
Code availability
Code is available upon reasonable request to the author.
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