Consider the following hat guessing game: n players are placed on n vertices of a graph, each wearing a hat whose color is arbitrarily chosen from a set of q possible colors. Each player can see the hat colors of his neighbors, but not his own hat color. All of the players are asked to guess their own hat colors simultaneously, according to a predetermined guessing strategy and the hat colors they see, where no communication between them is allowed. Given a graph G, its hat guessing number HG(G) is the largest integer q such that there exists a guessing strategy guaranteeing at least one correct guess for any hat assignment of q possible colors.
I. INTRODUCTION
Hat guessing problems are interesting recreational mathematical puzzles that have attracted a lot of attention throughout the years. A classical variant [1] , [2] involves n ≥ 2 players, each wearing a hat in q ≥ 2 possible colors assigned to it by an adversary. Each player sees the hat colors of all the other players, but not his own, and based on this information he makes a guess on his own hat color. The goal of the players is to ensure that at least one player will make a correct guess, regardless of the hat assignment by the adversary. The players are allowed to communicate and pick a guessing strategy only before the hats are assigned, and no communication is allowed afterwards. Once all the players made their guesses, the adversary verifies whether there was a player who guessed correctly, and if so, we say that the players win.
With the above rules in mind, the puzzle asks what is the maximum number of hat colors q for which the players have a winning guessing strategy. Perhaps surprisingly, the answer to this question is q = n. Indeed, number the players and the hat colors with the numbers 0, 1 . . . , n − 1, and let player i guess that his color is the unique color for which the sum of all the hat colors (including his hat color) modulo n is i. It is not hard to verify that exactly one of the players guesses correctly, regardless of the coloring assigned by the adversary.
A natural generalization of the above puzzle asks the same question but assumes that each player can only see some subset of the other players' hat colors. This generalization, which is the problem considered in this paper, was first presented by Butler et al. [3] and further investigated in a line of other works [4] - [6] . A formal definition of the problem is as follows. Let G be a simple graph on n vertices {v 1 , . . . , v n }, and let Q be a finite set of q colors. The n vertices of the graph are identified with the n players, where each is assigned arbitrarily with a hat colored with one of the colors in Q. A player can only see the hat colors of his neighbors, i.e., player i sees the hat color of player j if and only if v i is connected to v j in G. After all of the players agreed on a guessing strategy, they are asked to guess their own hat colors simultaneously, and no communication of any sort is allowed at this point. The goal of the players is to ensure that at least one player guesses his hat color correctly.
The hat guessing problem is completely defined by the graph G which is called the sight graph. For a given graph G, its hat guessing number HG(G), as defined by Farnik [7] , is the largest positive integer q such that there exists a winning guessing strategy for the players. If HG(G) ≥ q, G is also called q-solvable by Gadouleau and Georgiou [5] . In general, the sight graph G may be directed; a directed edge v i → v j represents that player i can see the hat color of player j. Due to space limitations we will not consider the hat guessing number for directed graphs, instead we refer the interested reader to the full version of the paper [8] . Moreover, we do not distinguish between the vertices and the players. The color of a vertex and its guessing strategy refer to the hat color of the corresponding player and his guessing strategy.
In the literature there are only a few graphs whose hat guessing numbers have been determined precisely. Below we list all of them. For the complete graph K n we have HG(K n ) = n [1]. Butler et al. [3] showed that all trees are not 3-solvable, implying HG(T ) = 2 for any tree T . Szczechla [6] showed that a cycle of length n is 3-solvable if and only if n = 4 or is a multiple of 3, and that all cycles are not 4solvable. The main results of this paper are stated as follows.
A. Complete multipartite graphs
Let H be a subgraph of a graph G; it is clear that HG(H) ≤ HG(G). Since complete graphs have large hat guessing numbers, it follows that graphs which contain large cliques as subgraphs also have large hat guessing numbers. It is thus an interesting question to ask whether the clique number of G, which is the number of vertices in a maximum complete subgraph in G, determines its hat guessing number. In other words, how large can HG(G) be if its clique number is bounded from above by a constant. In [3] it was shown that the complete bipartite graph K q−1,−1 is q-solvable, implying that for large n, HG(K n,n ) = Ω(log log n), while the clique number is clearly 2. The value of HG(K n,n ) was further considered in [5] , where it was shown that Ω(log n) = HG(K n,n ) ≤ n + 1. Following these results it is natural to consider the question below, which is originally posed in [3] .
Question I.1. Does there exist a constant α > 0 independent of n, such that HG(K n,n ) ≥ n α for sufficiently large n?
We answer this question affirmatively in the following generalized sense.
Theorem I.2. For integers r ≥ 2, q ≥ 2, let K m,...,m,n be the complete r-partite graph in which there are r − 1 vertex parts of size m and one vertex part of size n. Then there exists a constant c not depending on q such that for m = (2q ln q) which implies that for sufficiently large n, HG(K n,...,n ) ≥ n r−1 r −o(1) , where K n,...,n is the complete r-partite graph of equal part size n.
Instead of presenting the full proof of Theorem I.2, we will only prove the following special case of it. Proposition I.3. (i) There exists a constant c 1 not depending on q such that HG(K q−1,c1e1.5 ln q ) ≥ q.
(ii) There exists a constant c 2 not depending on q such that
We note that to prove Proposition I.3 we design a guessing strategy which is based on a combinatorial construction related to the zero-error list-decoding code for the q/(q − 1) channel. By combining [5] and Proposition I.3 (ii) we have that Ω(n 
B. Linear hat guessing numbers
If q, the number of possible hat colors, is a prime power, then the guessing strategies of the vertices can be viewed as multivariate polynomials over the finite field F q , where we identify Q with F q . In such a scenario we would like to understand how the hat guessing number depends on the complexity of the multivariate polynomials being used. In particular, how it is affected if one restricts the degree of the multivariate polynomials to be bounded from above by some constant. The most simple and yet nontrivial case to be considered is when the multivariate polynomials are linear. A guessing strategy of G is called linear if the guessing function of each vertex is an affine function of the colors of its neighbors. Furthermore, the linear hat guessing number HG lin (G) is the largest prime power q for which the graph G is q-solvable by a linear guessing strategy. We say that G is linearly q-solvable if there exists a linear guessing strategy for G over F q .
It is worth noting that if p < q are two integers, the condition that G is q-solvable implies that G is also p-solvable. However, this does not follows automatically in the case of linear solvability, i.e., if G is linearly q-solvable it does not necessarily imply that it is also linearly p-solvable (assuming p and q are prime powers). Clearly this follows if q is a power of p, and therefore F q contains F p as a subfield, but this implication does not follow generally. In fact it is of interest to construct a graph which is linearly q-solvable, but is not linearly p-solvable for p < q.
In [8] we present upper bonds on the linear hat guessing numbers of several graph families, including cycles, complete bipartite graphs, degenerate graphs and graphs with bounded minimum rank. However here we only prove some of the results which we find most significant. For the remaining results see [8] .
Theorem I.4. The complete bipartite graph K n,n is not linearly q-solvable for any proper prime power q.
Note that a prime power is called proper if it is not a prime. Theorem I.2 shows that for sufficiently large n, HG(K n,n ) = Ω(n 1 2 −o(1) ), however Theorem I.4 shows that linear guessing strategies are significantly less powerful, conditioned on the underlying field having proper prime size, thus exhibiting a major conditional separation between linear and non-linear guessing strategies.
The proof of Theorem I.4 relies on a result of Alon and Tarsi [9] (see Lemma V.1 below), which is only known to hold for finite fields of a proper prime power order, but is conjectured in [9] to hold for any prime power q ≥ 4. If indeed the conjecture holds, then it would imply that Theorem I.4 holds for any prime power q ≥ 4. Note that this cannot be further improved, since C 4 = K 2,2 is linearly 3-solvable (see Example 6.3 in the full version [8] ).
C. Hat guessing number and other graph parameters
In order to improve the understanding of HG(G), it is natural to try to relate it to other graph parameters of G. The maximum/minimum degree and the degeneracy are among the most basic parameters of a graph. Therefore, we would like to understand how these parameters affect the hat guessing number, by answering the following questions.
and f 3 (δ) tends to infinity when δ tends to infinity.
Currently, only f 1 is known to exist, namely HG(G) < e∆ [7] . In [8] we obtain some results which can be viewed as attempts toward providing an answer to Problem I.5 (ii). It would be very interesting to answer Problems (ii) or (iii) in the full generality.
II. RELATED WORK Hat guessing problems have attracted increasing attention and found many applications and connections to several seemingly unrelated research areas, such as coding theory [10] , auctions [11] , network coding [12] , [13] and finite dynamical systems [4] .
The phenomena, exhibited in Proposition I.3 and Theorem I.4, that nonlinear encoding functions (operations) can outperform linear ones is known to exist in Information Theory and Communication Complexity, however explicit examples for it are rather sporadic. We list two of them. In the context of Index Coding [14] , Lubetzky and Stav [15] showed that nonlinear encoding functions can significantly outperform the optimal linear encoding function. Recently, Alon, Efremenko and Sudakov [16] showed that testing equality among bit strings over communication graphs can be done much more efficiently using nonlinear functions than by restricting to linear ones.
III. PRELIMINARIES A. Notation
Throughout the paper G is a graph with the vertex set V (G) = {v 1 , . . . , v n } and the edge set E(G). For a positive integer q let [q] = {1, . . . , q}, and we view the set of possible colors as Q = [q]. For linear guessing strategies, we assume that q is a prime power and Q is the finite field F q .
The set of colors assigned to the vertices of G is represented by a vector x of length n, x = (x 1 , . . . , x n ) ∈ [q] n , where x i is the color assigned to v i . For a subset S ⊆ V (G) of vertices, χ(S) denotes the colors assigned to the vertices in S; that is,
is the restriction of x to coordinates i with v i ∈ S. If the coloring x ∈ [q] n and the guessing strategies are understood from the context, we write φ(S) = 1 if at least one of the vertices in S guesses correctly, otherwise we write φ(S) = 0.
The guessing strategy of v i is a function f i , whose variables are the colors assigned to the neighbors of v i . Consequently, we can write
where v i1 , . . . , v i d i are the neighbors of v i . One can easily see that a vertex v i guesses its color correctly if and only if x i − f i = 0, and f := (f 1 , . . . , f n ) forms a proper guessing strategy for G if and only if the function
vanishes on Q n , where for Q = [q], f i is an R-valued function with d i variables, and for a prime power q and Q = F q , f i is an F q -valued function with d i variables.
B. The Hamming ball condition for bipartite graphs
For a positive integer m and x, y ∈ [q] m , the Hamming distance between x, y is the number of coordinates in which they differ, i.e., In the proofs we will make use of the following simple but useful observation. For any a ∈ [q] m and x ∈ B m−1 (a), x and a agree on at least one coordinate, i.e., there exists an i such that a i = x i .
Next we design a guessing strategy for complete bipartite graphs based on this observation. Consider the complete bipartite graph K m,n with left part V L = {u 1 , . . . , u m } and right part V R = {v 1 , . . . , v n }. The following lemma, which is a special case of a more general result introduced in [5] , provides a sufficient condition for the solvability of complete bipartite graphs.
Lemma III.1 (The Hamming ball condition, see Section 2, [5] ). K m,n is q-solvable if there is a guessing strategy for the vertices of V R which satisfies the following property. For any coloring χ(V R ) = y ∈ [q] n of the right part, the set
is contained in a Hamming ball B m−1 (a y ) for some a y ∈ [q] m . Proof: Assume that there exists a guessing strategy for V R which satisfies the above property. Next, we design a guessing strategy for V L . If χ(V R ) = y, then u i (which is the ith vertex of V L ) guesses its color to be a y i . If φ(V R ) = 1 we are done, otherwise φ(V R ) = 0 and χ(V L ) ∈ C y ⊆ B m−1 (a y ). Therefore at least one vertex in V L must guess correctly as
In order to apply Lemma III.1 we should identify sufficient conditions for which a set of vectors of [q] m is contained in a Hamming ball of radius m − 1. Intuitively, if the set is small enough then it is clear that it should be contained in a Hamming ball of small radius. For example, any set In order to make sure that |C y | is small for any coloring χ(V R ) = y, next we introduce the concept of saturated matrices.
C. Matrices and guessing strategies
Given a guessing strategy for the vertices of V R , we represent it by a matrix as follows. Let A be an n × q m qary matrix, whose rows and columns are indexed by the n vertices of V R and the q m different possible colorings of V L , respectively. A i,x , the entry of A in row v i ∈ V R and column x ∈ [q] m , is the guess of v i given the coloring χ(V L ) = x.
Next we introduce a matrix property which is sufficient for the condition of Lemma III.1 to hold. An n × l q-ary matrix M is called t-saturated if for any set T ⊆ [l] of t columns, there exists at least one row r such that the restriction of M to row r and columns in T is onto [q], i.e.,
Notice that t-saturated matrices exist only if t ≥ q. In the literature, the rows of a t-saturated matrix is known as a (l, q, t)-family [17] and in particular, for t = q such a family is called a t-perfect hash family [18] . Since in this paper the guessing strategies are frequently represented in the matrix form, for convenience we simply view these families as matrices. In Information Theory the columns of a t-saturated matrix were used to construct the zero-error list-decoding code for the q/(q − 1) channel with list size t − 1 [17] , [19] .
The following lemma shows the existence of saturated matrices. In the next section these matrices will be used to construct guessing strategies for complete bipartite graphs.
Lemma III.3 ( [17], [18] , see also Appendix A [8] for the proofs). Let n, l, q be integers, then (i) an n × l q-ary q-saturated matrix (q-perfect hash family) exists for
(ii) for t ≥ q ln q, an n × l q-ary t-saturated matrix ((l, q, t)family) exists for
n t−1 .
D. Linear guessing strategies
As before, let G be a graph on n vertices and let x ∈ F n q be the coloring assigned to its vertices. A linear guessing strategy for vertex v i is an affine function of the form f i (x) = j∈Ni a i,j x j + b i , where N i ⊆ [n] is the set of indices of the neighbors of v i , and a i,j , b i ∈ F q . Namely, v i guesses its color to be j∈Ni a i,j x j + b i . The adjacency matrix A G of G is an n × n binary matrix such that for 1 ≤ i ≤ n, A G i,i = 0; for 1 ≤ i = j ≤ n, A G i,j = 1 if v i , v j are connected, and A G i,j = 0 otherwise. Any linear guessing strategy has a natural matrix representation which is closely related to A G as follows. For 1 ≤ i ≤ n, let A i = (A i 1 , . . . , A i n ) ∈ F n q be the vector satisfying A i i = 1, A i j = −a i,j for j ∈ N i , and A i j = 0 for j ∈ [n] \ ({i} ∪ N i ). Then, v i guesses correctly if and only if A i , x = b i , where · is the standard inner product between vectors. Let b = (b 1 , . . . , b n ) t and A be the n × n matrix whose ith row is the vector A i for 1 ≤ i ≤ n. The pair (A, b) is called the matrix representation of the linear guessing strategy. The above observation is summarized as the following lemma.
Lemma III.4. Any linear guessing strategy for G on the finite field F q can be represented by a pair (A, b) , where A ∈ F n×n
i,j = 0 and 1 ≤ i = j ≤ n; (iii) each vertex v i guesses that its color satisfies the equation
IV. PROOF OF PROPOSITION I.3
Consider the complete bipartite graph K m,n with vertex parts V L = {u 1 , . . . , u m } and V R = {v 1 , . . . , v n }. Our goal is to design a guessing strategy for the vertices of V R which satisfies the condition of Lemma III.1. The following lemma shows that t-saturated matrices are sufficient for this purpose.
Lemma IV.1. If there exists an n × q m q-ary (m + 1)saturated matrix A, then the complete bipartite graph K m,n is q-solvable.
Proof: Given an n×q m q-ary (m+1)-saturated matrix A, index its rows and columns by the vertices of V R and the q m possible colorings of V L , respectively. The guess of v i given coloring χ(V L ) = x is A i,x . Next, recall that for a coloring χ(V R ) = y we define
We have the following claim.
Claim IV.2. For any coloring y ∈ [q] n assigned to V R , we have that |C y | ≤ m.
Assume the claim is correct, then by Lemma III.2 C y is contained in a Hamming ball of radius m − 1 centered at some a y ∈ [q] m , and by Lemma III.1 K m,n is q-solvable.
It remains to prove Claim IV.2. Assume to the contrary that there exists y ∈ [q] n with |C y | ≥ m + 1.
. Therefore, vertex v guesses its color correctly for at least one of the colorings in C y , which contradicts the definition of C y .
Combining Lemma III.3 and Lemma IV.1 we are ready to prove Proposition I.3.
Proof of Proposition I.3: The first statement applies Lemma III.3 (i) and Lemma IV.1 with n = c 1 e1.5 log q, l =−1 and m = q − 1 for some constant c 1 . For the second statement one applies Lemma III.3 (ii) and Lemma IV.1 with n = c 2 q 2 (ln q) 2 , l = q m , m = 2q ln q and t = m + 1 for some constant c 2 . We omit the computations.
For large enough q, Proposition I.3 (i) improves on the known result HG(K q−1,(q−1) q−1 ) ≥ q [5] . For large enough n, Proposition I.3 (ii) implies that asymptotically HG(K n,n ) ≥ n 1 2 −o (1) , which provides a positive answer to Question I.1.
V. PROOF OF THEOREM I.4
To prove Theorem I.4, we need a lemma given in [9] .
Lemma V.1 (see Proposition 1, [9] ). Let A be a nonsingular n × n matrix over F q , where q ≥ 4 is a proper prime power with characteristic p. Let S 1 , . . . , S n ⊆ F q be arbitrary subsets, each of cardinality p, and let s = (s 1 , . . . , s n ) be an arbitrary vector of F n q . Then there exists a vector x = (x 1 , . . . , x n ) ∈ S 1 × · · · × S n such that d(Ax, s) = n.
Indeed, we will make use of the following simple consequence of Lemma V.1.
Lemma V.2. For positive integers m ≤ n, let A be an m × n matrix over F q with full row rank, where q ≥ 4 is a proper prime power with characteristic p. Let S 1 , . . . , S n ⊆ F q be arbitrary subsets, each of cardinality p, and let s = (s 1 , . . . , s m ) be an arbitrary vector of F m q . Then there exists a vector x = (x 1 , . . . , x n ) ∈ S 1 × · · · × S n such that d(A x, s) = m.
Proof: Complete A to a nonsingular n × n matrix A and choose s n−m+1 , . . . , s n ∈ F q arbitrarily. Then the result follows easily from Lemma V.1.
Proof of Theorem I.4: Let V L and V R be the left and right vertex parts of the graph, respectively. Let χ(V L ) = x = (x 1 , x 2 , . . . , x n ) and χ(V R ) = y = (y 1 , y 2 , . . . , y n ), where x, y ∈ F n q . By Lemma III.4, the linear guessing strategy of K n,n can be represented by the following 2 × 2 block matrix A = I n B C I n , and the vector (b, c),
where I n is the n×n identity matrix, B, C are n×n matrices, and b, c ∈ F n q . K n,n is not linearly q-solvable if and only if there exist color assignments x, y ∈ F n q such that d A · x y , (b, c) t = n, or equivalently for i = 1, . . . , n
where B i and C i are the ith rows of B and C, respectively. Define 2n linear forms z i in the variables x i , y i as follows z i = x i + B i , y i = 1, . . . , n y i−n + C i−n , x i = n + 1, . . . , 2n,
and note that {z 1 , . . . , z n } and {z n+1 , . . . , z 2n } are two sets of linearly independent forms. Complete the first n forms to a basis z 1 , z 2 , . . . , z n , z n+1 , . . . , z n+k of these 2n forms, where we assume without loss of generality that the first n + k forms among z 1 , . . . , z 2n form such a basis. Notice that possibly k = 0. The remaining n − k forms z i for i ∈ {n + k + 1, . . . , 2n} are linearly independent, and each of them is a linear combination of the first n + k forms. Let A be the (n − k) × (n + k) coefficient matrix of these n − k forms, i.e., A · (z 1 , . . . , z n+k ) t = (z n+k+1 , . . . , z 2n ). Applying Lemma V.2 with A , s i = c k+i for i = 1, . . . , n − k, and S j being an arbitrary p-subset of F q \ {b j } for j = 1, . . . , n and of F q \ {c j−n } for j = n + 1, . . . , n + k (such S j 's do exist since q is a proper prime power of p), it follows that there exist z 1 , . . . , z n+k ∈ F q such that z j = b j for 1 ≤ j ≤ n, z j = c j−n for n + 1 ≤ j ≤ n + k and d A · (z 1 , . . . , z n+k ) t , (c k+1 , . . . , c n ) t = n − k. (4) The result follows directly from (2), (3) and (4).
