Cost efficiency is a key aspect in deploying distributed service in networks within decentralized service delivery architectures. In this paper, we address this aspect from an optimization and algorithmic standpoint. The research deals with the placement of service components to network sites, where the performance metric is the cost for acquiring components between the sites. The resulting optimization problem, which we refer to as the k-Component Multisite Placement Problem, is applicable to service distribution in a wide range of communication networking scenarios. We provide a theoretical analysis of the problem's computational complexity, and develop an integer programming model for providing reference results for performance benchmarking. On the algorithmic side, we present four approaches: an algorithm with approximation guarantee and three heuristics algorithms. The first heuristic is derived from graph theory on domatic partition. The second heuristic, built on intuition, admits distributed computation. The third heuristic emphasizes on fairness in cost distribution among the sites. We report simulation results for sets of networks where cost is represented by round-trip time (RTT) originating from real measurements. For small networks, the integer model is used to study algorithm performance in terms of optimality. Large networks are used to compare the al- * Corresponding author
Introduction
In the age of cloud computing, a service provider ensures the massive and fast delivery of its service by replicating it on a large set of sites (servers, datacenters, etc.). For example, more than 30 data-centers are used by the Google search engine [1] . The platforms for deploying web-based services such as Amazon Elastic Computing Cloud (EC2) [2] and Microsoft Azure [3] use also this horizontal scaling approach based on a high number of cheap commodity servers to provide scalability to the service providers. In the case of popular services like Facebook or Twitter, whose size is in the order of hundreds of Terabytes, the service is not fully replicated on every site. Instead, the idea is to partition the service (data and links among data) into smaller components, and then to locate the components on distinct sites [4] . The principle of such Distributed Virtualized Data-Centers is detailed in [5] . In online social networking, the service is randomly partitioned using a Distributed Hash Table ( DHT). The number of partitions and the number of sites are industrial choices of the service provider.
In the meantime, several concurrent studies have recently called for an even more decentralized approach of horizontal scaling [6, 7, 8, 9, 10] . The motivation comes from the observation that large-scale data-centers are difficult to manage [9, 11] . Hence, some works have claimed that significant gains can be obtained from an architecture consisting of a larger set of sites, whose size ranges from container-sized data-centers to set-top-boxes [6, 12] . In this context, even small-size services need to be partitioned and deployed over multiple sites.
In this paper, we address from an optimization standpoint the problem of locating a set of service components on a set of sites managed by a service provider. In general terms, we consider a service composed by k distinct components hosted by n sites, where n can be large. We focus on the management of distant sites in a context where the network distance between them is the prevalent issue. As our subsequent discussions will frequently rely on graph terminology, the terms, site, node, and vertex will be used interchangeably. For simplicity, we assume that each site can host only one component. We remark however that a site being able to physically host multiple components can be modeled as several distinct sites at the same location. All sites act as front-end servers to clients. That is, every site receives and treats the requests of some of the clients. It is possible that the component hosted by the site is enough to give a response, but, more probably, the other service components have to be reached. We consider that the service has been randomly partitioned, which is the strategy currently used by most service providers, e.g. Facebook [13] , so each site will uniformly access the k − 1 components that they do not have.
Our goal is to minimize the overall network cost for accessing the remote components. The network cost for any pair of sites i and j is a generic notion that may include the number of Autonomous Systems traversed by a packet from i to j, the round-trip delay time or the ecological impact implied by the load of all routers on the route. For convenience, the cost for a pair of sites is also referred to as the distance between them. The network cost for a given site i corresponds to the sum of the costs between i and the k − 1 sites that are closest in cost/distance and host collectively the k − 1 remote components. The goal is to minimize the total of these costs over the sites. We will refer to this problem as the k−Component Multi-Site Placement Problem (k-CMSP).
The work presented in this paper consists in the following investigations.
We first provide a thorough theoretical analysis of this optimization problem.
In particular we prove that, in the general case, k-CMSP is NP-complete. As an immediate consequence, two related optimization problems, where every site may be allocated several components, and where only a subset of all components are requested by each site are both NP-complete as well. Next, we formulate k-CMSP by means of an Integer Programming model. Solving the model gives exact solutions of k-CMSP, which is doable in small networks. These two investigations provide a scientific background for extensive research on k-CMSP.
Our research is largely driven by practical considerations. Thus the next part of our investigation has consisted in designing several algorithms that can be easily implemented by a service provider. We propose four algorithms, one approximation algorithm and three heuristics. The first algorithm is a (
2 )-approximation algorithm that is inspired by a recent work on a variant of the Facility Location Problem [14] . Our algorithm ensures that resulting total cost is no more than 3 2 k − 5 2 times the optimal one. Our second algorithm, theoretically elegant but complex, originates from domination theory in graphs.
The algorithm considers the nearest neighbor graph linking the closest sites together, followed by partitioning this graph into k distinct dominating sets, each being the sites allocated the same component. In order to obtain fast a deterministic graph partition, we use a technique performing graph augmentation.
The heuristic gives a solution in which each site is likely to find all components among its nearest neighbors. The third algorithm, being intuitive and far simpler, considers also the nearest neighbor graph, and each site examines its two-hop neighbors to decide its own component allocation. Finally, the last heuristic aims to build a fair solution where no site is outrageously far from all components. The idea is to rank the total cost for each site and consider the most disadvantaged site first.
We present a generic set of simulations. For small networks, we report performance evaluation of the algorithms using the global optimum computed via the integer programming model. For large networks, the algorithms are compared to each other, and vis-a-vis a random allocation strategy. The main insight is that the intuitive heuristic appears to have near-optimal performances for k-CMSP, whereas the ranking heuristic provides convincing results in terms of fairness. Moreover, the very basic random allocation that is suggested in current studies is largely outperformed. These results show that implementing quick algorithms may provide a significant improvement in the service delivery performance metric of k-CMSP; the improvement can be translated into less latency for clients and less cost for network operators. We finally outline future works that will follow up the theoretical investigations and the experimental results of the paper.
Related Works
The problem addressed in this paper is closely related to two well-known families of theoretical problems: Facility Location Problems (FLP) and κ-median problems (κMP). We detail both families in the following.
In the general (uncapacitated) FLP, we have a set of facilities and a set of
clients. An opening cost is associated with every facility. Each client has an access cost to retrieve the service deployed at any facility. The objective is to open a subset of the facilities and to satisfy all demands of the clients so that the total cost is minimized. This problem has been widely considered in networks to locate replica of web content into caches. Various constant-factor approximation algorithms apply on a metric space. The algorithmic concepts can be based on LP-rounding [15, 16] or on primal-dual approach [17, 18] . The 1.52 approximation ratio that has been obtained in most recent studies is close to the lower bound proved in [19] . Many variants of FLP have been studied; most of them are NP-hard [20] . The variant being closest to our problem is the k-Product UFLP (k-PUFLP), where each client needs to be supplied with k distinct products.
Few papers have dealt with this problem, though, and the focus in the available references is classic optimal and heuristic algorithms [21, 22, 23] . The heuristic algorithms proposed in [21, 22] are, in fact, techniques to improve the computation of the integer program. Most recently, a first approximate solution has been proposed, where the solution is at most 3 2 k − 1 times the optimal one [14] . To some extent, the k-CMSP can be seen as a special case of k-PUFLP as it is possible to transform any instance of k-CMSP into an instance of k-PUFLP.
Indeed, every site can be seen as both a facility and a client with a null access cost between them. The approximation algorithm we describe later is a variant of the algorithm presented in [14] , but the approximation ratio in our case is better. Note that, because k-CMSP is a special case, the NP-completeness proof of k-PUFLP does not apply directly to k-CMSP. Therefore we provide a thorough investigation of the NP-completeness of k-CMSP in this paper.
In κMP, we do not consider the opening cost of a facility but the number of opened facilities is restricted to κ. Various approximation algorithms using a variety of techniques have been proposed: rounding of linear programs [24] , primal-dual methods [25] and local search [26, 27] . In [26] the authors proposed an approximation algorithm for κMP using at most (3 + 5/ǫ) · κ facilities and giving a total cost that is at most 1 + ǫ times the optimal solution of at most κ facilities. This result is improved in [27] by a 3 + 2/p-approximation algorithm with a time complexity of O(n p ), where p is the number of facilities that can be changed in one swap operation. The main difference between k-CMSP and κMP is that we do not limit the number of sites (facilities) serving one component, but on the other hand each site (client) must access to k sites including itself to get all the service components. If we regard the allocation of each component as an independent κ-median problem, then deciding the value of κ for any component becomes another combinatorial problem since every site can hold only one component. Thus, the problem we consider cannot be just treated as several independent κMPs. Note also that, in both κMP and FLP, the demand of a node (on the single type of service) is given, whereas in k-CMSP, every node has to access all the service components except the one allocated to itself.
Hence which components a site has to fetch remotely depends on the allocation decision at the site.
In [28] , service allocation in the Internet is modeled as both κMP and FLP.
The authors proposed an efficient distributed algorithm, and demonstrated that the algorithm performs close to optimality even when information gathering is restricted to a small local environment. As a consequence of the differences in problem characteristics, their algorithm, based on solving small κMPs or FLPs within local environments, does not directly apply to our problem. In particular, the merge operation required by the algorithm, which performs aggregation and estimation of the demand of sites outside a local environment, does not admit any immediate generalization to k-CMSP.
Another problem related to k-CMSP is the replication placement problem in P2P networks. Many replication techniques are reported in the last decade.
Uniform, proportional and square root replications are proposed in [29, 30, 31] .
These techniques distribute the replication either uniformly throughout the network or by the query rate of the objects. In [32, 33, 34] , the authors presented several schemes based on peer selection policy, e.g., random selection of peers, and selecting peers on the path from the providing peer to the requesting peers.
Some dynamic replication schemes are given in [35, 36] . These replication techniques aim at finding a good trade-off between redundancy and cost-efficiency of resources. The dynamics of peers is a main issue in P2P networks. The redundancy is used to deal with peer churn, but excessive replication causes wastage of peer resources. However, in our context, all the sites are under the control of a service provider, thus peer churn is not considered as a critical problem.
Moreover, most of the replication schemes for P2P systems are only effective for locating popular objects. But in our system, each component in the application is uniformly accessed. Thus, the replication techniques in P2P systems are not appropriate to k-CMSP.
The resource placement in Content Delivery Network (CDN) is also a related problem to k-CMSP. The resource allocation problem in CDN can be divided into two categories: edge server deployment and content replication placement.
The former can be solved using traditional solutions for FLP [37] or κMP [38] , and is out of the scope of the current paper. For content replication placement, several strategies have been investigated in [39] . Most of these strategies replicate the entire content object on edge servers, therefore the choice of the replicated content becomes critical for the performance of CDN, and it is usually associated with the popularity of the content. In our optimization framework, one content object is cut into several components. Since each component of an object is uniformly accessed, the placement of component is independent of the popularity of the content. Thus, k-CMSP can be regarded as a new approach to the replication placement in CDN, or a supplementary study in this domain.
Problem Analysis
In this part, we provide an analysis of k-CMSP, including a proof showing that the corresponding decision problem is NP-complete. That is, unless P = N P , this optimization problem can not be reasonably solved for large instances (here for a large number of sites). Then, we develop an integer programming model. For small networks, the integer model can be used to find exact solutions of k-CMSP. This allows for gaining insights into the performance of other algorithms, particularly distributed algorithms, in terms of optimality.
As a preamble, we recall some definitions of domination theory that will be used throughout the paper. Consider a graph G linking the system elements, the node set is V. 
NP-Completeness
In the following, we show that the decision problem associated to k-CMSP is NP-complete. We recall that n denotes the number of sites and k is the number of components.
. . , n}, and a positive integer R ∈ N.
Question : Is there an allocation ϕ : {1, · · · , n} −→ {1, · · · , k} such that the sum of all distances to other components is less than or equal to R, that is :
Proof. Given an instance of k-CMSP and a labeling ϕ, verifying that this function is valid can be clearly done in polynomial time in the size of the problem, hence k-CMSP belongs to NP. We assume that R ′ > 1 allover the proof.
We reduce the Domatic Partition problem to k-CMSP. Given a graph G = (V, E) and a positive integer R ′ ∈ N * where R ′ is the number of sets of the domatic partition, let n be the number of vertices of G (and assume that V =
Clearly the instance of the k-CMSP can be constructed in polynomial time in the size of the instance of the domatic partition. By construction, we obtain a special case of k-CMSP. If this special case is equivalent to the domatic partition instance (in terms of a yes/no answer), which is the bulk of the proof, then the general case of k-CMSP can not be easier than the NP-complete domatic partition problem. In the proof, we show that the two instances are indeed equivalent in the sense that there is a domatic partition of size R' (or k), if and only if the k-CMSP instance admits a valid mapping ϕ, i.e., the existence of a solution with total cost no more than R = R'n = kn.
For the forward implication, assume that G admits a domatic partition of
Let ϕ be the function such that for any
, we show that ϕ is also a valid function for the instance of k-CMSP. Indeed, for any i ∈ V , by definition of ϕ and the fact that we have
Now, as d(i, i) = 0, ϕ is a valid allocation for our problem.
For the backward implication, assume that ϕ is a valid function for the constructed instance of k-CMSP, and assume, by contradiction, that there does not exist a domatic partition of size k in G. This implies that there exists
, which is strictly greater than R and hence
which is strictly greater than R and hence contradicts the definition of a valid allocation.
As an immediate consequence of Theorem 1, the more general problem, where each server can store l components for any integer l ≥ 1, is also NPcomplete, because k-CMSP corresponds to l = 1. A second observation is that the case where each client has to retrieve k ′ components with k ′ ≤ k is NPcomplete as well.
Integer Programming
In order to solve k-CMSP, we first explore the domain of Integer Programming. k-CMSP can be formulated in form of an integer linear model using two sets of binary variables.
Problem k-CMSP can be modeled as follows.
Minimize c∈C i∈V j∈V
In the model, the set of components is noted C. Thus k = |C|. Constraint (1) ensures that every site will host exactly one component. Constraint (2) Let n = |V|. In the integer model, the number of variables and constraints equal nk + n 2 k and n + nk + n 2 k, respectively. Since each site may potentially host any component, the number of x-variables can not be reduced. Variables y c ij , c ∈ C can be excluded from model, if the distance d(i, j) is so large so it can not be optimal to deliver component from j to i. This requires however some a priori knowledge on the overall cost. From the fairness perspective, it may be of relevance to introduce a bound B i on the service delivery time at each site i. The bound B i constrains the distance to any site from which a component is delivered. To the integer model, the effect of the bound is size reduction, as all y-variables with d(i, j) > B i can be eliminated from consideration. On the other hand, too stringent bounds will lead to infeasibility. Examining the model constraints, the size of constraint (1) can be reduced by a factor of n, because it can be replaced by i∈V y c ij ≤ nx jc , ∀j, c. From a computational efficiency standpoint, the reduction is not preferred because it significantly weakens the bound from the linear programming relaxation, causing the size of the tree that has to be explored by branch-and-bound to grow by magnitudes.
For some network structures, the optimum solution may introduce unbalanced workload at the sites. Although load balancing is not within the scope of the current paper, we remark that additional constraints can by deployed to address this aspect. For example, we can add the following constraint:
By construction, the constraint imposes an upper bound L that restricts the number of sites served by a give site, in order to prevent site congestion.
Approximation Algorithm
Given an instance of k-CMSP, we first introduce a method to find a fractional optimal solution for the linear program of the integer model. We connect every site with its k − 1 nearest sites to form a (k − 1)-nearest graph G k . We denote the set of the k − 1 nearest sites of node i as N G k (i) = {j 1 , j 2 , . . . , j k−1 } and
We form the fractional optimal solution S by setting, for all i in V and all c in C, the value of x ic to Lemma 2. Solution S is a fractional optimal solution to k-CMSP.
Proof. It is obvious that S satisfies all the constraints in the model in Section 3.2, except the integrality requirement of the variables. Moreover, every node retrieves all the components from its k − 1 nearest sites and itself. Based on this observation, it is easily realized that there is no (fractional) solution with lower total cost, and hence S is an optimal fractional solution to k-CMSP. We will now prove that this algorithm provides a guaranteed approximation of the optimal allocation. The proof requires the following lemma. Proof. In a 3-dominating partition, the nodes are divided into a number of subsets (k in our case), and every node can reach at least one node in each subset within 3 hops. We need to show here that, after the execution of Algorithm 1, every node can access all k components in at most 3 hops. If this holds, we can obviously view each set of nodes holding the same component as a 3-dominating set, therefore we would like to prove that Algorithm 1 produces a k-sized 3-domatic partition of G k .
After the execution of the first phase of Algorithm 1 on G k , a node is either
Let i be a node in V s . Assume that i is selected in iteration t, and, after the execution of the algorithm, a component is absent within 3 hops of i. The assumption implies that there is no node in V o being at two hops from i. Since i belongs to V s , we know that, at iteration t, there are at least two nodes in In the first case, the component at i has been assigned in treating some node
selected at iteration t ′ < t, sod i ′ <d i . Assume that the component at i is 1, and components at j ′ ∈ N G k (i ′ ) are c = {2, · · · , k}. Then the cost of i can be calculated as follows:
In the second case, from the proof of Lemma 4, we know that there must be a node i ′ in V o within 2 hops from i, and the inequalityd i ′ <d i holds. Assume that j 1 and j 2 are the two nodes that prevent i from entering V o , and
Without loss of generality, we can assign component 1 to j 1 . If i is assigned a component in the second phase, then this component can not be component 1, as j 1 is among the nearest neighbors of i. According to the algorithm, we have
. When the placement of components is finished, node j 1 is included in F (i), since i and j 1 hold different components. Then the cost of i can be calculated as follows:
2 ) for any k greater than 3, the solution returned by the algorithm has a performance ratio of 3 2 k − 5 2 in relation to the fractional optimal solution to k-CMSP.
In the execution of the approximation algorithm, every site i needs first determine N G k (i). Let n = |V| as before, using the same method proposed in [48] , the determination of N G k (i), ∀i ∈ V can be finished in n log n. Then we use merge sort to arranged i in an ascending order, and the process costs n log n computations. Finally,
comparisons is necessary to allocate the component on one site. Therefore, as k is a constant, the complexity of the algorithm is O(n log n).
Heuristic Algorithms
We describe now three heuristic algorithms. Each of them is motivated by a specific rationale: domination theory in graph, intuition and distributed computation, and fairness consideration. The first two heuristics attempt to minimize the overall cost of k-CMSP. The third heuristic emphasizes on the largest site cost to achieve better fairness. Their respective performances are evaluated in Section 6. The main reason of using heuristic algorithms is that they can produce very fast solutions to large instances of NP-hard problems. Heuristics do not have a performance guarantee. Empirically, however, heuristics sometimes deliver better solutions than an approximation algorithm (see also Section 6).
In addition, a heuristic may enable localized computation, which is a useful feature in distributed systems.
A Heuristic using Domatic Partition
One idea of constructing a heuristic algorithm for k-CMSP is to build a nearest-neighbors graph and compute a domatic partition of it, with the underlying motivation that a domatic partition is composed by a set of dominating sets. If all the nodes in a dominating set are allocated the same component, then the component becomes available to all nodes in one hop. Thus the ideal case is a successful domatic partitioning into k sets on a k − 1-nearest neighbor graph.
Yet, domatic partition of a general graph is NP-complete. However, exact solutions can be computed for several classes of graphs [42] . We focus in this paper on one of these classes, namely the interval graph, because a linear-time algorithm is known for computing a domatic partition on any interval graph, and an interval graph is domatically full, i.e., k domatic partitions can be found in an interval graph with a minimal degree equal to k − 1. The idea is to augment a (k − 1)-nearest graph by additional edges, so that it becomes an interval graph.
This technique is called interval completion. Next, we compute the domatic partition of this interval-completed (k − 1)-nearest graph.
A few recent papers have dealt with domatic partition in ad-hoc networks [43, 41] and peer-to-peer networks [44] . These are works related to our algorithm development, although our objective is different. In these references, a given graph is partitioned into a number of partitions equal to the minimal graph degree, and the solution approaches are based on variants of a well-known randomized approximation algorithm [42] . In our case, we partition a complete weighted graph into k partitions in respect of the weights.
Recall that G k = (V, E k ) is the k-nearest graph associated with our distance function, i.e. an edge {u, v} ∈ E k means that either u belongs to the k nearest an edge between x i and x k with i < k, then for any j such that i < j ≤ k there is an edge between x i and x j . From a k-nearest graph G k = (V, E k ) and an ordering σ of the vertices, we can define an interval graph G σ k = (V, F k ), where
To use interval graph in our study, design of an interval ordering that results in interval completion and optimizes a given objective is of key importance. Yet, determining the minimal number of edges for an interval completion is NP-hard.
In our study, we analyze three known algorithms for interval ordering. [45] , and (v), if the number of the domatic partition is greater than k, merge the smallest partitions. Note that a k-nearest graph can be computed in O(n log n) time [48] and the number of edges m is bounded by k * n in G k , so the complexity of the entire algorithm is O(n log n).
We have compared the performance of the three variants of the domatic heuristic, Lex-BFS, 2-Lex-BFS, and K-I, on a basic simulator where the instances are obtained by uniform distribution of sites in a two-dimensional Euclidean space. Intuitively, a small number of added edges in graph augmentation means that the domatic partition uses preferentially the edges of the k-nearest graph. Therefore the number of added edges is a relevant performance indicator.
In Fig. 1 , instances of 250 sites are used to illustrate the number of added edges when the number of partitions k grows from 3 to 10. Not surprisingly, the 
An Intuitive and Localized Heuristic
We observe that applying k-nearest graph on undirected edges may lead to poor solutions. See, for example, Figure 3 with 4 components and a 3-nearest graph. Assume that the left part of the graph is firstly allocated components.
Vertex i is assigned c 4 . Now we need to decide the component for j. It is easy to see that the overall cost is minimized by assigning c 1 to j, whereas the worst selection is c 4 . If we consider the edges as undirected, node i is currently dominated by all components, and therefore a randomly chosen component will be allocated to j, potentially leading to the worst selection c 4 . However, if we consider the directed graph instead, only the three nearest vertices of i are considered. In this case i is not dominated by c 1 , which becomes the choice of allocation at j. Before describing the algorithm, we remark that it needs an ordering for traversing all the sites in the network. In order to be consistent with the interval completion approach, we use 2-Lex-BFS to calculate the ordering.
The algorithm is composed by two phases. In the first phase, each site chooses its component based on the components of its one-hop neighbors, and tries to optimize the cost function in component selection. If the components cannot be distinguished by the cost function at a site, the choice becomes pending, and the site is put into a list to be processed later. In the second phase, the sites in the list choose the component allocation to maximize the benefits (i.e., the cost saving) of themselves and their neighbors. We denote by, respectively, N out (i) and N in (i) the k nearest sites of i and the sites that consider i as one of their k nearest sites. Note that a site regards itself to be one of the k nearest sites.
The first phase, performed by an individual site i ∈ V, is depicted in Algorithm 2. Obviously, site i should avoid choosing a component that is already allocated to any of its nearest sites. The set containing these components is defined in line 1. In addition, site i should not pick a component that has been chosen by any site in N in (i), because these sites have i as a nearest site. Likewise, any component allocated to any nearest site of the sites in N in (i) should be avoided at i. These observations lead to the two sets of components defined in lines 2-3. If there are components remaining, one of them is randomly selected by i (line 6), otherwise the allocation of i is pending, meaning that the selection will be made in the next phase.
Algorithm 2: Intuitive Heuristic (site i) -first phase Note that each site decides its own component based on information related to sites in two hops from itself. Hence, the algorithm satisfies our requirement that only local information is necessary for each site to select its component.
This characteristic fits the characteristics of site-to-site and ad-hoc networks.
Since the heuristic can execute in a distributed manner, we examine the complexity per site. Every site needs to decide its k − 1 nearest neighbors, which costs O(n log n) comparisons. The complexity of the component alloca-tion process in the first phase is O(k). In the second phase, a site i needs to execute a breadth first search (BFS) in two hops to determine the missing component of N in (i) and itself. Then O(n) computation is needed for i to choose its component. Therefore, the complexity for one site to run the algorithm is O(n log n).
A Heuristic Addressing Fairness
Both previous heuristics exhibit the risk to promote the overall performance over fairness, by sacrificing some sites in order to reduce the total network cost.
This may lead to great difference in the costs of sites. In a practical system, this unfairness has the risk to frustrate the users connected to the most poorly served sites. The heuristic we describe now looks for solutions based on the principle of max-min fairness, that is, we try to minimize the network cost of the most disadvantaged site with priority. Another motivation for this heuristic comes from the observation that a site being located close to k − 1 other sites is probably close to many additional sites, so it is not affected by a sub-optimal component allocation in its surroundings, whereas the site that is far from other sites is more sensitive to the location decision.
The algorithm goes through n rounds. In each round, it determines the site that has not been allocated any component and is potentially the most disadvantaged one, measured in its distances to the k − 1 nearest sites that may serve it. Formally, for a site v, we note S k v the set of sites having the potential to be selected by v for service delivery, and d(S In Algorithm 4 we describe the procedure of ranking and allocation. At line 4, the algorithm calculates the potential cost of all the sites not having component allocated. At line 5, the algorithm chooses the site v max with the highest potential cost. We determine the components which have not appeared in the neighbor set of v max at line 8, then these missing components are allocated to the free sites in the neighbor set at line 10.
A drawback of this algorithm is that it requires full knowledge of the network.
However, a multi-site service provider typically has accurate information of the locations of the servers and can hence supply the algorithm with this input. This algorithm has the same complexity as the approximation algorithm O(n log n).
Simulations
Many recent works, including some in standards organizations, have dealt with matching overlay networks and the Internet. In our simulation, we use as input the measurement results from one of these works. The underlying network is a matrix of latencies between all pairs of 2, 500 nodes from the Meridian project 3 . For each run, we choose randomly n nodes, then, for each pair of nodes, the network cost between them is the actual round-trip time (RTT) that has been measured. Motivated by the importance of delivery time, latency is a typical metric used by service provider to characterize performance. Moreover, it is one of the few metrics that a service provider can easily measure. As this paper addresses the point of view of service provider, we adopt this metric for this set of simulations. Note however that other metrics could have been chosen, for example cross-domain traffic that is of relevance to network operators [7] .
Previous works related to multi-site distributed services have suggested to use random strategies in allocating components to sites [6, 10] . This strategy is indeed easy to implement. In addition to comparing our algorithms among themselves, we will illustrate the gain of optimization in comparison to random allocation. Therefore, we display all results under the same form: we compute the average RTT cost for all sites in the allocation given by an algorithm, then we compare it to random allocation, of which the cost is normalized to 1.0.
Hence, when a point is close to 1.0, it means that the gain of implementing the algorithm for this parameter setting is negligible. To reduce random effects, more than 20 different instances are tested for each comparison. In addition to the algorithms presented in the previous sections, we include the 3/2k − 1 approximation algorithm, originally developed for k-PUFLP, in the simulations.
Before showing the simulation results, we first give a small example to gain understanding of allocation solutions and highlight the benefit of our algorithms.
In Fig. 4 and Fig. 5, 30 nodes are chosen from the Meridian matrix and displayed geographically. We decompose an application into 4 components and assign them to these sites. The number on each site represents the component that the site holds. A random allocation is shown in Fig. 4 . In the figure, we find poorly served sites. For instance, the highlighted poorly served site is far from component 3, and the set of poorly served sites in the ellipse has long distance to component 1. Fig. 5 shows the location solution by the intuitive heuristic. It is apparent that the sites are closer to all the components in comparison to the random allocation.
Small Instances
We apply the Gurobi solver [49] to the integer programming model to shed light on the performance of the algorithms in respect of global optimum. In our computations, the time limit for calculating the result for each instance is 5 hours. As k-CMSP is NP-hard, the exponential-amount nature of the computation in solving the model means that exact solution is within reach for relatively small instances only. Nevertheless, the results give some indication on how far from optimality our algorithms and the random allocation scheme perform. We show in Fig. 6 curves representing the normalized average costs for various numbers of sites. The number of components is fixed to be 6. This setting is typical for a large-scale service provider managing a set of data-centers. Note that for the instances with more than 45 sites, the Gurobi solver cannot reach the optimal solution in the time limit. The average optimality gap is reported in Table 1 . We have also applied Gurobi to instances with 100 sites. However, the large gap indicates that the results are not useful for comparison.
For a small number of sites, all algorithms perform far better than the random one. It is possible to halve the average latency. As the number of sites increases, the improvement becomes less but remains considerable. In particular, the exact solution performs a quarter better than the random one. This, together with the fact that random allocation is currently a common approach in engineering practice, highlight the potential of gains by optimization. Except for the domatic heuristic, the performances of the algorithms seem to stabilize with an approximate gain of 20% over random allocation for n ≥ 25.
A clear hierarchy of the algorithms' performance is revealed. As can be expected, no algorithm can perform as well as the exact one. We observe however that the intuitive heuristic exhibits performance that is remarkably close to optimum. On the contrary, the domatic heuristic is especially disappointing.
Although this algorithm relies on theoretical concepts and results, it performs only slightly better than random allocation. Even for small instances, the number of added edges is so large that the allocation does not significantly leverage on k-nearest graph. The fairness heuristic and the approximate algorithm have almost identical performances. Moreover, our approximate algorithm performs slightly better than the algorithm for k-PUFLP because of the improvement in the approximation ratio.
In Fig. 7 , the number of sites is fixed to be 40, and the number of components The gain that we can see from the algorithms tends to slightly decrease when the number of components increases. This trend can be explained by the fact that the relative distance difference between the pth and the (p + 1)th closest neighbors of a site tends to diminish when p increases. Indeed, consider concentric rings around a site. The area of a ring grows by its radius, thus the number of neighbors belonging to a large ring is bigger than that of a small one when the density is approximately constant. As we compute the average RTT, the benefits from a clever algorithm tends to decrease because there are many closely located neighboring sites.
The major result we extract from both Figures 6 and 7 is that our intuitive heuristic performs remarkably well. Indeed, it gives results that are almost equal to the optimal values. Hence the performance of this heuristic deserves future investigations in various application contexts. On the other hand, the fairness heuristic, aimed at reaching fairness among the sites, exhibits also good performance in the overall cost. It performs close to the approximation algorithm that has a performance guarantee for any metric distance function.
Large Instances
We compare now the algorithms to the random allocation scheme on larger instances. The main point we would like to show here is scalability, i.e., whether and how the relative performance of the algorithms change in the numbers of sites and components. When the number of sites becomes large, the domatic heuristic performs almost as poorly as the random allocation scheme. Indeed, the augmented graph contains so many added edges that it looks like a random graph. On the contrary, none of the intuitive heuristic or the fairness heuristic suffers from any scaling effect. The former generates solutions that are 20% better than the random allocation. For a service provider, such an amount of gain in the delivery time is noteworthy.
In Fig. 9 , the number of components varies, while the number of sites is fixed to 250. Again, the figure verifies most of the observations made earlier. Note that the figure indicates, in addition to algorithm performance, the trade-off between two aspects in service distribution: the storage size of the sites, which directly links to the number of components, and the cost of collecting all components for delivering service. Here we emphasize that, for a few components, the gain is apparent, whereas it becomes less impressive for a service with many components. In this latter case, the random allocation, which is easier to implement, is preferable. In other words, it's not likely that our algorithms find their key applications in the case of boxes hosting small portions of a video.
Variance
Now we show the variance of cost for large instances. For clarity, we do not present the curves of all the algorithms, but the variance of the random allocation, the intuitive heuristic, and the fairness heuristic.
We find from Fig. 10 that the ratio of the maximum cost of sites over the average one increases gradually. The ratio changes from 1.8 to 2.2 for the random allocation, and from 1.75 to 2 for the intuitive heuristic. As it is expected, our fairness heuristic gives the best performance in terms of small variance. The ratio for the fairness heuristic varies from 1.45 to 1.6. The result shows that both the intuitive heuristic and the fairness heuristic outperform the random allocation. We further analyze the benefit in Section 6.4. In fact, the ratio like 1.75 or 2 is acceptable for certain services as google search engine, since the service provider does not pay much attention on special cases, but the average response time of the engine. And the ratio about 1.5 is reasonable for more applications. Fig. 11 reveals the same results as those of Fig. 10 , when the number of sites is fixed and the number of components varies. Moreover, in Fig. 10 , the cost decreases with the augmentation of site number since the density of sites increases and the distance between two sites becomes less. On the other side, the cost increases with the increment of component number in Fig. 11 because each site has more components to be accessed.
Fairness
Although the intuitive heuristic gives good performances in the overall cost, we observe that some sites are not fairly treated. In Fig. 12 and Fig. 13 we investigate the maximum cost generated by different algorithms. That is, for each algorithm and each configuration, we pick up the site with the maximum cost. Then we normalize its cost by the maximum cost produced by the random We observe that, as can be expected, the largest cost among sites is better in the allocation by the fairness heuristic. In comparison to the random allocation, the gain is around a quarter. At the mean time, the benefit of the intuitive algorithm is around 15%. However, the performance of the approximate algorithm is close to the random allocation.
The relative performance between the algorithms in Fig. 12 are similar to what has been observed earlier. In Fig. 13 , the random allocation does not perform better when the number of components increases. We note that, in the instances, typically some nodes have larger distances values in their k-nearest neighbors than others. For these nodes, allocation of components should be made with priority to the nearest neighbors. Thus the benefit of optimization in the fairness metric remains when k grows.
In Fig. 14 and Fig. 15 , we examine the standard deviation given by different algorithms. The same as before, we normalize the standard deviation of our algorithms by the standard deviation produced by the random allocation. Both figures indicate that the gain of the fairness heuristic is significant (around 40%). The intuitive and approximate algorithm also outperform the random allocation. Unlike the fairness algorithm, whose performance is stable, the benefits of the intuitive and approximate algorithm decrease with the increment of sites.
The gain of the intuitive heuristic stabilizes at 20%, while the performance of approximate algorithm becomes similar with the random allocation since the approximate algorithm give the priority to the sites with small cost. The Fig. 15 shows that the benefits of our algorithms do not vary with k, which is consistent with the result of Fig. 13 .
Summary and Conclusions
We have studied theoretical and algorithmic aspects of an optimal network locality problem in the application context of locating and delivering distributed services in a multi-site cloud architecture. The main characteristic of the problem is the distribution of a (possibly large) number of distinct service components. The objective of the optimization is the cost for service delivery. In addition to studying problem complexity, we have presented an integer programming model for the purpose of performance evaluation. One approximation algorithm and three heuristic algorithms are developed and studied numerically. Among them, the intuitive heuristic performs close to optimality for the tested networks where optimum can be computed via integer programming. For large networks this heuristic yields significantly better solutions than the random allocation.
Moreover, the fairness heuristic achieves a good balance between the overall cost and the maximum one over sites.
There are several potential extensions of the work. One is the investigation of the impact of distance functions, the distribution of sites, and topology structures in various types of networks on the location solution. In view of the NP-completeness of the problem class, one issue is the design of approximation algorithms with better performance ratio, and the identification of classes of cost functions where exact solutions are within reach in polynomial time. Another extension is the inclusion of constraints modeling the sites' ability of serving each other in terms of the upstream communication capacity or the computational capacity, in order to avoid overloading. Finally, allocating multiple components on one site and fault tolerance are also interesting extensions.
