Abstract: In many biomedical and social science studies it is important to identify and predict the dynamic changes of associations among network data over time. We propose a varying-coefficient model to incorporate time-varying network data, and impose a piecewise-penalty function to capture local features of the network associations. The advantages of the proposed approach are that it is semi-parametric and therefore flexible in modeling dynamic changes of association for network data problems, and capable of identifying the time regions when dynamic changes of associations occur.
Introduction
In social science, genomic, environmental and biomedical studies, it is scientifically important to identify and predict associations and interactions among genes, spatial locations or social structures effectively. Network modeling (e.g., Kolaczyk 2009 ) can effectively quantify the associations among variables. Our method is motivated by a children's attention deficit hyperactivity disorder study, where the data can be obtained from the ADHD-200 sample initiative website http://fcon_1000. projects.nitrc.org/indi/adhd200/. The test samples contain fMRI data from different regions of interest of ADHD children's brains, which are repeatedly measured at many time points.
We are interested in identifying associations and interactions among different regions of interest of the brain over time so we can better understand how ADHD patients' brains function. For multiple graphs, Guo et al. (2011) jointly estimate graphical models to capture the dependence among multiple graphs and their common structure, and Zhu et al. (2014) propose the maximum penalized likelihood approach to model structural changes over multiple graphs to incorporate dependency among interacting units.
Most of the existing literature targets the network data problem observed at one-time-point only.
However, networks can be observed at multiple time-points where the dynamic changes of associations is of scientific interest and requires quantification. For example, in gene expression data, functional magnetic resonance imaging (fMRI), and social network data, it is common that associations can change over time, and therefore it is important to model and estimate the dynamic changes of the network structure.
Modeling time-varying network data could be statistically and computationally challenging as the network structures over time could be quite complex, involve large-dimensional parameter estimation, and be computationally highly intensive with high-dimensional matrix operations. Existing approaches for time-course network data include linear mixed-effect modeling to incorporate temporal correlation (Shojaie and Michailidis 2010), the kernel-reweighted logistic regression method for time-evolving network structure , Kolar et al. 2010) , and time-varying Markov random fields ). However, these approaches are mainly for the estimation of time-varying networks, and are not designed for model selection to capture the changes of associations in local time regions.
We propose a dynamic network model to capture the changes of associations through a varyingcoefficient model (Hastie and Tibshirani 1993 , Huang et al. 2002 , Cheng et al. 2016 ). The modeling for dynamics of partial correlations is semi-parametric and therefore flexible in modeling the nonlinear changes of coefficients. In addition, we propose a one-step penalized polynomial spline method to Statistica Sinica: Newly accepted Paper (accepted author-version subject to English editing) detect zero regions in the varying coefficients. Therefore, we are able to locate the time regions when dynamic changes of associations occur. This is applicable to identifying the changes of associations among different regions of interest over time as in the example of fMRI data for ADHD patients, which could be potentially useful for detecting dynamic changes in brain functions.
The one-step penalized polynomial spline method proposed in this paper is very different from the penalization methods (Xue 2009 , Wei, Huang and Li 2011, Xue and Qu 2012) recently developed for variable selection in semi-parametric models. Those variable selection approaches are developed to determine if a non-parametric function is zero in the entire region. Therefore a L 2 norm of the spline coefficients is penalized to shrink a function to zero on the entire region. However, the onestep penalized polynomial spline method in this paper aims to detect local zero regions in the varying coefficients, therefore to locate the time regions when dynamic changes of associations occur. We utilizes the local property of the polynomial splines that the spline functions on a given local interval only depend on the neighboring B-spline bases. Therefore, we propose to penalize only those coefficients relevant to a given local interval in a group-wise fashion. This new form of penalization raises challenges in both computation and theory development, that we will discuss in details in Sections 3 and 4.
In order to achieve sparsity for network data at local time intervals, we propose a piecewise penalized loss function incorporating the local features of the varying-coefficient models in dynamic modeling. The piecewise penalization strategy involves overlapping spline-coefficient parameters among different penalty groups. However, the popular coordinate-wise descent algorithm cannot be applied in our optimization. We propose an alternative algorithm which is computationally efficient and accurate based on the proximal gradient method. The advantage of this approach is that it does not involve large-dimensional matrix inversion, and is capable of handling large-dimensional network data.
One computational challenge we face for time-varying network data is that the volume of this type of data is extremely large, as it includes observations for many nodes over many time points.
For example, when the network size is about 100 and observed over 50 time points, the dimension of the matrix operation could reach 10 5 in iteration process. Existing methods for handling time-varying networks mainly target relatively small network sizes with limited time points. Therefore there is a great demand to develop computationally efficient and fast algorithms to solve the large-dimensional time-varying network problem. The proposed group penalization strategy effectively ensures sparsity at local time intervals; however, it brings additional computational cost in the optimization process, property by which all zero parameters are estimated as zero with probability approaching one. In contrast, we establish the sparsistency property for the proposed method, which is quite important for detecting dynamic network structure change. Chen and Leng's (2016) approach is nonparametric in that no assumption is assumed on the covariance matrix, while our method is semi-parametric in that we model each partial correlation function as a semi-parametric varying-coefficient function.
In addition, the development of dynamic brain network models is also quite active. To study neural connectivity disruptions caused by disease pathology, it is important to develop dynamic brain network models which capture the temporal connectivity of brain networks. Current dynamic brain network models include dynamic causal models (DCM) (Friston et al., 2003 ) and a nonlinear extension of the DCM (Stephan et al., 2008) which builds on the causal neuronal model with dynamic specified input, state, and output variables corresponding to stimulus functions, the neuronal activities or biophysical variables, and the outcomes measured from the brain regions of interest. In addition, Wang et al. (2015) investigate the important role of the dynamic temporal-topological structure of the ADHD brain network using sliding time-window correlation coefficients. Wee et al. (2016) proposed the fused sparse learning algorithm to jointly estimate temporal networks, while encouraging temporally correlated networks to form similar network structures through the fused Lasso (Tibshirani tral graph wavelet transform (SGWT) to brain functional connectivity data. They decomposed fMRI data using the SGWT and used wavelet coefficients to understand the connectivity of the network.
However, this connectivity can only be interpreted in a specific frequency band. Kim et al. (2013) applied the diffusion wavelet to conduct multi-resolution analysis on brain networks and compared connectivity differences between healthy and bipolar patients. All these works focused on representing information contained in a graph via a few interpretable wavelet bases, which capture structure differences in brain networks. In general, the use of the diffusion wavelet is to reduce dimensionality while appropriately incorporating the topology information in the network. In contrast, our work aims to model pairwise connectivity of the network. For future research, one may first use our method to estimate network connectivities, followed by a multi-resolution analysis using the diffusion wavelet to understand the differences in such networks.
The paper is organized as follows. Section 2 proposes the penalized polynomial spline method for time-varying network data. Section 3 provides the smoothing proximal gradient algorithm to capture dynamic changes of network data over time. Section 4 presents asymptotic theory of model selection local consistency. In Section 5, we compare the numerical performance of the proposed smoothing proximal gradient algorithm with other existing approaches. Section 6 illustrates the proposed method for the fMRI data of ADHD patients. The final section provides concluding remarks and a brief discussion.
Time-varying networks
In this paper, we focus on time-varying network data and are interested in modeling dynamic changes in its partial correlations or structural changes of the network over time. Both the correlation function and the partial correlation function can be used to characterize associations among variables of interest. We focus on the partial correlation function mainly due to the fact that we are Let y(t) = y 1 (t), · · · , y p (t) be a set of time-varying variables observed at time t, and {y(t), t ∈ I} be the corresponding continuous stochastic process defined on a compact interval I. Without loss of generality, let I = [0, 1]. Suppose the data consists of n subjects with measurements taken at m discrete time-points 0 ≤ t k1 < · · · < t km ≤ 1 for each subject k = 1, . . . , n. For each subject, the observation y
is a discrete realization of the continuous stochastic process {y(t), t ∈ I} at m subject-specific time points t k = (t k1 , . . . , t km ). Here y 
The polynomial splines of order q + 1 are functions with q-degree of polynomials on intervals
. . , N n and [ν Nn , ν Nn+1 ], and q − 1 continuous derivatives globally. We denote the space of such spline functions by G n . Let {B h (·)} Jn h=1 be a set of B-spline bases of G n , where J n = N n + q + 1 and the function ρ ij (t) for any 1 ≤ i < j ≤ p can be approximated by
where
is a set of coefficients, and B(t) = (B 1 (t), . . . , B Jn (t)) are B-spline bases. In practice, different B-spline bases can be used to approximate different ρ ij (t). For simplicity, the same set of B-spline bases is used for different partial correlation functions in this paper.
In addition to polynomial splines, other basis functions can also be used to approximate unknown functions including wavelet and trigonometric polynomials. Sections 2.5 and 2.6 of Fan and Gijbels (1996) provide a review of the basis choices. The reason we choose the polynomial spline is due to its sound numerical properties as well as excellent approximation powers. Given a sufficient number of knots, any continuous function can be approximated arbitrarily well by polynomial splines under the assumption that it is reasonably smooth. However, in general, polynomial splines cannot approximate functions with discontinuities and rapid variations sufficiently well. For discontinuous or rapidly Statistica Sinica: Newly accepted Paper (accepted author-version subject to English editing) varying functions, other basis functions such as the wavelet might be more suitable.
Suppose y(t) has mean 0 and covariance Σ(t). Denote the concentration matrix Σ −1 (t) by (σ ij (t)) p×p . Then one can express y i (t) by a varying coefficient model as
The errors ε i (t) can be correlated over time. However, in the following, the longitudinal correlation is not incorporated, and instead we assume that ε i (t) is independent over time. We focus on the development of methods to identify the local sparsity of the coefficient functions {β ij (t)} over time. In the traditional polynomial spline estimation, one replaces ρ ij (t) with g ij (t), and estimates the spline coefficients
by minimizing the weighted sum of squares in (2.2). The advantages of spline approximation for the time-varying coefficient model are that it is computationally fast and efficient.
In this paper we are interested in locally sparse estimators of the partial correlations that can characterize dynamic changes of network associations over time. The B-spline basis function has a desirable local property. For any interval constructed by two consecutive knots, denote as (ν h−1 , ν h ) ) are all zero. In addition, the whole region [0, 1] can be divided into N n + 1 intervals by the spline knots. Therefore, we penalize the group of spline coefficients associated with each local interval [ν h−1 , ν h ] in a group-wise fashion. Consequently, this provides locally sparse spline estimators ρ ij (t) which can be completely zero on certain time intervals spanned by the knot sequence.
We propose the following piecewise penalized loss function to achieve sparsity for the network data:
2)
with t = (t 1 , . . . , t n ) , and w i ku are nonnegative weights and typically can be chosen as σ ii (t ku ). In addition, · is the vector L 2 The first term of (2.2) is the weighted sum of squares, and the second term P λn of (2.2) is the penalty function which can be chosen from LASSO, SCAD or the adaptive LASSO described in subsection 3.1. The performance of the penalty function crucially depends on the tuning parameter λ n , whose selection will be discussed in subsection 3. Both β and σ are unknown parameters but β is the main parameter of our interest. To estimate β in the penalized loss (2.2), σ needs to be specified and a two-step iterative procedure will be proposed in the algorithm in the next section.
Letβ be the minimizer of object function (2.2) or (2.3). Then the resulting estimator for the partial
3. Implementations
Algorithms
In this section, we propose an algorithm to obtain an optimal solution for the objective function 
We can rewrite the group adaptive LASSO penalty for the overlapping parameters in (2.2) as follows:
is an indicator matrix with the element defined as
. Note that C is a very sparse matrix with only one non-zero element in each row, and therefore only requires a relatively small amount of memory storage in the optimization procedure. Through the transformation, the group penalization terms no longer present overlapping parameters.
However, this introduces a new problem, in that the penalty function g 0 (β) in (3.1) is a nonsmooth function of β. To circumvent this problem, we need to build a smooth function to approximate Statistica Sinica: Newly accepted Paper (accepted author-version subject to English editing)
where µ is the tolerance parameter. Then g µ (β) is a quadratic approximation for g 0 (β) with the maximum difference of µD. That is,
In order to control the maximum difference, we choose the tolerance level = µD, or equivalently µ = /D. Consequently, the loss function in (2.3) can be approximated by
To minimize the loss function P L(µ, β), we need to calculate the gradient of P L(µ, β). For any µ > 0, g µ (β) is convex and continuously differentiable and the corresponding gradient function
h /µ and the closed form of α * can be expressed as
Therefore the partial derivative ∇ P L(µ, β, σ) with respect to β can be calculated as
is Lipschitz-continuous with the Lipschitz constant
where λ max is the largest eigenvalue of (X n ) X n and C = max α ≤1 Cα . The proximal operator can be defined as
and β can be updated at the (l + 1)th iteration by applying the proximal gradient algorithm through
Convergence is guaranteed since the inequality P L(µ,
It is not difficult to check if the inequality holds, and details are discussed in Chen et al. (2012) . The above penalization strategy is able to achieve sparsity corresponding to the group parameters γ h ; however, it does not guarantee the sparsity of each element inβ obtained from (3.4).
Alternatively, we can set β ij h = 0 if the β ij h < * for a small tolerance level * . For σ, if each subject is observed at the same time over m time points, i.e. t ku = t u for any k = 1, . . . , n and u = 1, . . . , m,
at the l + 1-th iteration can be updated by 5) and the weight component for the ith subject is w
. If each subject is observed at the different m time points, one can update (σ ii ) (l+1) (t) using a polynomial spline estimation method.
. For each i = 1, . . . , p, one can estimate σ ii (t) by a polynomial spline regression using {1/ε 2 i (t ku )} n,m k=1,u=1 as the response variables, and the spline basis generated on time points {(t ku )} n,m k=1,u=1 as explanatory variables. We summarize the algorithm as follows.
Algorithm 1 Proximal gradient algorithm for estimating partial correlation networks
Input: Set desired tolerance levels and * (set to be 10 −3 ), obtain µ = /D and matrix C, and calculate the step size M ; initialize the parameters β, σ as β (0) and σ (0) . Output: β and σ.
1: Compute α * according to (3.3) and calculate ∇ P L(
2: Obtain β (l+1) by minimizing (3.4), i.e., β (l+1) = arg min β Q L (β (l) , β), and set the elements in β
less than * as zero; 3: Update σ (l+1) and w (l+1) by calculating (3.5);
We can also apply the alternating direction method of multipliers (ADMM)
to approximate g 0 (β) by g µ (β) in (3.2) as follows. The adaptive LASSO with overlapping group penalty can be solved by a constrained optimization:
This can be further formulated as a scaled augmented Lagrangian problem:
where η are dual variables and κ is a scalar and can be preset. Therefore, the ADMM algorithm solving (3.7) leads to three iteration steps for β, β * , η. That is, at the (l + 1)-th iteration,
The first minimization problem in (3.8) is easy to solve since the objective function is quadratic. The function g µ (β * ) in the second minimization is a smoothing function and thus can be approximated by the Taylor expansion at β
The algorithm is summarized as in Algorithm 2:
Algorithm 2 Alternating direction method of multipliers for estimating partial correlation networks Input: Set desired tolerance levels , * and scalar κ, obtain µ = /D and matrix C; initialize the parameters β, σ as β (0) and σ (0) . Output: β and σ.
1: Compute α * (l) according to (3.3); 2: Obtain β (l+1) , β * (l+1) , η (l+1) according to (3.8) , and set the elements in β (l+1) less than * as zero;
3: Update σ (l+1) and w (l+1) by calculating (3.5); 4: Return to Step 1 if
Both SPG and ADMM provide approximations of (3.1), however, they use different approximation methods and therefore the final solutions from SPG and ADMM are different. The proximal gradient method has the following advantages: (1) we can construct a smoothing approximation to the
objective function, which makes the convergence fast; (2) it does not require large matrix inversion and only involves sparse matrix operations. These could reduce algorithm complexity and improve computational speed significantly. On the other hand, the ADMM requires inverting a matrix, which could lead to infeasible computing when the network size is large. More details are provided in Section 5.
Tuning parameters selection
The choice of tuning parameters is critical as this determines the performance of the proposed method.
Tuning parameter selection for the varying-coefficient model involves two parts. One is the selection of the sequence of knots for the polynomial spline, and the other is the selection of the tuning parameter in the penalty function. For simplicity, we set the number of knots to be the same order Although, for convenience, we select equally-spaced knots in our numerical studies, our theory is developed under a more general setup which allows for more flexible choices of knot sequence.
In the process of selecting the tuning parameters associated with the penalty function, we use the Bayesian Information Criteria (BIC) procedure, which can be found in the model selection literature (e.g., Qu and Li 2006; Wang, Li and Tsai 2007). Specifically, given the tuning parameters λ n , denote the estimator β λn , and calculate the estimators σ λn and w λn through the formula (3.5).
Let κ n be the total number of nonzero elements in β λn . Then the BIC is given as BIC(λ n ) = nm log {M SE (λ n )} + κ n log(nm), with
The optimal turning parameter λ n is selected by minimizing BIC(λ n ).
Asymptotic theory
In this section we investigate the asymptotic properties of the varying-coefficient estimator ρ(t) based on the polynomial spline approximation. Since one distinct feature of our approach is the estimation and selection of local features in dynamic network modeling, we will focus on establishing the local-feature model selection consistency of ρ(t). That is, if true ρ(t) is 0 for any given region, the estimator of ρ(t) is 0 with probability approaching 1.
Before presenting the asymptotic properties of the proposed model, we first introduce the following regularity conditions that are required to establish the asymptotic properties.
C1:
The weights {w it } p i=1 are uniformly finite for t ∈ I. That is, there exist positive constants w 0 and w ∞ such that 0 < w 0 ≤ min i {w it } ≤ max i {w it } ≤ w ∞ < ∞ for any t ∈ I.
C2: There exists a constant c such that
holds with probability approaching to 1 as sample size n → ∞.
C3:
We assume that for any t ∈ I, y(t) has mean 0 and covariance matrix Σ(t) whose eigenvalues are assumed to be uniformly bounded for t ∈ I. That is, 0 < inf t∈I λ min (Σ(t)) ≤ sup t∈I λ max (Σ(t)) < ∞ where λ min and λ max are the minimum and maximum eigenvalues of Σ(t) respectively. Furthermore, for some sufficiently large l > 0, sup t∈I E |Y i (t)| l < +∞, for i = 1, . . . , p.
C4:
The observation times {t ku } n,m k=1,u=1 are independent and follow a distribution f T (t) on I, and f T (t) is absolutely continuous and the bounded away from zero and infinity. C5: For 1 ≤ i = j ≤ p, the partial correlation function ρ ij (·) has q continuous derivatives with q ≥ 1. 
C7:
The set of knots denoted as Υ n = {0 = ν 0 < ν 1 < · · · < ν Nn < ν Nn+1 = 1} is quasi-uniform, i.e., there exists b > 0 such that
C8: The number of interior knots N n and tuning parameters λ n satisfies To present our theoretical results, we first introduce an oracle estimator, which estimates each + q + 1 and estimating the rest of the coefficients by minimizing the sum of the squares
Denote the resulting oracle estimator of the partial coefficient functions by
Then the oracle estimators enjoy both estimation consistency and null region selection consistency as indicated in the following Theorem.
Theorem 1.
Under conditions (C1)-(C8), for any 1 ≤ i < j ≤ p, the oracle estimators satisfy
In addition, let E ij = {t ∈ I, ρ ij (t) = 0} be the corresponding null region of ρ ij(o) (t) . Then E ij ⊂ Statistica Sinica: Newly accepted Paper (accepted author-version subject to English editing) DYNAMIC MODEL SELECTION OF TIME-VARYING NETWORK E ij , and the set E ij \E ij converges to the empty set with probability approaching to 1 as n → ∞.
Theorem 2. Under conditions (C1)-(C8), when n is sufficiently large, the minimizer
Theorem 3. Under conditions (C1)-(C8), for any 1 ≤ i < j ≤ p, let E ij = {t ∈ I, ρ ij (t) = 0}be the corresponding null region of ρ ij (t) . Then E ij ⊂ E ij , and the set E ij \E ij converges to the empty set with probability approaching to 1 as n → ∞.
Theorem 2 shows that the estimator by minimizing the penalized loss function (2.2) is L 2 consistent in estimating the partial correlation functions, and Theorem 3 further shows that, with probability approaching to one, it can correctly identify zero estimators in the non-signal time regions. Therefore, the proposed method can correctly produce a locally sparse network and efficiently model the dynamic changes of network data for sufficiently large data. The proof of the Theorem is provided in the supplementary material.
Note that Theorems 2 and 3 are established under the assumption that the structure of networks changes smoothly over time (e.g, Condition C5). Therefore, the proposed spline method is developed for networks with smooth changes.
Simulation
In this section, we conduct simulation studies to illustrate the performance of the proposed method based on the proximal gradient method (SPG) described in Section 3. We first compare the performance of the SPG using different degrees of polynomial spline. Then the proposed approach 
where the diagonal entries for each block A k t (k = 1, 2, 3) are all set to be one, and each off-diagonal entry of A k is set to be f k (t)U , where U follows the Bernoulli distribution with P r(U = 1) = ω. The blocks A k t are exchangeable since the partial correlations among nodes in networks are undirected and interchangeable. We use ω to control the number of non-zero elements in A k t and thus control the sparsity within each block such that the networks are sparse if ω is small. We consider moderate strengths of associations among nodes in the network, and therefore choose ω = 0.8 in our settings.
The functions f k (t), k = 1, 2, 3 are defined as follows: Table 1 indicates that the SPG with linear spline tends to select correct edges with the highest frequency, compared to the quadratic and cubic splines. When the network size increases from 18 to 108, the percentage of selecting correct associations decreases about 9.8% in the linear spline approach. When the network size is 108, the percentage of selecting correct edges based on the SPG is about 83.0% for the linear spline approach. In addition, overall sensitivity and specificity rates are best using the linear spline approach. This simulation indicates that the SPG with linear spline has the best performance in detecting the local changes of network associations, compared to the quadratic and cubic splines.
We further compare the performance of the proposed model with SPACE, the kernel-based method (KEN), the ADMM approach, the TVUG model, and the VCVS method. We compare the performance of these methods under the network sizes of 18, 54 and 108 with sample size n = 200 and time length T = 50 based on 100 simulations. Since Table 1 indicates that SPG with the linear spline outperforms the quadratic and cubic splines, we use the linear spline for the SPG in the following Statistica Sinica: Newly accepted Paper (accepted author-version subject to English editing) comparison. Table 2 provides the model selection performance of the SPG, ADMM, SPACE, KEN, TVUG, and VCVS under various network sizes. The SPG and ADMM have similar performance and are the best in the sense of selecting the true model with the highest frequency when the network size is 18 or 54. When the network size increases to 108, the rates of selecting the correct model for SPACE and VCVS decrease to 51.2% and 66.7%, respectively. This is probably due to the overfitting problem. For the TVUG, the correct-fitting rate is down to 75.4%. In comparison, the SPG still has a correct-fitting rate of 83.0%. However, neither ADMM nor KEN is feasible due to the problem of high-dimensional matrix inversion for the ADMM approach and a highly intensive computing procedure for the kernel method. The ADMM requires inverting large-dimensional matrices if p is large. We tried the SparseM package in R, the Eigen package and SparseLib++ in C++ which are designed for large-dimensional matrix operations. However, when the dimension of matrices is out of the scale the package can handle, the ADMM approach becomes infeasible. Table 2 also provides the average computing time per simulation run for each method. We run simulations on a cluster server running a Linux system equipped with 2.67GHz CPU and 48GB memory. The computing time increases significantly as the dimension of matrix operations increases exponentially from 10 2 to 10 5 when the network size increases from 18 to 108. The SPACE and TVUG are the fastest among all the methods. This is because the SPACE does not utilize neighboring information of the time-points observed from the same subject; and for the TVUG, the kernel-based sample covariance matrices could be pre-processed before minimization, and the covariance matrix is penalized through its determinant rather than for each element. KEN is the slowest of all since it requires updating neighborhood information for each nonparametric coefficient estimation at each iteration. The computing time ranges from 27.46 seconds to 1.04 hours per run for the SPG algorithm, and 25.49 seconds to 15.8 minutes per run for the VCVS method. We were not able to record the time for KEN and ADMM when p = 108 due to infeasibility issues for these two approaches. In summary, SPG is the best among all methods above if we consider computational feasibility and correct-fitting performance.
We also compare the number of edges correctly identified by SPG, KEN, SPACE and ADMM with a moving tuning parameter. The TVUG and VCVS are not provided here since it requires two tuning parameters and makes comparison unsuitable. Figure 3 shows that the BIC reaches the minimum if the tuning parameter is selected as λ = 0.145 when the network size is 18, the sample size is 200 and the number of time-points is 50. In addition, Figure 4 indicates that both SPG and ADMM have the highest ratio of correctly identified edges over total detected edges for any given tuning parameter. For example, when the number of total detected edges equals the number of true edges (1876), the SPG and ADMM are able to identify 1444 and 1441 correct edges, respectively, whereas KEN detects 1345 correct edges, and SPACE detects only 1243 correct edges.
Application
In this section, we analyze a data obtained from an attention deficit hyperactivity disorder (ADHD) study. ADHD is a mental disorder found in children and adolescents, and common symptoms include We apply only the SPG and SPACE methods to this data, since the ADMM and KEN approaches are not able to handle the network size of 116. The number of connections among ROIs at each time point is shown in Table 3 . Note that SPACE identifies more than 2000 connections at most of the time-points, in contrast to the SPG method which identifies at most 78 connections at each time point.
The over-identifying problem of SPACE makes it difficult to select any useful connections. In the following, we provide data analysis and graphical illustration based on the SPG only. Table 5 (gray level is defined as the volume of gray matter in a ROI, and gray matter distinguished from white matter consists of cell bodies, neuropil, glial cells and capillaries). These findings could
Statistica Sinica: Newly accepted Paper (accepted author-version subject to English editing) be helpful in studying ADHD patients' brain function over time, even without any stimulation.
Compared to task-based fMRI experiments, results from resting-state fMRI studies can be more easily synthesized as they investigate the differences for the ADHD patients' regions of interest connected in the absence of task. Fox and Greicius (2010) and Greicius (2008) 
Discussion
The time-varying network model is powerful for identifying time-evolving associations for brain and biological functions, gene networks, social networks and environmental networks over time. In this paper, we develop a local varying-coefficient model to effectively quantify and detect dynamic changes in network associations and interactions. One distinctive feature of the proposed approach is that we are able to incorporate local features of a varying-coefficient function, and provide local-signal detection and estimation simultaneously for time-varying network data.
We propose a piecewise penalized loss function such that the coefficients associated with the varying-coefficient model at the local region are shrunk to zero if the magnitude of the grouped coefficients is sufficiently small. This has significant advantages over the traditional varying-coefficient model selection approach without incorporating local features, especially for time-varying network data, since the network associations could be quite volatile over time, and local-region estimation and signal detection are of more scientific interest than global-feature selection. Our simulation studies and data application to the ADHD study indicate that the proposed method is quite effective at capturing the local features of the time-varying network data.
However, it is quite computationally challenging to develop highly computationally intensive algorithms in order to achieve sparsity properties in estimation and signal detection at local time intervals. The group penalization strategy involves overlapping parameters among different groups, which makes the optimization process extremely challenging when the network size is large. To overcome these difficulties, we develop a smoothing proximal gradient method, which does not require inverting the large-dimensional matrix. The developed algorithm has significant computational advantages in increasing computational speed and efficiency. Most importantly, the proposed smoothing proximal gradient algorithm is able to analyze a relatively large size of network data within a reasonable time frame. We also compare out method to the ADMM and kernel-based algorithms which require inverting a large-dimensional matrix, and therefore cannot feasibly estimate large size network data.
Theoretically, we show that the proposed method achieves model selection consistency in local regions, and provides a uniform rate of convergence for local-signal coefficient estimators. Scientifically, it is important to detect dynamic changes in networks, as identifying the associations of biological functionalities over time can help us to better understand the mechanisms of network change.
The proposed method is developed for networks with a fixed dimension. For a high-dimensional network, we suggest to first use some screen methods to bring the dimensionality down. For example, one can use a global selection method similar to the ones in Xue (2009), Xue and Qu (2012) to delete the pairs of variables that not associated/connected in the entire region. Then for the pairs that are associated, one then can apply the proposed method to locate the time region where this association might change.
In this paper, the longitudinal dependence structure over time is not taken into account for estimation, although one can incorporate such dependent structure using either the generalized estimation equation (Liang and Zeger 1986) or the quadratic inference function approach as in Xue et al. (2010) and . However, incorporating the dependence structure does not effect the convergence rate as in Section 4, but will effect estimation efficiency. This might be worthy of future research.
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