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Abstract
We explore mean-field methods to approximate the ground-state energies of distinguishable bo-
son droplets. We accomplish this via mapping the ground-state energy of the N-body system onto
the partition function of classical fields at fixed temperature T = 1/N with a path-integral rep-
resentation. In this model, the particles interact pairwise through an attractive contact potential
with coupling strength g. By varying the particle number N and the coupling strength g, we can
probe for phase transitions in three spatial dimensions where the Efimov effect leads to so-called
Borromean bound states. Related works have become intensely studied in the recent decades due to
the appearance of Efimov effect, as well as the implications it has to the study of ultracold atoms.
2
1 Introduction
Mean field theory has many applications that have been under intense study over the past couple
of decades. Pierre Curie and Pierre Weiss first developed the backbones of mean-field theory in the
search for phase transitions. Since then, the theory has been commonly applied to the Ising model
for magnetization as well as game theory. We will use mean-field theory to approximate the ground
state energy of an N-boson system, where distinguishable bosons interact via a pairwise, attractive,
contact potential. The strength of this potential will depend on a coupling constant g ,as shown in
Section 2. We specifically seek to determine how the ground state energy depends on the coupling
constant g and particle number N . Determining this relationship will allow us to probe for quantum
phase transitions in these droplets.
In one spatial dimension, there exists exact answers for the ground state energy of an N-boson
droplet. There are numerical solutions for the two-dimensional problem. We can test the accuracy
of this method against the 1-D case, and then develop it to find answers in three-spatial dimensions.
One point of interest is the appearance of Efimov states in three spatial dimensions, which is
a manifestation of spontaneous breaking of scale invariance. In 1970, V. N. Efimov noticed that
3-boson systems could exist in a bound state even if the coupling g was too weak for any two bosons
to exist in a bound state [7]. In other words, if a boson in the 3-boson bound state were to be
removed, the other two bosons would fall apart [8]. Efimov states can be explained through the
analogy of Borromean rings. Therefore, they are sometimes deemed Borromean states. As we probe
for phase transitions with our mean-field methods, we hope to also study and describe these Efimov
states.
In Section 2, we provide a theoretical background and derive methods to approximate the ground
state energy of the N-boson system using mean-field theory. In Section 3, we step through our
calculations. Finally, we provide a summary and discussion of our findings in Section 4.
2 Theoretical Background
To motivate our derivations, we first show how to extract the ground state energy from the partition
function of a system in Section 2.1. In Section 2.2, we derive the partition function of the system.
Finally, we apply the mean-field approximations Section 2.3.
2.1 Extraction of Ground-State Energy
We start with the canonical ensemble partition function,
Z = 〈Ψ|e−βHˆ |Ψ〉 (1)
where Hˆ is the Hamiltonian that describes the N-boson system. Here we take |Ψ〉 to be an initial
guess state that is not orthogonal to the actual ground state. β = 1/kBT with temperature T and
the Boltzmann constant taken to be kB = 1 for our purposes.
To find the ground-state energy E0 of the system, we expand the partition function by applying
the time-independent Schro¨dinger equation while noting that the guess state can written in terms
of its energy eigenstates as |Ψ〉 = ∑∞n=1 cn |En〉 where cn = 〈En|Ψ〉. From this, we obtain
Z = c0e−βE0
[
1 +
|c1|2
|c0|2
e−β∆E + ...
]
(2)
where ∆E = E1 − E0. Taking the natural logarithm of the partition function, we find the
following.
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lnZ = ln c0 − βE0 + ln
[
1 +
|c1|2
|c0|2
e−β∆E + ...
]
(3)
Now, we evolve our system in imaginary time β → ∞, and notice that the natural logarithm
term exponentially decays to zero, thus leaving only the (ln c0 − βE0) terms [12]. We then take the
partial derivative with respect to −β to extract the ground-state energy as shown in Equation 4.
−∂ lnZ
∂β
β→∞−−−−→ E0 (4)
Because the energy decays exponentially to the ground-state energy as we increase β, we are
able to approximate E0 with large, finite β. Therefore, we define β = τNτ where τ is a positive
real number to signify a step in imaginary time and Nτ is the number of time steps. By applying
the projection operator eτHˆ to the initial guess state Nτ times, we extract E0 from the partition
function.
e−βHˆ =
Nτ∏
j=1
e−τjHˆ (5)
Here, j is merely a subscript to identify specific time steps [11].
2.2 Partition Function Derivation
To calculate the partition function of the system, we must first find the Hamiltonian, which is written
as follows
Hˆ = Tˆ + Vˆ (6)
where Tˆ is the kinetic energy and Vˆ is the potential energy. Our system contains N particles,
but we are concerned with distinguishable bosons. Thus, the number of particle flavors Nf becomes
equivalent to the number of particles N , or N = Nf . Taking this into account, our kinetic energy
operator becomes
Tˆ =
Nf∑
f=1
∫
dp
p2
2m
aˆ†f (p)aˆf (p) (7)
where aˆ†f (p) and aˆf (p) are the creation and annihilation operators respectively for particles of
flavor f and momentum p [11]. Next, we define the pairwise, attractive, zero-range interaction
potential Vˆ .
Vˆ = −g
2
Nf∑
f 6=f ′
∫
dxnˆf (x)nˆf ′(x) (8)
Here, nˆf (x) is the density operator for a flavor f particle at position x. The density operator is
defined below.
nˆf (x) = aˆ
†
f (x)aˆf (x) (9)
With the Hamiltonian for the system now defined, we separate a projection operator time-
slice as defined in Equation 5 into kinetic and potential parts. We do this using a Trotter-Suzuki
decomposition. Notice the approximation of this decomposition to order τ3.
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e−τHˆ = e−τ
Tˆ
2 e−τVˆ e−τ
Tˆ
2 +O(τ3) (10)
We rewrite the potential energy term as shown below. The product over x occurs over the
continuum of positions, but can be approximated on a lattice.
e−τVˆ = exp
τg2
Nf∑
f 6=f ′
∫
dxnˆf (x)nˆf ′(x)
 = ∏
f 6=f ′
∏
x
e
τg
2 nˆf (x)nˆf′ (x) (11)
The density operators in the pairwise interaction terms are linearized with a Hubbard-Stratonovich
transformation [9] [10]. With this transformation, we map the ground-state energy problem onto
a classical field in which the pairwise interactions are now treated as an external potential. We
introduce an auxiliary field σ and a field integral. There is a different integral like the one appearing
in Equation 12 for every time-slice, point in space, and flavor pair combination.
e
τg
2 nˆf (x)nˆf′ (x) =
∫ pi
−pi
dσ
2pi
[1 + (A sinσ)nˆf (x)] [1 + (A sinσ)nˆf ′(x)] (12)
Here, A =
√
2(eτg/2 − 1). Plugging everything into Equation 5, we obtain the projection opera-
tor.
e−βHˆ =
Nτ∏
j=1
e−τj Tˆ2 ∏
f 6=f ′
∏
x
(∫ pi
−pi
dσ
2pi
[1 + (A sinσ)nˆf (x)] [1 + (A sinσ)nˆf ′(x)]
)
e−τj
Tˆ
2
 (13)
Simplifying, we obtain
e−βHˆ =
∫
Dσ
Nτ∏
j=1
Uˆj [σ] (14)
where
Uˆj [σ] = e−τj Tˆ2
∏
f 6=f ′
∏
x
[1 + (A sinσ)nˆf (x)] [1 + (A sinσ)nˆf ′(x)]
 e−τj Tˆ2 (15)
and the path integral is defined as shown below.∫
Dσ ≡
Nτ∏
j=1
∏
f 6=f ′
∏
x
∫ pi
−pi
dσ
2pi
(16)
Now, plugging the projection operator into the partition function, as defined by Equation 1, we
obtain the following.
Z =
∫
Dσ 〈Ψ|
Nτ∏
j=1
Uˆj [σ]|Ψ〉 (17)
Finally, we define the trial wavefunction for the ground state. Because we are considering dis-
tinguishable bosons, we may write |Ψ〉 as follows, where each |φf 〉 is the single-particle spin-orbital
wavefunction for a flavor f particle [11]. Recall that the number of particle flavors Nf is equal to
the number of particles N in the model.
|Ψ〉 = |φ1〉 |φ2〉 ...
∣∣φNf 〉 (18)
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This allows us to write the partition function as follows:
Z =
∫
Dσ
 〈φ|Nτ∏
j=1
Uˆj [σ]|φ〉
Nf (19)
2.3 Mean-Field Approximation
Mean-field approximations are widely used, especially in lattice models such as the Ising Model for
magnetism. We now apply the mean-field approximation to the partition function in Equation 19.
First, we think of every time-slice of the auxiliary field σj as fluctuations around a mean value m as
shown below.
σj = m+ (σj −m) (20)
Then we apply the mean-field approximation, and neglect all fluctuations. Therefore, we choose
a time-slice σj to analyze while setting all other time-slices to a constant m. We argue that the
selected time-slice σj is not unique, so it must be that
〈σj〉 != m (21)
Equation 21 is known as the self-consistency condition. To derive the mean value m we first
select a random time-slice from Equation 19, say time-slice j. We then consider another time-slice,
say j + 1. This becomes
Uˆj+1[σj+1] = Uˆj+1[m] ∗ Uˆ−1j+1[m] ∗ Uˆj+1[σj+1] ' Uˆj+1[m] (22)
using the strategy from Equation 20. Furthermore, by construction, the path integral over all
time slices that are not j become one by construction. Therefore, we find that
ZMF [m] =
∫
DσjX [σj ,m] (23)
where
X [σj ,m] =
(
〈φ|Uˆ [m]Nτ−1Uˆj [σj ]|φ〉
)Nf
(24)
The self-consistency condition becomes as follows.
〈σj〉 ≡ 1ZMF [m]
∫
DσjX [σj ,m]σj = f(m) != m (25)
3 Calculations
To obtain the ground-state energy of the N-boson droplet, we must first solve f(m) = m for a
particular coupling g and number of bosons Nf as shown in Equation 25. We then plug the mean-
field value m into the equation for the partition function (Equation 23). For large β = τNτ , we find
that −∂ZMF [m]∂β provides an approximation for the ground state energy E0 of the system.
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3.1 Self-Consistency Condition
We start by choosing a trial wavefunction that is not orthogonal to the actual ground state wave-
function. We choose a wavefunction with no kinetic energy, thus allowing us to ignore those terms
in Equation 15.
From Equation 23, we know the partition function to be as follows once everything is plugged
in. Here, A =
√
2(eτg/2 − 1). Notice, all time slices but one are set to a constant through the use
of the mean-field approximation.
ZMF = (1 +A sinσ)(Nτ−1)Nf
∫ pi
−pi
dσ
2pi
(1 +A sinσ)Nf (26)
To find m, we expand out Equation 25. After simplifying like terms in the numerator and
denominator, we are left with the following.
f(m) =
∫ pi
−pi
dσ
2pi (1 +A sinσ)
Nfσ∫ pi
−pi
dσ
2pi (1 +A sinσ)
Nf
(27)
To solve the denominator, first rewrote the integrand via the binomial expansion. Then, we
changed variables σ → z = eiσ to evaluate the integral in the complex plane using the residue
theorem. A similar, more involved methodology was used to explicitly solve out the numerator.
This is an explicit solution for the self-consistency condition of our model.
f(m) = m =
∑Nf
k=0[k mod 2]
(
Nf
k
)
Ak
( k−12 )!2
k−1
2
(k−1)!!∑Nf
k=0[(k + 1) mod 2]
Nf !
(( k2 )!)
2
(Nf−k)!
(
A
2
)k (28)
3.2 Ground-State Energy
To extract the ground-state energy, we took the natural logarithm of ZMF given an m for particular
values of g, τ,Nτ , Nf . As shown in Section 2.1, taking the partial derivative of this value with
respect to −β yield the ground-state energy as β →∞. As an approximation, we divide lnZMF by
−β = τNτ . For large β, this yields the ground-state energy, as shown by Equation eq:3. Therefore,
our ground-state energy approximation becomes the following.
E0 =
−1
τNτ
ln
[
(1 +A sinσ)(Nτ−1)Nf
∫ pi
−pi
dσ
2pi
(1 +A sinσ)Nf
]
(29)
Next, we look at the relationship of ground-state energies as we vary the number of particles
Nf . We do this via a parametric plot. On the x-axis, we plot the ground-state energy of a 2-boson
droplet as a function of the coupling g. On the y-axis, we plot the energies of N-boson droplets also
as functions of g. The energy of each droplet is divided by the number of particles in that droplet to
account for the higher energies the larger droplets have. This allows us to compare the ground-state
relationships on a single particle basis.
For the below plot, the coupling strength g was varied from 0-10. The time-step τ was taken to be
small. With many time-steps Nτ , β was made large enough so that the exponentially decaying terms
in Equation 3 did not significantly effect the results. The following results are for one-dimensional
droplets and will be discussed in Section 4. It is important to note that this plot show the relative
relationship between the ground-states. To extract units from the energies, the equations must first
be non-dimensionalized.
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Figure 1: Ground-state energy comparison of N-boson droplets
4 Discussion
We have used mean-field approximations to approximate the ground-state energy of 1-D droplets of
N distinguishable bosons. In our model, the bosons interact through a two-body, attractive, contact
potential. Our data shows linear relationships between the ground-energies of the N-boson droplets
and the 2-boson droplet. As expected, the larger the number of particles, the higher the ground-state
energy. Exact energy relations are known for 1-D bosons. Those results show that the ground-state
energies are related to the number of bosons through cN3 + dN , where c, d are constants. A brief
analysis of our data shows signs of this cubic relation. Further analysis and data-fitting will help
investigate this relationship.
Overall, this paper provides a basis for using mean-field approximations to find the ground-state
energy of N-boson droplets. This methodology can be extended to 2-D and 3-D boson droplets. In
3-D, it should be a useful to probe for quantum phase transitions. Once found, these transitions can
lead to a study of Efimov states, which is a phenomenon that occurs in three dimensions.
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