Abstract. The meaning of word combination such as give a book or lend money can be obtained by mechanically combining the meaning of the two constituting words: to give is to hand over, a book is a pack of pages, then to give a book is to hand over a pack of pages. However, the meaning of such word combinations as give a lecture or lend support is not obtained in this way: to give a lecture is not to hand it over. Such word pairs are called collocations. While their meaning cannot be derived automatically from the meaning of their constituents, we show how to predict the meaning of a previously unseen word combination using semantic regularities we observe in a training set of collocations whose meaning has been specified manually.
Introduction
In natural language, individual words can either combine freely or form so-called collocations. The meaning of a free word combination can be understood from the meaning of its constituents. In particular, in automatic text understanding, semantic representation of a free word combination can be constructed by concatenating two definitions. For example, to make is 'to create', a dress is 'a piece of clothes', thus to make a dress is 'to create a piece of clothes'. However, the combination to make an announcement means 'to communicate information' but not 'to create information'. That is, simply concatenating the two definitions does not work here: while one word's meaning is literal, the other's is quite different. Such word combinations are called collocations. For example: to make an announcement, to give a lecture, to pose an obstacle.
The word used in a collocation in its literal, or typical, meaning is called the base of the collocation, and the other word, the collocate. In a collocation (e.g., make an announcement), the collocate (make) acquires a meaning ('communicate') different from its typical meaning ('create'), i.e., the meaning it has in free word combinations (e.g., make a dress).
Collocations present a difficulty in automatic text understanding because the dictionaries usually do not include as senses all meanings that a word can have in collocations. One solution to this problem is to include all such meanings in the dictionary: with each word, add senses corresponding to all the meanings this word can have as a collocate in some collocation, along with the corresponding base. This, however, would be time and space consuming. What is more, such list of senses would always be incomplete, since new collocations constantly appear in the language. A better solution is to build a system capable of predicting those new meanings on the fly.
In this paper we examine the latter approach. We look for semantic patterns in collocations and train a system to detect them, in order to predict a meaning of previously unseen collocations.
It has been observed in linguistic research that different collocates may express the same meaning. For example, consider collocations deliver a lecture, take a walk, pose an obstacle. Though the nouns functioning as bases in these collocations (lecture, walk, obstacle) show diverse semantics, the collocates expressed by the verbs have the same semantic content, namely 'to do, perform, carry out something'. In collocations plant a garden, give surprise, create a difficulty, all the verbs have the meaning 'to cause that something come into existence'. Thus, the first group of collocation has the semantic pattern "do what is denoted by the base" and the second group, "cause that what denoted by the base come into existence". Semantic patterns can be specified using a formalism called lexical function 1 . Lexical function (LF) is defined in lexical semantics [2] as a function that associates a word with a corresponding word such that the latter expresses a given abstract meaning indicated by the name of lexical function. The concept of lexical function was introduced in linguistics as an element of functional models of natural language called Meaning-Text Models. The framework of the said models is Meaning-Text Theory. For details, see [6] and [3] . About 70 lexical functions have been identified. Each LF has been given a name in the form of an abbreviated Latin word whose meaning corresponds to the semantics of collocation. LF takes an input, termed the keyword, and produces the output, termed the value of LF. The notation of LF also includes information of syntactic structure of utterances where the keyword is used together with the LF's value in a collocation. The syntactic structure is encoded with a string of integers put as an index after the LF's name. Integer values specify semantic roles of LF's keyword. For example, 1 stands for the agent, 2 stands for the patient, etc. Positions of integers in the string signify syntactic functions. First position in the string stands for subject, the second for direct object, etc. For example, the string 12 says that the subject is the agent, and the direct object is the patient. We illustrate the above said with the examples given in Table 1 , where K stands for keyword. Meanings of LFs are taken from [7] . Table 1 presents simple lexical functions which capture a single semantic element. There are collocations where the collocate may express a complex meaning including more than one semantic element. The semantic structure of such collocations are represented by complex semantic functions. Examples of some complex LFs are given in Table 3 of Section 4.
The rest of the paper is organized as follows. Section 2 defines the problem; Section 3 sketches related work and presents state of the art results. Section 4 describes the dataset and classification methods. The results obtained in our experiments are discussed in Section 5. Finally, Section 6 gives conclusions and speaks of future work.
Problem
Our task is to examine performance of supervised learning algorithms for classification of Spanish collocations according to the typology of LFs. The system is trained on a manually build corpus of verb-noun collocations annotated with LFs. Then the system is tested for recognition of eight LFs chosen for the experiments and the class of free word combinations (FWC), which gives us the total of nine semantic classes. We aim at detecting classifiers whose performance is best for each of these semantic classes. 
Related Work
It was mentioned in the Introduction that the concept of lexical functions was first elaborated in the frame of Meaning-Text Theory. Some research has been done on automatic detection of lexical functions. L. Wanner [13] proposed to view the task of LF detection as automatic classification of collocations according to LF typology. To fulfill this task, the nearest neighbor machine learning technique was used. Datasets included Spanish verb-noun pairs annotated with nine LFs. Every example in the datasets was represented by its hyperonyms retrieved from the Spanish part of EuroWordNet [12] . Every hyperonym was accompanied by its Basic Concepts and Top Concepts. A candidate instance was assigned that LF whose prototype was the most similar to the instance. Similarity was measured using path length in hyperonym hierarchy. These experiments gave the average F-measure of about 70%.
For classification of Spanish verb-noun collocations by LFs, Wanner et al. [14] applied four machine learning methods, namely, Nearest Neighbor technique, Naïve Bayesian network, Tree-Augmented Network Classification technique and a decision tree classification technique based on the ID3-algorithm. Experiments were carried out for two groups of verb-noun collocations. The first group included collocations where nouns belonged to the semantic field of emotions. In the second group, nouns were field-independent. In Section 5, we compare our results with those of [14] for verb-noun bigrams with field-independent nouns. Alonso Ramos et al. [1] extracted collocations support verb + object from FrameNet corpus of examples [8] . Then they checked if the extracted collocations are of Oper n . Their algorithm employ some syntactic, semantic and collocation annotations in the FrameNet corpus which serve as LF indicators. The proposed algorithm was tried out on a set of 208 instances and showed 76% accuracy. The authors come to a conclusion that it is feasible to extract and classify collocations according to LFs using semantically annotated corpora. Since the formalism of lexical function represents the correspondence between the keyword's semantic valency and of syntactic patterns together with semantic contents of collocation, such a conclusion sounds rather reasonable.
Data and Methodology
Our approach is based on supervised machine learning algorithms as implemented in the WEKA version 3-6-2 toolset [4, 15, 10] . Table 2 lists 68 classifiers tested for distinguishing between lexical functions. Table 3 presents LFs chosen for the experiments. LF meaning descriptions are taken from [7] and [13] ; K stands for keyword. Examples are taken from the list of verb-noun pairs used in the experiments. The verb is the value of a corresponding LF, the noun is the keyword. Since examples are not grammatically well-formed utterances, the words are put in the form they appear in dictionary entries, with the exception of the verbs for Func 0 as explained further. The use of articles in the verb-noun pairs may vary depending on the context in which they are used in speech. Now we give an explanation why the verbs for Func0 are not used in their dictionary form in Table 3 . This touches upon a peculiarity of the Spanish syntax. In Spanish, the pattern verb + noun, where the noun is the subject of the verb noun, is not as rare as in English, where the subject typically precedes the verb. For example, it is common to see such headings in newspapers as, for instance, Sube inflación en Eurozona a 1.4%, lit. Rises inflation in Eurozone by 1.4% (cited from the newspaper Excelsior, issue of April 16, 2010). Verbs which are values of Func0 are used in utterances with their keywords as the subjects, so to give an example of a verb-noun pair where the verb is the value of Func0, we have to put the verb in the form that corresponds to the dictionary form of the noun, i.e., the verb has the form of 3 rd person, singular number, present tense, indicative mood. The same is valid for the English translation. The words in the example hace un mes are always used in this word order. The corresponding English translation is a month ago. In English, there is no verb which is the exact equivalent of the verb hacer in the expression hace un mes, so hacer is translated not with a verb but the adverb ago.
For the experiments, we used the a list of the 1000 most frequent verb-noun pairs extracted automatically from the Spanish Web Corpus in the Sketch Engine [5] . All collocations in this list were annotated with lexical functions by human experts, who also tagged all the words in the collocations with word senses of the Spanish WordNet [9, 12] . The words in the pairs which are free word combinations (FWC) were also tagged with word senses and viewed as belonging to its own semantic class. Thus in our experiments, we treat FWC as a lexical function. Input files were constructed in the Attribute-Relation File Format (ARFF) [11] accessible by WEKA classifiers. For each verb-noun pair, we used binary feature representation. For each word in the list of annotated verb-noun pairs, all its hyperonyms were retrieved from the Spanish WordNet referenced above, and the word itself is considered as the zero-level hyperonym. This gives 654 features to represent the nouns, and 280 features to represent the verbs. Each verb-noun pair in the training set is represented as a vector:
where v n , n k can be 0 or 1, and LF is a categorical feature having the value yes for positive instances of LF for which classification is done, and no for negative instances. Negative instances are collocations that belong to all other LFs in the list of collocations except to the LF chosen for classification.
The performance of WEKA classifiers was evaluated by comparing the values of precision, recall, and F-measure using 10-fold cross-validation. The precision is the proportion of the examples which truly have class x among all those which were classified as class x. The recall is the proportion of examples which were classified as class x, among all examples which truly have class x. The F-measure is: 
Experimental Results
In Table 4 , we present the main results obtained in our experiments. For each LF, we list three classifiers that have shown the best performance. Often, in classification experiments, the baseline is the performance of ZeroR classifier. ZeroR is a trivial algorithm that always predicts the majority class. It happens that the majority class in our training sets is always the class of negative instances. Even in the case of the LF which has the largest number of positive instances in the training set (198), the number of negative instances is still larger (427). Therefore, the ZeroR does not classify any test instances as positives, which gives always recall of 0 and undefined precision. Thus ZeroR is too bad a baseline to be considered.
In Table 4 , the column marked by # specifies the number of positive instances for each LF. Recall that the whole dataset consists of all instances for all LFs mixed together and contains 635 items, so the number of negative instances is 625 minus the value of the # column. For each classifier, the amount of time taken to build the model is given as well as the time taken to test the model on the training set. Note that these figures are meaningful because all LFs used the same set of 625 collocations as its training set and the same test sets in the tenfold cross-validation procedure.
As it is seen from Table 4 , no single classifier is the best one for detecting all LFs. For each LF, the highest result is achieved by a different classifier. However, Prism reaches the highest F-score for both IncepOper 1 and FWC, though recall that FWC (free word combinations) is not a lexical function but is considered as an independent class along with LFs. The maximum F-measure of 0.873 is achieved by BayesianLogisticRegression classifier for Oper 1 Table 5 gives the state of the art results reported in [14] for LF classification using machine learning techniques. Out of nine LFs mentioned in [14] we give in Table 5 only those five that we used in our experiments, i.e., that are represented in Table 4 . Also, as we have explained in Section 3, [14] reports the results for two different datasets: one for a narrow semantic field (that of emotions) and another for a field-independent (general) dataset. Since our dataset is also general, comparing them with a narrow-field dataset would not be fair, so in Table 5 we only give the field-independent figures from [14] .
Not all methods have been applied in [14] for all LFs; if a method was not applied for a particular LF, the corresponding cells are marked as N/A. In this table, NN stands for the Nearest Neighbor technique, NB for Naïve Bayesian network, ID3 is a decision tree classification technique based on the ID3-algorithm, and TAN for the Tree-Augmented Network Classification technique; P, R, and F are as in Table 4 . In fact [14] did not give the value of recall, so we calculated it using (1). The last column repeats the best F-measure results from Table 4 , for convenience of the reader. For each LF, the best result from [14] , as well as the overall best result (including our experiments), are marked in boldface.
As seen from Table 5 , for all LFs our experiments gave significantly higher figures than those reported in [14] . The best average F-measure from [14] is 0.66, while our experiments demonstrate the best average F-measure of 0.75. However, the comparison is not fair because different datasets have been used: the exact dataset used in [14] is unfortunately not available anymore; 2 ours is available from [16].
Conclusions and Future Work
We have shown that it is feasible to apply machine learning methods (specifically, those implemented in the WEKA toolkit) for predicting the meaning of unseen Spanish verb-noun collocations. Specifically, we trained a classifier to assign the semantic classes to a previously unseen collocation according to the formalism of lexical functions [7] . As features, both previous works and this work used the set of all hyperonyms of a word taken from WordNet [9, 12] . With this we re-confirmed that the set of hyperonyms can be used to describe lexical meaning and discriminate word senses.
Our experiments achieved the average F-measure of 74% (calculated basing on the best classifier for each of the nine LFs). This significantly outperforms the previously reported result of 66% [14] (our average result for the same subset of five LFs is 75%). However, the comparison is not fair because we used a dataset different from the one that has been used in [14] , which is no longer available.
In the future, we plan to test other classification methods that were not examined in our experiments, both WEKA's modules that we did not yet test and methods not included in WEKA. We also plan to study the effect of other features, such as WordNet glosses. Finally, we intent to experiment with a word space models representing various similarity measures between collocations.
