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Abstract 
The present study deals with the assessment and analysis of the GDP fluctuations 
(volatility) and its determinants and examines the impact of the GDP fluctuations on the 
long-run economic growth and private investment in South Asian countries. The study 
uses five years moving standard deviation from trend of GDP per capita growth rate to 
measure the GDP fluctuations. Furthermore, the study applies recently developed 
techniques for non-stationary panel data which account for cross-sectional dependence. 
These include Breitung and Das (2005) panel unit root test, Pedroni’s panel cointegration 
tests and Group Mean Fully Modified OLS (GM- FMOLS) estimation techniques (with 
common time dummies to account for cross-sectional dependence) on the annual datasets 
of five selected South Asian countries (SSAC) which includes Bangladesh, India, Nepal, 
Pakistan and Sri Lanka over a period of 1980-2010. 
The results of the study indicate that the reliance on agriculture, trade liberalization, 
foreign aid, level of financial development, volatility in price level and the level of 
political stability are the major determinants of GDP fluctuations in the SSAC. 
Furthermore, the study finds that the GDP volatility exerts a negative impact on the 
private investment and the long-run growth rate in SSAC. These findings have serious 
policy implications for developing countries as the significant negative impact of GDP 
fluctuations on private investment and long-run growth suggests that these fluctuations 
and volatility of GDP may be detrimental to long-run growth in developing countries. 
Therefore, the governments should not rely on growth-oriented policies only but should 
equally focus on managing these fluctuations in GDP through controlling its determinants 
and sources to achieve a sustained and stable growth rate. 
 1 
 
CHAPTER 1 
INTRODUCTION 
1.1 A Brief Background 
The topic of fluctuations in GDP growth rate has got a significant consideration in the 
empirical literature since mid-nineties. The issue of fluctuations in output or GDP is more 
important for developing countries as Hnatkovska and Loayza (2004) points out that in 
the last forty years at least 40 most volatile countries were from developing economies as 
compared to the nine of the ten least volatile countries in the world were from to the 
OECD. Similarly, Perry (2009) points out that the recent midterm trend of GDP volatility 
shows a decline in overall volatility over time. Despite the medium-term GDP volatility 
tends to decline in some developing regions, the average volatility remains higher in all 
developing regions as compared to (developed) OECD countries during 1961-2006. 
Moreover, the volatility in GDP has a negative impact on the long-run output growth, 
especially in developing countries (Ramey and Ramey, 1995; Fatás (2002), Acemoglu et 
al, 2003 and Hnatkovska and Loayza, 2004). Now the issue of volatility is becoming a 
fundamental development concern due to the undeniable connections between volatility 
and lack of development (World Bank, 2007). The empirical recognition of this negative 
link between short-run fluctuations and long-run growth not only signifies the importance 
of studying this link but also signifies the importance of studying the determinants of the 
GDP fluctuations so that the efforts to manage these fluctuations can also be made. As the 
topic of GDP fluctuations has got attention recently in empirical research, so, there is a lot 
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of potential for research on the determinants of GDP fluctuations as well as its impacts on 
long-term economic growth in a special context of developing countries.  
Along with direct impact on long-term growth rate, the GDP fluctuations also have a 
significant impact on GDP growth rate indirectly through the channel of investment, 
which is amongst the key determinant of economic growth. Investment has two 
components i.e. public and private, public investment mainly relies on the discretion of 
government while the private investment is affected by the macroeconomic environment 
and an enabling environment is always needed to encourage private investors. A stable 
GDP growth rate sends a positive signal to the private investors about an economy 
whereas a volatile growth rate discourages the private investment. Accordingly, to study 
the relationship between GDP fluctuations and private investment is also important for 
developing countries.  
1.2 Problem Statement 
Achieving economic stability and maintaining sustained and stable economic growth is 
the prime objective of the development policy of every country as the development 
requires sustained increase in output (GDP). While, the short-term economic fluctuations 
or volatility poses a serious threat to this objective, as, now it is an established fact that 
short-run GDP fluctuation and volatility has significant impact on long-term growth. 
Additionally, this impact is mostly negative, especially in developing countries (Ramey 
and Ramey, 1995; Fatás, 2002; Acemoglu et al, 2003; Hnatkovska and Loayza, 2004 and 
others).  
Because of the adverse impact of the GDP fluctuations upon long-term growth, there is 
also a need to explore the underlying causes and determinants of GDP volatility in the 
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developing economies. There are so many factors which may cause the fluctuations in the 
growth rate of GDP including price fluctuations (inflation volatility), financial 
development level, the reliance on aid in GDP, trade liberalization, reliance on agriculture 
and political instability etc.   
Along with studying these determinants, it is also important to analyze the inter-
linkages and effects of GDP fluctuations on other macroeconomic variables. Therefore, 
the study of the impact of GDP fluctuations on long-run economic growth is also 
important. In addition, the GDP volatility also has a significant impact on investment as it 
also reflects the uncertainty and risk which affects the decisions of private investors. 
Accordingly, to study the relationship between GDP fluctuations and private investment 
is also imperative. 
Consequently, there is a significant prospective for research on the causes and 
consequences (determinants and impacts) of GDP fluctuations in developing countries 
and developing regions. Most of the existing literature on volatility is limited to large 
cross-sectional and panel-data studies of the world, Latin America, East-Asian countries. 
There is a considerable space in existing literature for further time-series, panel-data (with 
small N and large T), and country or region specific research on this topic.  
As, described earlier, medium-term GDP volatility tends to differ across the regions 
but, in spite of these disparities in trends, the average volatility remained higher in all 
developing regions (including South Asia) as compared to OECD countries during 1961-
2006 (Perry, 2009). South Asian countries are also facing this problem, as in case of 
Pakistan, for some years (e.g in 2004-05) its growth rate reaches to 9 percent but soon 
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within three to four years it declines to 2 percent1. Similar is the case of overall South 
Asia region, e.g. soon after a vibrant growth rate of 9.1 percent in 2010, South Asia’s real 
GDP growth has declined to an estimated growth rate of 6.6 percent in 2011 (World 
Bank, 2012a).  
Consequently, there is a massive potential for research on analyzing the underlying 
sources and consequences of GDP fluctuations in South Asia.   
1.3 Thematic, Spatial and Temporal Coverage of the Study 
This study focuses on studying the measurement, stylized-facts (trends) and determinants 
of GDP fluctuations in addition to its relationship and impact on private investment and 
long-term economic growth in South Asia. For this purpose, the current study considers a 
panel of five Selected South Asian Countries2 (SSAC, hereafter) including Bangladesh  
(BAN), India (IND), Nepal (NEP), Pakistan (PAK) and Sri Lanka (SRI) for a time-period 
of 31 years (1980 to 2010) i.e. a panel of 155 (N×T) observations.  
1.4 Objectives of the Study 
The main objective of current study is to analyze the underlying causes of GDP 
fluctuations, impact of GDP fluctuations on long-run growth and private investment in 
the SSAC. Consequently, the study aims at finding out the answers to the following three 
key research question questions:  
1. What are the determinants of GDP fluctuations in SSAC?  
2. What are the impacts of GDP fluctuations on economic growth in SSAC?  
                                                 
1 Government of Pakistan (2009) 
2 Brief overview of the five Selected South Asian Countries is given in Appendix-A 
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3. What are the impacts of GDP fluctuations on private investment in SSAC?  
1.5 Hypothesis of the Study 
Hypothesis 1: The price volatility, share of agriculture in GDP, level of Financial 
Development, Political stability, Trade Liberalization (Openness) and reliance of foreign 
aid are the significant determinants of the GDP fluctuations in SSAC. 
This hypothesis can further be sub-divided into following sub-hypothesis to elaborate it 
with the expected sign and rationale behind it. 
Hypothesis 1.1: The price volatility is a significant determinant of GDP 
fluctuations in SSAC. 
Rationale: The volatility in prices may cause the change (volatility) in the consumption in 
short-run and the volatility of consumption may definitely result in the fluctuations and 
volatility in output (GDP) in short-run.  
Hypothesis 1.2: The level of financial development is a significant determinant of 
GDP fluctuations in SSAC. 
Rationale: Financial development has a negative relationship with GDP fluctuations as a 
more developed financial system and financial markets help in absorbing the shocks. 
Developed financial system and organized financial markets are expected to reduce GDP 
fluctuations. In some of developing countries, the financial development may have a 
positive relationship with GDP fluctuations because of feeble financial system and 
unorganized financial markets.  
Hypothesis 1.3: The foreign aid is a significant determinant of GDP fluctuations 
in SSAC. 
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Rationale: The reliance on the foreign capital measured in terms of Aid as percentage of 
GDP is expected to increase the GDP fluctuation. Because, the aid dependent economy is 
more vulnerable to external shocks and consequently will be the more volatile. 
Hypothesis 1.4: The trade liberalization is a significant determinant of the GDP 
fluctuations in SSAC. 
Rationale: The trade liberalization / openness, especially in case of developing 
economies, can make a country more vulnerable to external shocks which may result in 
increasing the volatility in GDP. 
Hypothesis 1.5: The political stability is a significant determinant of GDP 
fluctuations in SSAC. 
Rationale: Political instability results in frequent policy shifts which culminates in GDP 
Fluctuations. In other words political stability is expected to reduce the output 
fluctuations.  
Hypothesis 1.6: The reliance on agriculture is a significant determinant of GDP 
fluctuations in SSAC. 
Rationale: Agricultural production depends on weather and climatic conditions, 
therefore, any sudden change in the climatic conditions may cause volatility in the 
agricultural value added which may ultimately result in the volatility of output.  
Hypothesis 2: There is a negative relation between GDP fluctuations and 
economic growth in SSAC. 
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Rationale: Whenever a recession occurs due to the volatility, in a country already facing 
financial and fiscal constraints with less developed financial markets (as in case of 
SSAC), volatility is expected to have an adverse impact on growth. 
Hypothesis 3: There is a negative relation between GDP fluctuations and private 
investment in SSAC. 
Rationale: The GDP fluctuations have a negative impact on the private investment 
because the GDP growth rate is considered as an indicator of overall economic 
performance of the economy. So, a volatile GDP growth rate gives negative signal to the 
private investors and resultantly the private investment reduces. 
1.6 Significance of the Study 
1.6.1 Significance and Importance of Studying GDP Fluctuations 
The study of the GDP fluctuations, especially for the developing countries, is important 
for a number of reasons. Firstly, the study of volatility in GDP is important as it has an 
adverse impact on long-term output growth in developing nations. Ramey and Ramey 
(1995), Fatás (2002), Acemoglu et al (2003), Hnatkovska and Loayza (2004) and many 
others, test this negative link between GDP volatility and growth empirically. In addition 
to this adverse impact on growth, volatility also has large welfare costs, particularly, in 
developing countries (World Bank, 2007). 
Secondly, fluctuations and volatility in GDP and other key macro-variables are 
considered as a serious restraint on development as it makes planning more challenging 
and investment becomes uncertain and risky. While, a relatively stable macro-economic 
environment helps in reducing the management problems and making the planning more 
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realistic for sustainable growth and development (Ukwu et al, 2003). Therefore, the 
assessment of GDP fluctuations and exploration of its determinants is important not only 
for the stable growth and development but also for the adequate macroeconomic planning 
and creating a stable and an enabling investment environment. 
Thirdly, the issue of GDP fluctuations is more important for developing countries 
because the developing countries and regions are more unstable than developed countries 
and regions (Hnatkovska and Loayza, 2004; Perry, 2009). The existence of high volatility 
in developing countries suggests an undeniable link between volatility and 
underdevelopment (World Bank, 2007). Therefore, the study of underlying sources and 
consequences of GDP fluctuations in developing countries or regions is more important. 
Finally, the matter of fluctuations in GDP has become the centre of attention in empirical 
research since the last one and half decade. Therefore, there is a lot of potential for further 
research on this issue, with a special reference to the developing regions and countries. 
1.6.2 Significant Contribution of the Present Study 
The study of GDP fluctuations gained prevalence after the pioneering work of Ramey and 
Ramey (1995) but this topic received little attention in developing countries especially in 
South Asian countries. Present study aims at filling this gap by exploring the sources of 
GDP Fluctuation and its relationship with economic growth and private investment. 
Therefore, the present study focuses only on South Asia. Previously, no such 
comprehensive study on GDP Fluctuations in South Asia was done.  
Existing literature on GDP fluctuations is either cross-sectional studies or Micro-panel 
studies (i.e. large N and small T) which use country averages. Present study uses Macro-
panel approach (small N and large T) and uses annual data instead country averages. 
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Moreover, this study not only accounts for non-stationarity but also considers the cross-
section dependence. Therefore, this study applies the Pedroni panel cointegration test and 
GM-FMOLS estimator (by adding common time-dummies in model to account for the 
cross sectional dependence). 
1.7 Limitations and Scope of the Study 
The scope of the study is limited to examine the stylized-facts and determinants of GDP 
fluctuation in addition to its inter-linkages with private investment and long-term 
economic growth in the SSAC. The major limitation of study is that a single study cannot 
encompass the effects of GDP fluctuation on all sectors of economy. Besides this, the 
non-availability of reliable and successive datasets on the poverty, inequality and other 
social variables for developing countries, like South Asian economies is also a serious 
limitation which restricts this study to analyze the impacts of volatility on private 
investment and growth. Furthermore, the data for Afghanistan, Bhutan and Maldives was 
not available even for the variables under study which restricts the country-sample to five 
selected South Asian countries (SSAC). The non-availability of data before 1980s and 
after 2010 has restricted the time-period of study to 1980-2010.   
1.8 Organization of Study 
Chapter 2 reviews the literature and theoretical framework. Chapter 3 describes complete 
research design and methodology for empirical analysis along with the data, variable and 
model specifications. Chapter 4 defines the GDP fluctuations, presents the measurement 
of GDP fluctuations in the SSAC and examines the stylized facts of GDP fluctuations in 
historical perspective with reference to South Asia. Estimations, analysis, results and 
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discussions are given in Chapter 5. Chapter 6 concludes the study by presenting 
conclusions and suggesting policy recommendations. 
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CHAPTER 2 
LITERATURE REVIEW AND THEORETICAL 
FRAMEWORK 
2.1 Introduction 
This chapter presents the detailed review of literature and theoretical framework. Section 
2.2 reviews literature and section 2.3 gives the theoretical framework. Each section is 
further sub-divided into sub-sections based on themes viz-a-viz determinants of GDP 
fluctuations; GDP fluctuations and economic growth; and GDP fluctuations and private 
investment.  
2.2 Literature Review  
2.2.1 Determinants of GDP Fluctuations: A Review of Literature  
The literature on the study of causes of business cycle exists from very beginning of 
business cycle theories but the study of the causes and sources of volatility and 
fluctuations in GDP growth rate has been started in late nineties and early twenties. 
Bergman (1996) examined the determinants of macroeconomic fluctuations in 5 countries 
using a bivariate VAR model for output and inflation and found that both supply and 
demand shocks are important determinants of business cycle fluctuations. 
Easterly, Islam and Stiglitz (2000) studied the relationship of trade openness, financial 
deepening, volatility of prices, political stability and some other variables with the growth 
volatility. The study found that trade openness and price volatility (nominal volatility) are 
positively related to growth volatility (real volatility). Moreover, the relationship between 
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financial deepening (proxied by domestic credit to GDP ratio) and growth volatility has a 
non-linear form. 
Hoffmaister and Roldós (2001) examined the determinants of GDP fluctuations in case 
of Brazil and Korea using a structural VAR approach. The study found that domestic 
shocks are the main cause of GDP fluctuations, whereas the external shocks explain a 
small part of changes in output. In case of Korea, supply factors shocks are the most 
important, while in the case of Brazil, the domestic demand factors are more important. 
Acemoglu et al (2003) studied the institutional causes of macroeconomic volatility in 
LDCs. The study found that countries inheriting the "extractive" institutions have more 
chances of having high fluctuations and crises during the post-war period. Furthermore, 
the study found that the distortionary policies are the indicators of fundamental 
institutional issues rather than the main source of volatility. The findings of the study also 
suggested that the weak institutions results in increased volatility through a number of 
microeconomic and macroeconomic channels. 
Ndlela and Nkala (2003), using Vector Auto Regression (VAR), empirically analyzed 
the role of domestic and external factors in determination of macroeconomic volatility in 
South African economy for a period of 1972 to 2002. The study focused on the variables 
including government consumption, real domestic product, inflation, terms of trade, 
supply of money, real exchange rate, and the world interest rate. The results confirm 
macroeconomic theory postulations about the relationship between each of the variables 
and macroeconomic volatility in South Africa. 
Arreaza and Dorta (2004) tried to determine the role of shocks in oil income, domestic 
supply and demand shocks in explaining macroeconomic fluctuations in Venezuela. 
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Applying the Blanchard and Quah method on quarterly data for the period 1984-2003, the 
study found that domestic shocks explains around 70% of the total non-oil output growth 
volatility. Supply shocks appear to be the major determinant of non-oil output growth 
volatility. On the other hand, nominal shocks account for over half of inflation variability.  
Mobarak (2004) studied the determinants of economic growth and its volatility in a 2-
equation system. The study found that democracy, diversification and income lower the 
volatility, whereas volatility has a depressing impact on growth. The author concluded 
that the democracy-stability link is strong, robust and sharper than democracy–growth 
relationship. Therefore, the author developed a link between development and democracy 
through the channel of volatility instead of growth channel. 
Spiliopoulos (2005) examined the determinants of the volatility in growth rates in a 
large panel of countries for 1960-1989 using both cross-section and panel data models. 
The study found that the relationship between volatility and financial sophistication is not 
obviously negative as explained by other studies. Similarly, the most cited negative link 
between volatility and real GDP per capita becomes positive whereas no stable significant 
link between inflation and volatility was found. The main policy implication of the study 
was that mostly the government intervention (such as in terms of high government 
consumption or trade and currency controls etc.) further aggravate volatility. 
Mehrara and Oskoui (2007) examined the causes of macroeconomic volatility in oil-
exporting countries using a structural VAR modelling. The study identified the four types 
of shocks i.e. shocks in structural shocks, nominal demand, real demand, supply, and oil 
price. The study found that the oil price shocks are the major determinant of output 
volatility in Saudi Arabia and Iran, but not in Kuwait and Indonesia.  
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Kunieda (2008) examined the role of level of financial development in determining the 
growth volatility using dynamic panel data model. The study found that financial 
development has a hump-shaped relation with growth volatility. In the very early stages 
of financial development growth rate is less volatile but as the financial sector develops 
economy becomes highly volatile. However, financial markets become perfect and the 
growth rates become less volatile again as the financial sector becomes mature. 
Ahmed and Suardi (2009) studied the role of both financial and trade liberalizations in 
determining the real output volatility and consumption volatility in Africa. After 
controlling for economic and financial development, institutional quality and other 
sources of macroeconomic instability, study found strong evidence that trade 
liberalization is linked with higher volatility in output and consumption. On the contrary, 
financial liberalization was found to increase the efficiency of consumption smoothing 
and stabilize the output and consumption growth. 
Balcilar and Tuna (2009) explored the determinants of macroeconomic volatility in 
Turkey. The study found that supply-side shocks are the major determinant of output 
voaltility in the long-run as it explains almost 50 percent of the variance in domestic 
output. On the other hand, most of the short-term volatility in domestic output was 
affected by relative demand shocks, whereas, aggregate demand shocks did not appear to 
play any significant role in output volatility in the long-term. 
 Jalil (2009), using ARDL approach to cointegration, studied the link between GDP 
volatility and financial development in China for the period from 1977-2006. The study 
found that a high level of financial development helps in reducing the volatility of real per 
capita GDP in China for the period under study. Moreover, this study suggested that the 
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further development of the financial sectors would stabilize the economies and would 
help in getting the sustained growth. 
Perry, G. (2009) studied the causes and consequences of high volatility in developing 
countries. The study found that during 1970-2005 about 44 percent of excess volatility in 
developing countries is linked with higher disclosure to external shocks, about 38 percent 
is linked with volatile economic policies and the rest of 18 percent is related with less 
developed domestic capital markets, low financial integration and other factors. 
Özata and Özer (2010) tried to discover the shocks that influence the Turkish economy 
using structural vector auto-regression (SVAR) technique. The study found that the real 
output volatility is mainly caused by the supply shocks both in the short-run and long-run. 
Furthermore, it was also found that the domestic productivity shocks are the most 
important determinant of output fluctuations. 
2.2.2 GDP Fluctuations and Economic Growth: A Review of Literature  
The study of the linkages between GDP fluctuations and long-run economic growth got 
much attention after the seminal work of Ramey and Ramey (1995) that challenged the 
typical view of a dichotomy in literature of growth and economic fluctuations in 
macroeconomics. The study found that countries having higher fluctuations in output 
have lower growth. However, this link is not always negative it could either be positive or 
negative as pointed out by Imbs (2002) that the relationship between growth and volatility 
depends on the mechanisms driving the relationship. 
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2.2.2.1 Literature on Negative Growth-Volatility Link 
On the one hand this relationship might be negative as in a sample of 92 economies and 
in another sample of 24 OECD economies Ramey & Ramey (1995) found that countries 
having higher volatility have lower growth. The study also found that volatility persuaded 
by government expenditures is negatively linked with growth even for controlling both 
the time-fixed and country-fixed effects. 
Turnovsky and Chattopadhyay (1998) examined the effect of volatility on growth in 
developing countries (having imperfect capital market) using a sample of 61 developing 
countries. Overall, and surely for high volatile economies, the study found government 
expenditure volatility, monetary volatility and terms of trade volatility all to have strong 
negative effects on the equilibrium growth rate. 
Martin and Rogers (2000) found that economies and regions having highly volatile 
growth and unemployment rates have lower growth rates. The result did not come from 
an impact of instability on investment. However, this negative relation did not hold for 
non-industrialized economies, for which learning-by-doing might not to be considered as 
the main engine of growth. 
Caballero (2001) studied the macroeconomic volatility as the case-studies of three 
Latin American countries (Argentina, Mexico and Chile). The results of these case-
studies showed the worsening impact of uncertainty (volatility) on economic growth is 
due to the country’s structural characteristics, like poor financial development, 
procyclical fiscal policy and deficient rule of law, which usually goes together with large 
public indebtedness. 
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Fatás (2002) explored the link between long-term growth rates and business cycle 
fluctuations. The study shows that business cycles cannot be considered as the temporary 
deviations from their long-term trend and that there is a significant positive connection 
between the persistence of short-run fluctuations and long-run growth rates. By 
employing an endogenous growth model, Fatás examined the link between growth and 
volatility. Results showed that countries with more volatile fluctuations display lower 
long-term growth rates. The study also found that there exists a non-linearity in this 
relationship. The impact of business cycles on economic growth is sufficiently large for 
poor economies or countries having a lower level of financial development. 
Hnatkovska and Loayza (2004) examined the cross-country correlation between 
volatility and long-run economic growth using cross sectional data, especially, the 
country-averages for the period of 1960-2000 of 79 nations along with 22 OECD 
countries. The study found that GDP volatility and long-run economic growth rate are 
negatively related. This negative link was further worsened in countries that are 
institutionally poor experiencing intermediary level of financial development, 
underdeveloped, or unable to carry out countercyclical fiscal policies. The findings of this 
study also supports the view that this negative relationship actually reflects the 
detrimental effect of volatility on growth.  
Döpke (2004) analysed the impact of business cycle fluctuations on long-run growth 
using quarterly time-series data of the G7-countries covering the period of 1970-I to 
2001-IV. Using VAR model, the results of the model suggested that a positive business 
cycle shock has a small negative effect on long-run productivity. However, the results 
appeared to be not robust with changes in the empirical model. 
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Fatás and Mihov (2005) found the evidence that policy-volatility have a strong and 
direct negative impact on economic growth. In a cross-section of 91 nations, policy 
volatility appears as a primary determinant of macroeconomic performance. The study 
signified the role of political institutions in determining the policy outcomes. 
Kose, Prasad and Terrones (2005) examined the relationship between growth and 
macroeconomic volatility over the last four decades using the annual data for a period of 
1960-2000 on a sample of 85 economies (21 industrial and 64 developing). The study 
also highlighted that normally there is a negative relationship between growth and 
volatility during this whole period but the nature of this relationship kept on changing 
over time and across different country-groups.  
Siegler (2005) analyzed the link between the growth rate of real GDP and volatility 
including many other control variables, using a newly available panel data set of 12 
nations over the period of 1870 - 1929. The study found that there is a significant 
negative relationship between growth and volatility, even after controlling for the other 
related factors. This result confirmed the results of recent empirical studies of the post-
World War II period. 
Tochkov and Tochkov (2009) studied the link between growth and output volatility 
using provincial data from South Korea over a period of 1985-2003. Using the volatility 
that varies across regions as well as across time, the results indicated that provinces with 
higher volatility had lower growth, but this is largely due to common shocks across all 
provinces. 
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2.2.2.2 Literature on Positive Growth-Volatility Link 
The relationship between GDP fluctuations and long-term growth may be positive on the 
other hand, for instance, Aghion and Saint-Paul (1998a) by developing a model of 
optimal productivity growth under demand fluctuations considered two alternative 
hypotheses. It was evident that, the productivity improvements will be counter-cyclical if 
the productivity growth is costly in terms of current production. While, the productivity 
improvements will be pro-cyclical if the cost of productivity improvements is 
independent of current production.  
Dejuan and Gurr (2004) studied the linkages between economic growth and business 
cycle volatility using provincial data of 10 Canadian provinces over the period of 1961–
2000. The results of cross-section and panel-data estimations indicated a weak positive 
relationship between growth and volatility. 
Comin and Mulani (2007) using an endogenous growth model explained that as the 
market shares of the firms become less persistent, the allocated resources shift from the 
development of general innovations to the development of R&D innovations. Resultantly, 
the R&D and firm-level volatility increases but an aggregate volatility declines. 
2.2.2.3 Literature on Mixed Growth-Volatility Link 
Despite the studies, quoted above, showed both negative and positive link between 
growth and fluctuations, some of the researchers found mixed results like Kroft and 
Lloyd-Ellis (2002) assessed whether the growth was more strongly correlated with short-
term volatility or medium/long term business cycle movements. The results suggested 
that the majority of the negative relationship is coming from the interaction between 
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growth and business cycle movements. The correlation of economic growth with high-
frequency volatility was ambiguous or even positive. 
Herrero and Vilarrubia (2005) empirically showed, for over 100 countries during the 
period 1978-2002, that a low or moderate level of volatility can actually enhance the 
economic growth whereas very high volatility is definitely detrimental to the economic 
growth. These results showed the existence of a “Laffer Curve” type relationship between 
volatility and growth. 
Imbs (2006) analyzed the growth-volatility relationship in 47 countries using a yearly 
sectoral data-set of manufacturing activities published by UNIDO for the period from 
1970 to 1992. The results showed that, at the sectoral level, the growth and volatility links 
positively. This positive correlation was statistically significant and economically sizable, 
especially in a reduced sample of OECD countries, whereas, for aggregate level, the same 
data set provided support for the well-known negative relationship between aggregate 
growth and aggregate volatility. 
2.2.2.4 Literature Covering Other Aspects 
Aoki and Yoshikawa (2001) presented a model of multi-sector economy facing demand 
(quantity) constraints. The study revealed that the total output is volatile, and more 
essentially, that the level of aggregate economic activity depends upon the pattern of 
demand. Furthermore, authors pointed out that “the greater the demand for high 
productivity sectors, the higher is the expected value of the GDP”. 
Cheng (2003) tried to explore the relationship between the (fluctuations in) major 
macroeconomic variables and the overall economic performance in the Malaysia from 
1975- 2002 using time-series approach of multivariate cointegration, VAR and causality 
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test. The findings of the study showed that the fluctuations in the policy variables like 
money supply, budget deficit, significantly affect the real GDP. Conversely, this is not in 
the case for capital formation. The result supported the interventionist argument that the 
government policies play a primary role in influencing economic growth in Malaysia. 
Rincón (2007) studied the impact of financial globalization on economic growth and 
macroeconomic fluctuations, over the period of 1984 to 2003, in a sample of 43 
economies. The findings of the study demonstrated that financial globalization stimulates 
the growth if income level is controlled and it neither increases the macroeconomic 
volatility nor reduces it. 
To study the consequences of a size of country (or economy) on cyclical volatility and 
economic growth, Alouini and Hubert (2010) developed a country-size index with 
principal component analysis (PCA) using a panel data-set of 163 economies over the 
period of 1960–2007. This study found the negative relationship between growth 
volatility and country size.  
Lee (2010) re-examined the relationship between volatility and output growth using the 
panel data of G7 countries over the period 1965–2007. The study found support for the 
hypothesis that there is a positive link between higher output growth and higher volatility 
of the innovations to growth, but there is little support in favour of hypothesis that the 
higher growth leads to more economic volatility.  
Moro (2010) analyzed the implications of the sectoral composition of GDP on cross-
country differences in GDP growth and volatility. When the model was calibrated to the 
U.S. manufacturing and services sectors, the study showed that the structural change 
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alone is able to account for measured differences in per-capita GDP growth and volatility 
between high and middle income economies during the 1970-2006 period. 
Posch and Wälde (2011) found that if the innovation is the only source of volatility, 
any variable that affects innovation directly also has an effect on both volatility and 
growth. The study also suggested that controls for taxes should be included in the 
standard volatility-growth models. In addition, the study also found that tax levels 
definitely seem to affect volatility in empirical application. 
2.2.3 GDP Fluctuations and Private Investment: A Review of Literature  
Almost all of the empirical literature found negative link between private investment and 
volatility. For example, Driver and Moreton (1991) studied the relationship between 
uncertainty (proxies by growth and inflation volatility) and investment in manufacturing 
machinery and plant in UK. The results of the study confirmed that the uncertainty in 
output growth is a negative determinant of capital formation. But, inflation uncertainty 
was found to have a short-run influence only.  
Pindyck and Solimano (1993) examined the relationship between investment and 
volatility in a set of 29 (LDC and OECD) countries. They found that a moderate negative 
relationship for OECD and is of greater magnitude for developing countries. The study 
also tried to relate the volatility of the marginal profitability of capital to index of 
economic instability such as inflation and its volatility and to indices of political 
instability. 
Episcopos (1995) tried to find an empirical support on the relationship between 
uncertainty and irreversible investment by considering the uncertainty (volatility) in five 
major variables. Furthermore, the study used their conditional variance, estimated using 
  23 
ARCH methodology, to measure volatility (uncertainty) and their link with growth in 
fixed private investment was examined. The results of the study found a negative 
relationship between uncertainty and investment. 
Servén (1998) re-examined empirically the link between investment and volatility 
(uncertainty), using a large data-set of developing countries. The study found a significant 
negative link between the uncertainty and private investment in developing economies. 
Aizenman and Marion (1999) found a significant negative link between volatility and 
private investment in a set of more than 40 developing countries even with the standard 
control variables. No correlation was found in the case of aggregate investment. While a 
positive correlation was found between public investment and volatility. The findings of 
the study suggested that the volatility has a detrimental impact on investment using 
disaggregated data. 
Asteriou and Price (2000) examined the inter-linkages among uncertainty (volatility), 
investment and growth using panel-data of 59 industrial and developing countries for the 
period of 1966 to 1992. Applying mean group (MG) and Pooled Mean Group (PMG), 
study found that increased volatility reduces both investment and growth.  
Temple, Urga and Driver (2001) examined the effect of uncertainty on investment in 
the UK. The study confirmed that both (macro and micro) sources of uncertainty has a 
significant negative effect on investment. 
Moguillansky (2002) estimated a panel model of 16 countries of Latin America 
covering the period of 1970-2000. The study found that the financial volatility has 
significant negative impact on investment in Latin American countries. 
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Servén (2002) studied the relationship between uncertainty (volatility) of real exchange 
rate and private investment on a large cross country time-series data set of developing 
countries. Measuring the real exchange rate volatility by GARCH-based model, study 
found that uncertainty has a significant negative effec on investment, even after 
controlling for other standard determinants of investment. In Addition, this negative 
impact of uncertainty on investment was noticeably larger in highly open economies 
having less developed financial systems. 
Aysan, et al (2005) also found the negative impact of macroeconomic volatility 
(measured by five-years moving standard deviation of GDP growth rate) on private 
investment decisions. This finding of the study also substantiated that a stable and sound 
investment climate is crucial for motivating private investors. 
Harris et al (2006) using firm-level data, estimated a model of investment behaviour 
under uncertainty in Thailand. Harris et al found strong evidence of a negative 
relationship between uncertainty and private investment. The study also discovered that 
the impact of uncertainty is related to measures of investment irreversibility, thus 
provides support to the view that firms’ behavior conforms to the real options model of 
investment under uncertainty. 
Demir (2009) analyzed the impacts of macroeconomic uncertainty and country risk on 
private investment (under financial liberalization) in Argentina, Mexico and Turkey using 
Arellano and Bover’s GMM method on micro-level panel data. The study found that 
increased macroeconomic uncertainty (in important macro-indicators like manufacturing 
price inflation and real exchange rate) has significant negative impact on new fixed 
investment of industrial firms.  
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Escaleras and Kottaridi (2010) studied the combined effect of macroeconomic 
uncertainty, socio-political instability and public provision on private investment using 
data of 37 developing countries for the period of 1970-2000.  Using Arellano and Bond’s 
GMM estimation, the study showed that macroeconomic uncertainty, macroeconomic 
instability and socio-political instability all have a combined negative impact on private 
investment. 
Bhandari and Upadhyaya (2010) studied the impact of real exchange rate uncertainty 
on the private investment using panel data of four countries of Southeast Asia (Indonesia, 
Malaysia, Philippines and Thailand) for 1972 to 2001. The study estimated the time series 
properties of the data and then an error correction model is developed and estimated using 
both the fixed effects and the random effects estimators. The estimated findings suggested 
that the real exchange rate uncertainty had a negative impact on the private investment in 
the region. 
Cherif and Hasanov (2012) constructed a “store-or-sow” model of precautionary saving 
and investment to examine the impact of the volatility of permanent and temporary 
income shocks. The results of the study suggested that the higher volatility of permanent 
shocks results in an increase of investment and precautionary saving until a certain 
threshold after which investment drops while precautionary saving surges. On the 
contrary, the higher volatility of temporary shock resulted in a fall of the investment 
while precautionary-saving gradually increases. 
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2.3 Theoretical Framework 
2.3.1 GDP Fluctuations and Economic Growth: A Theoretical Framework 
 After a review of existing available literature, there seems an undisputed view that GDP 
volatility, in some way, is related to long run growth. However, neither there is a 
theoretical agreement nor reliable empirical confirmation that may guide in to considering 
the relationship as negative, positive or even nonexistent (Edwards and Yang, 2009). For 
example, Imbs (2002) says that the relationship between fluctuations and growth might be 
negative or positive depending upon the mechanisms which drives this relationship. 
On the one hand, theoretically, the link among GDP fluctuations and long-run growth 
may be positive, for instance, Edwards and Yang (2009) pointed-out three channels 
suggesting a positive link between GDP fluctuations and growth. A diagrammatic 
representation of this positive link is also shown in Figure 2.1. 
Firstly, this positive link is drawn through the channel of consumer’s choice which he 
has to make between saving and consumption under increased volatility (uncertainty) 
about future income. An increase in volatility makes the consumer more inclined towards 
savings which results in increased investment and resultantly higher output growth (See 
for example, Sandmo, 1970; Mirman, 1971).  
Secondly, according to Edwards and Yang (2009) the positive volatility-growth links is 
derived through a channel of agents’ choice between “technologies with high expected 
returns” and the “technologies with low expected returns” (Black, 1987). Under this 
scenario, if agents jointly prefer the riskier technologies under volatile environment, then 
growth will definitely be higher in successive periods. 
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Figure 2.1: A Diagrammatic Representation of Positive Link Between GDP Fluctuations and 
Economic Growth 
Source: Illustrated by Researcher, based on Hnatkovska and Loayza (2004), Edwards and Yang (2009) 
 
  
Thirdly, another possible scenario for a likely positive relationship, as pointed out by 
Edwards and Yang (2009) and Hnatkovska and Loayza (2004), is linked with the concept 
of creative destruction. If recessions are linked with aggravating fiscal and financial 
constraints, which are more likely to happen in case of developing countries, then these 
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recessions can result in lower productivity-enhancing expenditures and less human capital 
development, thus, lowering the growth rates (Martin & Rogers, 1997; and Talvi & Vegh, 
2000).  
 
Figure 2.2: A Diagrammatic Representation of Negative Link Between GDP Fluctuations and 
Economic Growth 
Source: Illustrated by Researcher, based on Hnatkovska and Loayza (2004), Edwards  and Yang (2009) 
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Moreover, in order to avert these recessions, governments may adopt policies of labor-
market restrictions, which make firms relatively inflexible and less willing to innovate, 
thus, the negative link between long-run growth and volatility may further be deepened 
(Hnatkovska and Loayza, 2004). 
On the other hand, the theoretical work has also presented the possibility of a negative 
link between growth and GDP volatility. Hnatkovska and Loayza (2004) and Edwards 
and Yang (2009) have discussed some scenarios to show the negative growth-volatility 
link. A diagrammatic representation of this negative link between growth and fluctuations 
is also shown in Figure 2.2 as under:  
Firstly, as Edwards and Yang (2009) highlight that the negative link can establish 
under the assumption that investment projects are irreversible and firms under increased 
uncertainty may opt to defer their decisions to invest. This type of “waiting for better 
information” behaviour might result in a lower growth rate (See e.g., Bernanke, 1983; 
Pindyck, 1991). Secondly, Edwards and Yang (2009) have pointed-out, another scenario, 
that in general equilibrium model of Ramey and Ramey (1991) when firms are in a pre-
commitment or in agreement then they may use an inefficient technology of production to 
meet their commitments, which can then lead to lower growth.  
In Addition, the negative growth-volatility link is derived through another scenario of 
labour in “learning by doing environment” (Martin and Rogers, 1997, 2000). In times of 
recession, “learning by doing” opportunities are lost and human capital accumulation 
becomes slow leading to a negative volatility- growth relationship (Edwards and Yang, 
2009).  
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Similarly, this scenario is also explained by Hnatkovska and Loayza (2004) that a 
negative link between fluctuations and growth might exist, more likely in case of 
developing countries which are facing deteriorating financial and fiscal constraints. In 
such cases, these recessions can lead to less human capital development, lower 
productivity-enhancing expenditures, and, thus, smaller growth rates (Martin and Rogers, 
1997; Talvi and Vegh, 2000). Moreover, aversion to economic recessions could prompt 
governments to adopt policies, such as, labor-market restrictions, that make firms less 
flexible and willing to innovate, thus, deepening a negative link between volatility and 
long-run growth (Hnatkovska and Loayza, 2004). 
2.3.2 GDP Fluctuations and Private Investment: A Theoretical Framework 
The theoretical literature identifies both positive and negative relationship between 
investment and volatility (Servén, 1998). A diagrammatic representation of links between 
volatility and investment is given in Fig. 2.3.  
One the one hand, a positive link between volatility and investment can establish, as 
Servén (1998) considers a case of a perfectly competitive firm under the assumptions that 
capital is fixed factor, other factors (e.g. labour etc.) can be adjusted and constant returns 
to scale prevails. Price shocks cause firms to alter capital-labour ratio resulting in more 
rise (or fall less) in marginal revenue product of capital than relative output prices. In 
such case, marginal profitability is a convex function of output prices then Jensen’s 
inequality3 implies that higher price volatility raises the expected profit of capital, thus 
increasing desired capital stock and investment (Hartman, 1972; Abel, 1983). 
                                                 
3 Jensen's inequality relates the value of a convex function of an integral to the integral of the convex 
function. It was proved mathematically by a Danish mathematician Johan Jensen in 1906 (Hansen and 
Pedersen, 2003). 
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Figure 2.3: Volatility and Private Investment: Possible Link Channels 
Source: Illustrated by the Researcher based on literature 
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powerful that to overshadow the rise in expected profitability stemming from the 
convexity of the profit function4, resultantly the investment would be reduced.  
2.4 Conclusion: Summary of Literature  
The literature suggests that there are so many factors which may cause the fluctuations in 
the growth rate of GDP including price fluctuations (inflation volatility), financial 
development level, the reliance on aid in GDP, trade liberalization, reliance on agriculture 
and political instability etc.  Both the empirical and theoretical literature find mixed 
relationship between GDP fluctuations and economic growth. However, it has been 
explained that mostly it is negative for developing countries but positive in case of 
developed countries. Theoretical literature suggests that the link between GDP 
fluctuations and private investment can either be positive or negative depending upon the 
nature of economy, whereas, the empirical literature finds the negative impact of GDP 
fluctuations on private investment.  
 
                                                 
4 Profit function is always convex or quasi convex, it is the basic property of profit function which is proved 
mathematically (for further details, see OSU (2013)). 
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CHAPTER 3 
DATA AND METHODOLOGICAL FRAMEWORK  
This chapter explains briefly about the data, its sources, model specification and 
methodology used in this study for the empirical analysis. 
3.1 Panel Structure 
A panel of five Selected South-Asian Countries (SSAC)5 including Bangladesh (BAN), 
India (IND), Nepal (NEP), Pakistan (PAK) and Sri Lanka (SRI) is considered for the 
period of 31 years from 1980-2010. Consequently, the panel consists of 155 (5×31) 
observations.  
3.2 Data Specifications and Sources 
3.2.1 Variable Description 
Brief description of three core variables (i.e. GDP fluctuations, Growth, Private 
Investment) and other explanatory and control variables used in this study is given below: 
AGRGDP = Reliance on Agriculture 
AIDGDP = Reliance on Foreign Aid  
FDI = Foreign Direct Investment 
FINDEV = Financial Development  
FLUC = GDP Fluctuations 
GOVT = Size of Government 
IGDPPC = Initial GDP per capita 
                                                 
5 Brief introduction of the 5 Selected South Asian Countries is given in Appendix-A 
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INF = CPI Inflation Rate 
INVT = Investment (Gross Capital Formation) 
LGR = Long-run Growth Rate  
OPEN = Trade Liberalization / Openness 
PBI = Public Investment 
CAD = Current Account Deficit 
POLSTB = Political Stability 
POPGR = Population growth rate 
PRIVOL = Price volatility 
PVI = Private Investment 
 
The detailed description along with source of each of the above variable is given in 
Table B-1 of Appendix-B and complete time series data sets of all the variables used in 
thesis are also given in Tables B-2 to B-4 of the Appendix-B. 
3.2.2 Sources of Data 
Annual data on all dependent, explanatory and control variables (mentioned above) has 
been taken from the ‘World Development Indicators (WDI)’ online databank (World 
Bank, 2012b) except Political Stability. The data on Political Stability, proxied by Polity2 
series, is taken from the Polity IV project by Marshall and Jaggers (2011). Some missing 
values in data of inflation for Bangladesh are taken from Triami Media (2012)6. 
3.3 Measurement of GDP Fluctuations: Methodology 
As the ‘GDP fluctuations’ is the core variable in the empirical analysis of this study so the 
first step for the empirical analysis is the measurement of these GDP fluctuations. Most of 
the literature followed the standard deviation of real GDP growth rate or per capita GDP 
                                                 
6 The missing period of 1980-86 in the WDI dataset of inflation rate for Bangladesh is filled with the Triami 
Media (2012). 
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growth as an indicator of GDP fluctuations for cross-section studies or panel studies and 
the five-years moving standard deviation for time-series studies. However, standard 
deviation may be an unsatisfactory proxy of volatility (Pritchett, 1998 and Breen and 
García-Peñalosa, 1999).  
Therefore, this study uses the standard deviation from trend (SDFT) for the 
measurement of fluctuations (volatility) in the growth rate of per capita GDP. The 
formula for the SDFT and its complete description with the merits of using it are given in 
Chapter 4. 
3.4 Econometric Methodology 
The existing panel data studies, until very recently, ignored the issue of non-stationarity 
in the panel-data (Asteriou, 2006). Similarly, in the existing panel-data literature on GDP 
fluctuations and volatility, the panel OLS estimation methodology is used. However, in a 
panel data having longer time-series (T), like present study, the existence of non-
stationarity is more likely. Therefore, this study uses the panel-data cointegration and 
Group Mean Fully Modified OLS (GM-FMOLS) panel estimation technique to find out 
the determinants of GDP fluctuations and its impact on private investment and growth. 
Before testing the order of integration another recently developed concept of the cross 
sectional dependence, which is also gaining lot of attraction in the current non-stationary 
panel literature, is also applied. Therefore, the current study uses the Cross-Section 
Dependence (CD) test by Pesaran (2004) before applying panel unit root test. 
3.4.1 Cross Sectional Dependence Test 
Pesaran (2004) suggested a test for checking cross-section dependence (CD) which is 
applied to different types of non-stationary and stationary dynamic heterogeneous panels. 
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This CD test is based upon average pair-wise correlation of residuals from the individual 
OLS regressions in the panel (Baltagi, 2005) i.e.: 
1
1 1
2
ˆ
( 1)
N N
ij
i j i
T
CD
N N


  
 
  
  
   ... ... ... ... ... (3.1) 
Where; 
 = Estimated correlation coefficient between the time-series for country i and j. 
3.4.2 Panel Unit Root Test 
Testing the stationary of variables is the first step in determining a potential cointegrating 
relationship. So many tests are available for testing unit root in panel data such as  
Breitung (2000), Hadri (2000), Levin, Lin and Chu (2002) test (also known as LLC test) 
and Im, Pesaran and Shin (2003) test (also known as IPS test) etc. but all these tests 
assume cross sectional independence. As mentioned earlier that it is more likely that the 
data, used in the study, may have cross-sectional dependence, therefore, none of these 
above-mentioned test can be applied. Therefore, the current study uses the panel unit root 
test proposed by Breitung and Das (2005) because it can also be applied in the presence 
of cross-sectional dependence and in such cases the robust value of lambda7 (λ) is 
calculated to account for the cross-sectional dependence otherwise in case of cross-
sectional independence the simple value of lambda (λ) is calculated (Breitung and Das, 
2005). 
   
                                                 
7 lambda (λ) is test statistics used by Breitung and Das (2005) to test the stationarity in panel data 
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3.4.3 Panel Cointegration Test 
After confirmation about the order of integration and non-stationarity of variables 
involved, the next step is to check for cointegration. Because, the use of panel OLS may 
give spurious results in presence of unit root.  Although, taking first difference of the data 
is a useful conversion to avoid the problem of spurious regression but it may cause to lose 
the long-term information (Asteriou, 2006). Therefore, the current study uses Pedroni 
(1997, 1999 and 2004a) panel cointegration tests to check the existence of potential 
cointegrating relationship. The major reason for using Pedroni panel cointegration test is 
that it accounts for cross-section dependence if common time dummies added as Banerjee 
and Lluís (2006) pointed out that most panel data tests (including Pedroni) assume cross-
section independence, except in case of common time effects. Therefore, the addition of 
common time effects (i.e. by adding time dummies) may account for cross-sectional 
dependence. 
3.4.3.1 Pedroni Panel Cointegration Test 
Rizvi and Nishat (2009) pointed out that the Pedroni Panel cointegration test has an 
advantage over the conventional single series cointegration tests. As explained by Pedroni 
(1999) that the traditional cointegration tests usually endure unacceptable low power 
when in the data series of restricted length, while, the Pedroni panel cointegration test 
solves the issue through pooling information about common long-run relationships 
between a set of variables from individual members of a panel (Rizvi and Nishat, 2009). 
In Addition, without a pre-requisite for endogeneity of the regressors, this test allows to 
vary the fixed effects, the short-run dynamics and the cointegrating vectors of the long-
run relationship across the members of the panel (Rizvi and Nishat, 2009). Moreover, it 
  38 
also offers appropriate critical values even in case of more complex nature of multivariate 
regressions (Rizvi and Nishat, 2009). The test also caters with for cross-sectional 
dependence through the addition common time dummies (Banerjee and Lluís, 2006). 
The panel regression model, as proposed by the Pedroni (1997, 1999), is represented as, 
, , , ,
1
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      ... ... … … …  (3.2) 
Where; 
T = Number of observations over time,  
N = Number of individual members in the panel,  
M = Number of regression variables 
 ,i t  = deterministic time trends, specific to individual members of the panel 
 ,i te  = Residual  
Pedroni (1999 & 2004a) develops following 7 different test statistics to test for the 
presence of cointegration among the variables; 
1. Panel v statistic 
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2. The panel statistic 
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3. The panel non-parametric t statistic (PP) 
  39 
 
1/2
2 2 2 2
, , 11 , 1 11 , 1 ,
1 1 1 1
ˆˆ ˆˆ ˆ ˆ
N T N T
tN T N T i i t i i t i t i
i t i t
Z L e L e e 

 
 
   
 
   
 
   
 … … …  (3.5) 
4. The panel parametric t statistic (ADF) 
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5. The group statistic (parametric) 
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6. The group non-parametric t statistic (PP) 
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7. The group parametric t statistic (ADF) 
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Where; 
,i te  = Regression residuals computed from Eq 3.2 
T = Number of observations over time,  
N = Number of individual members in the panel,  
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Out of these seven statistics, the first four statistics (i.e. Panel-v, Panel- and Panel-t 
(PP) and ADF) are pooled (or within dimension) statistics, whereas, the rest of three 
statistics (Group- and Group-t (PP) and ADF) are called Group (or between dimension) 
statistics (Asteriou, 2006; Pedroni, 1999 & 2004a). A large positive value of Panel-v 
statistic rejects the null of no cointegration and for the remaining statistics the large 
negative values reject the null hypothesis of no cointegration (Pedroni, 1999). 
3.4.4 Panel Estimation: Group Mean FMOLS 
Once the cointegration is established, the next step is the estimation of this long-run 
relationship. Since the panel cointegration tests give the information about the long-run 
equilibrium relationship among the variables as these do not estimate the cointegrating 
vectors. For this purpose, the present study uses Group Mean Fully Modified Ordinary 
Least Squares (GM-FMOLS) approach given by Pedroni (2001a, 2001b, 2004b) which is 
the panel variant of time-series FMOLS by Phillips and Hansen (1990). The main 
advantages of using GM-FMOLS estimator are that it controls for the likely serial 
correlation and endogeneity of the regressors. Moreover, it gives more reliable estimates 
of the β parameters even in case of relatively small samples (Ramirez, 2010; AlYousef, 
2013). Furthermore, this technique also controls for the presence of likely cross-section 
dependence by adding common time-dummies in the model (Pedroni, 2001a; Lee, 2007). 
Another method which allows estimation under cross-sectional dependence is the Pesaran 
(2006) CCEMG estimator. But, all the mean group (MG) family estimators are the 
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variants of Pesaran and Smith (1995) MG estimator and according to Pesaran, Shin and 
Smith (1999), “mean group estimator is asymptotically normal for large N and large T ... 
it is unlikely to be a good estimator when either T or N is small”. Therefore, this study 
prefers GM-FMOLS over mean group family. Moreover, Tsangarides, Saxegaard, and 
Roudet (2007) pointed out that even for small panels the GM-FMOLS estimator has 
satisfactory size and power properties as long as T is larger than N. Tsangarides et al 
(2007) further highlighted the PMG estimator by imposing long-run homogeneity can 
also produce inconsistent estimates of the average values of the parameters if the 
assumption of homogeneity does not prevails in practice. Therefore, the present study 
uses GM-FMOLS with common time dummies to estimate the long-run cointegrating 
vector. 
 Under GM-FMOLS approach, for the individual country (idiosyncratic) FMOLS the 
following three models are considered: 
Model 1: Determinants of GDP Fluctuations 
As per the review of literature, price volatility, level of financial development, 
dependence on foreign resources (proxied by foreign capital or foreign aid as a 
percentage of GDP), reliance on agriculture, trade liberalization and political stability 
have been selected as the determinants of GDP fluctuations and all these variables are 
expected to have a positive relation with GDP fluctuations except political stability. The 
proposed functional form of the cointegrating equation for the assessment of these 
determinants of GDP fluctuations will be as under:  
, , ,i t i i i t i tFLUC X        ... ... ... ... ... (3.10) 
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Where FLUCi,t  is the GDP fluctuations of the country i at time t  and Xi,t   represents a 
vector of determinants of GDP Fluctuations of the country i at time t including price 
volatility (PRIVOL), financial development (FINDEV), the dependence on foreign Aid 
(AIDGDP), dependence on agriculture (AGRGDP), trade liberalization (OPEN) and 
political stability (POLSTB). Whereas, 
i represents intercept and i  represents the 
marginal coefficient (to be estimated).  
Model 2: GDP Fluctuations and Economic Growth 
To model the relationship between GDP fluctuations and long-run growth this study 
follows the methodology of Ramey and Ramey (1995), Fatás (2002), and Hnatkovska and 
Loayza (2004) and constructs a simple model, represented here as below, 
, , ,i t i i i t i tLGR FLUC       ... ... ... ... ... (3.11) 
Here, LGR is long-run growth, FLUC is the natural logarithm of GDP Fluctuations, α 
is the intercept, βi is the marginal coefficient to be measured to examine the relationship 
between growth and fluctuations which may be homogenous or heterogeneous across the 
countries and expected to be negative for developing countries, ε is the error-term. While 
i represents the country and t represents the time-period. 
The addition of control variable in equation 3.11 is helpful in analyzing that whether 
the relationship between GDP fluctuations and long-term growth is channelized through 
regular growth determinants or not, (Hnatkovska and Loayza, 2004). Therefore, the 
equation 3.11, after adding control variables, is written as, 
, , , ,i t i i i t i i t i tLGR FLUC X        ... ... ... ... (3.12) 
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Where, X is a vector of control variables such as LGDPPC (natural logarithm ten years 
rolling back window of GDP per capita, a proxy of transitional convergence or 
developmental level of the country) and FINDEV (financial development, proxied by 
domestic private credit to GDP ratio). Ramey and Ramey (1995), Fatás (2002) and 
Hnatkovska and Loayza (2004) have used these control variables, along with some other 
control variables. In addition to the above-mentioned control variables, some other 
control variable which also affects growth like investment (INVT) proxied by gross fixed 
capital formation, population growth rate (POPGR), openness (OPEN) and size of 
government (GOVT) proxied by government final consumption expenditures as these 
variables are also used in growth literature e.g. also used by Khan (2010). 
Model 3: GDP Fluctuations and Private Investment  
According to the existing literature, the link between private investment and GDP 
fluctuation is expected to be negative as the higher GDP fluctuation gives an adverse 
signal to the investors. The basic functional form of the proposed cointegrating equation 
for the relationship between private investment and GDP fluctuations is given as under: 
, , , ,i t i i i t i i t i tPVI FLUC X        ... ... ... ... ... (3.13) 
Where PVIi,t is the private investment, FLUCi,t  is the GDP fluctuations and Xi,t  
represents a set of control variables including Public Investment (PBI), Inflation Rate 
(INF), Foreign Direct Investment (FDI) and Current Account Deficit (CAD). 
Group Mean (Between-Dimension) Panel Coefficients Estimation 
All the idiosyncratic (individual country) coefficients ( ) and associated t – statistic 
for each country (i) are estimated using above equations (3.10 to 3.13) and the group 
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mean (between-dimension) panel estimates ( ) are calculated using the following 
formula given by Pedroni (2001b).  
1
1 *
1 1 1
ˆ (  ( ˆ))
N T T
i iGFM iit it it
t t t
xN x x x y T 


  
   
       
   
    ... ... …  (3.14) 
Where, 
         x = Set of explanatory variables 
          y = Dependent variable 
 * 21
22
Ωˆ
Δx
Ωˆ
i
it it i it
i
y y y     
o o21i
21i 21i 22i 21i
22i
Ωˆˆ ˆˆ ˆΩ ( Ω )
ˆ
ˆ
Ω
i      
 
o
i = the contemporaneous covariance 
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In the above equation (3.14), the expression, after the summation sign, is the same like 
the conventional idiosyncratic time-series estimator ( ), therefore, the ‘between 
dimension’ panel estimator ( ) is constructed simply by, 
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Where, is the conventional time-series FMOLS estimator of ith member 
(individual country) of the panel. Similarly, related t-statistic for the between dimension 
panel estimator is measured by the following formula of Pedroni (2001b). 
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Where, is the conventional time-series t-statistic, of ith member of the panel 
(individual country), associated with related . The formula of  is given as, 
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Where,  
= the conventional time-series FMOLS estimator of ith member  
x = Set of explanatory variables 
o
i = the contemporaneous covariance 
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CHAPTER 4 
MEASUREMENT OF GDP FLUCTUATIONS AND ITS 
TRENDS AND STYLIZED FACTS IN SOUTH ASIA 
4.1 Introduction 
The present chapter presents brief description of the concept of GDP Fluctuations and 
reviews different methods, used in literature, for the measurement of the GDP 
fluctuations. Then, it gives a detailed description of the methodology used in the present 
study to measure these fluctuations in GDP. Furthermore, it also measures the GDP 
fluctuations in the SSAC on the basis of said methodology and afterwards presents the 
trends and stylized facts of GDP fluctuations in the SSAC. 
4.2 GDP Fluctuations: Basic Concept and Significance 
Before continuing to the measurement of GDP fluctuations, it is more suitable to 
introduce and define the term GDP fluctuations. Therefore, the present section tries to 
describe the term ‘GDP fluctuations’. 
4.2.1 GDP Fluctuations: Basic Concept  
GDP fluctuations or GDP volatility represents the deviations or variations in the growth 
rate of real per capita GDP from its long-term trend or the potential level. There is always 
a potential (full employment) level of GDP, which is maintained at the natural rate of 
unemployment in the long-run but, for the most of the times, the actual real GDP remains 
above or below this potential level (trend). This short-run deviation or dispersion of the 
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growth rate of real GDP around its long run trend or potential level is known as the GDP 
Fluctuations, GDP Volatility or Growth Volatility8. The most of the macroeconomic 
literature on business cycle uses the above-cited definition for fluctuations in GDP. 
In literature on GDP fluctuations, GDP fluctuations also termed as output volatility, 
output fluctuations, income volatility, income fluctuation, macroeconomic volatility and 
macroeconomic fluctuations. The most commonly used term is the macroeconomic 
volatility / fluctuations but these terms are also used for volatility in other macroeconomic 
variables like exchange rate, prices, consumption, terms of trade etc. Since, this study 
specifically focuses on GDP fluctuations instead of considering the volatility of all 
macroeconomic indicators, therefore, it uses the term ‘GDP Fluctuations’ instead of 
macroeconomic fluctuations, macroeconomic volatility or economic fluctuation etc.  
For instance, Ukwu et al (2003) defines the term ‘macroeconomic volatility’ as a state 
of frequent fluctuations in the important macroeconomic variables like real GDP, price 
level, monetary growth and growth rate of real GDP etc. This study considers the 
fluctuation in the growth rate of GDP per capita only because the per capita GDP is the 
most reliable indicator of overall macroeconomic performance of an economy, so, the 
present study defines the term ‘GDP fluctuations’ as the deviations of GDP per capita 
from its potential level (trend). 
 
                                                 
8 Most of Macroeconomics text books’ authors usually use the terms Business Fluctuations, Cyclical 
Fluctuations, Short-Run Economic Fluctuations or Business Cycle Fluctuations for ‘the deviations of GDP 
from its trend’. But, this study is using the term ‘GDP Fluctuations’ to be more clear and specific because 
the   business cycle analysis also involves the analysis of other (counter-cyclical or pro-cyclical) 
macroeconomic variables along with GDP which is beyond the scope of this study as this study deals 
primarily with fluctuations in output (GDP) only. Furthermore, the present study uses the terms ‘GDP 
volatility’ and ‘GDP fluctuations’ interchangeably.  
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4.3 Measurement of GDP Fluctuations 
4.3.1 Review of Different Methods used in Literature  
Although the standard deviation is mostly used to measure GDP fluctuations (as in case 
of Ramey and Ramey, 1995; Hnatkovska and Loayza, 2004; Kose, Parasd and Terrones, 
2005; Moro, 2010 and many others) but this is not an agreed upon method to measure the 
fluctuations or volatility as different other statistical procedures and techniques are also 
used for this purpose in the empirical literature on GDP fluctuation. Different indicators 
of GDP volatility and fluctuations, used in the literature, are: 
4.3.1.1 Standard Deviation  
The standard deviation (SD) of per capita GDP or growth rate of real GDP is the most 
common measure, is used in the empirical literature, as an indicator to measure the 
fluctuations in GDP. Most of cross-section and panel-data studies use this indicator to 
measure the volatility. For cross-section analysis, the SD of time-period under study is 
used while for panel-data analysis the SD of sub-periods of five to ten years is used for 
the measurement of GDP fluctuations. Such as, Ramey & Ramey (1995), Fatás (2002), 
Hnatkovska & Loayza (2004), Kose, Parasd & Terrones (2005), Herrero & Vilrrubia 
(2005), Moro (2010) and many others measure the volatility by the standard deviation. 
Cheng (2003) also measured the volatility in annual macroeconomic indicators using 
standard deviation of quarterly data of these macro-indicators.  
4.3.1.2 Moving (Rolling Window) Standard Deviation 
Standard Deviation of period under study or sub-periods is not suitable for the time-series 
analysis. Therefore, the five years moving (rolling window) standard deviation of real 
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GDP (per capita or growth rate) is used to measure the volatility in GDP in a very few 
time-series studies. For example, Aysan et al (2005) uses five-years moving standard 
deviation of growth rate of GDP as an indicator of macroeconomic volatility. 
4.3.1.3 ARCH / GARCH 
In some of studies, the GARCH variance series derived from GARCH (1,1) estimated 
equation is used as measure of volatility. For instance, Asteriou and Price (2000) estimate 
GARCH(1,1) model for GDP per capita growth in order to obtain the GARCH variance 
series and use this variance series as proxy of uncertainty (volatility) for the subsequent 
analysis. Lee (2010) also uses the GARCH model for empirical analysis. 
4.3.1.4 Variance of Residual 
The variance or standard deviation of the residual of the AR(1) equation of concerned 
variable is also used as an indicator of volatility or fluctuations. As, Aizenman, J. and N. 
Marion (1999) used the standard deviation of residual of first-order autoregressive 
(AR(1)) processes of fiscal, monetary and external variable to volatility in these variables.  
4.3.1.5 Standard Deviation from Trend 
Recent studies for measuring volatility in GDP use the standard deviation from trend 
instead of the standard deviation (SD) as a measure of GDP fluctuations. In standard 
deviation, deviations from the arithmetic mean are used while in standard deviation from 
trend, the deviations from the trend values are used. This method is used by Hnatkovska 
and Loayza (2004), Perry (2009) and Alouini and Hubert (2010). 
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4.3.2 Methodology for the Measurement of GDP Fluctuations 
Since, ‘GDP fluctuations’ or ‘volatility’ is the core variable in the present study so the 
first step is to measure the GDP fluctuations. Most of the literature followed the standard 
deviation of per capita growth rate or GDP growth rate as a measure of GDP fluctuations 
in cross-section studies or panel studies and the five-years moving standard deviation in 
time-series studies. But, standard deviation can be an unsatisfactory proxy of volatility 
(Pritchett, 1998 and Breen and García-Peñalosa, 1999)9.  
Among other alternative, ARCH/GARCH models are used for time-series analysis but 
these are mostly suitable for the financial variables (i.e. exchange rate, prices etc.) where 
the high frequency data is available. As, Lensink et al (1999) pointed out that using 
GARCH models to measure volatility requires high-frequency data over a long time 
period, moreover, the GARCH-type models of volatility are also criticized due to the 
likely misspecification bias in the conditional mean equation. Therefore, the current study 
uses standard deviation from trend (SDFT) for measuring the GDP fluctuation which is 
closer to the definition of GDP fluctuations10 because it shows the deviation of growth 
rate of GDP from its trend values. The formula for SDFT is written by replacing 
 (Mean of GDPPCgt) with GDPPCgTt (Trend value of GDPPCgt in year t) in 
the simple standard deviation formula as below: 
                                                 
9 Breen and García-Peñalosa (1999) explains it with an example of 2 countries having the following growth 
patterns: the annual growth rates of country A are 4, 2, 4, 2, 4, and 2 (percent), while country B has the 
pattern of 4, 4, 4, 2, 2, and 2 (percent). Both countries will have the same standard deviation (i.e. 1.095) but 
obviously, the country A has the higher level of volatility than B. 
10 GDP Fluctuations refers to the deviations of GDP growth rate (or per capita growth rate) around its trend 
or potential level. 
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 
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1
1
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t
SDFT GDPPCg GDPPCgT
n 
 

  ... ... ... ... (4.1) 
Where GDPPCgt is GDP per capita growth rate in year t,  is the trend value 
of. per capita GDP growth at time ‘t’, ‘n’ is the total number of years. To measure SDFT 
using the above formula, first of all the series of GDP per capita growth rate of each 
country individually has been decomposed into trend and cyclical component using the 
Hodrick-Prescott (HP) filter by Hodrick and Prescott (1997) using a smoothing parameter 
of 6.25 as suggested by Ravn and Uhlig (2002) in case of annual data. Then the standard 
deviation of cyclical component has been calculated to get the SDFT. Hodrick and 
Prescott (1997) originally found that the value of smoothing parameter (λ) as 1600 for US 
quarterly data. Rand and Tarp (2002) found that business cycles in less developed 
countries are significantly shorter in duration than cycles in developed countries. 
Therefore, the present study uses the choice of λ=6.25 recommended by Ravn and Uhlig 
(2002) for yearly data. The standard deviation of the cyclical component gives the same 
value of SDFT (as in the formula given in equation 4.1), this is proved as below. 
As, 
Cyclical Component of    t tGDPPCg Cyc GDPPCg GDPPCgT   ... (4.2) 
Therefore, the SD of Cyc is, 
SD of  
2
1
1
1
n
t
t
Cyc Cyc Cyc
n 
 

  ... ... ...  (4.3) 
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But the mean of cyclical component is always zero (  because  
t tCyc GDPPCG GDPPCgT   and  t t 0GDPPCg GDPPCgT  , so, after putting 
these values in equation 3.3: 
SD of  
2
1
1
1
n
t t
t
Cyc GDPPCg GDPPCgT
n 
 

  ... ... ... (4.4) 
Hence, it is proved that, 
SD of Cyc = SDFT 
This SDFT (SD of Cyc) provides a measure of volatility in GDP growth during the 
whole period of 1980-2010. This study also calculates the SDFT for the sub-periods of 
ten years to compare the decade-wise trends of GDP fluctuation in the SSAC.  
The above calculation (of SDFT or SD of Cyc) gives an aggregate measure of volatility 
but for the empirical analysis the annual (year-by-year) time-series data on GDP 
fluctuation is needed. For this purpose the five-years moving SDFT is used, this provides 
a series of GDP fluctuations for an adjusted period of 1982-2008. Now the above 
equation (4.1), for five-years moving SDFT, becomes as under, 
Five years moving  
2
2
2
1
5 1
t
t t t
t
SDFT GDPPCg GDPPCgT


 

  ... ... (4.5) 
An annual series of GDP fluctuations has been generated by using above formula (3.5) 
and the time-period has been adjusted, to 1982-2008 from 1980-2010, due to using five-
years moving method. 
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4.4 GDP Fluctuations in SSAC: Historical Trends and Stylized Facts 
4.4.1 GDP Fluctuations in SSAC: Aggregate Trends (1980-2010) 
If the overall GDP fluctuations in the period of 1980-2010 among the SSAC are seen, 
individually, the Nepal remains the most volatile country among the sample-countries. 
 
Figure 4.1: Aggregate Trends of GDP Fluctuations in SSAC (1980-2010) 
Source: Chart based on the researcher’s calculation of GDP fluctuation using World Bank (2012b) data  
 
Figure 4.1 shows the fluctuations (volatility) in GDP, measured by standard deviation 
from trend of GDP per capita growth rate, for each country in panel during the period of 
1980-2010. India remains as second most volatile country, Sri Lanka is the third most 
volatile country, Pakistan is almost equal to Sri Lanka and remains at fourth level, and 
Bangladesh is the least volatile country in the panel during this time-period.  
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Figure 4.2: Decade-wise Trends of GDP Fluctuations  in SAAC  
Source: Chart based on the researcher’s calculation of GDP fluctuation using World Bank (2012b) data  
 
Figure 4.2 depicts the GDP fluctuations in SSAC by dividing the whole period in sub-
periods of 10 years (decade)11. The figure shows that decade-wise volatility of per capita 
GDP growth declines over decades in Bangladesh and Nepal while it shows a slightly 
rising trend over decades in case of India, Pakistan and Sri Lanka. In Bangladesh GDP 
fluctuations remain at the highest level in 1980-90, decline in coming decades and 
reaches at the lowest level in 2001-10. 
Similarly, India shows lowest level of volatility in 1980-90 then reaches to highest 
level in 1991-2000 and slightly decline again in 2001-10. In Nepal, GDP fluctuation was 
at the highest level in 1980-91 while it starts declining in 1991-2000 and reaches to the 
lowest in 2001-10. Pakistan shows an increasing trend in the fluctuations of GDP, in 
1982-91 fluctuation remains at the lowest level but it increases in the coming decade and 
                                                 
11 Data on total and decade-wise aggregate GDP fluctuations in SSAC is given in Table C-1 of Appendix C. 
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reaches at the highest in 1991-2000 and slightly declines in 2001-10. Sri Lanka shows an 
increasing trend in GDP fluctuations from 1980-90 to 1991-00 but it has slightly declined 
in 1991-2000 as compared to 1980-91. 
4.4.2 GDP Fluctuations in SSAC: Idiosyncratic Trends (1980-2010) 
As mentioned above that for empirical analysis the yearly (annual) data on GDP 
fluctuations is needed so the five-years moving standard deviation from trend is used to 
calculate GDP fluctuations and the Idiosyncratic (individual-country) trends of annual 
GDP fluctuations are shown here12.  
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Figure 4.3: Idiosyncratic Trend of GDP Fluctuations  in SSAC 
Source: Illustrated by the researcher’s calculation of GDP fluctuation using World Bank (2012b) data  
 
                                                 
12 Measured series of GDP Fluctuations for SSAC is given in Table C-2 of Appendix C. 
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Figure 4.3 displays the trend of GDP fluctuations in SSAC from 1982 to 2008. In 
Bangladesh the GDP fluctuations shows a declining trend.  
In case of Bangladesh, the fluctuations remain at the highest level during 1988-92 then 
it starts declining. During 1995 to 1997 and in 2006, GDP volatility remains at the lowest 
level in Bangladesh and becomes relatively stable in 2007-08. In case of India, 
fluctuations in GDP per capita growth rate shows a highly volatile trend, during 1982-90 
GDP fluctuations show an increasing trend at remain at highest level in 1989-90 but 
decline sharply during 1991-94. However, for the rest of the period it starts increasing and 
relatively very unstable till 2001 and then decline and reaches at the lowest level in 2005. 
It again rise up in 2006 and remains at similar position till 2008. In case of Nepal, GDP 
fluctuation remains at the highest level in the beginning but starts declining with some 
years of slight increase. Figure shows a slightly increasing trend of GDP fluctuations in 
Pakistan for the period of 1982-2008. Volatility remains relatively lower with slightly 
increasing trend during 1982-86 then declines till 1989 but starts increasing in 1990 and 
remains at highest level during 1990-94. During 1986-2006 it shows a declining trend 
with the exception of year 2002-03 but again increases in 2006 and declines till 2008.  
Figure describes an overall increasing but highly unstable trend of GDP fluctuations 
during 1982 to 2008 in Sri Lanka. During 1999-2002 GDP fluctuations remains at the 
highest level in Sri Lanka while it remains at lowest in 2004-06 and then again starts 
rising till 2008. 
4.4.3 Trends and Stylized Facts: A Brief Summary 
Aggregate measures of GDP Fluctuations show that the Nepal is the most volatile country 
and Bangladesh is the least volatile country in terms of GDP fluctuations among SSAC 
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during the period of 1980-2010. While individual country time-series trend as well as a 
decade-wise trend shows a declining movement in Bangladesh and Nepal but there is an 
increasing trend of GDP fluctuations in India, Pakistan and Sri Lanka. These differences 
in the trends of GDP fluctuations among countries depend on the differences in the each 
country’s structural characteristics. As Caballero (2001) points out that the worsening 
impact of volatility and uncertainty is due to the country’s structural characteristics, like 
poor financial development, pro-cyclical fiscal policy and deficient rule of law, which 
usually goes together with large public indebtedness. All countries of the SSAC differ in 
the above mentioned structural characteristics therefore the trends also differ for each 
country.  
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CHAPTER 5 
ESTIMATIONS, RESULTS AND DISCUSSIONS 
5.1 Determinants of GDP Fluctuations in SSAC 
GDP fluctuations has large welfare costs, particularly, in developing countries. According 
to World Bank (2007), the direct welfare costs of volatility in some Latin American 
countries are about 5 to 10 percent of total annual consumption as compared to industrial 
countries where it is about less than 1 percent. Similarly, the fluctuation of GDP has an 
adverse impact on long-run growth, especially in developing countries. This negative 
relationship between growth volatility was found empirically in the seminal paper of 
Ramey & Ramey (1995) and then Fatás (2002), Acemoglu et al (2003), and Hnatkovska 
& Loayza (2004) further studied it and found similar results. The later studies also found 
the results in favour of Ramey and Ramey (1995).  
Now the issue of volatility is becoming a fundamental development concern due to the 
undeniable connections between volatility and lack of development (World Bank, 2007). 
In addition, the recognition of the negative link between short-run fluctuations and long-
run economic growth not only signifies the importance of exploring this link but also 
stresses the importance of studying the determinants of the GDP fluctuations so that the 
efforts to manage these fluctuations can be made.   
There are so many domestic and external factors such as fluctuating commodity prices 
(inflation volatility), level of financial development, trade openness, reliance on 
agriculture, political instability and reliance on foreign resources etc. that cause the 
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fluctuations in GDP growth. Studying the determinants of GDP fluctuation being least 
explored topic has a lot of space and potential for further research in a special context of 
developing countries. 
Most of existing literature on the determinants of GDP volatility, as discussed in 
Chapter 2, is limited to large cross-sectional and micro-panel studies. There is a 
considerable space in existing literature for further time-series, macro-panel studies (with 
small N and large T), and country or region specific research on this topic. South Asian 
countries are also facing the issue of fluctuations in growth rate, such as, soon after a 
vibrant growth rate of 9.1 percent in 2010, South Asia’s real GDP growth has decelerated 
to an projected growth rate of 6.6 percent in 2011 (World Bank, 2012a). Consequently, 
there is a massive potential for research on analysing the underlying sources of GDP 
volatility in South Asia so that an effective policy to manage these GDP fluctuations may 
be devised. 
Therefore, the present section tries to identify the major determinants of GDP 
fluctuations using annual data of five SSAC for the period of 1980-2010. Thus, using the 
recent macro-panel techniques for non-stationary panel-data which also accounts for 
cross-sectional dependence, as explained in the Chapter 3 in detail, the empirical 
estimation, results and discussion regarding the determinants of GDP fluctuations are 
presented as following.  
5.1.1 Preliminary Data Analysis 
The summary statistics of all the variables, under study are given in Table D-1 of 
Appendix – D, whereas, Table D-2 of Appendix – D shows the correlation among the 
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independent variables and it becomes evident from the table that there is no issue of 
multicollinearity in the data13.  
5.1.2 Cross Sectional Dependence Test 
The results of Pesaran (2004) CD Test are given in the Table 5.1 which shows that except 
GDP fluctuations (FLUC) and Price Volatility (PRIVOL) the null hypothesis of no cross-
sectional independence is rejected.  
Table 5.1: Cross Sectional Dependence Test 
Variable CD-test p-value Corr* abs(corr)* 
AGRIGDP 14.82 0.000 0.902 0.902 
FINDEV 9.86 0.000 0.600 0.600 
POLSTB 3.22 0.001 0.196 0.266 
AIDGDP 12.12 0.000 0.738 0.738 
OPEN 4.74 0.000 0.289 0.375 
FLUC 0.71 0.479 0.044 0.226 
PRIVOL 0.60 0.547 0.037 0.250 
Notes: Under the null hypothesis of cross -section independence CD ~ N(0,1) Source: Researcher’s 
Calculation [Corr are the average correlation-coefficients and abs(corr) is averaged absolute correlation 
coefficient, see Eberhardt (2011) for details] 
 
Results shows that all the variables except the FLUC and PRIVOL are found as cross-
sectionally dependent variables, while, GDP fluctuations (FLUC) and Price Volatility 
(PRIVOL) are found as cross-sectionally independent variables14. 
 
 
                                                 
13 Anderson et al. (2008) describe that the sample coefficient of correlation greater than +0.7 (or less than -
0.7) between two variables may be considered as a rule of thumb warning for the presence of 
multicollinearity. Similarly, Born (2007) points out that if the absolute value of Pearson correlation is 
greater than 0.8, collinearity is very likely to exist. 
14 Pesaran (2004) CD Test implemented using XTCD Stata Module by Eberhardt (2011) 
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5.1.3 Panel Unit Root Testing under Cross Sectional Dependence 
Table 5.2 depicts the results of panel unit root test by Breitung and Das (2005) at level. 
The value of lambda (λ) statistic shows that at level all the variables are non-stationary at 
5% level of significance. The robust values of lambda (λ) are given to deal with cross-
sectional dependence except the FLUC and PRIVOL which are the cross-sectionally 
independent variables. 
Table 5.2: Breitung and Das (2005) Panel Unit Root Test (at Level) 
Lambda Statistic (Probability in parenthesis) 
AIDGDP AGRGDP FINDEV FLUC OPEN PRIVOL POLSTB 
With Intercept Only 
-0.4234 
(0.3660) 
2.5911 
(0.9952) 
3.2224 
(0.9994) 
-0.4644 
(0.3212) 
1.3295 
(0.9082) 
-0.6573 
(0.255) 
-1.5266 
(0.0634) 
With Intercept and Trend 
1.5011 
(0.0667) 
-0.8978 
(0.1846) 
3.0679 
(0.9989) 
-1.4907 
(0.0680) 
1.7235 
(0.9576) 
0.7886 
(0.7848) 
0.7896 
(0.7851) 
* and ** represent the rejection of null hypothesis of no unit root at 1% and 5%  level of significance 
respectively 
The results of Breitung and Das (2005) panel unit root test at first difference are given in 
Table 5.3. The table shows that all variables become stationary at first difference.  
Table 5.3: Breitung and Das (2005) Panel Unit Root Test (at 1 st Difference) 
Lambda Statistic (Probability in parenthesis) 
AIDGDP AGRGDP FINDEV FLUC OPEN PRIVOL POLSTB 
With Intercept Only 
-7.3115* 
(0.000) 
-5.2441* 
(0.000) 
-4.9692* 
(0.000) 
-7.4447* 
(0.000) 
-4.1148* 
(0.0000) 
-5.6063* 
(0.000) 
-8.0366* 
(0.0000) 
With Intercept and Trend 
-8.6522* 
(0.000) 
-4.7455* 
(0.000) 
-1.6883** 
(0.0457) 
-6.7141* 
(0.000) 
-3.4999* 
(0.0002) 
-4.0954* 
(0.000) 
-5.5024* 
(0.0000) 
* and ** represent the rejection of null hypothesis of no unit root at 1% and 5% level of significance 
respectively 
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The results of Breitung and Das (2005) panel unit root test shows that all the variables are 
integrated of order one i.e. I(1). 
5.1.4 Panel Cointegration Test 
After the conformation of the order of integration of the variables, the results of the 
Pedroni test are shown in Table 5.4. The Group PP-Statistic and Group ADF-Statistic 
show the presence of long-run equilibrium relationship between GDP Fluctuations and its 
determinants (AIDGDP, AGRGDP, FINDEV, PRIVOL, OPEN, POLSTB) in both cases 
of Pedroni panel cointegration tests (i.e. model with intercept and no trend and model 
with intercept and trend).  
Table 5.4: Pedroni Panel Cointegration Test Results  (Determinants of GDP Fluctuations) 
Test Statistics 
With Intercept and 
No Trend+ 
With Intercept and 
Trend+ 
Un-weighted Weighted++ Un-weighted Weighted++ 
panel v-stat 0.304925 -0.12296 0.021222 -0.58023 
panel rho-stat 0.564599 0.923547 1.31596 1.693967*** 
panel pp-stat -2.7994* -1.73298** -2.4967* -1.36056*** 
panel adf-stat -2.55554* -1.35939*** -1.58484*** -0.04979 
 
  
 
 
group rho-stat 1.695304 - 2.398424 - 
group pp-stat -1.95884** - -1.33352** - 
group adf-stat -1.93784** - 0.28011 - 
 Null hypothesis: no cointegration, + common time dummy included to account for cross sectional 
dependence. ++ Panel stats are weighted by long run variances . *, ** and ** represent the rejection of null 
hypothesis of no unit root at 1%, 5% and 10% level of significance respectively 
 
According to the panel statistics, Panel PP-Statistic and Panel ADF-Statistic also show 
the presence of a cointegrating relationship between GDP Fluctuations and its 
determinants. Therefore, it may be concluded that the results of Pedroni cointegration test 
show the presence of long run equilibrium relationship among the variables. 
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5.1.5 GM-FMOLS Results and Discussions 
The long-run GM-FMOLS i.e. Pedroni Panel (Group-Mean) FMOLS estimates are 
presented in Table 5.5.15 The results of the group mean (panel) FMOLS estimates show 
that aid dependence (AIDGDP), trade openness (OPEN), volatility in the price level 
(PRIVOL), reliance on agriculture (AGRGDP) and political stability (POLSTB) are the 
significant determinants of the GDP fluctuations while the coefficient for financial 
development (FINDEV) has positive sign but insignificant. 
 Table 5.5: Group Mean Fully Modified OLS (GM-FMOLS) Results 
Dependent Variable: GDP Fluctuations (FLUC) 
Variable Coefficient t – Statistics 
OPEN 0.008568 2.762835* 
POLSTB -0.020820 -1.7627*** 
AIDGDP -0.095600 -5.57032* 
AGRGDP 0.043102 2.303267** 
FINDEV 0.004392 -0.44504 
PRIVOL 0.058576 2.001935** 
Constant -0.132180 0.93368 
Diagnostic Testing 
Residual Stationarity I(0) CD Test for Residual 
1.64  
(0.110) 
F Test 
33.85434 
(0.000) 
RMSE 0.55030 
*, ** and *** represents 1% , 5% and 10% significance level respectively 
 
The trade liberalization (OPEN), volatility in the price level (PRIVOL) and reliance on 
agriculture (AGRGDP) have positive sign as expected showing a positive relationship of 
these variables with GDP fluctuations. Political stability is also found as a significant 
                                                 
15 The GM-FMOLS model is estimated using RATS code (PANELFM) by Doan (2012). 
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determinant of GDP fluctuations in the SSAC and have expected sign (i.e. negative). 
Political stability has a negative impact on the GDP fluctuations i.e. a stable political 
environment help in maintaining the stable growth rate of GDP (i.e. reducing fluctuations 
and volatility in GDP) on the other hand it may be said that political instability has 
positive relationship with GDP fluctuations. The reliance on foreign aid (AIDGDP) also 
has a negative relationship with GDP fluctuations, which shows that foreign aid helps in 
maintaining stability and smoothing out the volatility and instability. 
The post estimation diagnostic tests are also shown in Table 5.5. These test shows that 
the F – test is significant and residuals are stationary. CD Test for residuals depicts that 
the residuals of the model are cross-sectionally independent which shows that the adding 
common time dummies resolve the issue of cross section dependence. 
5.1.6 Summary of Findings and Implications 
The results show that the reliance on agriculture (AGRGDP) is a significant determinant 
of the GDP fluctuations in the SSAC and has a positive effect on GDP fluctuations 
(FLUC). This shows that the dependence on agriculture makes a country more vulnerable 
because agricultural production is vulnerable and dependent upon the weather conditions. 
Similarly, price volatility (PRIVOL) is also found as a significant and positive 
determinant of the GDP fluctuations in the SSAC. Easterly, Islam and Stiglitz (2000) also 
found that nominal volatility (price volatility) is positively related to growth volatility 
(real volatility). The financial development (FINDEV) is also a positive but insignificant 
determinant of the GDP fluctuations. Kunieda (2008) also found that the financial 
development level, for the countries having fully developed financial markets and 
developed financial system, expected to have negative impact on GDP fluctuations. 
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However, for less developed countries like the SSAC, where the financial system and 
markets are not fully developed and is in the middle stages of development, FINDEV has 
a positive impact on the GDP fluctuations. Similarly, Easterly, Islam and Stiglitz (2000) 
also found financial deepening (proxied by domestic credit to GDP ratio) and growth 
volatility has a non-linear form. Political stability (POLSTB) is also found as a significant 
determinant of GDP fluctuations in the SSAC and has expected negative sign. Political 
stability has a negative impact on the GDP fluctuations i.e. a stable political environment 
help in maintaining the stable growth rate of GDP and on the other hand political 
instability may result in increasing the volatility and fluctuations in growth rate of GDP. 
Mobarak (2004) also found that democracy has positive link with stability i.e. the 
democracy (political stability) lowers the volatility. 
The trade liberalization or openness (OPEN) has positive and significant sign as 
expected showing a positive relationship of these variables with GDP fluctuations. 
Easterly, Islam and Stiglitz (2000) also found that trade openness is positively related to 
growth volatility. This shows when less developed countries become more open they 
become more vulnerable to external shocks resulting in more volatility. The reliance on 
foreign aid (AIDGDP) has a negative and significant relationship with GDP fluctuations, 
which shows that foreign aid helps in maintaining stability and smoothing out the 
volatility and instability.  
The results, presented above, have serious policy implications. These results suggest 
that the price volatility should be reduced and be controlled for reducing the GDP 
fluctuations and maintaining stability. Furthermore, financial development under less 
developed financial market and financial system is causing the fluctuation (volatility) in 
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output (GDP) growth rates. Therefore, a developed financial system may help in 
maintaining economic stability. The political stability can also help in achieving the goal 
of economic stability. The study finds that the democracy and political stability helps in 
lowering the volatility in growth which suggests that a stable and democratic political 
environment may help in achieving the economic stability. The dependence on agriculture 
is also a major source of fluctuations in GDP growth rates, the structural transformation 
of economy by shifting the reliance from agriculture to other sectors (manufacturing etc.) 
may help in achieving stable growth rates. The study also suggests that the foreign aid in 
productive sectors can also be helpful in gaining economic stability and reducing growth 
volatility through supplementing the shortage of domestic resources (and by filling in the 
dual gap i.e. current account gap and fiscal gap).  
5.2 GDP Fluctuations and Economic Growth in South Asia 
According to the traditional viewpoint, the business cycle and economic growth are 
considered as two isolated fields in macroeconomics (Ramey & Ramey, 1995; Martin & 
Rogers, 2000; Siegler, 2005; Tochkov & Tochkov, 2009; Lee, 2010). Commonly, it is 
believed that fluctuations in GDP are transitory in nature and these short-run deviations 
from trend have no correlation or causal-relation with the long-term economic growth. 
Thus, the syllabus of macroeconomics is normally separated into growth theory and 
business-cycle theory. However, this belief has been challenged by recent literature which 
found significant link between volatility and growth (Fatás, 2002; Hnatkovska and 
Loayza, 2004). A significant negative relationship between volatility and growth was 
found in the seminal paper of Ramey & Ramey (1995) and then Fatás (2002), Acemoglu 
et al (2003), Hnatkovska & Loayza (2004) and many others found the similar results. 
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Even so, the relationship between volatility and growth is not always negative, it may 
either be positive or negative as it depends on the mechanism driving the relationship 
(Imbs 2002).  
For instance, a positive link can exist if volatility is linked with the happening of 
recessions, and these recessions result in higher research and development along with the 
elimination of least productive firms, then higher long-run growth can go side by side 
with higher volatility (Schumpeter, 1939; Shleifer, 1986; Hall, 1991; Caballero & 
Hammour, 1994 and Aghion & Saint-Paul, 1998a & 1998b). But, this can happen under 
the assumptions of active firm turnover, deep financial markets and the ability of 
governments to conduct counter-cyclical educational and innovation expenditures. These 
assumptions are usually met in developed economies (Hnatkovska and Loayza, 2004). 
On the other hand, if recessions are linked with aggravating financial and fiscal 
constraints, which is more likely to occur in developing countries, then these recessions 
can lead to less human capital development, lower productivity-enhancing expenditures, 
and, thus, smaller growth rates (Martin and Rogers, 1997; Talvi and Vegh, 2000). 
Moreover, aversion to economic recessions could prompt governments to adopt policies, 
such as, labor-market restrictions, that make firms less flexible and willing to innovate, 
thus, deepening a negative link between volatility and long-run growth (Hnatkovska and 
Loayza, 2004).  
The study of fluctuations and growth is more important for developing countries, so, 
there is a need to study this volatility-growth relationship in a special context of 
developing countries. Therefore, present section focuses on analyzing the relationship 
between short-run GDP fluctuations and long-term growth in SSAC for the period of 
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1980-2010 using the methodology stated in Chapter 3. The detailed empirical estimations, 
results and discussions are given as under. 
5.2.1 Preliminary Data Analysis 
The summary statistics of all the variables under study are given in Table E-1 of 
Appendix-E, whereas, Table E-2 of Appendix-E shows the correlation among the 
independent variables and it becomes obvious from the table that there is no issue of 
multicollinearity among the variables under study. Moreover, scatter plots are the best 
way to have priori information about the nature of association among the variables. 
Therefore, the scatter plots for each country are shown in Figure E-1 of Appendix-E 
which shows that the inter-linkages long-run growth and volatility in GDP looks negative, 
as seen in the scatter plots, in case of all the countries of penal.  
5.2.2 Cross Sectional Dependence Test 
The results of CD Test by Pesaran (2004) are given in the Table 5.616 as under: 
Table 5.6: Cross Sectional Dependence (Growth and GDP Fluctuations) 
Variable CD-test p-value Corr abs(corr) 
OPEN 4.74 0.00 0.289 0.375 
GOVT -1.11 0.265 -0.068 0.339 
FINDEV 9.86 0.00 0.60 0.60 
LGR 2.95 0.003 0.18 0.321 
INVT 3.53 0.00 0.215 0.275 
FLUC 0.54 0.588 0.033 0.242 
POPGR 10.39 0.00 0.633 0.633 
IGDP 15.77 0.00 0.96 0.96 
Notes: Under the null hypothesis of cross -section independence CD ~ N(0,1) Source: Researcher’s 
Calculation [Corr are the average correlation-coefficients and abs(corr) is averaged absolute correlation 
coefficient, see Eberhardt (2011) for details] 
                                                 
16 Pesaran (2004) CD Test is implemented using XTCD Stata Module by Eberhardt (2011) 
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Above table shows that except GDP fluctuations (FLUC) and Government Size 
(GOVT) the null of no cross-sectional independence is rejected i.e. all the variables 
except the FLUC and GOVT are found as cross-sectionally dependent variables. While, 
GDP fluctuations (FLUC) and Government Size (GOVT) are found as cross-sectionally 
independent variables. 
5.2.3 Panel Unit Root Test 
Table 5.7 depicts the results of Breitung and Das (2005) panel unit root test at level. 
The value of lambda (λ) statistic shows that at level all the variables are non-stationary at 
5% level of significance.  
Table 5.7: Breitung and Das (2005) Panel Unit Root Test (at Level) 
Lambda Statistic (Probability in parenthesis) 
FINDEV INVT FLUC GOVT IGDPP LGR OPEN POPGR 
With Intercept Only 
3.2224 
(0.9994) 
0.1908 
(0.5757) 
-0.4644 
(0.3212) 
-1.0303 
(0.1514) 
7.3986 
(1.000) 
0.0082 
(0.5033) 
1.3295 
(0.9082) 
-0.4406 
(0.3928) 
With Intercept and Trend 
3.0679 
(0.9989) 
-0.0029 
(0.4988) 
-1.4907 
(0.0680) 
0.1809 
(0.5718) 
0.6553 
(0.7439) 
-0.3935 
(0.3470) 
1.7235 
(0.9576) 
-1.5776 
(0.573) 
* and ** represent the rejection of null hypothesis of no unit root at 1% and 5%  level of significance 
respectively 
The Table 5.8 depicts that all variables become stationary at first difference.  The 
results of Breitung and Das (2005) panel unit root test shows that all the variables are 
integrated of order one i.e. I(1). 
Table 5.8: Breitung and Das (2005) Panel Unit Root Test (at 1st Difference) 
Lambda Statistic (Probability in parenthesis) 
FINDEV INVT FLUC GOVT IGDPP LGR OPEN POPGR 
With Intercept Only 
-4.9692* -4.7282* 
-7.4447* 
(0.000) 
-4.9800* -5.496* -3.104* 
-4.1148* 
(0.0000) 
-2.28** 
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(0.000) (0.0000) (0.000) (0.000) (0.0010) (0.0114) 
With Intercept and Trend 
-1.6883** 
(0.0457) 
-5.0905* 
(0.0000) 
-6.7141* 
(0.000) 
-2.225** 
(0.0131) 
-7.211* 
(0.000) 
3.5213* 
(0.0002) 
-3.4999* 
(0.0002) 
-2.6508* 
(0.0040) 
* and ** represent the rejection of null hypothesis of no unit root at 1% and 5%  level of significance 
respectively 
5.2.4 Panel Cointegration Test 
After the affirmation of the order of integration of the variables, the results of the 
bivariate Pedroni panel cointegration tests are shown in Table 5.9. The Pedroni’s five 
panel test statistics (out of total seven statistics) shows the existence of long-run 
equilibrium relationship between LGR and FLCU in case of model with intercept and no 
trend. The results are also same for the model with intercept and trend. 
Table 5.9: GDP Fluctuations and Long-run Growth – Panel Cointegration Test for SSAC 
Test Statistics 
With Intercept and 
No Trend+ 
With Intercept and 
Trend+ 
Un-weighted Weighted++ Un-weighted Weighted++ 
panel v-stat -0.6275 -0.4235 -0.1411 -0.3530 
panel rho-stat 1.3593 1.3926 1.7899 1.9396 
panel pp-stat -1.5277*** -1.6665*** -2.9384* -2.3183* 
panel adf-stat 1.5016*** 1.3018 2.5776* 2.1030** 
 
  
 
 
group rho-stat 2.1846* - 2.6625* - 
group pp-stat -1.9891** - -2.3614* - 
group adf-stat 1.8357*** - 2.2072* - 
Null hypothesis: no cointegration, + common time dummy included to account for cross sectional 
dependence, ++ Panel stats are weighted by long run variances, *. ** and ** represent the rejection of null 
hypothesis of no unit root at 1%, 5% and 10% level of significance respectively. 
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5.2.5 GM-FMOLS Results and Discussions 
The long-run GM-FMOLS i.e. Pedroni panel (group-mean) FMOLS estimates are 
presented in Table 5.1017.  
Table 5.10: Group Mean Fully Modified OLS (GM-FMOLS) Results 
Dependent Variable: Long-run Growth (LGR) 
Variable Coefficient t - Statistics 
FLUC -0.72417 -10.6377* 
INVT 0.140064 7.671727* 
FINDEV 0.009261 1.290727 
GOVT -0.31143 -9.10337* 
OPEN 0.03243 1.865097** 
IGDPP 5.69959 3.292461* 
POPGR -0.8324 -5.01019* 
Constant 0.53876 -0.32469 
Diagnostic Testing 
Residual Stationarity I(0) CD Test for Residual 
-0.60 
(0.546) 
F Test 
166.093  
(0.000) 
RMSE 0.8209 
*, ** and *** represents 1% , 5% and 10% significance level respectively 
 
The results of the GM-FMOLS estimations show a negative and highly significant 
relationship between long-run growth rate and GDP fluctuations in SSAC. Investment, 
Openness, Initial GDP, has positive and significant relationship with long-run growth rate 
in SSAC. The investment and Openness has positive link with growth which is according 
to the theory (Khan, 2010; Ramey and Ramey, 1995 and many others). The most of 
literature shows that the link between initial GDP per capita is negative, however, some 
studies found positive link such as Tabassum and Majeed (2008) found positive relation 
between these variables in South and East Asia. Government size and population growth 
                                                 
17 The GM-FMOLS model is estimated using RATS code (PANELFM) by Doan (2012). 
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has negative and significant relationship with longrun growth in SSAC which is 
according to the literature (Khan, 2010; Ramey & Ramey, 1995). While financial 
development (FINDEV) has positive but insignificant relationship with growth which is 
also similar with the literature as the relationship is positive in long-run (Khan, 2010). 
The post estimation diagnostic tests are also shown in Table 5.10. These tests show that 
the F – test is significant and residuals are stationary. CD Test for residuals shows that the 
residuals are cross-sectionally independent which shows that the adding common time 
dummies resolve the issue of cross section dependence. 
The results of GM-FMOLS estimation show that relationship between long-run growth 
and GDP fluctuations is significant and negative. The results are similar to those of 
Ramey & Ramey (1995), Fatás (2002), Acemoglu et al (2003), Hnatkovska & Loayza 
(2004) and many others who found similar results. Consequently, it can be said that there 
is a negative relationship between long-run growth and GDP fluctuations in SSAC. 
5.2.6 Summary of Findings and Implications 
This chapter estimates the impact of GDP fluctuations on long-run economic growth 
through employing modern panel approach in a panel of five selected South Asian 
countries (SSAC) over the period of 1980-2010. For this purpose, modern non-stationary 
panel techniques such as cross section dependence test, unit root test under cross sectional 
dependence, panel cointegration and Group Mean Fully Modified OLS (GM-FMOLS) 
estimation are applied. 
This chapter of the study finds that there exists a long-run cointegrating relationship 
between GDP fluctuations and long-run growth in the SSAC. GM-FMOLS estimates 
show that this link is negative. Thus, the results indicate that GDP fluctuations have a 
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significant negative impact on long-run growth in the SSAC. The results are similar to 
those of Ramey & Ramey (1995), Fatás  (2002), Acemoglu  et al (2003), Hnatkovska & 
Loayza (2004) and many others who found similar results. The other determinants of the 
growth, added as control variables, were also found significant and as per literature and 
theory. 
These findings have serious policy implications for the South Asian countries. The 
significant negative impact of GDP fluctuations on long-run growth suggests that these 
fluctuations and volatility of GDP may be detrimental to long-run growth in SSAC. So, 
the governments shouldn’t rely on growth-oriented policies only but should equally focus 
on managing the volatility of GDP to achieve sustained and stable growth. Therefore, 
there is a need to identify the underlying sources and determinants of GDP fluctuations in 
order to devise a policy mechanism to curtail and manage these fluctuations. As, 
Caballero (2001) found that the worsening impact of volatility and uncertainty on 
economic growth is due to the country’s structural characteristics, like poor financial 
development, procyclical fiscal policy and deficient rule of law, which usually goes 
together with large public indebtedness. So the serious efforts are needed to improve 
country’s structural characteristics and to control other sources of volatility to manage the 
GDP fluctuations.  
5.3 GDP Fluctuations and Private Investment in South Asia 
Fluctuations and volatility in GDP and other key macro-variables is a serious restraint on 
development as it makes planning more challenging and investment becomes uncertain 
and risky. While, a relatively stable macro-economic environment helps in reducing the 
management problems and making the planning more realistic for sustainable growth and 
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development (Ukwu et al, 2003). Therefore, the uncertainty measured in terms of 
volatility or instability poses a serious threat to investment because investment needs 
more sustained and stable macroeconomic environment.  
Developing countries generally suffer from a high degree of uncertainty as compared to 
the developed countries because the GDP growth, exchange rate and other key macro 
indicators are more volatile in developing countries, especially after financial 
liberalization. And the consequences of this volatility or uncertainty upon economic 
growth, investment and   trade etc. are gaining attention in economic literature (Servén, 
2002). The impact of volatility (uncertainty) on investment has already received a lot of 
attraction of researchers and policy makers.  Despite the majority of studies found a 
negative association between both of the variables, the literature is not conclusive in their 
assessment about the impact of uncertainty on investment (Servén, 1998). As Demir 
(2009) points out that there is no agreement in theory about the channels through which the 
relationship between uncertainty and investment holds like Abel and Beverly (1994) argued 
that uncertainty results in increasing the investment while Aizenman and Marion (1999) 
argues in opposite.  
On the contrary to theoretical literature, the existing empirical work, generally, suggests 
that increase in risk and uncertainty has a significant negative impact on private 
investment. For instance, Aizenman and Marion (1999), Asteriou and Price (2000), 
Cherif and  Hasanov (2012), Demir (2009), Escaleras and Kottaridi (2010), Harris et al 
(2006), Pindyck  and Solimano (1993), Servén (1998, 2002) and many others found the 
negative relationship between investment and various uncertainty measures (including 
volatility in real exchange rates, capital-flows, inflation, and GDP etc.). 
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The literature, cited above and in Chapter 2, mostly uses the uncertainty measured in 
terms of volatility and instability of the exchange rate, inflation / prices, capital flows and 
terms of trade etc. The impact of uncertainty, measured in terms of volatility in the 
growth rate of GDP (i.e. GDP fluctuation), on private investment is not addressed 
considerably in the empirical literature. Furthermore, the major objective of the present 
study (as outlined in chapter one) is to analyze the determinants and consequences of 
GDP fluctuations. Therefore, this chapter analyzes the relationship between private 
investment and uncertainty measured in terms of GDP volatility or fluctuations.  
Moreover, as the investment has two major components i.e. private investment and 
public investment. Public investment is not much influenced through other macro 
variables or indicators, as it is like an autonomous investment which depends largely on 
government’s discretion.  In contrast, private investment depends on macroeconomic 
environment and is also affected by other macroeconomic variables like volatility of 
GDP.  As, Ramey and Ramey (1995) found that the relationship between (aggregate) 
investment and volatility is less robust than the link between volatility growth, however, 
Aizenman and Marion (1999) found more robust results by including only private 
investment instead of aggregate investment. Therefore, this section tries to explore and 
examine the impact of GDP fluctuations on private investment empirically in five 
Selected South Asian Countries (SSAC) over a period of 1980-2010 using the 
methodology given in Chapter 3. The empirical estimations, results and discussions are 
given as under. 
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5.3.1 Preliminary Data Analysis 
The summary statistics for the variables are given in Table F-1 of Appendix–F, whereas, 
Table F-2 of Appendix-F shows the correlation among the independent variables and it is 
clear from the table that there is no any of issue multicollinearity in the data. In addition, 
scatter plots are the best way to have priori information about the nature of association 
among the variables. Therefore, the scatter plot between GDP fluctuation and private 
investment are shown in Figure F.1 to F.5 of Appendix – E which overall negative 
relationship between GDP Fluctuations and Private Investment in SSAC. 
5.3.2 Cross Sectional Dependence Test 
The results of Cross sectional Dependence (CD) Test by Pesaran (2004) are given in 
the Table 5.1118.  
Table 5.11: Cross Sectional Dependence (Private Investment and GDP Fluctuations) 
Variable CD-test p-value corr abs(corr) 
PVI 2.48 0.013 0.151 0.365 
PBI 0.74 0.462 0.045 0.249 
INF 4.38 0.000 0.267 0.274 
CAD 5.87 0.000 0.357 0.357 
FDI 6.59 0.000 0.401 0.462 
FLUC 0.54 0.588 0.033 0.242 
Notes: Under the null hypothesis of cross -section independence CD ~ N(0,1) Source: Researcher’s 
Calculation [Corr are the average correlation-coefficients and abs(corr) is averaged absolute correlation 
coefficient, see Eberhardt (2011) for details] 
 
Results of CD test shows that except GDP fluctuations (FLUC), and Public Investment 
(PBI) the null of no cross-sectional independence is rejected i.e. all these variables 
(except the FLUC and PBI) are found as cross-sectionally dependent variables. While, 
                                                 
18 Pesaran (2004) CD Test is implemented using XTCD Stata Module by Eberhardt (2011) 
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GDP fluctuations (FLUC) and Public Investment (PBI) are found as cross-sectionally 
independent variables. 
5.3.3 Panel Unit Root Test 
The results of Breitung and Das (2005) panel unit root test at level are shown in Table 
5.12. The value of lambda (λ) statistic shows that at level all the variables are non-
stationary at 5% level of significance19. The robust values of lambda (λ) are given to 
account for cross-sectional dependence except the FLUC and PBI which are the cross-
sectionally independent variables. 
 Table 5.12: Breitung and Das (2005) Panel Unit Root Test (at Level) 
  Lambda Statistic (Probability in parenthesis) 
CAD FLUC FDI INF PBI PVI 
With Intercept Only 
-1.7815** 
(0.0374) 
-0.4644 
(0.3212) 
0.4500 
(0.6737) 
-4.1055* 
(0.000) 
-2.4888* 
(0.0064) 
-0.8681 
(0.1927) 
With Intercept and Trend 
0.7732 
(0.7803) 
-1.4907 
(0.0680) 
1.5312 
(0.9371) 
-0.3696 
(0.3558) 
0.7093 
(0.7609) 
-0.3608 
(0.3591) 
* and ** represent the rejection of null hypothesis of no unit root at 1% and 5%  level of significance 
respectively 
 
The results of Breitung and Das (2005) panel unit root test at first difference are given 
in Table 5.13. The table shows that all the variables become stationary at first difference 
at 5% level of significance. The results of Breitung and Das (2005) panel unit root test 
shows that all the variables are integrated of order one i.e. I(1). 
 
                                                 
19 Inflation rate (INF) and Public Investment (PBI), in case of model with intercept only, becomes 
stationary at level but non-stationary with intercept and trend at level. The FMOLS method can also be 
applied in case of mixed order of integration (see e.g. Narayan and Narayan, 2004; Chakraborty and Ghosh, 
2011; and Ramirez, 2013). 
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Table 5.13: Breitung and Das (2005) Panel Unit Root Test (at 1st Difference) 
Lambda Statistic (Probability in parenthesis) 
CAD FLUC FDI INF PBI PVI 
With Intercept Only 
-4.5895* 
(0.0000) 
-7.4447* 
(0.000) 
-4.2492* 
(0.0000) 
-7.3931* 
(0.0000) 
-3.952* 
(0.000) 
-6.8208* 
(0.0000) 
With Intercept and Trend 
-4.3143* 
(0.0000) 
-6.7141* 
(0.000) 
-1.9967** 
(0.0229) 
-4.1125* 
(0.0000) 
-2.818* 
(0.0024) 
-5.7488* 
(0.0000) 
* and ** represent the rejection of null hypothesis of no unit root at 1% and 5%  level of significance 
respectively 
5.3.4 Panel Cointegration Test 
After the establishment of the order of integration of the variables, the results of the 
Pedroni panel cointegration tests are shown in Table 5.14.  
Table 5.14: Pedroni Panel Cointegration Test Results for Private Investment and GDP Fluctuations 
Test Statistics 
With Intercept and 
No Trend+ 
With Intercept and 
Trend+ 
Un-weighted Weighted++ Un-weighted Weighted++ 
panel v-stat -0.8701 -1.0459 -0.0665 0.0568 
panel rho-stat 0.7657 0.7813 0.5201 0.2688 
panel pp-stat -1.5237*** -1.3797*** -3.0623* -3.6928* 
panel adf-stat -0.0420 -0.2815 -1.2749*** -2.3056* 
group rho-stat 1.4328 1.4328 1.1532 1.4328 
group pp-stat -1.5264*** -1.5264*** -3.7361* -1.5264*** 
group adf-stat -1.0850 -1.0850 -1.5722** -1.0850 
 Null hypothesis: no cointegration, + common time dummy included to account for cross sectional 
dependence, ++ Panel stats are weighted by long run variances , *. ** and ** represent the rejection of null 
hypothesis of no unit root at 1%, 5% and 10% level of significance respectively 
 
The Pedroni’s two out of seven panel test statistics shows the existence of long-run 
equilibrium relationship between private investment, GDP fluctuations and other control 
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variables in SSAC in case of model with intercept and no trend. While, four out of seven 
test statistic show the existence of long-run relationship between private investment and 
GDP fluctuations in SSAC in case of model with intercept and trend. Consequently, the 
existence of a long-run cointegrating relationship between private investment and GDP 
volatility is confirmed by Pedroni panel cointegration test.  
5.3.5 GM-FMOLS Results and Discussions 
The long-run Pedroni Group-Mean (Between-Dimension) FMOLS estimates are 
presented in Table 5.1520.  
Table 5.15: Group Mean Fully Modified OLS (GM-FMOLS) Results 
Dependent Variable: Long-run Growth (PVI) 
Variable Coefficient t - Statistics 
GF -0.9020 -3.3174* 
PBI -1.0317 -11.5541* 
INF -0.1597 -1.8592*** 
FDI -1.8475 -4.4728* 
CAD 0.5884 3.7730* 
Constant 0.1018 0.6313 
Diagnostic Testing 
Residual Stationarity I(0) CD Test for Residual 
-0.60 
(0.546) 
F Test 
3.6624  
(0.013) 
RMSE 0.7322 
*, ** and *** represents 1%, 5% and 10% significance level respectively 
 
The results of the GM-FMOLS estimates show a negative and significant relationship 
between private investment and GDP fluctuations in SSAC. The results of current study 
are similar to those of the literature as almost all of the empirical studies found a negative 
link between private and GDP volatility. Furthermore, the other control variables also 
                                                 
20 The GM-FMOLS model is estimated using RATS code (PANELFM) by Doan (2012). 
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have significant relation with private investment. The coefficient for Public Investment 
(PBI) is negative and significant which shows that public investment crowds out the 
private investment in SSAC. Burney and Yasmeen (1989), Pradhan, Ratha and Sarma 
(1990), Ahmed (1994) and Khan and Iqbal (1991) also found the similar results i.e. 
support crowding out hypothesis.  Inflation has negative and significant relationship with 
Private Investment i.e. higher inflation lowers the private investment.  
Serven and Solimano (1992) also found that the rate of inflation has an adverse impact 
on investment. FDI also crowds out the private investment as its coefficient is negative 
and significant. Misun and Tomsik (2002) and Agosin and Mayer (2005) found similar 
results i.e. FDI crowds out private investment. The current account deficit has positive 
and significant relation with private investment. 
The post estimation diagnostic tests are also shown in Table 6.5. These test shows that 
the F – test is significant and residuals are stationary. CD Test for residuals shows that the 
residuals are cross-sectionally independent which shows that the adding common time 
dummies resolve the issue of cross section dependence. 
5.3.6 Summary of Findings and Implications 
After detailed empirical estimations, it has been found that there exists a long-run 
cointegrating relationship between GDP fluctuations and private investment in the SSAC. 
FMOLS estimates show that this link is negative. These results are similar with literature 
that almost all the studies (e.g. Servén, 1998; Aizenman and Marion, 1999; Asteriou and 
Price, 2000; Escaleras and Kottaridi, 2010 and many others) found similar negative 
association between private investment and GDP fluctuations. Thus, the results indicate 
that GDP fluctuations have a significant negative impact on private investment in SSAC 
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as GDP volatility gives a negative signal to private investors. Furthermore, the other 
determinants of private investment (added as control variables in model) were also found 
significant and as per theory and empirical literature.  
These findings have serious policy implications for the selected South Asian countries 
(SSAC). The significant negative impact of GDP fluctuations on private investment 
suggests that GDP volatility may be harmful for private investment in SSAC and negative 
effect on private investment will also be transferred to growth as the investment is a key 
determinant of growth. So, the governments should equally focus on managing the 
volatility of GDP to increase private investment along with taking other measures for 
creating an investment-friendly environment. In Addition, the increase in private 
investment will further help in maintaining stability.  
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CHAPTER 6 
CONCLUSION AND POLICY RECOMMENDATIONS 
6.1 Conclusion  
The study finds the presence of cross-section dependence and non-stationarity among the 
variable, therefore, macro-panel approach for non-stationary panel has been applied 
whereas the time-dummies has been added in Pedroni cointegration test and GM-FMOLS 
equation.  The Peroni panel cointegration shows that there exists a long-run cointegrating 
relationship between GDP fluctuations and its determinants in the SSAC. The reliance on 
agriculture (AGRGDP) is found as a significant determinant of the GDP fluctuations in 
the SSAC and has a positive effect on GDP fluctuations (FLUC). This shows that the 
dependence on agriculture makes a country more vulnerable because agricultural product 
is vulnerable and dependent upon the weather and climatic conditions. The price volatility 
(PRIVOL) is also found as a significant and positive determinant of the GDP fluctuations 
in the SSAC. Easterly, Islam and Stiglitz (2000) also found that nominal volatility / price 
volatility is positively related to growth volatility (real volatility).  
The financial development (FINDEV) is also a positive but insignificant determinant of 
the GDP fluctuations. Kunieda (2008) also found that the financial development level, for 
the countries having fully developed financial markets and developed financial system, 
should have a negative impact on GDP fluctuations. However, for less developed 
countries like the SSAC, where the financial system is not fully developed and in the 
middle stages of development, FINDEV has a positive impact on the GDP fluctuations. 
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Similarly, Easterly, Islam and Stiglitz (2000) also found financial deepening (proxied by 
domestic credit to GDP ratio) and growth volatility has a non-linear form.  
The Political stability (POLSTB) is also found as a significant determinant of GDP 
fluctuations in the SSAC and has expected negative sign. Political stability has a negative 
impact on the GDP fluctuations i.e. a stable political environment help in maintaining the 
stable growth rate of GDP and on the other hand political instability may result in 
increasing the volatility and fluctuations in growth rate of GDP. Mobarak (2004) also 
found that democracy has positive link with stability i.e. the democracy (political 
stability) lowers the volatility. 
The trade liberalization or openness (OPEN) has positive and significant sign as 
expected. Easterly, Islam and Stiglitz (2000) also found that trade openness is positively 
related to growth volatility. This shows when less developed countries become more open 
they become more vulnerable to external shocks resulting in more volatility. The reliance 
on foreign aid (AIDGDP) has a negative and significant relationship with GDP 
fluctuations, which shows that foreign aid helps in maintaining stability and smoothing 
out the volatility and instability. 
Furthermore, the study finds that there exists a long-run cointegrating relationship 
between GDP fluctuations and long-run growth in the SSAC. GM-FMOLS estimates 
show that this link is negative. Thus, the results of the present study indicate that GDP 
fluctuations have a significant negative impact on long-run growth in the SSAC. The 
results are similar to those of Ramey and Ramey (1995), Fatás (2002), Acemoglu et al 
(2003), Hnatkovska and Loayza (2004) and many others who found similar results. 
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In addition, the study finds that there exists a long-run cointegrating relationship 
between GDP fluctuations and private investment in the SSAC. GM-FMOLS estimates 
show that this link is negative. These results are similar with literature that almost all the 
studies (e.g. Servén, 1998; Aizenman and Marion, 1999; Asteriou and Price, 2000; 
Escaleras and Kottaridi, 2010 and many others) found similar negative association 
between private investment and GDP fluctuations. Thus, the results indicate that GDP 
fluctuations have a significant negative impact on private investment in SSAC as GDP 
volatility gives a negative signal to private investors.  
6.2 Policy Implications 
The findings of the study have serious policy implications for the South Asian countries. 
The results suggest that the price volatility should be reduced and be controlled for 
reducing the GDP fluctuations and maintaining stability. Furthermore, financial 
development under less developed financial market and financial system is causing the 
fluctuation (volatility) in output (GDP) growth rates. Therefore, a developed financial 
system may help in maintaining economic stability.  
The political stability can also help in achieving the goal of economic stability. The 
study finds that the democracy and political stability helps in lowering the volatility in 
growth which suggests that a stable and democratic political environment may help in 
achieving the economic stability. The dependence on agriculture is also a major source of 
fluctuations in GDP growth rates, therefore, the structural transformation of economy by 
shifting the reliance from agriculture to manufacturing through enhancing relative of 
manufacturing sector in total value added which may also help in achieving stable growth 
rates. However, this structural shift can only be a part of long-term strategy. Thus, as a 
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medium-term strategy, the measures which may reduce the vulnerability of agriculture 
sector may also be adopted, such as, devising flood control mechanism, construction of 
small & medium sized water reservoirs and taking steps for improving environment.  
The study also suggests that the foreign aid can also be helpful in gaining economic 
stability and reducing growth volatility through supplementing the shortage of domestic 
resources and by filling in the dual gap i.e. current account gap and fiscal gap. The 
significant negative impact of GDP fluctuations on long-run growth suggests that these 
fluctuations and volatility of GDP may be detrimental to long-run growth in SSAC. So, 
the governments shouldn’t rely on growth-oriented policies only but should equally focus 
on managing the volatility of GDP to achieve sustained and stable growth. Therefore, 
there is a need to identify the underlying sources and determinants of GDP fluctuations in 
order to devise a policy mechanism to curtail and manage these fluctuations. 
The significant negative impact of GDP fluctuations on private investment suggests 
that fluctuation and volatility in GDP may be harmful for private investment in 
developing countries and negative effect on private investment will also be transferred to 
growth as the investment is a key determinant of growth. So, the governments should 
equally focus on managing the volatility of GDP to increase private investment along 
with taking other measures for creating an investment-friendly environment. Furthermore, 
the increase in private investment will further help in maintaining stability. 
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Appendix A 
(to Chapter One) 
Brief Overview of Selected South Asian Countries (SSAC)21 
 
1. Bangladesh  
Bangladesh, situated in South Asia, is bordered by India on the west, north and eastern 
side; the Bay of Bengal in South and Burma in southeast. The total land area of 
Bangladesh is 148,460 sq km (land area is 130,170 sq km and 18,290 sq km is covered by 
water. As per world ranking based on area, Bangladesh is ranked as 95th largest country 
of the world. According to the population raking of the world, Bangladesh is the 9th 
largest nation of the world. The total population of the Bangladesh, as per latest estimates 
is about 169 million with an estimated annual growth rate of 1.6%. 
 According to GDP (at PPP) world raking, the economy of the Bangladesh is ranked as 
the 36th largest economy of the world. Bangladesh’s current GDP at PPP is about $533.7 
billion (2014 est.) whereas the GDP (at official exchange rate) is $185.4 billion (2014 
est.). Despite these so-called negative indicators, Bangladesh's economy has maintained 
its growth roughly at 6% per year since 1996. Almost fifty percent population of 
Bangladesh is employed in the agriculture sector with rice as the single-most-important 
product. According to CIA’s world fact book, garment exports are considered as the 
backbone of Bangladesh’s industrial sector, which accounts for more than 80% of total 
exports in 2014. CIA fact book also points out that the garments sector has remained 
                                                 
21 Source: CIA World Fact Book (CIA, 2015) and World Bank Development Indicators 2015 (World Bank, 
2015) 
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robust in recent years amongst a series of factory accidents that have killed over 1,000 
workers and crippling strikes that shut down virtually all economic activity. Moreover, 
the stable growth of garment export coupled with the foreign remittances remains the 
largest contributors to Bangladesh’s current account surplus and rising foreign exchange 
assets. 
2. India 
India, situated in South Asia, is bordered by Pakistan on the west; Burma and Bangladesh 
on the east, Bhutan, China and Nepal on the north-east; the Arabian Sea on the south-
west; the Indian Ocean on the south; and the Bay of Bengal on the south-east. The total 
land area of India is 3,287,263 sq km (land area is 2,973,193 sq km and 314,070 sq km is 
covered by water. As per world ranking based on the area, India is ranked as 7th largest 
country of the world. According to the population raking of the world, India is the 2nd 
largest nation of the world. The total population of the Bangladesh, as per latest estimates 
is about 1.252 billion with an estimated annual growth rate of 1.22%. 
According to GDP (at PPP) world raking, the economy of the India is ranked as the 4th 
largest economy of the world. India’s current GDP at PPP is about $7.376 trillion (2014 
est.) whereas the GDP (at official exchange rate) is $2.05 trillion (2014 est.). The GDP 
growth rate has remained at 7.2% in 2014. This moderately high growth of 7% is 
attributed to economic liberalization measures, including privatization of public 
enterprises, industrial deregulation, and liberalizing the foreign trade and investment. 
Although slightly less than half of the labor force is in agriculture, the services sector 
remains the major source of economic growth, as it accounts for almost two-thirds of 
India's GDP with employing less than one-third of total labor force. 
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As per CIA’s world fact book, India’s growth in 2014 fell to a decade low, because 
India's economic team struggled to improve the country's wide fiscal and current account 
deficits. Furthermore, the rising macroeconomic imbalances in India and improving 
economic conditions in Western countries, led investors to move their capital out of India, 
resulting a sharp depreciation of the rupee. However, investors' perceptions of India 
started to improve in early 2014, because of a reduction of the current account deficit and 
expectations of post-election economic reform, resulting in a surge of inbound capital 
flows and stabilization of the rupee. Moreover, India has capitalized on its largely 
educated English-speaking population and became one of a major exporter of information 
technology services in the world. 
3. Pakistan 
Pakistan, situated in South Asia, is bordered by India on the east, China in the north, Iran 
and Afghanistan on the west and Arabian Sea in the South. The total land area of Pakistan 
is 796,095 sq km (land area is 770,875 sq km and 25,220 sq km is covered by water. As 
per world ranking based on the area, Pakistan is ranked as 36th largest country of the 
world. According to the population raking of the world, Pakistan is the 7th largest nation 
of the world. The total population of the Pakistan, as per latest estimates is about 199 
million with an estimated annual growth rate of 1.46%.  
According to GDP (at PPP) world raking, the economy of the Pakistan is ranked as the 
27th largest economy of the world. Pakistan’s current GDP at PPP is about $882.3 billion 
(2014 est.) whereas the GDP (at official exchange rate) is $250.1 billion (2014 est.). The 
GDP growth rate is remained at 4.1 in 2014. This low growth is attributed to internal 
political disputes and low levels of foreign investment which has also led to 
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underdevelopment and unemployment in Pakistan. Official unemployment is remained at 
6.9% in 2014, but this does not reflect the true unemployment levels in the country 
because most of the economy is informal and actual underemployment remains higher 
than official estimates. Agricultural sector accounts almost for more than one-fourth of 
the total output and employs almost two-fifths of labour force. Consequently, the Textile 
sector accounts for country’s most of export earnings. Pakistan's failure to due to the non-
diversification of its exports Pakistan is highly vulnerable to shifts in world demand.  
According to CIA’s world fact book, “Pakistan remains stuck in a low-income, low-
growth trap, with growth averaging about 3.5% per year from 2008 to 2014”. The other 
major long term challenges include low investment in education and healthcare, worse 
effects of climate change and natural disasters, and heavy dependence on foreign donors. 
4. Nepal 
Nepal, situated in South Asia, is bordered by China on the north, by India on to the south, 
east, and west. Nepal is separated from Bhutan by the Indian state of Sikkim and from 
Bangladesh by the narrow Indian Siliguri Corridor. The total land area of Nepal is 
147,181 sq km (land area is 143,351 sq km and 3,830 sq km is covered by water. As per 
world ranking based on the area, Nepal is ranked as 94th largest country of the world. 
According to the population raking of the world, Nepal is the 42nd largest nation of the 
world. The total population of the Nepal, as per latest estimates is about 31.5 million with 
an estimated annual growth rate of 1.79%.  
According to GDP (at PPP) world raking, the economy of the Nepal is ranked as the 97th 
largest economy of the world. Nepal’s current GDP at PPP is about $66.78 billion (2014 
est.) whereas the GDP (at official exchange rate) is $19.64 billion (2014 est.). The GDP 
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growth rate is remained at 5.5 in 2014. Nepal is included in the poorest and least 
developed countries of the world as about one-quarter of its population living below the 
poverty line. Agriculture sector remains main contributor of the economy as it provides 
livelihood to more than 70% of the population and contributes to slightly more than one-
third of GDP. Moreover, foreign remittances are also the major contributors to the GDP 
which accounts for almost 22%-25% of GDP.  
According to CIA world fact book, the absence of political consensus in the past has 
delayed national budgets and delayed required economic reform, although the 
government passed a full budget in 2013 and 2014. Furthermore, Nepal and India signed 
trade and investment agreements in 2014 which will also increase Nepal’s hydropower 
potential. 
5. Sri Lanka 
Sri Lanka, situated in South Asia, is an island country. It has maritime borders with India 
on the northwest and the Maldives on the southwest. The total land area of Sri Lanka is 
65,610 sq km (land area is 64,630 sq km and 64,630 sq km is covered by water). As per 
world ranking based on the area, Sri Lanka is ranked as 122nd largest country of the 
world. According to the population raking of the world, Sri Lanka is the 57th largest 
nation of the world. The total population of the Sri Lanka, as per latest estimates is about 
22 million with an estimated annual growth rate of 0.84%.  
According to GDP (at PPP) world raking, the economy of the Sri Lanka is ranked as the 
63rd largest economy of the world. Sri Lanka’s current GDP at PPP is about $217.4 
(2014 est.) whereas the GDP (at official exchange rate) is $74.59 billion (2014 est.). The 
GDP growth rate is remained at 7.4% in 2014. This strong economic growth is being 
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experienced after the end of the government's 26-year battle with the Liberation Tigers of 
Tamil Eelam. Now the government has been encouraging the large-scale reconstruction 
and implementing development projects as a policy to boost growth in war-torn and 
disadvantaged areas, developing SMEs and increasing agricultural productivity. 
According to CIA world fact book, agriculture sector slowed down due to a drought and 
lower exports and trade. Moreover, a large trade deficit remains a concern, however, 
strong foreign remittances help offset the trade deficit but government debt of almost 
80% of GDP remains the highest among the emerging markets. 
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Appendix B 
(to Chapter Three) 
Table B-1: Definitions and Sources of Variables  
Acronym Variable Description Source* 
FLUC 
GDP Fluctuations: Five-years moving standard deviation (SD) 
of Per Capita GDP growth from trend (five-years moving SD 
of cyclical component, decomposed by HP filter) is used as an 
indicator of GDP 
Researcher’s Calculation 
based on WDI data on 
GDP per capita growth 
LGR 
Long-run Growth: Usually measured by mean growth rate. 
But, here the annual data is required, therefore, five-years 
moving average (mean) of GDP per capita growth rate is used 
as an indicator of Long-run Growth. 
Researcher’s Calculation 
based on WDI data on 
growth rate of GDP per 
capita 
FINDEV 
Financial Development: Domestic private credit to GDP ratio 
(%) is used an indicator of Financial Development. 
WDI 2012 
IGDPPC 
Initial GDP per capita: Natural logarithm of ten year rolling 
back window of GDP per capita (GDPP) is used as an 
indicator Initial GDP per capita, i.e. current year initial GDP 
per capita is the ten year back GDP per capita (Khan, 2010). 
WDI 2012 
PVI 
Private Investment: Gross fixed capital formation, private 
sector (% of GDP) is taken as an indicator of Private 
Investment. 
WDI 2012 
PRIVOL 
Price volatility: The volatility index (GARCH Variance Series) 
generated by GARCH (1,1) model of CPI inflation rate is used 
as an indicator of Price Volatility. 
Researcher Calculation 
based on WDI data on CPI 
inflation 
POLSTB 
Political Stability: Polity2 series of Polity IV project is used as 
an indicator of Political Stability. 
Polity IV Project by 
Marshall, and Jaggers. 
(2011). 
AGRGDP 
Reliance on Agriculture: Share of Agricultural value added in 
GDP (as a percentage of GDP) is used as an indicator of 
Reliance on Agriculture. 
WDI 2012 
AIDGDP 
Reliance on Foreign Capital:  Foreign Aid as percentage of 
GDP is used as an indicator of Reliance on Foreign Aid. 
WDI 2012 
OPEN 
Trade Liberalization / Openness: Volume of Exports + Imports 
as a share of GDP (%) is used as  an indicator of Trade 
Openness  
WDI 2012 
INVT 
Investment: Gross Fixed Capital Formation as %age of GDP is 
taken as an indicator of Investment. 
WDI 2012 
GOVT 
Size of Government: Final consumption expenditures by 
government as a percentage of GDP is used as an indicator of 
Size of Government. 
WDI 2012 
POPGR Population growth rate  WDI 2012 
CAD Current Account Deficit (as % of GDP) WDI 2012 
FDI Foreign Direct Investment (as % of GDP) WDI 2012, Online 
INF CPI Inflation Rate WDI 2012, Online 
PBI 
Public Investment: Gross fixed capital formation, public sector 
(as % of GDP) is used as an indicator of Public Investment 
WDI 2012, Online 
* WDI stands for World Development Indicators  
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Table B-2: Data of the Variables Used in the Model-1 
Year FINDEV INVT POLSTB AIDGDP OPEN PRIVOL 
Bangladesh 
1982 7.34381 1.96473 -7 7.270199 21.1486 
 
1983 9.257546 2.31777 -7 5.904906 20.8186 4.358357 
1984 12.12486 2.105921 -7 5.87656 16.2362 6.10454 
1985 13.44084 1.833598 -7 5.129705 18.783 4.076016 
1986 13.15682 1.577006 -5 6.618635 17.571 3.002834 
1987 13.67809 2.792526 -5 7.363572 17.2732 2.725703 
1988 14.94358 2.642532 -5 6.150242 18.3264 2.699209 
1989 16.56707 3.317556 -5 6.549708 19.0103 4.408457 
1990 16.65563 3.376396 -5 6.804208 19.6527 3.082006 
1991 15.91993 3.728168 6 5.946642 18.8899 2.762958 
1992 14.54555 2.786285 6 5.598729 19.934 2.853922 
1993 15.29431 2.767698 6 4.060144 23.1216 5.582626 
1994 16.27119 1.998991 6 5.004786 22.8659 2.784436 
1995 20.88176 1.708041 6 3.278379 28.2095 6.194318 
1996 21.59652 2.619183 6 2.932553 29.7775 19.05478 
1997 22.78517 2.914104 6 2.317121 30.0116 32.78075 
1998 23.23599 3.014369 6 2.554453 31.6062 9.106773 
1999 23.54851 3.03491 6 2.579989 31.8524 9.66957 
2000 24.66553 2.918415 6 2.400561 33.2073 4.522932 
2001 27.78351 0.952619 6 2.14645 36.8822 9.554254 
2002 30.14886 0.681106 6 1.821422 33.323 2.846999 
2003 30.17425 0.452795 6 2.546453 34.2491 3.83452 
2004 32.13184 0.411383 6 2.374527 36.2783 6.402181 
2005 33.80565 0.41443 6 2.081673 39.6271 5.781228 
2006 36.15916 0.405177 6 1.851612 44.2183 2.71451 
2007 37.28678 0.56041 -6 2.061029 46.4791 2.632033 
2008 39.21004 0.505283 -6 2.390829 49.0911 7.106264 
India 
1982 22.94862 1.923096 8 0.804982 13.8825 
 
1983 23.15909 2.339134 8 0.829032 13.4546 12.84463 
1984 24.56705 2.089261 8 0.776942 13.7679 12.57906 
1985 24.84342 2.063001 8 0.674501 12.6777 12.44901 
1986 26.09194 1.783035 8 0.790206 12.0087 13.28304 
1987 25.66633 1.790605 8 0.601754 12.3679 14.05346 
1988 25.5628 0.998417 8 0.652493 13.2579 16.66762 
1989 26.89479 1.012881 8 0.594246 14.9067 19.71304 
1990 25.20013 0.882812 8 0.433906 15.239 16.32916 
1991 24.09577 1.180043 8 1.010677 16.6949 13.62961 
1992 24.98063 1.205079 8 0.838782 18.1154 12.11611 
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Year FINDEV INVT POLSTB AIDGDP OPEN PRIVOL 
1993 24.11247 2.622378 8 0.521563 19.3129 13.44592 
1994 23.92219 3.04615 8 0.704697 19.7321 10.3415 
1995 22.77085 2.994418 9 0.476987 22.4733 9.776935 
1996 23.67742 3.074609 9 0.477784 21.5515 11.62407 
1997 23.83506 3.038032 9 0.391145 22.2295 13.45338 
1998 23.96301 2.509199 9 0.377285 23.291 15.28255 
1999 25.89467 2.172179 9 0.321971 24.5204 11.7759 
2000 28.84602 2.225782 9 0.292271 26.5441 0.271181 
2001 29.07516 1.481333 9 0.354812 25.627 0.327752 
2002 32.80733 1.543274 9 0.338475 29.065 0.463394 
2003 32.06151 1.356191 9 0.119038 30.1033 0.57397 
2004 35.56806 0.989217 9 0.108012 36.8575 0.703996 
2005 39.413 0.872226 9 0.226458 41.3052 0.931746 
2006 43.23104 0.898882 9 0.146989 45.2978 1.170032 
2007 44.82469 1.453788 9 0.112732 44.8762 0.881329 
2008 48.95152 1.475787 9 0.173967 52.2695 1.139341 
Nepal 
1982 8.631729 3.594412 -2 8.173043 30.3989 
 
1983 8.095972 3.439584 -2 8.042058 31.5462 40.93655 
1984 8.48591 5.533916 -2 7.395796 30.1015 54.96394 
1985 9.852316 5.537928 -2 8.802042 31.5288 44.29421 
1986 10.58162 5.481277 -2 10.34843 31.965 49.77783 
1987 10.45158 4.429097 -2 11.8489 32.7199 22.19855 
1988 11.78621 4.606199 -2 11.72189 33.829 10.34429 
1989 13.04865 2.683653 -2 14.0969 33.3509 14.61714 
1990 12.80866 3.882908 5 11.61573 32.1888 20.89646 
1991 13.35385 4.117798 5 11.40701 34.6751 29.09911 
1992 13.41832 4.020533 5 12.59687 41.6954 19.343 
1993 14.5731 3.672247 5 9.887421 47.1896 25.48799 
1994 18.55012 3.320749 5 10.93117 50.4321 6.020887 
1995 22.83144 1.853237 5 9.730928 59.4905 9.216137 
1996 23.19776 2.978789 5 8.57667 58.4578 13.76463 
1997 23.88507 2.951926 5 8.1581 64.0355 18.56115 
1998 28.66308 3.152555 5 8.240911 56.7096 17.56613 
1999 28.87595 3.184722 6 6.90477 52.567 5.455609 
2000 30.67062 2.726231 6 7.001312 55.7106 4.785302 
2001 29.41588 1.749684 6 6.461804 50.0375 0.128011 
2002 22.8689 1.500045 -6 5.668132 46.2308 1.898727 
2003 26.14257 1.522161 -6 7.380513 44.2479 4.182028 
2004 26.86862 1.445412 -6 5.862411 46.1473 4.489482 
2005 28.42013 1.690687 -6 5.202237 44.0629 5.111651 
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Year FINDEV INVT POLSTB AIDGDP OPEN PRIVOL 
2006 32.90714 1.712143 6 5.75868 44.7638 2.506086 
2007 37.01683 1.427744 6 5.810606 44.363 4.720838 
2008 51.65265 1.576571 6 5.486841 44.8872 7.435924 
Pakistan 
1982 24.70285 1.500862 -7 2.757969 31.7101 
 
1983 26.37627 1.503937 -7 2.283931 34.8961 1.718051 
1984 24.21806 1.1823 -7 2.133997 33.6965 2.426027 
1985 27.78218 0.964091 -4 2.27931 33.2375 3.665163 
1986 29.78608 1.446222 -4 2.784752 34.5674 5.561262 
1987 27.64355 1.424122 -4 2.299917 34.2385 6.083085 
1988 26.3686 1.391915 8 3.372057 35.2566 8.678523 
1989 24.91286 1.340265 8 3.38848 35.6301 3.089213 
1990 24.15733 1.329892 8 2.700089 38.9095 4.21335 
1991 22.32179 1.185633 8 3.052014 35.5547 5.611865 
1992 23.61733 1.297509 8 2.081819 37.8879 4.086735 
1993 24.55221 1.392577 8 2.046527 38.7473 3.355652 
1994 24.00602 1.152758 8 3.087279 35.327 5.02632 
1995 24.20712 1.355975 8 1.344553 36.1328 4.229773 
1996 24.69398 1.275476 8 1.64446 38.3301 6.58039 
1997 24.64622 1.584702 7 1.454182 36.8523 8.127238 
1998 25.11394 1.49553 7 1.716644 34.0117 12.13163 
1999 25.47432 1.523323 -6 1.187463 32.32 3.485248 
2000 22.3361 0.513893 -6 0.962254 28.1296 2.833571 
2001 21.7755 0.687605 -6 2.722142 30.3715 4.315422 
2002 21.67395 1.150516 -5 2.89642 30.5376 5.849816 
2003 24.59728 1.39828 -5 1.248894 32.8445 9.153041 
2004 28.73612 1.524124 -5 1.437778 30.3001 14.36433 
2005 28.64556 2.199779 -5 1.443326 35.2533 10.23762 
2006 28.93846 4.023652 -5 1.67717 38.4484 14.51182 
2007 29.66276 4.088172 2 1.556917 35.5355 22.27023 
2008 29.84178 4.14694 5 0.926669 36.7282 35.34009 
Sri Lanka 
1982 19.62424 3.992873 5 8.598982 73.6139 
 
1983 21.07622 5.251924 5 9.123639 67.7601 47.10781 
1984 19.30255 5.251125 5 7.743208 63.5477 58.08183 
1985 20.68366 4.982688 5 7.865606 63.9772 72.32749 
1986 20.35565 5.122812 5 8.571997 59.0476 25.71176 
1987 20.19159 3.629713 5 7.154887 60.8887 21.64204 
1988 21.79956 4.07504 5 9.099181 62.9132 31.73831 
1989 20.18055 4.125883 5 8.906683 64.017 28.18757 
1990 19.6163 3.968934 5 9.134462 68.2439 39.09141 
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Year FINDEV INVT POLSTB AIDGDP OPEN PRIVOL 
1991 8.821201 3.928937 5 9.960743 67.5959 13.44388 
1992 9.056628 4.111615 5 6.60694 72.8038 0.002722 
1993 9.833355 1.127113 5 6.422235 77.1475 4.98382 
1994 10.95741 3.45449 5 5.159438 79.4308 10.70837 
1995 31.06685 3.400556 5 4.30654 81.635 16.03037 
1996 29.89599 3.404864 5 3.549171 78.874 24.80414 
1997 29.44188 3.666808 5 2.217796 80.1376 8.842483 
1998 28.72262 3.563529 5 2.729428 78.495 6.138517 
1999 29.25772 3.442478 5 1.704156 78.7515 12.51302 
2000 28.83455 3.452137 5 1.718393 88.6365 14.75601 
2001 28.10742 3.693359 6 2.207308 80.8986 22.11544 
2002 27.63421 3.476148 6 2.03664 76.3351 7.782666 
2003 28.92317 3.316789 5 3.590292 75.3363 9.937242 
2004 30.62022 1.700315 5 2.47526 79.4829 14.92455 
2005 32.89854 2.480642 5 4.816857 73.604 22.46346 
2006 33.97362 5.215724 6 2.820877 71.2612 25.50098 
2007 33.25521 6.305835 6 1.921831 68.6065 36.29287 
2008 28.69613 6.40284 6 1.839772 63.369 35.20704 
 
Source: WDI Online Database of World Bank (2012b), Price volatility (PRIVOL): The volatility 
index (GARCH Variance Series) generated by GARCH (1,1) model of CPI inflation rate is used 
as an indicator of Price Volatility. 
* Time-period reduced from 1980-2010 to 1982-2008 due to applying five-years moving Standard 
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Table B-3: Data of the Variables Used in the Model-2 
 
Year OPEN GOVT FINDEV LGR INVT POPGR IGDP 
Bangladesh 
1982 21.14862 4.548847 7.34381 0.453305 17.8197 2.705211 5.412579 
1983 20.8186 4.415539 9.257546 0.955531 16.97175 2.668976 5.438431 
1984 16.23624 4.195906 12.12486 1.051821 15.91998 2.672228 5.520868 
1985 18.78301 4.154684 13.44084 1.315008 16.31817 2.696486 5.464646 
1986 17.57098 4.337504 13.15682 0.953878 16.70136 2.717193 5.499078 
1987 17.2732 4.288516 13.67809 0.471396 16.01625 2.708853 5.499947 
1988 18.32638 4.318133 14.94358 1.046011 16.31307 2.666633 5.539615 
1989 19.01026 4.309239 16.56707 0.941178 16.72359 2.583999 5.557027 
1990 19.65268 4.19989 16.65563 1.288758 17.05412 2.476252 5.536477 
1991 18.88985 4.136337 15.91993 1.860131 16.89597 2.359199 5.546156 
1992 19.93401 4.451223 14.54555 2.241438 17.30503 2.254105 5.542591 
1993 23.12158 4.953837 15.29431 2.122752 17.94683 2.17166 5.555276 
1994 22.86587 4.88316 16.27119 2.435146 18.40256 2.119981 5.579063 
1995 28.20949 4.629886 20.88176 2.552501 19.11979 2.088211 5.583823 
1996 29.77754 4.403754 21.59652 2.722169 19.99322 2.056997 5.598259 
1997 30.01163 4.36433 22.78517 2.918163 20.72287 2.015529 5.607813 
1998 31.6062 4.729375 23.23599 3.167001 21.63242 1.968677 5.602509 
1999 31.8524 4.589273 23.54851 3.348063 22.19306 1.913801 5.602457 
2000 33.20735 4.5716 24.66553 3.213078 23.02397 1.851586 5.63541 
2001 36.88216 4.506118 27.78351 3.282333 23.08702 1.798884 5.644666 
2002 33.32301 5.001482 30.14886 3.635357 23.1475 1.744408 5.671288 
2003 34.24911 5.346628 30.17425 3.731664 23.40531 1.66067 5.694299 
2004 36.27828 5.527984 32.13184 4.113594 24.02311 1.540025 5.713134 
2005 39.62709 5.538147 33.80565 4.640141 24.52721 1.400003 5.740328 
2006 44.21832 5.540258 36.15916 4.951613 24.65062 1.248034 5.764942 
2007 46.47912 5.525265 37.28678 4.947344 24.46418 1.119988 5.797261 
2008 49.09108 5.282121 39.21004 5.02761 24.20791 1.051365 5.828529 
India 
1982 13.88247 10.6904 22.94862 3.184362 19.78452 2.298382 5.341248 
1983 13.45464 10.60512 23.15909 2.932473 19.21437 2.276519 5.350395 
1984 13.76793 10.88302 24.56705 2.704701 19.65973 2.256026 5.338733 
1985 12.67771 11.48679 24.84342 2.815525 20.59933 2.235671 5.402718 
1986 12.00868 12.13833 26.09194 3.285917 21.44658 2.21383 5.395549 
1987 12.36792 12.5363 25.66633 3.712355 22.05368 2.188727 5.441871 
1988 13.25795 12.19521 25.5628 3.774994 21.88569 2.159918 5.473733 
1989 14.90671 12.15254 26.89479 3.085949 22.71102 2.126879 5.396345 
1990 15.23902 11.86004 25.20013 3.43823 23.82464 2.090642 5.438116 
1991 16.69495 11.64282 24.09577 2.53429 22.62528 2.053057 5.473239 
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Year OPEN GOVT FINDEV LGR INVT POPGR IGDP 
1992 18.11541 11.47073 24.98063 2.724979 22.97207 2.015013 5.484422 
1993 19.31285 11.56285 24.11247 3.17448 21.47922 1.975973 5.532012 
1994 19.7321 10.9672 23.92219 4.494193 21.84813 1.936182 5.546947 
1995 22.47334 11.07689 22.77085 4.239005 24.05152 1.895836 5.5758 
1996 21.55154 10.85687 23.67742 4.546515 23.1136 1.855907 5.600321 
1997 22.22955 11.59029 23.83506 4.712536 23.6837 1.815872 5.617321 
1998 23.29102 12.51629 23.96301 4.038924 23.68162 1.774463 5.687643 
1999 24.5204 12.86493 25.89467 3.609434 24.0864 1.731419 5.724146 
2000 26.54409 12.60689 28.84602 3.591265 22.83427 1.687897 5.757098 
2001 25.62702 12.39985 29.07516 4.068155 25.13446 1.644641 5.74708 
2002 29.065 11.91677 32.80733 4.300905 23.75346 1.60367 5.780304 
2003 30.10335 11.44449 32.06151 5.408005 24.57725 1.566766 5.806958 
2004 36.85746 10.93446 35.56806 6.256444 28.71584 1.534929 5.852062 
2005 41.30519 10.87406 39.413 7.494011 30.33253 1.507003 5.906117 
2006 45.29779 10.32613 43.23104 6.84776 31.28907 1.47979 5.960339 
2007 44.87619 10.28698 44.82469 7.029899 32.91847 1.45288 5.98188 
2008 52.26949 10.92942 48.95152 6.934514 32.34598 1.428627 6.024142 
Pakistan 
1982 30.39886 8.512973 8.631729 0.885131 17.63586 2.367501 4.951684 
1983 31.54621 10.11848 8.095972 2.537492 19.47867 2.368416 4.9238 
1984 30.10155 9.251079 8.48591 1.79986 17.53491 2.368156 4.96194 
1985 31.52879 9.382647 9.852316 1.393256 20.84317 2.367942 4.953021 
1986 31.96504 9.089441 10.58162 3.476765 18.16811 2.365528 4.972604 
1987 32.71989 9.077101 10.45158 2.425848 19.50864 2.365504 4.978794 
1988 33.82904 8.96549 11.78621 2.119583 19.92172 2.374907 4.998326 
1989 33.35093 10.02252 13.04865 2.454276 18.12051 2.395983 4.998125 
1990 32.18875 8.66307 12.80866 2.904295 16.12033 2.423532 4.951025 
1991 34.67506 8.953886 13.35385 2.131303 18.4005 2.449213 5.007493 
1992 41.69541 7.797562 13.41832 2.870635 19.17108 2.468172 5.020915 
1993 47.18958 8.481233 14.5731 2.62982 21.21902 2.481745 4.967005 
1994 50.43207 8.022703 18.55012 2.419936 21.09278 2.48848 5.03573 
1995 59.49052 9.246949 22.83144 2.603055 22.06912 2.488334 5.071686 
1996 58.45777 9.247408 23.19776 2.446447 22.53036 2.482995 5.092676 
1997 64.03553 8.907609 23.88507 1.717821 21.67244 2.471726 5.085835 
1998 56.7096 9.312104 28.66308 2.271981 21.73046 2.451904 5.136235 
1999 52.56698 8.925669 28.87595 2.196593 19.08249 2.422892 5.154661 
2000 55.71059 8.949954 30.67062 1.267656 19.32182 2.38569 5.175734 
2001 50.03748 8.104974 29.41588 1.490446 19.19532 2.34749 5.212978 
2002 46.23076 8.39843 22.8689 1.594267 19.56478 2.304642 5.228539 
2003 44.24792 8.665037 26.14257 1.122929 19.92418 2.247245 5.241498 
2004 46.14727 8.644078 26.86862 0.912422 20.34117 2.173108 5.295572 
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Year OPEN GOVT FINDEV LGR INVT POPGR IGDP 
2005 44.0629 8.899208 28.42013 1.633143 19.94174 2.089231 5.304785 
2006 44.76382 8.683368 32.90714 2.136816 20.7218 2.002113 5.331867 
2007 44.36301 9.198477 37.01683 2.158427 21.06778 1.922126 5.356403 
2008 44.8872 9.889316 51.65265 2.433585 21.87755 1.855945 5.361602 
Nepal 
1982 31.71009 10.34122 24.70285 3.706881 16.83711 3.431205 5.631373 
1983 34.89608 11.41808 26.37627 3.196018 16.96081 3.435894 5.671342 
1984 33.69653 12.08689 24.21806 2.74194 16.48396 3.416609 5.677047 
1985 33.23753 12.09894 27.78218 2.754689 16.49875 3.37689 5.688274 
1986 34.56735 12.7615 29.78608 2.966794 17.02518 3.337985 5.707644 
1987 34.23846 13.53447 27.64355 3.015893 17.47488 3.28935 5.714699 
1988 35.25661 15.51017 26.3686 2.501633 16.47436 3.203228 5.759731 
1989 35.63007 16.78491 24.91286 2.535104 17.30053 3.074717 5.763588 
1990 38.90949 15.13676 24.15733 2.919793 17.29975 2.924228 5.827256 
1991 35.55468 14.31805 22.32179 1.9171 17.47239 2.7561 5.869439 
1992 37.88786 12.90794 23.61733 1.791426 18.68514 2.609982 5.898453 
1993 38.74735 13.10387 24.55221 1.962697 19.23542 2.526581 5.92968 
1994 35.32705 12.11335 24.00602 1.947086 17.97062 2.522573 5.944925 
1995 36.13275 11.74352 24.20712 0.634246 17.03421 2.564991 5.984333 
1996 38.33013 12.6451 24.69398 0.771814 17.37707 2.627662 6.004509 
1997 36.85227 11.89357 24.64622 0.766429 16.343 2.655806 6.034143 
1998 34.01173 11.26411 25.11394 0.687011 15.04469 2.611496 6.075596 
1999 32.31996 10.3601 25.47432 0.2384 13.93139 2.474671 6.093256 
2000 28.12961 8.643006 22.3361 0.818795 15.87539 2.282334 6.107634 
2001 30.37153 7.780805 21.7755 1.432519 15.6614 2.078761 6.12945 
2002 30.53763 8.723921 21.67395 2.306186 15.28017 1.912587 6.177584 
2003 32.8445 8.792452 24.59728 3.080082 15.10431 1.800529 6.169743 
2004 30.30013 8.198838 28.73612 3.961649 14.97802 1.760674 6.18121 
2005 35.25329 7.844325 28.64556 4.467594 17.46123 1.771333 6.203994 
2006 38.4484 10.81304 28.93846 3.828058 20.54042 1.791572 6.225045 
2007 35.53554 9.180253 29.66276 3.077285 20.95651 1.799215 6.20858 
2008 36.72824 12.48126 29.84178 2.378904 20.45088 1.805877 6.207648 
Sri Lanka 
1982 73.61394 8.305286 19.62424 3.564018 30.5115 2.323441 5.805842 
1983 67.76013 8.132334 21.07622 3.448013 29.06391 1.443856 5.856311 
1984 63.54767 7.762804 19.30255 3.213242 25.72945 1.199241 5.879413 
1985 63.97721 10.22263 20.68366 2.751581 23.68406 1.520144 5.923039 
1986 59.04755 10.29676 20.35565 2.298836 23.58336 1.783024 5.939604 
1987 60.88866 9.931731 20.19159 1.762239 23.25707 1.513875 5.973082 
1988 62.91321 9.84269 21.79956 2.070445 22.50678 1.370882 6.010448 
1989 64.01698 10.48469 20.18055 2.164256 21.5367 1.352342 6.052838 
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Year OPEN GOVT FINDEV LGR INVT POPGR IGDP 
1990 68.24392 9.759652 19.6163 2.747631 21.88331 1.122943 6.09083 
1991 67.59591 9.838456 8.821201 3.691154 22.61505 1.470186 6.139502 
1992 72.80376 9.634055 9.056628 4.426908 23.52292 0.916618 6.156848 
1993 77.14752 9.166175 9.833355 4.347793 25.19692 1.254578 6.189426 
1994 79.43079 9.67079 10.95741 4.307479 26.63862 1.378866 6.227168 
1995 81.63505 11.47158 31.06685 4.840447 25.58882 1.360112 6.260751 
1996 78.87396 10.54785 29.89599 4.527825 23.89042 1.096743 6.285554 
1997 80.13755 10.35592 29.44188 4.347417 24.36028 1.257333 6.287524 
1998 78.49499 9.798268 28.72262 4.456555 25.1196 1.156577 6.298242 
1999 78.75148 9.028413 29.25772 3.329341 27.2819 1.437657 6.307451 
2000 88.63646 10.51091 28.83455 2.711713 28.0361 0.241103 6.358257 
2001 80.89862 10.26299 28.10742 2.79478 22.00118 -1.60958 6.388528 
2002 76.33513 12.71884 27.63421 2.876884 20.07326 0.657513 6.422422 
2003 75.33625 12.16054 28.92317 2.82952 20.03843 1.323062 6.476599 
2004 79.48294 12.6298 30.62022 4.620346 22.63792 1.357252 6.517299 
2005 73.60397 13.08869 32.89854 5.196178 23.37195 1.069638 6.557239 
2006 71.26118 15.36193 33.97362 5.24744 24.87205 1.0835 6.583567 
2007 68.60651 15.27222 33.25521 4.929412 24.72102 0.907343 6.63308 
2008 63.36903 16.18316 28.69613 5.334122 25.28656 0.884346 6.667428 
 
Source: WDI Online Database of World Bank (2012b) 
* Time-period reduced from 1980-2010 to 1982-2008 due to applying five-years moving Standard 
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Table B-4: Data of the Variables Used in the Model-3 
Year PVI PBI INF CAD FDI 
1982 12.82772 4.99198 12.88 2.76812 0.038481 
1983 8.456413 11.3281 9.531 0.266967 0.002355 
1984 12.03307 4.93867 10.41 2.4283 -0.00281 
1985 11.44089 4.47909 10.47 2.10599 -0.03081 
1986 11.79246 4.52572 10.18 2.95451 0.011515 
1987 11.61404 5.08732 9.874696 0.997065 0.013477 
1988 10.52327 5.49298 7.412766 1.06416 0.00717 
1989 10.30879 6.00428 6.04548 4.099 0.000924 
1990 9.866179 6.85741 6.126719 1.3207 0.01075 
1991 9.810341 7.24378 6.357364 -0.20865 0.004491 
1992 10.26511 6.63086 3.634077 -0.57016 0.011738 
1993 10.33119 6.97384 3.014819 -1.08321 0.042362 
1994 11.46909 6.47773 5.31374 -0.59099 0.033012 
1995 11.75737 6.64519 10.29781 2.17155 0.004998 
1996 12.38071 6.73908 2.377129 2.43795 0.033271 
1997 13.57611 6.41711 5.305601 0.676562 0.329348 
1998 13.69718 7.02568 8.402238 0.079756 0.431054 
1999 15.26499 6.36743 6.106696 0.79738 0.393187 
2000 15.47353 6.71952 2.208256 0.648981 0.594982 
2001 15.61247 7.4115 2.007174 1.1395 0.167122 
2002 15.83718 7.24984 3.332565 -1.55399 0.110024 
2003 16.77823 6.36927 5.668708 -0.25357 0.516791 
2004 17.2057 6.19961 7.587536 0.492708 0.79367 
2005 17.82946 6.19365 7.046618 0.292355 1.34929 
2006 18.32126 6.20595 6.765261 -1.93222 1.12632 
2007 18.65316 5.99746 9.106985 -1.25247 0.954198 
2008 19.02099 5.44319 8.901945 -1.16422 1.2691 
1982 9.610171 8.02569 7.88727 1.23561 0.035293 
1983 10.76718 8.71149 11.86886 0.872142 0.00254 
1984 8.636749 10.5776 8.32158 1.07054 0.008912 
1985 8.817242 10.8425 5.555555 1.75012 0.044841 
1986 9.342923 11.2564 8.730811 1.8029 0.046469 
1987 9.184467 12.2621 8.798689 1.8213 0.07478 
1988 10.86144 11.1922 9.384776 2.36695 0.030236 
1989 10.99835 10.8873 3.26256 2.26162 0.083689 
1990 12.24797 10.4631 8.971233 2.15416 0.072469 
1991 13.58723 10.2374 13.87025 1.56153 0.026756 
1992 12.13356 10.4917 11.78782 1.52942 0.094288 
1993 13.77996 9.19211 6.362039 0.660044 0.19366 
1994 12.58164 8.89758 10.2115 0.503366 0.292261 
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Year PVI PBI INF CAD FDI 
1995 12.08006 9.76807 10.22489 1.51752 0.584733 
1996 15.43476 8.61677 8.977149 1.48983 0.606838 
1997 15.45125 7.66235 7.164254 0.700726 0.845384 
1998 16.50904 7.17467 13.23084 1.61009 0.614509 
1999 16.54939 7.13223 4.669821 0.695179 0.467022 
2000 17.19786 6.88854 4.009434 0.969313 0.755062 
2001 16.10323 6.73105 3.684807 -0.2864 1.11133 
2002 18.31301 6.82144 4.3922 -1.35033 1.07614 
2003 17.10923 6.64423 3.805866 -1.42048 0.699958 
2004 17.85376 6.72349 3.767238 -0.10812 0.799808 
2005 21.80365 6.91219 4.246353 1.23272 0.871407 
2006 22.98582 7.34671 6.145523 0.979759 2.11029 
2007 23.38128 7.9078 6.369997 0.651949 2.03663 
2008 19.25352 4.9544 8.351816 2.53019 3.54599 
1982 7.194277 9.64283 11.69855 3.56574 -0.00125 
1983 7.354735 9.60608 12.37724 5.94854 -0.02452 
1984 9.56588 7.96903 2.845785 3.687 0.036804 
1985 7.481148 9.00282 8.052641 4.64183 0.02481 
1986 13.05328 7.78989 18.99895 4.18163 0.041041 
1987 11.15318 7.01493 10.75033 4.17054 0.047003 
1988 12.10698 7.40167 8.983004 7.78462 0.019501 
1989 12.79224 7.12948 8.846887 6.90133 0.011914 
1990 9.268615 8.8519 8.2397 7.9722 0.163746 
1991 8.415525 7.7048 15.55745 7.76258 0.056611 
1992 11.38682 7.01368 17.14952 5.33099 
 1993 12.40617 6.76492 7.505394 6.07919 
 
1994 14.51999 6.69904 8.349287 8.65264 
 1995 14.37834 6.71444 7.62297 8.09774 
 1996 15.19334 6.87578 9.220467 7.22315 0.423749 
1997 15.44998 7.08039 4.009989 7.89002 0.468752 
1998 14.75939 6.91305 11.24447 1.38366 0.247612 
1999 14.22726 7.5032 7.451113 1.56304 0.086419 
2000 12.09843 6.98406 2.47882 2.37794 -0.00882 
2001 12.35559 6.96623 2.688304 2.74157 0.347092 
2002 15.10399 4.09133 3.029399 -3.5563 -0.09838 
2003 15.76909 3.79568 5.707009 -2.84759 0.233443 
2004 16.93392 2.99026 2.841811 -1.37422 -0.00574 
2005 17.55495 2.78622 6.836333 -1.88302 0.030156 
2006 17.02137 2.92037 7.555068 -1.65389 -0.07326 
2007 24.87116 8.04731 6.097674 -0.05507 0.055866 
2008 23.80792 8.53805 10.90925 -5.83285 0.007915 
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Year PVI PBI INF CAD FDI 
1982 25.60813 4.90336 5.903529 2.58633 0.20775 
1983 24.16016 4.90374 6.362033 -0.15076 0.102667 
1984 21.1277 4.60175 6.087167 3.80049 0.178192 
1985 7.598749 8.9 5.614839 3.42648 0.421864 
1986 18.90069 4.78337 3.506414 1.99398 0.331453 
1987 7.776774 9.24841 4.681219 1.66802 0.387921 
1988 7.746852 9.72803 8.837937 3.69692 0.484737 
1989 7.665065 8.80929 7.844265 3.33084 0.524258 
1990 8.300534 9 9.052132 4.15244 0.612998 
1991 8.942066 8.35768 11.79127 2.78628 0.568544 
1992 8.972543 8.49985 9.509042 3.85747 0.691844 
1993 9.849951 8.83519 9.973664 5.63454 0.677094 
1994 10.09271 9.1427 12.36819 3.49193 0.811304 
1995 9.610635 8.35998 12.34358 5.52271 1.19175 
1996 8.722551 8.31166 10.37381 7.00575 1.45605 
1997 9.108974 8.2681 11.37549 2.74153 1.14723 
1998 9.505492 6.83751 6.228004 3.61462 0.81361 
1999 9.764697 5.27999 4.142637 1.46092 0.844795 
2000 7.879991 6.0514 4.366664 0.114939 0.416484 
2001 10.31724 5.55815 3.148262 -2.59716 0.529666 
2002 10.05011 5.61129 3.290345 -5.33006 1.13821 
2003 11.14984 4.13032 2.914135 -4.29216 0.641482 
2004 11.18013 3.92418 7.444625 0.833863 1.14108 
2005 10.92998 4.04804 9.063328 3.29033 2.00821 
2006 18.04481 2.67699 7.921084 5.29327 3.35137 
2007 17.68167 3.38611 7.598684 5.79795 3.90442 
2008 17.8326 4.04496 20.28612 9.55173 3.31804 
1982 18.21545 5.36791 10.82575 11.4981 1.333 
1983 17.55565 5.70142 13.96439 9.01719 0.731028 
1984 16.73829 5.76849 16.63825 -0.01454 0.53963 
1985 15.85726 5.67944 1.48118 6.9993 0.437606 
1986 17.99654 3.88677 7.976362 6.51148 0.464046 
1987 18.36147 4.25358 7.717165 4.87948 0.890493 
1988 20.31753 3.20539 13.99155 5.65273 0.655203 
1989 21.07934 4.11758 11.56754 5.92088 0.282533 
1990 23.59744 3.04118 21.49525 3.71365 0.539743 
1991 22.05543 3.53339 12.18563 6.60834 0.537191 
1992 20.85343 3.03699 11.38344 4.64457 1.26379 
1993 20.99918 3.3611 11.74674 3.69703 1.88108 
1994 21.7836 3.336 8.448712 6.46388 1.4202 
1995 24.09825 3.18365 7.674849 5.90911 0.429754 
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Year PVI PBI INF CAD FDI 
1996 24.76552 3.27058 15.93583 4.912 0.862546 
1997 18.99236 3.00882 9.573696 2.61517 2.84958 
1998 17.65773 2.41553 9.364243 1.44135 1.22459 
1999 17.49874 2.53969 4.691706 3.58544 1.12676 
2000 20.18618 2.45174 6.176276 6.3903 1.05899 
2001 13.11466 4.34658 14.15846 1.36852 1.09099 
2002 19.52542 3.84653 9.551032 1.38195 1.14895 
2003 21.2671 3.60495 6.314638 0.374541 1.21133 
2004 15.71176 4.82865 7.575926 3.13403 1.12668 
2005 15.40237 5.55414 11.63969 2.66382 1.11613 
2006 19.95379 4.76722 10.02018 5.29943 1.69701 
2007 15.0315 5.41938 15.84211 4.33029 1.86392 
2008 19.33279 5.95377 22.5645 9.54286 1.84747 
 
Source: WDI Online Database of World Bank (2012b), some missing values in data of inflation 
for Bangladesh are taken from Triami Media (2012) 
* Time-period reduced from 1980-2010 to 1982-2008 due to applying five-years moving Standard 
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Appendix C 
(to Chapter Four) 
C-1: Aggregate (decade-wise) GDP Fluctuations in SSAC (1980-2010) 
Years Bangladesh India Nepal Pakistan Sri Lanka 
1980-1990 1.10006 1.622499 3.628783 0.955168 1.277517 
1991-2000 0.490056 1.853249 1.524159 1.592278 1.126262 
2001-2010 0.412279 1.77868 1.346493 1.372955 1.573436 
1980-2010 0.72658149 1.697886865 2.375518147 1.281408835 1.302847336 
Source: Researcher Calculation based on WDI Online Database of World Bank (2012b) 
 
Table C-2: (time-series) Data on GDP Fluctuation for SSAC (1980-2010)*  
GDP Fluctuations  (Measured by five-years moving standard deviation from trend of GDP per Capita Growth 
Rate) 
Year Bangladesh India Nepal Pakistan Sri Lanka 
1982 1.069339807 1.534032 5.310367 0.856083 1.137133 
1983 0.970471765 1.505458 4.913889 0.96315 1.170118 
1984 0.843781724 1.49427 4.19521 0.989645 1.065991 
1985 0.692141617 1.419688 4.374602 0.968034 1.029235 
1986 1.011886938 2.152327 3.034003 1.202648 1.108823 
1987 0.757715994 2.014145 2.149721 1.065375 1.081252 
1988 1.312200465 2.006082 2.038018 1.023024 1.594372 
1989 1.326504617 2.760639 2.16533 0.975671 1.55808 
1990 1.388996666 2.644124 1.523127 1.626245 1.406774 
1991 1.201922903 1.779724 0.970681 1.953302 1.488467 
1992 1.078797321 1.830932 1.758719 1.933504 1.220456 
1993 0.583846162 1.978288 1.93326 1.955475 0.745145 
1994 0.451280481 0.76949 1.848544 1.999776 0.966217 
1995 0.342684665 1.438526 1.782755 1.778424 1.09765 
1996 0.341723295 1.38037 1.812881 1.392944 0.895538 
1997 0.286000618 1.729035 0.979177 1.408572 0.930866 
1998 0.424642166 1.92809 1.208114 1.362885 1.504633 
1999 0.378086858 1.826227 1.24638 1.298855 2.104205 
2000 0.59430818 1.837092 2.058829 1.051179 1.980612 
2001 0.590801292 1.949848 1.984454 1.048667 2.029585 
2002 0.637802129 1.331591 2.042143 1.31772 2.018448 
2003 0.498913535 1.384928 1.800987 1.466863 1.491827 
2004 0.576313943 1.389299 1.686379 1.127728 0.674465 
2005 0.33720919 0.477951 0.748004 0.782507 0.621002 
2006 0.234749117 2.296788 1.0125 1.758548 0.665595 
2007 0.30880719 2.292681 0.903474 1.604563 1.558056 
2008 0.303206205 2.280418 0.905451 1.425163 1.749441 
Source: Researcher’s Calculation based on WDI Online Database of World Bank (2012b) 
* Time-period reduced from 1980-2010 to 1982-2008 due to applying five-years moving Standard 
Deviation 
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Appendix D 
(to Chapter Five - Section One) 
 
Table D-1: Summary Statistics of Variables (Determinants of GDP Fluctuations) 
Summary 
Statistics 
AIDGDP AGRGDP FINDEV FLUC OPEN PRIVOL POLSTB 
Mean 4.123313 28.81090 24.14998 1.434027 40.48201 12.75041 3.400000 
Median 2.729428 26.38432 24.56705 1.380370 35.25660 8.974628 5.000000 
Maximum 14.09690 61.00837 51.65265 5.310370 88.63650 72.32749 9.000000 
Minimum 0.108012 11.33628 7.343810 0.234749 12.00870 0.002722 -7.00000 
Std. Dev. 3.410864 9.750917 8.307295 0.812294 19.45886 13.09360 5.361833 
Skewness 0.792497 1.190068 0.226744 1.931121 0.679362 1.952588 -0.89680 
Kurtosis 2.626061 4.744280 3.683642 9.392806 2.503014 7.257621 2.211752 
Sum 556.6473 3889.471 3260.247 193.5937 5465.072 1657.553 459.0000 
Total Obs. 135 135 135 135 135 130 135 
Source: Researcher’s Calculation 
 
Table D-2: Correlation Analysis (Determinants of GDP Fluctuations) 
Summary 
Statistics 
AIDGDP AGRGDP FINDEV FLUC PRIVOL POLSTB 
AIDGDP  1.000000 - - - - - 
AGRGDP  0.696482 1.000000 - - - - 
FINDEV  -0.588849 -0.569441 1.000000 - - - 
PRIVOL 0.361074 0.250889 -0.279358 1.000000 - - 
OPEN 0.241117 -0.263083 0.197533 0.247214 1.000000 - 
POLSTB  -0.278012 -0.262794 0.287089 0.049536 0.117437 1.000000 
Source: Researcher’s Calculation 
 
It is clear from the Table C-2 that for all the variables the correlation coefficient is below 
the 0.7. Anderson et al. (2008) describe that the sample coefficient of correlation greater 
than +0.7 (or less than -0.7) between two variables may be considered as a rule of thumb 
warning for the presence of multicollinearity. Similarly, Born (2007) points out that if the 
absolute value of Pearson correlation is greater than 0.8, collinearity is very likely to 
exist. Therefore, it becomes evident that there is no issue of multicollinearity among the 
variables under study. 
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Appendix E 
(to Chapter Five - Section Two) 
Table E-1: Summary Statistics of Variables (Growth and GDP Fluctuations) 
Summary 
Statistics 
FINDEV INVT FLUC GOVT IGDP LGR OPEN POPGR 
 Mean 24.149 21.039 1.4340 9.5103 5.7019 2.9748 40.482 2.00 
 Median 24.567 20.956 1.3803 9.8384 5.6876 2.8155 35.256 2.07 
 Maximum 51.652 32.918 5.3103 16.784 6.6674 7.4940 88.636 3.43 
 Minimum 7.3438 13.931 0.2347 4.1363 4.9238 0.2384 12.008 -1.60 
 Std. Dev. 8.3072 3.8451 0.8122 2.9967 0.4255 1.4443 19.458 0.68 
 Skewness 0.2267 0.6330 1.9311 -0.2178 0.0795 0.5894 0.6793 -1.024 
 Kurtosis 3.6836 3.3552 9.3928 2.5690 2.3767 3.4592 2.5030 7.605 
 Sum 3260.2 2844.2 193.59 1283.8 769.75 401.60 5465.0 70.71 
 Sum Sq. 
Dev. 
9247.4 1981.2 88.416 1203.3 24.263 279.52 50738 3.317 
 Total 
Observations 
135 135 135 135 135 135 135 135 
Source: Researcher’s Calculation 
 
Table E-2: Correlation Analysis (Growth and GDP Fluctuations) 
Summary 
Statistics 
FINDEV INVT FLUC GOVT IGDP OPEN POPGR 
FINDEV 1.00000 - - - - - - 
INVT 0.46715 1.00000 - - - - - 
FLUC -0.25221 -0.0141 1.00000 - - - - 
GOVT 0.29992 0.14216 0.31678 1.00000 - - - 
IGDP 0.3795 0.27544 -0.3162 0.32251 1.00000 - - 
OPEN 0.20395 0.46516 -0.0890 0.19957 0.51000 1.00000 - 
POPGR -0.3264 -0.6225 0.0711 -0.0347 -0.5589 -0.5731 1.00000 
Source: Researcher’s Calculation 
 
It clear from the Table that for all the variables the correlation coefficient is below the 0.7. 
Anderson et al. (2008) describe that the sample coefficient of correlation greater than +0.7 (or less 
than -0.7) between two variables may be considered as a rule of thumb warning for the presence 
of multicollinearity. Similarly, Born (2007) points out that if the absolute value of Pearson 
correlation is greater than 0.8, collinearity is very likely to exist. Therefore, it becomes obvious 
that there is no issue of multicollinearity among the variables under study.  
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Figure E-1: Scatter plot of GDP Fluctuations and Long-run Growth in SSAC (1982-2008) 
Source: Researcher Calculations Based on World Development Indicators (World Bank, 2011) 
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Appendix F 
(to Chapter Five - Section Three) 
 
 
Table F-1: Summary Statistics of Variables (Private  Investment and GDP Fluctuations) 
Summary Statistics CAD FDI FLUC INF PBI PVI 
 Mean  2.37672 0.648634 1.434027 8.315818 6.485689 14.61621 
 Median 1.99398 0.46404 1.38037 7.97636 6.64519 14.7593 
 Maximum 11.4981 3.90442 5.31037 22.5645 12.2621 25.6081 
 Minimum -5.8329 -0.09837 0.23474 1.48118 2.41553 7.19427 
 Std. Dev. 3.05420 0.76927 0.81229 4.04907 2.29939 4.77235 
 Skewness 0.24655 1.95209 1.93112 0.88476 0.20597 0.35188 
 Kurtosis 3.35545 7.51905 9.39280 4.25166 2.37814 2.15526 
 Sum 311.350 84.9710 193.593 1089.37 849.625 1914.72 
 Sum Sq. Dev. 
1212.66 76.9312 88.4160 2131.34 687.337 2960.79 
 Total Observations 
135 135 135 135 135 135 
Source: Researcher’s Calculation 
 
 
Table F-2: Correlation Analysis (Private Investment and GDP Fluctuations) 
Summary 
Statistics 
CAD FDI FLUC INF PBI 
CAD 1.000000 - - - - 
FDI 0.238550 1.000000 - - - 
FLUC 0.219462 -0.057014 1.000000 - - 
INF 0.447917 0.189914 0.131200 1.000000 - 
PBI -0.060050 -0.394081 0.304961 -0.028581 1.000000 
Source: Researcher’s Calculation 
 
Table E-2 shows that for all the variables the correlation coefficient is below the 0.7. 
Anderson et al. (2008) describe that the sample coefficient of correlation greater than 
+0.7 (or less than -0.7) between two variables may be considered as a rule of thumb 
warning for the presence of multicollinearity. Similarly, Born (2007) points out that if the 
absolute value of Pearson correlation is greater than 0.8, collinearity is very likely to 
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exist. Therefore, it becomes evident that there is no issue of multicollinearity among the 
variables under study. 
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Figure F-1: Scatter plot of GDP Fluctuations and Private investment for Bangladesh 
Source: Illustrated by Researcher using World Development Indicators (World Bank, 2012b) 
 
 
