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STAR DISCREPANCY BOUNDS OF DOUBLE
INFINITE MATRICES INDUCED BY
LACUNARY SYSTEMS
THOMAS LO¨BBE 1
ABSTRACT. In 2001 Heinrich, Novak, Wasilkowski and Woz´niakowski
proved that the inverse of the star discrepancy satisfies n(d, ε) ≤ cabsdε−2
by showing that there exists a set of points in [0, 1)d whose star-discrepancy
is bounded by cabs
√
d/N . This result was generalized by Aistleitner who
showed that there exists a double infinite random matrix with elements in
[0, 1) which partly are coordinates of elements of a Halton sequence and
partly independent uniformly distributed random variables such that any
N × d-dimensional projection defines a set {x1, . . . , xN} ⊂ [0, 1)d with
D∗N (x1, . . . , xN ) ≤ cabs
√
d/N.
In this paper we consider a similar double infinite matrix where the elements
instead of independent random variables are taken from a certain multivari-
ate lacunary sequence and prove that with high probability each projection
defines a set of points which has up to some constant the same upper bound
on its star-discrepancy but only needs a significantly lower number of digits
to simulate.
1 Introduction
Discrepancy and Uniform Distribution
A sequence of vectors (xn)n≥1 = (xn,1, . . . , xn,d)n≥1 of real numbers in [0, 1)
d is called
uniformly distributed modulo one if
lim
N→∞
1
N
N∑
n=1
1A(xn) = λ(A) (1.1)
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for any axis-parallel box A ⊂ [0, 1)d where 1A denotes the indicator function on the
set A and λ denotes the Lebesgue-measure on [0, 1)d. The discrepancy resp. the star
discrepancy of the first N elements of (xn)n≥1 is defined by
DN (x1, . . . , xN ) = sup
A∈B
∣∣∣∣∣ 1N
N∑
n=1
1A(xn)− λ(A)
∣∣∣∣∣ ,
D∗N (x1, . . . , xN ) = sup
A∈B∗
∣∣∣∣∣ 1N
N∑
n=1
1A(xn)− λ(A)
∣∣∣∣∣ ,
(1.2)
where B denotes the set of all axis-parallel boxes A = ∏di=1[αi, βi) ⊂ [0, 1)d and fur-
thermore B∗ denotes the set of all axis-parallel boxes A = ∏di=1[0, βi) ⊂ [0, 1)d with
one corner in 0. It is well-known that (1.1) is equivalent to DN (x1, . . . , xN ) → 0 resp.
D∗N (x1, . . . , xN )→ 0 for N →∞. By a classical result of Weyl [34] it is known that for
any increasing sequence (Mn)n≥1 of positive integers the sequence (〈Mnx〉)n≥1, where 〈·〉
denotes the fractional part, is uniformly distributed modulo one for almost all x ∈ [0, 1).
This result naturally extends to the multidimensional case. Sequences with vanishing
star-discrepancy have applications in the theory of numerical integration. The connec-
tion is established by the Koksma-Hlawka inequality (see [11]) which states that for any
sequence of vectors (xn)n≥1 ⊂ [0, 1)d we have∣∣∣∣∣ 1N
N∑
n=1
f(xn)−
∫
[0,1)d
f(x) dx
∣∣∣∣∣ ≤ D∗N (x1, . . . , xN ) · VHK(f) (1.3)
for any function f on [0, 1)d where VHK denotes the total variation in the sense of Hardy
and Krause. Thus the integral can be approximated by the mean of the values which
some points have under f where the approximation error is given by the total variation
of f and the star-discrepancy of the points. Therefore we are not only interested in
sequences such that the star-discrepancy tends to 0, but also in the speed of convergence.
Low-discrepancy sequences
Now we introduce Halton sequences which extend the definition of Van der Corput
sequences to the multidimensional case. For an integer d ≥ 1 let (pi)1≤i≤d be a system
of d pairwise coprime integers. Then for any integer n and i ∈ {1, . . . , d} let the pi-adic
decomposition of n be given by
n =
∞∑
j=0
α(j, i)pji
with α(j, i) ∈ {0, . . . , pi − 1} for all j ≥ 0 where |{j ∈ N ∪ {0} : α(j, i) 6= 0}| <∞ for all
n ∈ N and i ∈ {1, . . . , d}. For n ∈ N and i ∈ {1, . . . , d} define
xn,i =
∞∑
j=0
α(j, i)p−j−1i .
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The sequence (xn)n≥1 = (xn,1, . . . , xn,d)n≥1 is called a Halton sequence in base (p1, . . . , pd).
The discrepancy of a Halton sequence satisfies
DN (x1, . . . , xN ) ≤ Cd log(N)
d
N
(1.4)
with some constant Cd > 0 which depends on d (see [18]). Observe that the one-
dimensional projection can be represented as the orbit of a von Neumann-Kakutani
transformation. By using a randomly chosen starting point for this transformation Wang
and Hickernell [32] introduced the so-called randomized Halton sequences. Sequences
with a discrepancy satisfying (1.4) are called low-discrepancy sequences. Numerical
integration using deterministic low-discrepancy sequences is called Quasi-Monte Carlo
(QMC) integration in contrast to classical Monte Carlo integration which uses indepen-
dent randomly chosen points. Many examples of deterministic low-discrepancy sequences
can be found in the books of Dick and Pillichshammer [9] and also Niederreiter [25]. A
lower bound on the discrepancy was given by Roth [27] who proved
DN (x1, . . . , xN ) ≥ Cd log(N)
d/2
N
for infinitely many N , some constant Cd > 0 depending only on d and any sequence of
points (xn)n≥1.
Although low-discrepancy sequences have best known asymptotic bounds there are diffi-
culties in applying them in practice. There are many applications which demand evalua-
tion of high-dimensional integrals. The upper bound on the right-hand side of (1.4) only
is vanishing if N ≥ ed and thus such an upper bound is not feasible for high-dimensional
integration in practice. There are some particular low-discrepancy sequences which pro-
vide good results in some special applications. For example, Atanassov [5] modified the
definition of a Halton sequence obtaining a constant Cd on the right-hand side of (1.4)
vanishing exponentially in d. But in general the situation is dissatisfying. Therefore
randomized Quasi-Monte Carlo methods were introduced which try to combine the ad-
vantages of Quasi-Monte Carlo methods and classical Monte Carlo methods. Observe
that the latter ones provide error bounds which are independent of the dimension while
the former ones provide good asymptotic error bounds. Randomized Halton sequences
are one example. For further example see the book of Lemieux [23] and the references
therein.
Inverse of the star-discrepancy
Since low-discrepancy sequence only give good error bounds if the number of points is
large in comparison with the dimension, one could ask about sequences which have small
discrepancy in the special case of a “small” number of sample points in comparison with
the dimension. This led to the introduction of the “inverse of the star-discrepancy”
n(d, ε) = min{N ∈ N : ∃x1, . . . , xN ∈ [0, 1)d,D∗N (x1, . . . , xN ) ≤ ε}
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which states the smallest number of points in [0, 1)d having the upper bound ε on the
star-discrepancy. Heinrich, Novak, Wasilkowski and Woz´niakowski [19] showed
n(d, ε) = O(dε−2) (1.5)
with some implied constant which is independent of d and ε. Thus there is a sequence
of points in [0, 1)d with
D∗N (x1, . . . , xN ) ≤ C
√
d√
N
(1.6)
which for small N compared with d gives a better bound than (1.4). Furthermore
Hinrichs [20] proved
n(d, ε) = Ω(dε−1). (1.7)
Thus the dependence of d in (1.6) is optimal, only the precise order of ε is unknown.
In applications it often is desirable to have a sequence which is extendable not only
in the number of points but also in dimension. Therefore Dick [8] proved that there
exists a double infinite matrix (xn,i)n≥1,i≥1 with numbers xn,i ∈ [0, 1) such that for any
pair of natural numbers N, d ≥ 1 the projection (xn,i)1≤n≤N,1≤i≤d defines an N -element
sequence of points
{(x1,1, . . . , x1,d), . . . , (xN,1, . . . , xN,d)} ⊂ [0, 1)d
with star-discrepancy
D∗N (x1, . . . , xN ) ≤ C
√
d log(N)√
N
(1.8)
for some absolute constant C > 0 independent of d. Observe that the logarithmic term
is due to the fact that Dick actually proved that any matrix generated by independent
uniformly distributed random variables satisfies the upper bound with positive proba-
bility. The result was later improved by Doerr, Gnewuch, Kritzer and Pillichshammer
[10] who showed
D∗N (x1, . . . , xN ) ≤ C
√
d log(1 +N/d)√
N
. (1.9)
Aistleitner and Weimar [4] later obtained
D∗N (x1, . . . , xN ) ≤
√
C1d+ C2 log(log(N))√
N
(1.10)
which is the best possible result because of the Chung-Smirnov Law of the Iterated
Logarithm.
To avoid the iterated logarithm term in the upper bound hybrid sequences which are
partly constructed by random numbers and partly by elements of a low-discrepancy se-
quence were introduced. Aistleitner [2] constructed a matrix where for large n compared
to i the entries xn,i are taken from a Halton sequence while for small n compared to
i they are randomly chosen. He proved that there exists a matrix which satisfies (1.6)
uniformly in N and d.
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Lacunary sequences
Let (An)n≥1 be a sequences of integer-valued d×d-matrices and setMn = An · · ·A1 for all
n ≥ 1. Furthermore let f : Rd → R be a bounded periodic function of mean zero which
is of bounded total variation in the sense of Hardy and Krause. By a result of Conze,
Le Borgne, Roger [7] the system (f(Mnx))n≥1 satisfies the Central Limit Theorem if
||MTn+kj||∞ ≥ qk||MTn ||∞ (1.11)
for all j ∈ Zd\{0}, n ∈ N, k ≥ logq(||j||∞) and some absolute constant q > 1 In general
sequences which satisfy (1.11) are called multivariate lacunary sequences. For x ∈ Rd
denote the vector which entries are the fractional parts of the entries of x by 〈x〉. Then
the centered indicator functions fA(·) = 1A(·) − λA for a suitable system of boxes A
by which the discrepancy resp. the star-discrepancy are defined are typical example
for periodic functions for which the Central Limit Theorem holds. Thus the lacunary
system (fA(Mnx))n≥1 shows a behaviour typical for independent, identically distributed
random variables. In applications it is more reasonable to use a point set defined by
a lacunary system instead of set of independent random points. Both sequences have
a similar probabilistic behaviour but the computational cost for simulating a suitable
lacunary system is significantly smaller.
Main result
We consider a similar constructed double infinite matrix. We define a double infinite
matrix (xn,i)n,i≥1 where (x1,i)i≥1 forms a family of independent uniformly in [0, 1) dis-
tributed random variables. While for large n compared to i we define xn+1,i by taking
elements of randomized Halton sequences, for small n compared to i we take fractional
parts of a lacunary sequences instead of independent random numbers xn,i.
The practical purpose of having points defined by such a lacunary sequence instead
of independent random points is reducing the number of digits which are necessary to
simulate those points. To simulate N random points in [0, 1)d with a precision of H
digits requires a simulation of dHN digits while by using points from such a lacunary
sequence this number may be reduced to O(dH + d log(d)N).
Before stating the main theorem we review the definition of a randomized Halton se-
quence. Let x = (x1, . . . , xd) ∈ [0, 1)d. For i ∈ {1, . . . , d} and some integer pi ≥ 2
we define the pi-adic decomposition of xi by xi =
∑∞
j=0 α(j, i)p
−j−1
i where α(j, i) ∈
{0, . . . , pi − 1} for all i ∈ {1, . . . , d} and j ≥ 0. Now set
Tpi(xi) =
α(m, i) + 1
pm+1i
+
∑
j>m
α(j, i)
pj+1i
where m = min{j : α(j, i) 6= pi − 1}. Furthermore for a collection of pairwise coprime
odd integers p = (p1, . . . , pd) set Tp(x) = (Tp1(x1), . . . , Tpd(xd)). Observe that for x0 = 0
the sequence (xn)n≥1 with xn = Tp(xn−1) for n ≥ 1 defines a Halton sequence. Therefore
for some uniformly distributed x0 ∈ [0, 1)d and pairwise coprime odd integers p1, . . . , pd
we call this sequence a randomized Halton sequence.
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Theorem 1.1 Let (x1,i)i≥1 be a sequence of independent random variables which are
uniformly distributed in [0, 1) and let (pi)i≥1 be the sequence of all odd prime numbers.
For all integers n ≥ 1 and i ≥ 1 define
xn+1,i =
{
Tpi(xn,i), if i = 1 or 2
12·2i < n− 1,
〈2⌈log2(i)⌉+1xn,i〉, if i ≥ 2 and 212·2i ≥ n− 1.
(1.12)
Then for any ε > 0 the probability, that for any integers N ≥ 1 and d ≥ 1 the set of
points P = {(x1,1, . . . , x1,d), . . . , (xN,1, . . . , xN,d)} ⊂ [0, 1)d satisfies
D∗N (P ) ≤ (2576 + 357 log(ε−1))
√
d√
N
, (1.13)
is at least 1− ε.
2 Preliminaries
Lemma 2.1 (Maximal Bernstein inequality, [13, Lemma 2.2]) For some integer
N ≥ 1 let Z1, . . . , ZN be a sequence of i.i.d. random variables with mean zero and
variance σ2 > 0 such that |Z1| ≤ 1. Then for any t > 0 we have
P
(
max
M∈{1,...,N}
∣∣∣∣∣
M∑
n=1
Zn
∣∣∣∣∣ > t
)
≤ 2 exp
(
− t
2
2Nσ2 + 2t/3
)
. (2.1)
For integers N ≥ 1 and d ≥ 1 and an N -element set of d-dimensional points
{(x1,1, . . . , x1,d), . . . , (xN,1, . . . , xN,d)}
denote the star-discrepancy by DdN (xn,i). Furthermore for an integer 0 ≤M < N write
DdM,N (xn,i) for the star-discrepancy of the N −M -element point set
{(xM+1,1, . . . , xM+1,d), . . . , (xN,1, . . . , xN,d)} .
Lemma 2.2 ([9, Proposition 3.16]) Let 0 ≤ M < N be integers. Then for points
y1, . . . , yN ∈ [0, 1)d we have
DdN (y1, . . . , yN ) ≤
MDdM (y1, . . . , yM )
N
+
(N −M)DdM,N (yM+1, . . . , yN )
N
and
DdM,N (yM+1, . . . , yN ) ≤
NDdN (y1, . . . , yN )
N −M +
MDdM (y1, . . . , yM )
N −M .
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Let v,w ∈ [0, 1)d. We write v ≤ w if vi ≤ wi for all i ∈ {1, . . . , d}. For some δ > 0 a
set ∆ of elements in [0, 1)d × [0, 1)d is called a δ-bracketing cover if for every x ∈ [0, 1)d
there exists (v,w) ∈ ∆ with v ≤ x ≤ w and λ([v,w)) ≤ δ for [v,w) = [0, w)\[0, v). The
following Lemma gives an upper bound on the cardinality of a δ-bracketing cover.
Lemma 2.3 ([17, Theorem 1.15]) For any d ≥ 1 and δ > 0 there exists some δ-
bracketing cover ∆ with
|∆| ≤ 1
2
(2e)d(δ−1 + 1)d.
Corollary 2.4 For any integers d ≥ 1 and h ≥ 1 there exists a 2−h-bracketing cover ∆
with
|∆| ≤ 1
2
(2e)d(2h+2 + 1)d
such that for any (v,w) ∈ ∆ and any i ∈ {1, . . . , d} we have
vi = 2
−(⌈log2(i)⌉+1)(h+1)ai,
wi = 2
−(⌈log2(i)⌉+1)(h+2)bi
for some integers ai ∈ {0, 1, . . . , 2(⌈log2(i)⌉+1)(h+1)} and bi ∈ {0, 1, . . . , 2(⌈log2(i)⌉+1)(h+2)}.
Proof. Let ∆ be some 2−(h+2)-bracketing cover of [0, 1)d. By Lemma 2.3 we have
|∆| ≤ 1
2
(2e)d(2(h+2) + 1)d.
For (v,w) ∈ ∆ and i ∈ {1, . . . , d} define
yv,i = max
{
2−(⌈log2(i)⌉+1)(h+1)ai ≤ vi : ai ∈ Z
}
,
zw,i = min
{
2−(⌈log2(i)⌉+1)(h+2)bi ≥ wi : bi ∈ Z
}
.
For yv = (yv,i)i∈{1,...,d} ∈ [0, 1)d we obtain
λ([yv , v)) ≤
d∑
i=1
2−(⌈log2(i)⌉+1)(h+1) ≤ 2−(h+1)
d∑
i=1
i−(h+1) ≤ 2−(h+1).
Analogously for zw = (zw,i)i∈{1,...,d} ∈ [0, 1)d we have
λ([z, zw)) ≤ 2−(h+2).
Thus we get
λ([yv, zw)) ≤ λ([yv, v)) + λ([v,w)) + λ([w, zw)) ≤ 2−h.
Set ∆˜ = {(yv, zw) : (v,w) ∈ ∆}. Since ∆ is a 2−(h+2)-bracketing cover for any x ∈ [0, 1)d
there exists (v,w) ∈ ∆ and (yv, zw) ∈ ∆˜ with yv ≤ v ≤ x ≤ w ≤ zw. Therefore ∆˜ is a
2−h-bracketing cover and the conclusion of the proof follows by |∆˜| ≤ |∆|.
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3 Randomized Halton sequences
Note that we assume that the integers p1, . . . , pd are odd since we later need sequences
such that not only (xn)n≥1 is a low-discrepancy sequence but also subsequences (xnl)l≥1
where the elements nl belong to one particular modulo class with modulo 2
κ for some
integer κ have sufficiently small discrepancy. This shall be ensured by the following
Lemma 3.1 For some integer d ≥ 2 let (xn)n≥1 be a randomized Halton sequence in
[0, 1)d constructed by the first d odd primes. Let N ≥ 212·2d be the number of points. For
some integers 1 ≤ κ ≤ log2(8 log2(N)) and γ ∈ {0, . . . , 2κ − 1} set
Nκ,γ = {n : n ∈ {1, . . . , N}, n ≡ γ (mod 2κ)}
and define PN,κ,γ = {xn : n ∈ Nκ,γ}. Then the star-discrepancy of PN,κ,γ satisfies
D∗N,κ,γ({xn : n ∈ Nκ,γ}) = D∗|Nκ,γ |(PN,κ,γ) ≤
√
d√|Nκ,γ | . (3.1)
Proof. The proof of this Lemma which is an application of the Chinese Remainder
Theorem is mainly based on the proofs of [25, Theorem 3.6] and [2, Corollary 1]. For
some x0 let the pi-adic decomposition of xn,i = (T
n
pi(x0))i be given by
xn,i =
∞∑
j=0
α(j, i, x0, n)p
−j−1
i
for suitable integers α(j, i, x0, n) ∈ {0, 1, . . . , pi− 1}. Observe that for any i ∈ {1, . . . , d}
there exists at most one Ni ∈ {1, . . . , N} such that
α(j, i, x0, 1) = α(j, i, x0, 2) = · · · = α(j, i, x0, Ni)
6= α(j, i, x0, Ni + 1) = · · · = α(j, i, x0, N)
for all j ≥ ⌈logpi(N)⌉. Let pi : {1, . . . , d} → {1, . . . , d} be a permutation satisfying
Npi(i) ≥ Npi(j) if i ≥ j and set pi(0) = 0 and pi(d + 1) = N . Therefore there exist
constants gm,i for any m ∈ {1, . . . , d+ 1} and i ∈ {1, . . . , d} such that
∞∑
j=⌈logpi(N)⌉
α(j, i, x0, n)pi
−j−1 = gm,i (3.2)
for all n ∈ {Npi(m−1) + 1, . . . , Npi(m)}. Now fix some set N = {Npi(m−1) + 1, . . . , Npi(m)}
and define
Ψi(xn) = Ψi

⌈logpi (N)⌉−1∑
j=0
α(j, i, x0, n)pi
−j−1 + gm,i

 =
⌈logpi (N)⌉−1∑
j=0
α(j, i, x0, n)pi
j .
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Set nl = 2
κ(l−1)+γ for any integer l ≥ 1 and some γ ∈ {0, . . . , 2κ−1}. By definition of Tp
it is easy to see that for n, n+1 ∈ N and i ∈ {1, . . . , d} we have Ψi(xn+1) = Ψi(xn)+ 1.
Thus we obtain Ψi(xnl+1) = Ψi(xnl) + 2
κ for nl+1, nl ∈ N . We now shall show the
following version of the Chinese Remainder Theorem:
Let β1, . . . , βd and s1, . . . , sd be positive numbers, then there exists an integer β such
that any solution of
Ψ1(xnl) ≡ β1 (mod ps11 )
...
Ψd(xnl) ≡ βd (mod psdd )
(3.3)
satisfies
l ≡ β (mod ps11 ps22 · · · psdd ). (3.4)
Observe that we have Ψi(xnl′ ) ≡ Ψi(xnl) (mod psii ) only if 2κ(l′ − l) ≡ 0 (mod psii ).
Since 2κ and psii are coprime we have (l
′ − l)|psii . Now for any i ∈ {1, . . . , d} define the
map Ξi : Z → Z/psii Z with Ξi(l) = Ψi(xnl) + psii Z. Observe that Ξi is periodic, i.e.
Ξi(l) = Ξi(l + zp
si
i ) for any integer z, and Ξi|{1,...,psii } is bijective, i.e. Ξi(l) 6= Ξi(l
′) for
l, l′ ∈ {1, . . . , psii } with l 6= l′. Since the system (3.3) only has a solution if Ξi(l) = βi+psii
for all i ∈ {1, . . . , d} we see that there are integers α1, . . . , αd such any solution satisfies
l ≡ αi (mod psii ) for i ∈ {1, . . . , d}. By classical Chinese Remainder Theorem there
exists some integer β such for any solution l we conclude (3.4). Thus among
∏d
i=1 p
si
i
consecutive numbers of the sequence (nl)n≥1 there is exactly one l such that Ψi(xnl) = ai
for any collection of numbers ai ∈ {0, . . . , psii − 1} with i ∈ {1, . . . , d}. Let B be any box
of the form
B =
d∏
i=1
[aip
−si
i , (ai + 1)p
−si
i )
with ai ∈ {0, . . . , psii − 1} and i ∈ {1, . . . , d}. Observe that x ∈ B if for i ∈ {1, . . . , d}
the first si digits in the pi-adic decomposition of xi are uniquely defined, i.e. we have∑si−1
j=0 α(j, i)p
−j−1
i = ai for all
xi =
∞∑
j=0
α(j, i)p−j−1i ∈ Bi = [aip−sii , (ai + 1)p−sii ).
By definition of the Ψi this is equivalent to Ψi(x) ≡
∑si−1
j=0 α(j, i)p
j
i (mod p
si
i ) for all
i ∈ {1, . . . , d}. Thus there is exactly one l with xnl ∈ B among
∏d
i=1 p
si
i consecutive
numbers of the sequence (xnl)l≥1. Therefore we obtain∣∣∣∣∣
{
l : xnl ∈ B, l ∈
{
L+ 1, . . . , L+
d∏
i=1
psii
}
⊂ N
}∣∣∣∣∣ = 1. (3.5)
Now for i ∈ {1, . . . , d} and integers ri ≥ 0 let
Ci(ri) =
{
[0, cip
−ri
i ) : ci ∈ {0, . . . , prii − 1}
}
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be a family of intervals. Furthermore set
Ai(ri) =
{
[aip
−si
i , (ai + 1)p
−si
i ) : ai ∈ {0, 1 . . . , psii − 1}, si ∈ {0, . . . , ri}
}
.
For integers r1, . . . , rd ≥ 0 let
B(r1, . . . , rd) =
{
B =
d∏
i=1
Bi : Bi ∈ Ci(ri) ∪ Ai(ri) for any i ∈ {1, . . . , d}
}
be a collection of boxes.
For any box B ⊆ [0, 1)d and any set M of positive integers set
DM(B) =
∣∣∣∣∣
∑
n∈M
(1B(xn)− λ(B))
∣∣∣∣∣ .
Furthermore for integers κ, γ ≥ 0 with γ ∈ {0, . . . , 2κ − 1} and any set N as defined
above let
Nκ,γ = {n ∈ N : n ≡ γ (mod 2κ)} .
Now we shall show that for any set of integers r1, . . . , rd ≥ 0 and any box
B =
d∏
i=1
Bi ∈ B(r1, . . . , rd)
we have
DNκ,γ (B) ≤
∏
i∈{1,...,d},
Bi /∈Ai(ri)
(
pi − 1
2
ri + 1
)
. (3.6)
We are going to prove this inequality by induction on the number k of indices i such
that Bi /∈ Ai(ri). Thus we first assume k = 0. We have B =
∏d
i=1[aip
−si
i , (ai + 1)p
−si
i )
for suitable integers s1, . . . , sd and a1, . . . , ad. By (3.5) we obtain⌊
|Nκ,γ|
d∏
i=1
p−sii
⌋
≤
∑
n∈Nκ,γ
1B(xn) ≤
⌈
|Nκ,γ|
d∏
i=1
p−sii
⌉
.
Since
∑
n∈Nκ,γ
λ(B) = |Nκ,γ |
∏d
i=1 p
−si
i we conclude DNκ,γ (B) ≤ 1 for k = 0. Now
assume that (3.6) has been proved for |{i : Bi /∈ Ai(ri)}| = k − 1. Consider some
box B ∈ B(r1, . . . , rd) with |{i : Bi /∈ Ai(ri)}| = k. Without loss of generality we
may assume Bi /∈ Ai(ri) for i ∈ {1, . . . , k} and Bi ∈ Ai(ri) for i ∈ {k + 1, . . . , d}.
Then we have Bk = [0, ckp
−rk
k ) for some integer ck with ck ∈ {0, . . . , prkk − 1}. We get
ckp
−rk
k =
∑rk
j=1 ejp
−j
k for integers ej with ej ∈ {0, . . . , pk − 1} for 1 ≤ j ≤ rk. Therefore
the interval Bk can be decomposed into e1 intervals of length p
−1
k , e2 intervals of length
p−2k and so on. Set e =
∑rk
j=1 ej . Then
Bk =
e⋃
t=1
Et
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for pairwise disjoint Et ∈ Ak(rk) with t ∈ {1, . . . , e}. Thus we obtain
B =
e⋃
t=1
(B1 × · · · ×Bk−1 × Et ×Bk+1 × · · · ×Bd).
By induction hypothesis we observe
DNκ,γ (B) ≤
e∑
t=1
DNκ,γ (B1 × · · · ×Bk−1 × Et ×Bk+1 × · · · ×Bd)
≤ e
k−1∏
i=1
(
pi − 1
2
ri + 1
)
.
(3.7)
Furthermore set F = [ckp
−rk
k , 1) = [0, 1)\Bk . We have
DNκ,γ (B) ≤ DNκ,γ (B1 × · · · ×Bk−1 × [0, 1) ×Bk+1 × · · · ×Bd)
+DNκ,γ (B1 × · · · ×Bk−1 × F ×Bk+1 × · · · ×Bd) .
Thus we get
DNκ,γ (B) ≤
k−1∏
i=1
(
pi − 1
2
ri + 1
)
+DNκ,γ (B1 × · · · ×Bk−1 × F ×Bk+1 × · · · ×Bd) .
Observe that F can be decomposed into 1+
∑rk
j=1 pk−1−ej = (pk−1)rk−e+1 intervals
in Ak(rk). Thus we get
DNκ,γ (B) ≤ ((pk − 1)rk − e+ 2)
k−1∏
i=1
(
pi − 1
2
ri + 1
)
.
By (3.7) we have
DNκ,γ (B) ≤
e+ (pk − 1)rk − e+ 2
2
k−1∏
i=1
(
pi − 1
2
ri + 1
)
.
Hence (3.6) is proved for any k. Now let J =
∏d
i=1[0, vi) ⊂ [0, 1)d be some arbitrary
box. For any i ∈ {1, . . . , d} set ri = ⌈logpi(N)⌉ and furthermore let ci be the integer
such that cip
−ri
i ≤ vi < (ci + 1)p−rii . Take some
Nκ,γ,m = {n ∈ {Npi(m−1) + 1, . . . , Npi(m)}, n ≡ γ (mod 2κ)}.
By definition of Nκ,γ,m for any i ∈ {1, . . . , d} we have xn,i = zn,ip−rii + gm,i for some
integer zn,i depending on n ∈ Nκ,γ,m and 0 ≤ gm,i < p−rii independent of n. For
11
vi−cip−rii ≤ gm,i set v′i = cip−rii , otherwise set v′i = (ci+1)p−rii and let Bm =
∏d
i=1[0, v
′
i).
It is easy to see that ∑
n∈Nκ,γ,m
1J(xn) =
∑
n∈Nκ,γ,m
1Bm(xn).
Thus by (3.6) we get
DNκ,γ (J) ≤
d+1∑
m=1
DNκ,γ,m(J)
≤
d+1∑
m=1
∣∣∣∣∣∣
∑
n∈Nκ,γ,m
(1J(xn)− λ(J))
∣∣∣∣∣∣
≤
d+1∑
m=1
∣∣∣∣∣∣
∑
n∈Nκ,γ,m
(1Bm(xn)− λ(Bm))
∣∣∣∣∣∣+
d+1∑
m=1
|Nκ,γ,m| · |λ(J)− λ(Bm)|
≤
d+1∑
m=1
DNκ,γ,m(Bm) + |Nκ,γ |
d∑
i=1
p−rii
≤ (d+ 1)
d∏
i=1
(
pi − 1
2
ri + 1
)
+ |Nκ,γ |
d∑
i=1
p−rii .
Since ri = ⌈logpi(N)⌉ we observe
D∗|Nκ,γ |(PN,κ,γ) = sup
J
DNκ,γ (J)
|Nκ,γ |
≤ d
N
+
1
|Nκ,γ |
d∏
i=1
i+ 1
i
(
pi − 1
2 log(pi)
log(N) +
pi + 1
2
)
.
(3.8)
Next we shall show
i+ 1
i
(
pi − 1
2 log(pi)
log(N) +
pi + 1
2
)
≤ (i+ 1) log(N). (3.9)
for all i ∈ {1, . . . , d}. This is easy to see for i ≤ 4. It is well-known that for i ≥ 5 we
have i ≤ pi ≤ 1 + 7/4 · i log(i) (see, e.g. [6, Theorem 8.8.4]). Therefore we get
i+ 1
i
(
pi − 1
2 log(pi)
log(N) +
pi + 1
2
)
≤ i+ 1
i
(
7/4 · i log(i)
2 log(i)
log(N) + 2i log(i)
)
≤ i+ 1
i
(
7
8
i log(N) + 2i log(i)
)
≤ (i+ 1) log(N).
Thus (3.9) is proved. Together with (3.8) we have
D∗|Nκ,γ |(PN,κ,γ) ≤
d
N
+
(d+ 1)!(log(N))d
|Nκ,γ | . (3.10)
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It remains to show √
d√|Nκ,γ | +
(d+ 1)!(log(N))d√
d|Nκ,γ |
≤ 1. (3.11)
Then the statement of the Lemma follows by (3.10) and
D∗|Nκ,γ |(PN,κ,γ) ≤
d
|Nκ,γ | +
(d+ 1)!(log(N))d
|Nκ,γ |
≤
√
d√|Nκ,γ |
( √
d√|Nκ,γ | +
(d+ 1)!(log(N))d√
d|Nκ,γ |
)
≤
√
d√|Nκ,γ | .
In order to show (3.11) we estimate the second term and observe
(d+ 1)!(log(N))d√
d|Nκ,γ |
≤ (d+ 1)!(log(N))
d
√
2−κ−1dN
≤ 4√
log(2)
(d+ 1)!(log(N))d+1/2√
dN
(3.12)
where we used κ ≤ log2(8 log2(N)) for the second inequality. Since for any fixed d the
derivative of (log(N))d+1/2/
√
N is negative for N ≥ e2(d+1/2) it is enough to restrict
ourselves to the case N = 212·2
d
> e2(d+1/2). Therefore we first shall show
4√
log(2)
(d+ 1)!√
d
≤ 1
2
(log(N))d−1/2 (3.13)
resp. equivalently
8(d + 1)!
12d−1/2(log(2))d
√
d
≤ 2d2−d/2. (3.14)
This shall be done by induction. It can easily be verified that (3.14) is true for d = 2.
Thus we may assume that (3.14) holds for some integer d ≥ 2. We get
8((d+ 1) + 1)!
12(d+1)−1/2(log(2))(d+1)
√
d+ 1
≤ (d+ 2) 8(d+ 1)!
12d−1/2(log(2))d
√
d
≤ 22d+1/2 8(d + 1)!
12d−1/2(log(2))d
√
d
≤ 22d+1/2 · 2d2−d/2
≤ 2(d+1)2−(d+1)/2
and therefore we have (3.13) for any integer d ≥ 2. For d ≥ 2 we get
(12 · 2d)2d ≤ 22d2+2 log2(12)d ≤ 26·2d ≤
√
N.
Hence (log(N))2d/
√
N ≤ 1 immediately follows. With √d/√|Nκ,γ | ≤ 1/2 and (3.13) we
observe (3.11) which finally concludes the proof.
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4 Proof of Theorem 1.1
The proof of this Theorem is mainly based on [2]. For some integers N ≥ 1 and d ≥ 1
we simply write
DdN (xn,i) = D
d
N ((x1,1, . . . , x1,d), . . . , (xN,1, . . . , xN,d)).
For all integers m ≥ 1 and d ≥ 1 we define
Fm,d,ε =
{
max
M∈{2m+1,...,2m+1}
MDdM (xn,i) ≥ Cm,d,ε
√
d
√
2m+1
}
with
Cm,d,ε =
{
1819 + 252 log(ε−1), if 12 · 2d > m,
1821 + 252 log(ε−1), if 12 · 2d ≤ m.
We shall show that
P

⋃
d≥1
⋃
m≥1
Fm,d,ε

 ≤ ε. (4.1)
Therefore on the complement of ∪d≥1 ∪m≥1 Fm,d,ε which has measure bounded from
below by 1− ε for any integer N ≥ 1 and d ≥ 1 we have
NDdN (xn,i) ≤ (1821 + 252 log(ε−1))
√
d
√
2N ≤ (2576 + 357 log(ε−1))
√
d
√
N
which concludes the proof. By (3.8) which also holds in the case d = 1 and N ≥ 3 it is
easy to see that for d = 1 and m ≥ 1 we observe
P(Fm,d,ε) = 0. (4.2)
Therefore we may assume d ≥ 2. We now claim
P

⋃
d≥2
⋃
m≥1
Fm,d.ε

 = P

⋃
d≥2
⋃
m∈{1,...,12·2d−1}
Fm,d.ε

 . (4.3)
Let d ≥ 2 be given and assume m ≥ 12 · 2d. Furthermore set µ = 12 · 2d. By Lemma 2.2
for M ∈ {2m + 1, . . . , 2m+1} we obtain
MDdM (xn,i) ≤ 2µDd2µ(xn,i) + (M − 2µ)Dd2µ,M(xn,i). (4.4)
Now observe that since (x2µ,1, . . . , x2µ,d) is uniformly distributed the points
{(x2µ+1,1, . . . , x2µ+1,d), . . . , (xM,1, . . . , xM,d)}
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are elements of a randomized Halton sequence denoted by (qn)n≥1. Therefore by Lemma
3.1 and another application of Lemma 2.2 we have
Dd2µ,M (xn,i) = D
d
2µ,M (qn,i) ≤
2µDd2µ(qn,i) +MD
d
M (qn,i)
M − 2µ
≤ 2
µ
√
d/
√
2µ +M
√
d/
√
M
M − 2µ
<
2
√
d
√
2m+1
M − 2µ .
(4.5)
Together with (4.4) we get
Fm,d,ε\Fµ−1,d,ε ⊂
{
max
M∈{2m+1,...,2m+1}
MDdM (xn,i) ≥ (1821 + 252 log(ε−1))
√
d
√
2m+1
}\{
2µDd2µ(xn,i) ≥ (1819 + 252 log(ε−1))
√
d
√
2µ
}
⊂
{
max
M∈{2m+1,...,2m+1}
(M − 2µ)Dd2µ,M (xn,i) > 2
√
d
√
2m+1
}
=∅.
Therefore form ≥ µ we have P(Fm,d,ε\Fµ−1,d,ε) = 0 and (4.3) follows immediately. Thus
we may assume d ≥ 2 and m ∈ {1, . . . , 12 · 2d − 1} now. Furthermore we may assume
√
d√
2m+1
≤ 1
64
(4.6)
since otherwise Fm,d,ε = ∅. Let k˜(m) = max{k ≥ 1 : 12 · 2k ≤ m} and for m ≥ 48 set
Lm = 2
12·2k˜(m) resp. for m < 48 set Lm = 0. Moreover we define the sets
Gm,d,ε =
{{
LmD
d
Lm
(xn,i) ≥ (910 + 126 log(ε−1))
√
d
√
Lm
}
, if Lm > 0,
∅, if Lm = 0,
Hm,d,ε =
{
max
Lm+1≤M≤2m+1
(M − Lm)DdLm,M (xn,i) ≥ (909 + 126 log(ε−1))
√
d
√
2m+1
}
.
Now we claim
Fm,d,ε ⊆ Gm,d,ε ∪Hm,d,ε (4.7)
for all d ≥ 2 and m ∈ {1, . . . , 12 · 2d − 1}. Since this trivially holds for Lm = 0 we may
assume Lm ≥ 1 and therefore we have m ≥ 48 and k˜(m) ≥ 2. By Lemma 2.2 for the
complement of Gm,d,ε ∪Hm,d,ε we observe
max
Lm+1≤M≤2m+1
MDdM (xn,i) ≤ max
Lm+1≤M≤2m+1
(LmD
d
Lm(xn,i) + (M − Lm)DdLm,M (xn,i))
≤ (910 + 126 log(ε−1))
√
d
√
Lm
+(909 + 126 log(ε−1))
√
d
√
2m+1
≤ (1819 + 252 log(ε−1))
√
d
√
2m+1.
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Thus we have (4.7). Now for any d ≥ 2 we shall show⋃
m∈{1,...,12·2d−1}
Fm,d,ε ⊆
⋃
m∈{1,...,12·2d−1}
Hm,d,ε. (4.8)
For any k ≥ 2 by definition of Lm we have
G12·2k ,m,ε = G12·2k+1,m,ε = · · · = G12·2k+1−1,m,ε.
Therefore by (4.7) we obtain⋃
m∈{1,...,12·2d−1}
Fm,d,ε ⊆
⋃
k∈{2,...,d−1}
G12·2k ,d,ε ∪
⋃
m∈{1,...,12·2d}
Hm,d,ε. (4.9)
For k = 2 we have m = 12 · 22 = 48 and Lm = 248. With L47 = 0 we get
G48,d,ε ⊆
{
248Dd248(xn,i) ≥ (910 + 126 log(ε−1))
√
d
√
248
}
⊆
{
L47 + (2
48 − L47)DdL47,248(xn,i) ≥ (910 + 126 log(ε−1))
√
d
√
248
}
⊆
{
(248 − L47)DdL47,248(xn,i) ≥ (909 + 126 log(ε−1))
√
d
√
248
}
⊆ H47,d,ε
where the second line follows by Lemma 2.2. For k ≥ 3 and m = 12 · 2k we have
k˜(m) = k and Lm = 2
12·2k . Moreover we obtain k˜(m − 1) = k − 1 and furthermore
Lm−1 = 2
12·2k−1 =
√
Lm. Thus we have
Gm,d,ε ⊆
{
LmD
d
Lm(xn,i) ≥ (910 + 126 log(ε−1))
√
d
√
Lm
}
⊆
{
Lm−1 + (Lm − Lm−1)DdLm−1,Lm(xn,i) ≥ (910 + 126 log(ε−1))
√
d
√
Lm
}
⊆
{
(Lm − Lm−1)DdLm−1,Lm(xn,i) ≥ (909 + 126 log(ε−1))
√
d
√
Lm
}
⊆ Hm−1,d,ε.
Together with (4.9) we observe (4.8). Thus by (4.1), (4.2) and (4.3) the Theorem is
proved if we show ∑
d≥2
∑
m∈{1,...,12·2d−1}
P(Hm,d,ε) ≤ ε. (4.10)
Now we shall prove
P(Hm,d,ε) ≤ ε
6 · 22d (4.11)
for all d ≥ 2 and m ∈ {1, . . . , 12 · 2d − 1}. Then (4.10) follows by∑
d≥2
∑
m∈{1,...,12·2d−1}
P(Hm,d,ε) ≤
∑
d≥2
12 · 2d · ε
6
· 2−2d = ε.
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To prove (4.11) let d ≥ 2 and m ∈ {1, . . . , 12 · 2d − 1} be fixed now. To estimate
DdLm,M (xn,i) we define a finite system of subsets of [0, 1)
d with the help of δ-bracketing
covers such that [0, y) for any y ∈ [0, 1)d can be approximated well enough by a union
of this sets. Set
H =
⌈
m+ 1
2
− log2(d)
2
− 2
⌉
. (4.12)
As a consequence for any h ∈ {0, . . . ,H} we have
√
d
√
2m+1 ≤ 2m−h. (4.13)
For any h ∈ {1, . . . ,H} let ∆h be a 2−h-bracketing cover of [0, 1)d. By Corollary 2.4 we
may assume
|∆h| ≤ 1
2
(2e)d(2h+2 + 1)d. (4.14)
For any y ∈ [0, 1)d we now define a finite sequence of points βh(y) for h ∈ {0, . . . ,H+1}
in the following manner. Let (v,w) ∈ ∆H be such that v ≤ y ≤ w. We set βH+1(y) = w
and βH(y) = v. The points β1(y), . . . , βH−1(y) are defined by induction. Thus assume
that for some h ∈ {1, . . . ,H − 1} the point βh+1(y) is already defined. Let (v,w) ∈ ∆h
with v ≤ βh+1(y) ≤ w and set βh(y) = v. Moreover set β0(y) = 0. Therefore we observe
0 = β0(y) ≤ β1(y) ≤ · · · ≤ βH(y) ≤ x ≤ βH+1(y) ≤ 1.
For h ∈ {0, . . . ,H − 1} we have (βh(y), w) ∈ ∆h for some point w ∈ [0, 1)d. Furthermore
we have (βH(y), βH+1(y)) ∈ ∆H . Then by Corollary 2.4 for h ∈ {0, . . . ,H + 1} and
i ∈ {1, . . . , d} there exist integers ah,i ∈ {0, . . . , 2(⌈log2(i)+1⌉)(h+1)} such that
(βh(y))i = 2
−(⌈log2(i)+1⌉)(h+1)ah,i. (4.15)
For h ∈ {0, . . . ,H} set Kh(y) = [βh(y), βh+1(y)). Note that the sets Kh(y) are pairwise
disjoint and satisfy
H−1⋃
h=0
Kh(y) ⊆ [0, x) ⊆
H⋃
h=0
Kh(y) (4.16)
By definition βh(y) ≤ βh+1(y) ≤ w for some w ∈ [0, 1)d with (βh(y), w) ∈ ∆h and hence
λ(Kh(y)) ≤ λ
(
[βh(y), w)
)
≤ 2−h (4.17)
for any h ∈ {0, . . . ,H}. Now define
Sh =
{
[βh(y), βh+1(y)) : x ∈ [0, 1)d
}
.
Observe that we may define the points βh such that βh(y) = βh(z) for y, z ∈ [0, 1)d with
βh+1(y) = βh+1(z). Therefore by Corollary 2.4 we have
|Sh| =
∣∣∣{βh+1(y) : y ∈ [0, 1)d}∣∣∣ ≤ |∆h+1| ≤ 1
2
(2e)d(
√
5)(h+3)d (4.18)
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for any integer h ∈ {0, . . . ,H}. For m ≥ 48 we set s = k˜(m). Otherwise we set s = 1.
Let now n ∈ {Lm+1, . . . , 2m+1} be an integer. For m < 48 we have s = 1 and therefore
we obtain xn,i = Tpi(xn−1,i) for i ≤ s by definition while for i > s we get
n ≤ 2m+1 ≤ 248 ≤ 212·2i .
Thus for i ≥ 2 we have xn,i = 〈2⌈log2(i)⌉+1xn−1,i〉. For m ≥ 48 and i ≤ s = k˜(m) we get
n > Lm = 2
12·2k˜(m) ≥ 212·2i
and thus we obtain xn,i = Tpi(xn−1,i). Furthermore for i > s = k˜(m) we observe
n ≤ 2m+1 ≤ 212·2i
and we obtain xn,i = 〈2⌈log2(i)⌉+1xn−1,i〉. We see that in the sequence{
(xLm+1,1, . . . , xLm+1,d), . . . , (x2m+1,1, . . . , x2m+1,d)
}
the first s coordinates form a randomized Halton sequence while the sequence formed by
the remaining coordinates is a sequence of fractional parts of the product of some initial
value and elements of a lacunary sequence. Hence for any M ∈ {2m + 1, . . . , 2m+1} by
Lemma 2.2 and 3.1 we have
(M − Lm)DsLm,M (xn,i) ≤ LmDsLm(xn,i) +MDsM (xn,i)
≤ √s
√
Lm +
√
s
√
M ≤ 2√s
√
M.
(4.19)
For some h ∈ {1, . . . ,H + 1} and a point y ∈ [0, 1)d the point βh(y) can be written as
(uh(y), vh(y)) for uh(y) ∈ [0, 1)s and vh(y) ∈ [0, 1)d−s. Moreover set Uh(y) = [0, uh(y))
and Vh(y) = [0, vh(y)). Thus we have Uh(y) × Vh(y) = [0, βh(y)). Observe that any set
Kh(y) ∈ Sh may be written as
Kh(y) = [βh(y), βh+1(y))
= ((Uh+1(y)\Uh(y))× Vh+1(y)) ∪ (Uh(y)× (Vh+1(y)\Vh(y))).
For h = 0 we simply have K0(y) = U1(y) × V1(y). Furthermore set U0(y) = V0(y) = ∅.
Thus by (4.17) we observe
λ(Uh+1(y)\Uh(y)) ·λ(Vh+1(y))+ λ(Uh(y)) ·λ(Vh+1(y)\Vh(y)) ≤ λ(Kh(y)) ≤ 2−h (4.20)
for h ∈ {0, . . . ,H}. Now let y ∈ [0, 1)d be some arbitrary fixed point. Note that hereafter
we skip the point y in the notation of the points βh and the sets Kh resp. Uh and Vh to
simplify notations. Furthermore let Lm + 1 ≤ M ≤ 2m+1 be an integer. For simplicity
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we write qn = (xn,1, . . . , xn,s) and rn = (xn,s+1, . . . , xn,d). Then by (4.16) we have
M∑
n=Lm+1
1[0,y)(xn) ≥
M∑
n=Lm+1
1[0,βH)(xn)
=
M∑
n=Lm+1
1UH (qn) · 1VH (rn)
=
M∑
n=Lm+1
1U1(qn) · 1V1(rn)
+
H−1∑
h=1
M∑
n=Lm+1
(
1Uh+1\Uh(qn) · 1Vh+1(rn) + 1Uh(qn) · 1Vh+1\Vh(rn)
)
.
(4.21)
Analogously we also get
M∑
n=Lm+1
1[0,y)(xn) ≤
M∑
n=Lm+1
1U1(qn) · 1V1(rn)
+
H∑
h=1
M∑
n=Lm+1
(
1Uh+1\Uh(qn) · 1Vh+1(rn) + 1Uh(qn) · 1Vh+1\Vh(rn)
)
.
(4.22)
By using maximal Bernstein inequality we now shall give a lower bound on the proba-
bility that the system of inequalities
max
Lm+1≤M≤2m+1
∣∣∣∣∣
M∑
n=Lm+1
1Uh+1\Uh(qn)1Vh+1(rn)− 1Uh+1\Uh(qn)λ(Vh+1)
∣∣∣∣∣ > t, (4.23)
max
Lm+1≤M≤2m+1
∣∣∣∣∣
M∑
n=Lm+1
1Uh(qn)1Vh+1\Vh(rn)− 1Uh(qn)λ(Vh+1\Vh)
∣∣∣∣∣ > t, (4.24)
max
Lm+1≤M≤2m+1
∣∣∣∣∣
M∑
n=Lm+1
1U1(qn)1V1(rn)− 1U1(qn)λ(V1)
∣∣∣∣∣ > t (4.25)
holds for all sets Uh, Uh+1, Vh and Vh+1 with h ∈ {1, . . . ,H} and some t > 0 to specified
later. Set κ = κh = ⌈log2(h+ 2)⌉. By Lemma 3.1 and (4.19) for any h ∈ {1, . . . ,H} we
have
M∑
n=Lm+1
1Uh+1\Uh(qn) ≤
√
s ·
√
M − Lm
2κ
+ 1 +
∑
n∈{Lm+1,...,2m+1},
n≡γ (mod 2κ)
λ(Uh+1\Uh)
≤ (2m+1−κ + 1)λ(Uh+1\Uh) +√s ·√2m+1−κ + 1
(4.26)
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and
M∑
n=Lm+1
1Uh(qn) ≤
(
2m+1−κ + 1
)
λ(Uh+1\Uh) +
√
s ·
√
2m+1−κ + 1. (4.27)
Now let h ∈ {0, . . . ,H} be fixed and set Ah = Vh+1\Vh resp. Ah = Vh+1. Furthermore
define by fAh(x) = fAh(rn) = 1Ah(x) − λ(Ah) a real-valued function on [0, 1)d−s. We
now shall show that for any system of indices n1, . . . , nk with nl+1 − nl ≥ h + 2 for all
l ∈ {1, . . . , k − 1} the random variables fAh(rn) are stochastically independent, i.e.
P (fAh(rn1) = c1, . . . , fAh(rnk) = ck) =
k∏
l=1
P (fAh(rnl) = cl) . (4.28)
We only prove the case k = 2. The general case follows by induction. By (4.15) the set
Ah is a union of axis-parallel boxes such that each corner of any box is of the form(
2−(⌈log2(s+1)⌉+1)(h+2)as+1, . . . , 2
−(⌈log2(d)⌉+1)(h+2)ad
)
(4.29)
such that ai ∈ {0, 1, . . . , 2(⌈log2(d)⌉+1)(h+2)} for any i ∈ {s + 1, . . . , d}. Furthermore let
n, n′ ∈ {Lm + 1, . . . ,M} be two indices with n′ − n ≥ h+2. We define a decomposition
of [0, 1)d−s by
Σ =
{
d∏
i=s+1
[
2−(⌈log2(i)⌉+1)n
′
ai, 2
−(⌈log2(i)⌉+1)n
′
(ai + 1)
)
:
ai ∈
{
0, 1, . . . , 2(⌈log2(i)⌉+1)n
′ − 1
}
, i ∈ {s+ 1, . . . , d}
}
.
Note that by (4.29) the function fAh is constant on any box B ∈ Σ. For some c1 ∈ R
define
Σc1 = {B ∈ Σ : fAh(rn) = c1 for all r1 = (r1,s+1, . . . , r1,d) ∈ B} .
Since xn′,i = 2
(⌈log2(i)⌉+1)(n
′−1)x1,i for all i ∈ {s+ 1, . . . , d} we have fAh(rn′) = fAh(r′n′)
where r′n′ = (x
′
n′,s+1, . . . , x
′
n′,d) with x
′
n,i = 2
(⌈log2(i)⌉+1)(n
′−1)x′1,i is an instance of the
matrix for some initial value r′1 = (x
′
1,s+1, . . . , x
′
1,d) with x
′
1,i = x1,i+2
−(⌈log2(i)⌉+1)(n
′−1)ai
and ai ∈ {0, 1, . . . , 2(⌈log2(i)⌉+1)(n′−1) − 1} for all i ∈ {s + 1, . . . , d}. Therefore for any
c2 ∈ R and any B,B′ ∈ Σ we have
P (fAh(rn′) = c2|r1 ∈ B) = P
(
fAh(rn′) = c2|r1 ∈ B′
)
.
Hence for any c2 ∈ R and any B ∈ Σ we get
P (fAh(rn′) = c2) =
∑
B′∈Σ
P
(
fAh(rn′) = c2|r1 ∈ B′
)
P(r1 ∈ B′)
= P (fAh(rn′) = c2|r1 ∈ B)
∑
B′∈Σ
P(r1 ∈ B′)
= P (fAh(rn′) = c2|r1 ∈ B) .
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Moreover for any c1, c2 ∈ R we obtain
P (fAh(rn′) = c2|fAh(rn) = c1)
=
P (fAh(rn′) = c2, fAh(rn) = c1)
P (fAh(rn) = c1)
=
∑
B∈Σ P (fAh(rn′) = c2, fAh(rn) = c1|r1 ∈ B)P(r1 ∈ B)
P (fAh(rn) = c1)
=
∑
B∈Σc1
P (fAh(rn′) = c2|r1 ∈ B)
P(r1 ∈ B)
P (fAh(rn) = c1)
=P (fAh(rn′) = c2) .
Thus (4.28) is proved. Furthermore set
Q(Lm,M, γ) = {n ∈ {Lm + 1, . . . ,M} : qn ∈ Uh+1\Uh, n ≡ γ (mod 2κ)} ,
Q′(Lm,M, γ) = {n ∈ {Lm + 1, . . . ,M} : qn ∈ Uh, n ≡ γ (mod 2κ)} .
Then for h ∈ {1, . . . ,H} by Lemma 2.1 we have
P
(
max
M∈{Lm+1,...,2m+1}
∣∣∣∣∣
M∑
n=Lm+1
1Uh+1\Uh(qn) · 1Vh+1(rn)− 1Uh+1\Uh(qn)λ(Vh+1)
∣∣∣∣∣ > t
)
≤
2κ∑
γ=1
P

 max
n∈{Lm+1,...,M}
∣∣∣∣∣∣
∑
n∈Q(Lm,M,γ)
1Vh+1(rn)− λ(Vh+1)
∣∣∣∣∣∣ >
t
2κ


≤2
2κ∑
γ=1
exp

− t2/22κ
2
(∑
n∈Q(Lm,M,γ)
1
)
λ(Vh+1)(1 − λ(Vh+1)) + 2t/(3 · 2κ)

 .
Thus by (4.26) we obtain
P
(
max
M∈{Lm+1,...,2m+1}
∣∣∣∣∣
M∑
n=Lm+1
1Uh+1\Uh(qn) · 1Vh+1(rn)− 1Uh+1\Uh(qn)λ(Vh+1)
∣∣∣∣∣ > t
)
≤ 2κ+1 exp
(
− t
2/21.5κ
2m+3λ(Uh+1\Uh)λ(Vh+1) + 2
√
2 · √s ·
√
2m+1λ(Vh+1) + 2t/3
)
.
Furthermore (4.13) and (4.20) yield
P
(
max
M∈{Lm+1,...,2m+1}
∣∣∣∣∣
M∑
n=Lm+1
1Uh+1\Uh(qn) · 1Vh+1(rn)− 1Uh+1\Uh(qn)λ(Vh+1)
∣∣∣∣∣ > t
)
≤ 2κ+1 exp
(
− t
2/21.5κ
(8 + 2
√
2) · 2m−h + 2t/3
)
. (4.30)
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Similarly using (4.27) we get
P
(
max
M∈{Lm+1,...,2m+1}
∣∣∣∣∣
M∑
n=Lm+1
1Uh(qn) · 1Vh+1\Vh(rn)− 1Uh(qn)λ(Vh+1\Vh)
∣∣∣∣∣ > t
)
≤2κ+1 exp
(
− t
2/21.5κ
(8 + 2
√
2) · 2m−h + 2t/3
)
. (4.31)
Now set t = C1
√
d
√
2m+1
√
h · 21.5κ−h for a constant C1 > 0 to specified later. Observe
that by (4.13) we have t ≤ 2m−h+1C1.
Therefore by (4.30) we get
P
(
max
M∈{Lm+1,...,2m+1}
∣∣∣∣∣
M∑
n=Lm+1
1Uh+1\Uh(qn) · 1Vh+1(rn)− 1Uh+1\Uh(qn)λ(Vh+1)
∣∣∣∣∣ > t
)
≤4(h+ 2) exp

−
(
C1
√
d
√
2m+1
√
h · 21.5κ−h
)2
21.5κ(8 + 2
√
2 + 2C1)2m−h


≤4 exp
(
−
(
2C21
8 + 2
√
2 + 2C1
− 1
)
hd
) (4.32)
where the last line follows by (h+ 2) ≤ ehd for d ≥ 2. Similarly using (4.31) we have
P
(
max
M∈{Lm+1,...,2m+1}
∣∣∣∣∣
M∑
n=Lm+1
1Uh(qn) · 1Vh+1\Vh(rn)− 1Uh(qn)λ(Vh+1\Vh)
∣∣∣∣∣ > t
)
≤ 4 exp
(
−
(
2C21
8 + 2
√
2 + 2C1
− 1
)
hd
)
. (4.33)
For h = 0 set t = C2
√
d
√
2m+1 for some constant C2 > 0 to be specified later. Thus by
using a similar argumentation as above we get
P
(
max
M∈{Lm+1,...,2m+1}
∣∣∣∣∣
M∑
n=Lm+1
1U1(qn)1V1(rn)− 1U1(qn)λ(V1)
∣∣∣∣∣ > t
)
≤ 4 exp
(
− t
2/2
(8 + 2
√
2) · 2m + 2t/3
)
≤ 4 exp
(
− C
2
2
8 + 2
√
2 + 2/3 · C2
d
)
. (4.34)
Define
C3 =
2C21
8 + 2
√
2 + 2C1
− 1, C4 = C
2
2
8 + 2
√
2 + 2/3 · C2
. (4.35)
Observe that by (4.18) and sufficiently large constants C1, C2 resp. C3, C4 the system
of inequalities (4.23), (4.24) and (4.25) hold on a set of measure which is bounded from
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below by
1− 1
2
(2e)d(
√
5)3d · 4e−C4d − (2e)d
H∑
h=1
(
√
5)(h+3)d · 4e−C3d ≥ 1− ε
6 · 22d . (4.36)
Now we shall find some constants C1 and C2 such that (4.36) is true. It is easy to see
that for C3 ≥ 2.7 we have
4(50e)d
H∑
h=1
(
√
5)(h−1)de−C3hd = 4(50e)de−C3d
H∑
h=1
(
√
5e−C3)(h−1)d ≤ 4.1(50e)de−C3d.
Therefore we can estimate the left-hand side of (4.36) by
1− 1
2
(2e)d(
√
5)3d · 4e−C4d − (2e)d
H∑
h=1
(
√
5)(h+3)d · 4e−C3d
≥1−
(
2/(
√
5)d + 4.1
)
(50e)de−min(C3,C4)d
≥1− 4.5 · e(1+log(50)−min(C3,C4))d.
Thus (4.36) holds if
− log(4.5) + (min(C3, C4)− 1− log(50)) d ≥ log(ε−1) + log(6) + 2d.
By d ≥ 2 it can easily be shown that (4.36) is true for
min(C3, C4) ≥ 7.947 + log(ε
−1)
2
. (4.37)
By (4.35) this holds for
C2 ≥ 15.894 + log(ε
−1)
6
+
√
86.054 + (4 +
√
2) log(ε−1) +
(
15.894 + log(ε−1)
6
)2
and because of
√
A+B ≤ √A+√B we may choose
C2 = 14.575 + 5.748 log(ε
−1). (4.38)
Similarly (4.37) holds for
C1 ≥ 17.894 + log(ε
−1)
4
+
√
48.441 + 2.708 log(ε−1) +
(
17.894 + log(ε−1)
4
)2
.
Thus we may take
C1 = 15.907 + 2.146 log(ε
−1). (4.39)
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Therefore for any M ∈ {Lm+1, . . . , 2m+1} by using (4.22), (4.32), (4.33), (4.34), (4.35),
(4.36), (4.38) and (4.39) we get
M∑
n=Lm+1
1[0,y)(xn)
≤
M∑
n=Lm+1
1U1(qn) · 1V1(rn)
+
H∑
h=1
M∑
n=Lm+1
(
1Uh+1\Uh(qn) · 1Vh+1(rn) + 1Uh(qn) · 1Vh+1\Vh(rn)
)
≤
M∑
n=Lm+1
λ(UH+1)λ(VH+1) +
M∑
n=Lm+1
λ(VH+1)
(
1UH+1(qn)− λ(UH+1)
)
+ 2(15.907 + 2.146 log(ε−1))
√
d
√
2m+1
H∑
h=1
√
h · 21.5(1+log2(h+2))−h
+ (14.575 + 5.748 log(ε−1))
√
d
√
2m+1
with probability at least 1− ε/6 · 2−2d. Thus with
H∑
h=1
√
h · 21.5(1+log2(h+2))−h ≤ 27.917
we obtain
M∑
n=Lm+1
1[0,y)(xn)
≤
M∑
n=Lm+1
λ(UH+1)λ(VH+1) +
M∑
n=Lm+1
λ(VH+1)
(
1UH+1(qn)− λ(UH+1)
)
+ (902.726 + 125.568 log(ε−1))
√
d
√
2m+1.
By (4.12) and (4.19) we have
M∑
n=Lm+1
1[0,y)(xn)
≤(M − Lm)λ([0, βH+1(x)) + 2
√
d
√
2m+1 + (902.726 + 125.568 log(ε−1))
√
d
√
2m+1
≤(M − Lm)(λ([0, y)) + 2−H) + (904.726 + 125.568 log(ε−1))
√
d
√
2m+1
≤(M − Lm)λ([0, y)) + (908.726 + 125.568 log(ε−1))
√
d
√
2m+1
(4.40)
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on a set with probability at least 1 − ε/6 · 2−2d. Similarly by using (4.21) instead of
(4.22) we obtain
M∑
n=Lm+1
1[0,y)(xn)
≥
M∑
n=Lm+1
1U1(qn) · 1V1(rn)
+
H−1∑
h=1
M∑
n=Lm+1
(
1Uh+1\Uh(qn) · 1Vh+1(rn) + 1Uh(qn) · 1Vh+1\Vh(rn)
)
≥(M − Lm)λ([0, y)) − (908.726 + 125.568 log(ε−1))
√
d
√
2m+1
(4.41)
on the same set of probability bounded from below by 1− ε/6 · 2−2d. Therefore we have
proved (4.11) which finally concludes the proof of the Theorem.
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