Recently it has been found that the superposition of a strong and slow electric field with a weaker and faster pulse can significantly enhance the probability for non-perturbative electron-positron pair creation out of the vacuum -the dynamically assisted Sauter-Schwinger effect. Via the WKB method, we estimate the momentum dependence of the pair creation probability and compare it to existing numerical results. Besides the theoretical interest, a better understanding of this pair creation mechanism should be helpful for the planned experiments aiming at its detection.
I. INTRODUCTION
Quantum electrodynamics (QED), the theory of charged particles such as electrons and positrons interacting with the electromagnetic field, offers many interesting phenomena beyond standard perturbation theory (i.e., expansion into powers of the fine-structure constant α QED ). One prominent example is the Sauter-Schwinger effect [1] [2] [3] describing the creation of electron-positron pairs out of the QED vacuum by an electric field via tunneling. For a constant electric field E, the lowest-order pair creation probability scales as
where m is the mass and ±q the charge of the electrons and positrons. Since this expression does not permit a Taylor expansion in q, this phenomenon is a non-perturbative effect. Because the characteristic field strength E S (which is also called the critical field) is very large ∼ 10 18 V/m, this fundamental QED prediction has not been conclusively experimentally verified yet -in contrast to electron-positron pair creation in the perturbative multi-photon regime, see, e.g., [4] .
Furthermore, in spite of many efforts, see, e.g., [5] [6] [7] [8] [9] [10] , our understanding of this non-perturbative effect for nonconstant electric fields E is still far from complete. For example, recently it has been found [11] that the superposition of a strong and slow electric field with a weaker and faster pulse can significantly enhance the pair creation probability, see also [12] [13] [14] . In the following, we are going to present an analytic estimate of the momentum dependence of this enhancement mechanism via the WKB approximation (for more details, see also [15] ). These findings should be relevant for the planned experiments with optical lasers or XFEL (or a combination of both), see, e.g., [16] , which might facilitate the first conclusive observation of this effect. * e-mail: ralf.schuetzhold@uni-due.de
II. BASIC FORMALISM
We consider quantized electrons and positrons in an external (classical) electric field E with no magnetic field present B = 0. The field E is supposed to be purely timedependent E = E(t)e x and sub-critical E ≪ E S . Thus we can neglect the spin of the electrons and positrons and use the Klein-Fock-Gordon equation in temporal gage E =Ȧ where A is the vector potential ( = c = 1)
After a spatial Fourier transform, we get [17] 
We see that the momentum k ⊥ transversal to the electric field can be absorbed by a re-definition of the effective mass
Thus, we omit it in the following formulae for brevity.
The above equation is formally equivalent to a harmonic oscillator with a time-dependent potential
If we replace t by x, φ(t) by ψ(x), and Ω 2 (t) by 2m[E − V (x)], this equation has the same form as a onedimensional Schrödinger scattering problem with energy E and potential V (x). Therefore, a solution which initially behaves as φ in k (t) = exp{−iω k t} will finally evolve into a mixture of positive and negative frequencies
where the Bogoliubov coefficients α k and β k are related to the reflection R and transmission T amplitudes in the one-dimensional scattering theory picture via α k = 1/T and β k = R/T . The probability for electron-positron pair creation is given by P e + e − = k |β k | 2 .
III. RICCATI EQUATION
For slowly varying and sub-critical electric fields E(t), the Bogoliubov coefficients α k and β k can be derived via the WKB approximation. To this end, let us cast Eq. (4) into a first-order form
Since usual scalar product is not conserved by this evolution equation, it is useful to introduce the inner product
which is just the Wronskian of the original Eq. (4). Thus, the inner product of two solutions v and v ′ is conserved
As the next step, we expand the solution v(t) of Eq. (6) v
into instantaneous eigenvectors v ± (t) of the matrix
With the normalization
Finally, α(t) and β(t) are the instantaneous Bogoliubov coefficients, where we have separated out the WKB phase
This uniquely determines the evolution of α(t) and β(t) which we can obtain by inserting the expansion (9) into the equation of motion (6) and projecting it with the inner product (7) onto the eigenvectors v ± (t) (12) where we have used (
which is known as Riccati equation, see also [7, 18] .
IV. WKB METHOD
The Riccati equation (13) is still exact but unfortunately non-linear. The WKB approximation is based on the assumption that the rate of change of Ω(t) is much slower than the internal frequency Ω(t) itself. In our case,
this is satisfied if the strength E and the rate of change ω of the electric field E(t) are small compared to the mass, i.e., for E ≪ E S and ω ≪ m. In this limit, the phase factors e ±2iϕ are rapidly oscillating and the magnitude of R can be estimated by analytic continuation to the complex plane. In terms of the phase variable ϕ, the Riccati equation (13) reads
Now analytic continuation to the upper complex halfplane ϕ → ℜϕ + iℑϕ = ℜϕ + iχ shows that R becomes exponentially suppressed R ∼ e −2χ . The degree of this suppression depends on the point where the analytic continuation breaks down. Since e ±2iϕ is analytic everywhere, this will be determined by the term ln Ω. Typically, one can go into the upper complex half-plane until one hits the first zero of Ω at t * , i.e., Ω(t * ) = 0. These points t * in the complex plane are analogous to the classical turning points in WKB. Consequently, we find
So far, this is only an order-of-magnitude estimate. However, it can be shown [19] that this expression becomes exact (under appropriate conditions) in the adiabatic limit (roughly speaking, m ↑ ∞), i.e., that the pre-factor in front of the exponential tends to one. In case of more than one turning point, the one with the smallest χ * , i.e., closest to real axis (in the complex ϕ-plane) dominates. For multiple turning points with similar χ * , there can be interference effects [7, 9] .
V. DOUBLE SAUTER PULSE
Now we are in the position to apply the above method to the double Sauter pulse studied in [11] 
Note that the Dirac equation in the presence of a single pulse (e.g., E 2 = 0) of that type can be solved exactly. This solution has already been used by Sauter [1] even though with t and x interchanged. The first term on the r.h.s. describes a strong and slow electric field profile while the second term corresponds to a much weaker and faster pulse with ω 1 ≪ ω 2 ≪ m and E 2 ≪ E 1 ≪ E S . The Keldysh [20] parameters of the two pulses are supposed to be small γ 1 = mω 1 /(qE 1 ) ≪ 1 and large γ 2 = mω 2 /(qE 2 ) ≫ 1, respectively, while the combined Keldysh parameter introduced in [11] 
is of order one. For time scales where the second (fast) pulse contributes, we may approximate the first (slow) pulse by a constant field E 1 due to ω 1 ≪ ω 2 . Thus the vector potential becomes
and the condition Ω(t * ) = 0 for the turning points reads
Due to the periodicity of the function tanh(ω 2 t), there are infinitely many solutions. However, we are mainly interested in those close to the real axis -which have the smallest value of χ * . For E 1 ≫ E 2 , we may approximate the two most relevant solutions t * and t ′ * via
Note that this approximation breaks down when γ c approaches π/2, so we will assume γ c > π/2 in the following, see also [11] . The first solution t * is basically the same as for the slow pulse alone (i.e., E 2 = 0), while the second one t ′ * is obviously tied to the fast pulse. Again using E 1 ≫ E 2 , we may derive the associated exponents χ * and χ ′ * . For the normal solution t * , we reproduce the usual value given solely by the slow pulse
With P e + e − ∼ |β 2 k | ≈ |R 2 | ∼ e −4χ * , we verify Eq. (1). This result is independent of k x because we have approximated the slow pulse by a constant field. The anomalous solution t ′ * , on the other hand, yields
with f (x) = x √ 1 + x 2 + arcsinh(x). In this form, the dependence on k x is perhaps not so obvious. Thus, let us Taylor expand this expression in powers of k x
The momentum-independent result in the first line was already derived in [11] via the word-line instanton method, but this method did not yield any information about the momentum dependence in the second line.
VI. DISCUSSION
For the dynamically assisted Sauter-Schwinger effect [11] , we estimated the momentum dependence in Eqs. (23) and (24) via the WKB method. The strong and slow pulse alone is represented by the normal turning point t * with χ * in Eq. (22). It has a broad momentum distribution (∆k x ) 2 /m 2 ∼ 1/γ 2 1 ≫ 1 which can be explained by the uncertainty ∆t ∼ 1/ω 1 of the creation time: Particles that are created earlier have more time to be accelerated by the strong electric field than others which are produced later [17] . The dynamically assisted effect, on the other hand, corresponds to the anomalous turning point t ′ * determined by the weak and fast pulse. Thus, the creation time is far less uncertain ∆t ∼ 1/ω 2 and -as one would expect -it has a much narrower width, even though it is probably hard to guess the precise scaling (∆k x ) 2 ∼ qE 4γ 2 c − π 2 beforehand. Consistent with [11] , this window closes for γ c ↓ π/2, after which the enhancement disappears. For γ c < π/2, the normal turning point t * dominates χ * < χ ′ * . Let us compare our findings with the numerical results in [14] obtained via the quantum kinetic approach. In Fig. 1 , we plot the numerical data from Fig. 5a of [14] as well as |R| 2 = |c * exp{−2ϕ(t * )} + c ′ * exp{−2ϕ(t ′ * )}| 2 , where ϕ is the complex phase in Eq. (11). The two WKB turning points t * and t ′ * can be obtained exactly, but our WKB method does not yield the pre-factors c * and c ′ * , which can also depend on p in general. Neglecting this p-dependence, we may estimate the normal pre-factor c * by comparison to the case of a single pulse (i.e., E 2 = 0) which facilitates an analytic solution. The anomalous pre-factor c ′ * , on the other hand, was chosen (fitted) to match the numerical results. After that, the agreement between the analytic and the numerical results is surprisingly good -given that the employed values E 1 = E S /4, ω 1 = 10 4 eV, E 2 = E 1 /10, and ω 2 = 5 × 10 5 eV do not satisfy our underlying assumptions E 2 ≪ E 1 ≪ E S and ω 1 ≪ ω 2 ≪ m very well. Note that the difference between c * and c ′ * also indicates that we are not deep in the adiabatic limit (m ↑ ∞). Furthermore, one should be very careful with the order of the various limits in this multiple-scale problem. For example, the adiabatic limit (m ↑ ∞) does not commute with the limit E 2 /E 1 ↓ 0 since the dynamically assisted Sauter-Schwinger effect given by c ′ * should vanish for E 2 = 0. Finally, the oscillations visible in Fig. 1 (and Fig. 5a of [14] ) can be explained nicely by interference effects [7, 9] of the two turning points t * and t ′ * . The interferences are most pronounced where the two contributions c * exp{−2ϕ(t * )} and c ′ * exp{−2ϕ(t ′ * )} are equally strong, which happens around k x ≈ ±m eff in this case.
VII. OUTLOOK
It might be interesting to generalize the above findings to other pulse profiles such as
with f 1 (0) = f 2 (0) = 1 as well as ω 1 ≪ ω 2 ≪ m and E 2 ≪ E 1 ≪ E S . For a broad class of functions, for example f 2 (x) = 1/(1 + x 2 ) 2 , we expect to obtain qualitatively the same picture as discussed above. Again, the normal turning point t * will have basically the same value as in Eq. (21) and the anomalous turning point t ′ * will be very close to the singularity of f 2 , in our example t ′ * ≈ i/ω 2 . As before, for small values of the combined Keldysh parameter γ c in Eq. (18), the contribution of the normal turning point t * dominates -but if γ c exceeds a critical value of order one, the anomalous turning point t ′ * becomes stronger than the normal one and we get dynamically assisted pair creation. For other profiles, such as f 2 (x) = exp{−x 2 }, however, the anomalous turning point t ′ * logarithmically depends on the ratio E 1 /E 2 and thus the mechanism of dynamically assisted pair creation (including the threshold value for γ c ) will also depend on E 1 /E 2 , in contrast to the case considered above.
