An observer moving through a scene must be able to identify moving objects. Psychophysical results have shown that people can identify moving objects based on the speed or direction of their movement relative to the optic flow field generated by the observer's motion. Here we show that a model that uses speed-and direction-tuned units, whose responses are based on the response properties of cells in the primate visual cortex, can successfully identify the borders of moving objects in a scene through which an observer is moving.
Introduction
When an observer moves through the world, the motion of images on the retina form a dynamic pattern known as the optic flow field. This motion contains a wealth of information about the world around the observer, including information about the observer's direction of motion, the relative distance to objects in the visual field and whether or not objects are moving relative to the rest of the scene (Clocksin, 1980; Gibson, 1950; Longuet-Higgins & Prazdny, 1980; Nakayama & Loomis, 1974; Royden & Picone, 2007; Thompson & Pong, 1990) . In terms of recognizing moving objects, it is clear that moving observers can detect objects that are moving relative to the scene, but it is unclear how the visual system accomplishes this task. The difficulty arises because the observer's own motion creates motion throughout the visual image, even for images of stationary items, and thus the image motion of the self-moving object is not unique. While there have been several theoretical models proposed that could detect moving objects within the optic flow field (Hildreth, 1992; Thompson & Pong, 1990) , there has been no analysis of how these mechanisms could be implemented by biological neurons. In the current study, we show how a model that is based on the response properties of neurons in the primate visual system, using operators with speed-and direction-tuned responses to motion, can be extended to detect moving objects in the visual scene.
Theoretical considerations
When an observer moves in a straight line through a stationary scene, the optic flow field forms a radial pattern (Fig. 1a) . The center of this pattern, where the image motion is zero, is known as the focus of expansion (FOE) and corresponds to the observer's direction of motion, or heading. A moving object in the scene may introduce image velocities that are inconsistent with this pattern (Fig. 1b) , and this inconsistency, in theory, can be used to detect the presence of a moving object. Thompson and Pong (1990) proposed a computational model in which one could identify a moving object if its motion differed in direction or speed from the expected optic flow field generated from a given camera motion. In their analysis they noted that knowledge of the relative depth of points in the scene, either from binocular stereo or monocular depth cues such as familiar size, can aid in detecting moving objects based on motion discontinuities.
When the observer is rotating as well as translating, such as when moving on a curved path or tracking an object with eye or head movements, the optic flow field becomes considerably more complex (Fig. 1c) , making it more difficult to detect a moving object. Longuet-Higgins and Prazdny (1980) presented a mathematical analysis that showed how one could use local motion subtraction of image velocities to eliminate image motion due to rotation. The resulting difference vectors form a radial pattern with a center coinciding with the observer's translational direction of motion. Rieger and Lawton (1985) further showed that one could compute heading reasonably accurately using motion subtraction for two points separated on the image plane by a small amount. Hildreth (1992) showed that one could use local motion differences to determine an observer's direction of motion. Once the direction of motion is known, moving objects can be identified based on difference vectors whose angle does not fit the expected radial pattern for that observer heading.
The theoretical models discussed above rely on accurate measurements of both the direction and speed of 2D image velocities within a region of the visual field to compute the heading and the location of moving objects. This might lead one to assume that biological visual systems would also need to compute image velocities relatively accurately to accomplish these tasks. Because the initial neural processing of motion in primate visual cortex involves tuned responses to the direction and speed of motion (Maunsell & van Essen, 1983) , an additional stage of processing would be required to compute the actual speed and direction of motion. For example, Priebe and Lisberger (2004) and Perrone (2012) have shown how this can be accomplished. Here, we ask whether one can accomplish these tasks without calculating speed and direction of image motion explicitly.
The model presented here is an extension of a model (Royden, 1997; Royden & Picone, 2007) that is based on the analysis of Longuet-Higgins and Prazdny (1980) , but uses mechanisms that are based on the response properties of neurons in the primate visual system, such as speed-and direction-tuning, to compute heading. Here we extend the model to identify the borders of self-moving objects in the scene, by identifying locations where local motion differences lead to responses that differ from those expected for motion through a stationary scene.
Psychophysical evidence
It is clear from everyday experience that people can detect and interact with moving objects in a scene. Sports players can track moving balls and other players, and drivers can identify other moving vehicles or pedestrians in the scene. Royden and Connors (2010) showed that people can detect a moving object whose angle of motion differs from the radial flow pattern generated by an observer moving in a straight line. They reported a threshold detection angle of 10.3 deg deviation from the radial flow lines. They also noted that the global pattern was important for this detection, since people performed much more poorly when detecting an object deviating from a deformation pattern. Royden and Moore (2012) showed that people can also detect moving objects based on their speed. In their experiments, people detected objects whose speed was either 1.4 times faster or 0.6 times slower than it would be if it were part of the optic flow field (a 40% change in each case). From these two studies it is clear that people can detect an object for which the image motion varies in angle or speed from the optic flow field generated by an observer's straight line motion. Warren and Rushton (2007 , 2008 , 2009 Rushton & Warren, 2005) have examined people's judgments of object trajectory when they are moving, and shown that the visual system appears to subtract out the optic flow due to the observer's own motion when computing the trajectory of the moving object. How this subtraction is accomplished by the visual system is an open question. Here we examine one potential model for motion subtraction to detect moving objects based on the response properties of neurons in the primate visual cortex.
The computational model

Mathematical derivation
The model for computing heading has been described in detail previously (Royden, 1997; Royden & Picone, 2007) , but we provide a description of the main features here. To understand the mechanisms used by the model, we first review the mathematical underpinnings for determining heading for an observer undergoing both translation and rotation, as first analyzed by Longuet-Higgins and Prazdny (1980) . They showed that, for an observer moving with instantaneous translational velocity given by a vector (T x , T y , T z ) and rotational velocity given by the vector (R x , R y , R z ), one can calculate the image velocity for a point P = (X, Y, Z), whose image projects onto an image plane at position p = (x,y) = (X/Z, Y/Z), if the image plane is one unit of distance from the center of projection. Given these parameters, the velocity of image point, p, is given by
where v x and v y are the horizontal and vertical components of the image velocity, respectively. Longuet-Higgins and Prazdny (1980) noted that these equations are separable into two components, one of which depends on observer translation but not rotation, and the other depends only on the rotation. The component that depends on translation is also inversely proportional to the depth, Z, of the image point, whereas the component dependent on rotation does not depend on depth. Therefore, if one could measure the image velocities for two points at different depths along a line of sight, e.g. on either side of a depth edge, then subtracting one of these velocity vectors from the other generates a difference vector given by
where v xd and v yd are the horizontal and vertical components of the difference vector and Z 1 and Z 2 are the depths of the two points in space. Note that the difference vectors depend only on the observer's translational motion. The rotational motion has been eliminated. Longuet-Higgins and Prazdny (1980) showed that these difference vectors form a radial pattern, the center of which corresponds to the observer's translational direction of motion. Thus, one can use the difference vectors to compute the observer's heading direction. The analysis of Longuet-Higgins and Prazdny relies on an observer moving through a stationary scene. If there are self-moving objects present in the scene, then the difference vectors generated at the borders of those objects will differ from the radial pattern generated by the difference vectors. Our model, described below, uses neural-based mechanisms to estimate the difference vectors throughout the visual field and from these estimate the observer's direction of motion. In this study, we extend the model to identify locations where the difference vectors do not fit the radial pattern, and thus indicate the possible presence of a moving object.
Model using speed and direction tuned units
The Longuet-Higgins and Prazdny (1980) analysis cannot be used directly to compute observer heading, because in practice one cannot measure two different image velocities along the same line of sight. Rieger and Lawton (1985) showed that performing the vector subtraction for image velocities separated by a small amount on the image plane can also yield good estimates of observer heading. However, the visual system does not compute precise image velocity vectors, but rather has motion sensitive neurons that are tuned to the speed and direction of the 2-dimensional image motion in their receptive fields (Maunsell & van Essen, 1983) . Thus, our model makes use of operators whose responses to motion are tuned to speed and direction, similar to the response properties of cells in the primate middle temporal visual area, MT (Maunsell & van Essen, 1983) . In addition, the model operators have receptive fields that are divided into an excitatory region and an adjacent inhibitory region, based on the classical receptive field and adjacent inhibitory surrounds described for some MT cells (Allman, Miezin, & McGuiness, 1985; Raiguel et al., 1995; Xiao et al., 1995) . The excitatory and inhibitory regions approximate the motion subtraction that eliminates the observer rotation component in the image velocities.
The model for computation of heading consists of two layers of cells (Fig. 2) . In the first layer, each region of the visual field is processed by a group of cells whose receptive fields vary in terms of their direction tuning, their speed tuning and the orientation of the axis between the excitatory and inhibitory regions. The direction tuning is modeled as a cosine curve, with the response truncated at ±90 deg so the operator does not give negative responses. Thus the direction tuned response is given by the equation:
where v avg and / are the average speed and direction, respectively, of the image velocity within the excitatory (or inhibitory) region of the operator's receptive field, and h is the preferred direction of the operator. While we chose a cosine tuning curve based on the average tuning properties of cells in MT (Maunsell & van Essen, 1983) , previous studies have shown that the model also computes heading well with somewhat increased or decreased tuning widths (Royden, 1997) . Speed tuning is modeled as a Gaussian centered on the preferred speed of the operator, with the speed tuned response given by
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where R dir is the direction-tuned response and R pref is the preferred speed of the operator. This equation is based on the speed tuning properties of cells in MT (Maunsell & van Essen, 1983) .
The speed and direction tuned response is computed separately for the excitatory region and the inhibitory region of the operator. The full operator response is computed by subtracting the inhibitory response from the excitatory response. If the result is less than zero, the response of the operator is set to zero. Thus the full operator response is given by R op ¼ e The operator with the largest response in each region of the visual field projects to a second layer of cells that act as templates for radial patterns of input, each with a different center of expansion. A cell in this layer receives support from the previous layer if the preferred direction of motion of that cell matches the direction of the radial pattern for that template at that position. The preferred direction of the input cell must be within some threshold of the template direction, determined by the operator spacing. Furthermore, cells with receptive fields that are closer to the template cell's preferred center of expansion contribute more to its excitation than those further away, as described in Royden (2002) . These template cells have some properties in common with cells in the Medial Superior Temporal area (MSTd), such as a preference for radial patterns and for different locations of the center of the preferred pattern (Duffy & Wurtz, 1991; Duffy & Wurtz, 1995; Graziano, Andersen, & Snowden, 1994; Saito et al., 1986; Tanaka & Saito, 1989) .
The model computes heading well under a variety of conditions, including observer rotations (Royden, 1997) . It computes heading as well as humans when a moving object is present, showing a small bias when the object is over the focus of expansion (Royden, 2002 ). In addition it shows a bias in heading computation similar to that of humans when presented with an optic flow field consisting of a radial motion pattern superimposed on a field of laterally moving dots. In this case, both humans and the model show a bias in the direction of the laterally moving dots (Royden & Conti, 2003) . Furthermore, the response magnitudes of the cells in the first layer can be used as an indication of the relative sizes of depth edges in the scene, allowing for the construction of a relative depth map of the visual field (Royden & Picone, 2007) . Because the motion subtraction eliminates rotation effects, this depth map is stable even when the observer is rotating.
To extend the model to identify moving objects, we added a second stage to the computation. Once the heading is computed by identifying the maximally responding template cell in the second layer, the program examines the preferred direction and response magnitude of each of the maximally responding cells in the first layer. If any of these have a preferred direction that differs significantly from the direction expected in the radial pattern of the computed heading, that cell is identified as signaling a potential border for a moving object. Additionally, if any of the maximally responding first layer cells have a response magnitude that is significantly higher than the response magnitudes of other cells in the network, those cells are also identified as signaling potential moving object borders. The output of the model indicates the positions of potential moving object border by drawing a black circle at each location where it identifies a potential border. The diameter of the circle is proportional to the magnitude of the operator's response, which also serves as a measure of reliability, because operators with small responses tend to be more affected by noise in the system.
Model simulations
All simulations, unless otherwise noted, simulated observer motion toward two planes of 500 dots, half of which were at a distance of 400 cm and half were at 1000 cm from the observer. The background dots were randomly distributed within a 30 Â 30 deg viewing window. The 6 Â 6 deg object consisted of 50 dots and, unless otherwise noted, its center was located 7 degrees to the right and 7 degrees down from the center of the scene. The object was opaque, so no background dots overlapped the object's image position. The object was 400 cm from the observer. The observer's translational motion was simulated toward the specified heading at a speed of 200 cm/s. The object moved laterally with respect to the observer, with a speed of 52.6 cm/s (7.5 deg/s), unless otherwise noted. For each point in the scene, its image position and image velocity were calculated based on the observer or object motion parameters. The image velocities of the points were used as input to the model.
The viewing window was divided into a 13 Â 13 set of circular regions (representing the receptive fields), each of which was 2 deg in radius, similar to the size of the classical receptive fields of MT cells near the center of the visual field (Felleman & Kaas, 1984) . The centers of these regions were spaced every 2 deg, from À12 deg to 12 deg in both the horizontal and vertical directions, in order to adequately cover the full visual field. Each region was processed by a set of 2688 operators, which varied in preferred direction of motion, the angle of the differencing axis between the excitatory and inhibitory regions and the speed tuning. We used 24 preferred directions of motion, spaced every 15 deg from 0 to 360, 16 preferred differencing axes spaced every 22.5 deg, and 7 preferred speeds: 0.5, 1, 2, 4, 8, 16 and 32 deg/s. These parameters were chosen to cover the range of directions and speeds present in our stimuli. The response of each operator was calculated as described above. The second layer of cells consisted of 169 template cells, each tuned to a radial pattern. The centers of the patterns for this layer were spaced every 2 deg from À12 to 12 deg in both the horizontal and vertical directions.
Object detection using angle alone
We first tested the ability of the model to identify object borders based on the angle of the preferred direction of motion of the maximally responding operators. Potential moving object edges were identified for any maximally responding operator whose preferred direction of motion differed from the radial pattern of the computed heading by more than a given threshold angle. We tested thresholds of 15, 20, 25 and 30 deg. Fig. 3 shows an example of the flow field with the responses of operators identifying potential moving object edges for a threshold angle of 25 deg. It can be seen in the figure that most of the edges of the moving object are identified as potential moving object borders, with 11 of 12 possible edge positions yielding responses. However, it can also be seen that there are a number of scene positions, 17 out of a possible 153, that are also identified as potential moving object borders.
To quantify this result, we ran the simulation 5 times for each condition and found the average number of border positions and the average number of background positions identified as possible moving object borders. These are graphed in Fig. 4a as a percentage of the total possible operators (12 for the border and 153 for the background). The number of operators located at the border of the moving object that correctly responded ranged from 6.6 (55%) for the highest angle threshold of 30 deg to 9.6 (80%) for the 20 deg threshold. Generally the model had more difficulty identifying corners, presumably because the regions of the operator were not evenly distributed across the border in these cases. The number of background operators incorrectly indicating a moving object border ranged from 14.6 (9.5%) for a the 30 deg threshold to 37.6 (24.6%) for the 15 deg threshold. Unlike the operators on the border of the object, the operators that responded in the background tended to be scattered, and did not form lines or groups. Note that in all our simulations, operators on the interior of the object almost never indicated a potential border. This is likely because there is no depth variation in this region of the scene, so the operators' responses would tend to be zero.
It is clear that although lower angle thresholds give higher percentages of operators on the border of the object responding, they also lead to more noise, i.e. operators in the background part of the scene responding. The responding operators in the background had response magnitudes that were much smaller than those on the edges of the object, with a roughly 3.5-fold difference in the average response magnitudes between these two groups of operators. The average response magnitudes are shown in Fig. 4b .
Operators with small response magnitudes are more subject to noise generated by the random distribution of points within the operator's receptive field. We hypothesized that if the operators in the background were responding due to noise, then this noisy response would average out over multiple trials with different distributions of points, whereas the responses of operators on the actual borders of the object would be more consistent and therefore their responses would not average out. We therefore ran the simulation five times with different distributions of dots, and for each operator averaged the angle differences between the preferred direction of the maximally responding operator and the predicted radial flow field. We then used the averaged angle difference to identify potential borders of moving objects. We repeated this five times and the average numbers of locations on the border and in the background are shown in Fig. 4a , indicated by the dashed lines. This eliminated many of the background responses, but only decreased the number of border operators by a small amount. For example, for the 20 deg angle threshold, the number of border operators responding decreased by about 1, from 9.6 (80%) to 8.2 (68%), while the number of background operators decreased by 25, from 30.2 (19.7%) to 5 (3.3%).
One can also eliminate some of the noisy responses by setting a threshold level for the magnitude of the responses, with only operators whose responses exceed the threshold used for identification of moving objects. Fig. 4c shows the average percentage of operators responding on the border and in the background with the response threshold set to 0.05, which is approximately 80% of the median response magnitude for operators in the current conditions. The operators on the border of the object still identified between 6.8 (56%) and 8.8 (73%) positions, while the number of operators responding in the background was reduced to between 16.4 (10.7%) and 4 (2.6%). The dashed lines in Fig. 4c show the results using both noise reduction methods. We ran the simulation 5 times and averaged the angle differences over those 5 trials, then determined which operators exceeded both the angular and response magnitude thresholds. We repeated this 5 times and averaged the number of responding operators. The results show that the background noise is reduced to zero for the angular threshold of 30 deg. This decreased the number of correct responses by operators on the object border by a small amount, with the average number ranging between 7 (58%) for the 30 deg angular threshold and 8.8 (73.3%) for the 20 deg threshold. So there is a small tradeoff for reducing the number of noise responses in that 1 or 2 fewer operators on the border of the object give correct positive responses.
Object detection using speed alone
In theory, one can use speed differences to identify borders of moving objects. There are situations when this might be useful, for example when the optic flow vectors associated with the moving object are close to the same direction as the radial field generated by the observer. In this case, one can make use of speed differences to identify moving objects. Speed is a somewhat ambiguous cue, because speed can change due to a change in the depth of the scene or due to motion of the object. However, Royden and Moore (2012) showed that humans can use speed cues to identify moving objects in the scene, and Royden and Holloway (2007) showed that people perceive objects with image speeds faster than the background as moving. We first tested how well the model would identify the moving object by detecting locations where there is a large speed change between the background and the object, leading to a large operator response. For these simulations, we set the angular threshold to zero. Because the magnitude of the optic flow vectors increases with the distance from the focus of expansion, we normalized each response by dividing by the distance of the operator from the computed heading position (measured in degrees) and multiplying by 100. We then compared the normalized responses to a threshold magnitude. Only the normalized responses that were higher than the threshold were accepted as indicating potential moving object borders. As in the other simulations, we ran each simulation five times and recorded the average number of operators responding. Fig. 5 shows the results for normalized response thresholds ranging from 0.6 to 1.8. The lowest is slightly lower than the average normalized response (which for these conditions was 0.7). As might be expected, for the lowest threshold, nearly all positions on the object border were detected, with an average of 11.2 (93.3%) out of 12 operators responding, but there is also a large response from the background operators, with an average of 79.2 (51.8%) responding. As the response threshold increases, the number of operators responding decreases for both the border and the background. At a threshold of 1.0, roughly 1.5 times the average normalized response, there appears to be a good balance between the number of border locations correctly identified, at 8.6 (71.7%), and the amount of background noise, at 16.0 (10.5%). The response magnitudes were much less variable than the preferred angles of the maximally responding operators. When we ran the simulations 5 times and averaged the response magnitudes for each operator before comparing to the threshold magnitude, the results were very similar to the individual runs, as can be seen by comparing the dashed lines (computed using the averaging technique) and the solid lines in Fig. 5 , although there is some reduction in noise for the background for thresholds below 1.0.
Object detection using both angle and speed
We reasoned that we could combine angle and speed to maximize the number of operators on the border of the object that correctly indicated the presence of a moving object. In this set of simulations, we set an absolute response threshold of 0.05 (before normalization), and accepted any responses whose magnitude was above that and either had an angle above a given angle threshold or had a normalized response above a given normalized response threshold. Fig. 6 shows the results with a normalized response threshold of 1.0 and for angle thresholds ranging between 15 and 40 deg, spaced every 5 deg. The bold lines show the results when the responses are computed based on a single trial. As before, the simulations were run 5 times and the results averaged. The dashed lines show results when the responses were computed based on the angular differences and normalized responses averaged over 5 simulations. These results were also computed five times and averaged. The border of the object is identified very well, with the average number of operators on the border correctly identifying the moving object border ranging between 10.2 (85%) for the 40 deg threshold and 11.6 (96.7%) for a 15 deg threshold for the single trial condition. Averaging the angles and speeds over 5 trials before comparing them with the thresholds yielded only slightly smaller numbers, with between 9.2 (76.7%) and 10.8 (90.0%) of the operators correctly responding for the 40 and 15 deg thresholds respectively. The number of background operators incorrectly indicating a moving object ranged from 9.8 (6.4%) to 38 (24.8%) for the single trial condition. When the angles and speeds were averaged over 5 trials, these numbers decreased, ranging between 0.8 (0.5%) and 12 (7.8%) for the 40 deg and 15 deg threshold angles, respectively. Thus, the model is able to detect the border of a moving object reasonably well while generating fairly few noise responses in the background.
For the remaining tests, we chose an angle threshold of 25 deg, as it appears to give a reasonable compromise between detecting the moving object borders while not generating many responses in the background. We tested the effect of changing the object's speed, the object's location, the observer's heading and the observer's rotation. For each of these we used an angle threshold of 25 deg, a normalized response threshold of 1.0 and an absolute response threshold of 0.05. In each condition we tested the results when the identification of borders was based on a single simulation, with the numbers averaged over five runs. We also tested results when the identification was based on the angle and magnitude of responses averaged over 5 trials. The numbers of operators responding were then averaged from the results of 5 repetitions.
Effect of object speed
We tested eight object speeds evenly spaced between 12.5 cm/s (1.8 deg/s) to 100 cm/s (14 deg/s) using the thresholds described above. Fig. 7a shows the results. As expected, few of the object border positions are detected for the lowest speeds. The number rises quickly and for speeds of 37.5 cm/s (5.4 deg/s) and above the model detects on average more than 8.8 (73.3%) locations, rising to nearly 100% for the fastest speed. The background response stays fairly constant, detecting a maximum of 28 (18.3%) for the 1 trial condition and a maximum of 3.4 (2.2%) for the averaged condition.
Effect of object location
We tested 9 object locations, with the object center located at all combinations of À7, À1 and +7 deg in the x and y directions. The results are shown in Fig. 7b . The results did not vary much for either the object border or the background. The number of operators correctly indicating the object border ranged from 10.2 (85%) to 12.0 (100%) in both the single trial and averaged trial results. For the background, the number of noise responses ranged from 19 (12.4%) to 25 (16.3%) in the single trial condition and from 1.0 (0.7%) to 4.2 (2.7%) in the averaged condition. Thus, the position of the object within the flow field does not appear to have a large effect on the model's ability to detect the object.
Effect of heading
We tested five heading directions, with the horizontal heading direction of À10, À5, 0, 5 and 10 deg from the center of the screen. The vertical direction was kept at zero. Fig. 7c shows the results. For the single trial condition, the number of object border locations identified increased from 6.8 (56.7%) to 11.8 (98.3%) between the leftmost heading of À10 deg to the rightmost heading of 10 deg. The results were quite similar for the 5 trial averaged condition. It seems likely that the decrease in the number of locations detected for the À10 deg heading is due to the fact that the flow field around the object has faster speeds for this heading and therefore the response magnitudes of the operators will be smaller and less likely to reach threshold. In addition, the angle of the flow field vectors near the object are more horizontal for this heading than for the other headings, and thus the angle of the difference vectors around the object are likely to be closer to the radial flow field pattern than for other headings tested.
The number of operators incorrectly identifying moving objects at non-object locations increases somewhat for the more peripheral headings, À10 and 10 deg. For the single trial condition, the number rises from 14.6 (9.5%) and 18.0 (11.8%) at the À5 deg and 5 deg headings, respectively, to 32 (20.9%) and 38.4 (25.1%) for the -10 and 10 deg headings, respectively. For the 5 trial averages, these numbers are 1.6 (1.0%), 2.8(1.8%), 8.0 (5.2%) and 8.2 (5.4%) for the À5, 5, À10 and 10 deg headings. The increase in noise at the more peripheral headings likely arises because the image velocities are higher at the edge of the scene opposite the peripheral heading, leading to higher response magnitudes, some of which exceed threshold.
Effect of rotations
One of the benefits of image motion subtraction for computing heading is that it eliminates the effects of observer rotation when computing heading direction. Thus, one would expect that rotation would not have a large effect on the identification of moving objects. We tested the model for a heading of (0, 0) and rotations about a vertical axis of 0, ±2.5 and ±5 deg/s. As can be seen in Fig. 7d , the model detected the borders of the object well for all rotations. For the single trial condition, the number of border operators correctly detecting an object border rose from 10.0 (83.3%) to 11.8 (98.3%) for the À5 and +5 deg/s rotations, respectively. The results were similar for the simulations that averaged over 5 trials. As with the results for heading, there was somewhat more noise for the higher rotation rates, with a maximum of 38.6 (25.2%) of scene operators detecting object borders in the case of the À5 deg/s rotation rate, and a minimum of 16.8 (11.0%) for the rotation rate of À2.5 deg/s. For the averaged trials, the maximum was 17.2 (11.2%) for a rotation rate of À5 deg/s and the minimum was 2.0 (1.3%) for a rate of 2.5 deg/s. As with the heading conditions, the increase is likely due to the faster image speeds at the edges of the viewing window that occur with the higher rotation rates.
Performance with deteriorated flow fields
When people view simulations of translational motion, i.e. without rotations, their ability to judge heading remains fairly robust in the presence of angular noise in the velocity field or when the density of points in the flow field is small (Foulkes, Rushton, & Warren, 2013a; Warren et al., 1991; Warren, Morris, & Kalish, 1988) . In addition, perception of the 2D trajectory of an identified moving object within a radial flow field remains fairly consistent at low dot densities and deteriorates slowly as angular noise is added to the velocity field (Foulkes, Rushton, & Warren, 2013b) . Finally, Warren, Rushton, and Foulkes (2012) showed that the radial flow field affects perception of object trajectory even when the flow field is only presented in half the visual field and the object is pres-ent in the other half. While Royden (1997) showed that the model's accuracy in detecting heading is fairly robust in the presence of angular noise, the other conditions were not tested. Therefore we tested how well the current model performed under similar conditions that deteriorate the quality of the flow field. In addition, we tested the model's accuracy for two different scene configurations: a 3D cloud of points and a ground plane. For each of these we used the same parameters used in Section 3.3, i.e., an angle threshold of 25 deg, a normalized response threshold of 1.0 and an absolute response threshold of 0.05.
Addition of angular noise
In this set of simulations, we added angular noise to the flow field. The direction of each velocity vector was perturbed by an additive angle chosen based on a zero mean Gaussian distribution. We tested the model's performance for standard deviations of 7.5 deg (low noise) and 15.0 deg (high noise), matching the parameters used in Foulkes, Rushton, and Warren (2013a) . Fig. 8a shows the results. For the single trial condition, the correct detection of the object border remained highly accurate at all noise conditions tested, averaging 11.2 (93.3%) for the zero and low noise conditions, and 11.0 (91.7%) for the highest noise condition. Results were similar for the simulations averaged over 5 trials, with the correct identification of 10.8 (90.0%), 11.2 (93.3%) and 10.2 (85.0%) operators on the object border for the zero, low and high noise conditions, respectively.
The number of operators incorrectly indicating an object border where there was none increased gradually with added noise, but the model did not fail catastrophically at any noise condition. For the single trial condition, the number of incorrectly responding operators was 20.8 (13.6%) , 26.2 (17.1%) and 51.0 (33.3%) for the zero, low and high noise conditions, respectively. For the conditions averaged over five trials, these numbers all decreased, as in other simulations, to 0.6 (0.4%), 4.2 (2.7%) and 15.2 (9.9%) for the three increasing noise conditions. So, as with previous studies of heading detection and judgment of object trajectory, the model's accuracy decreases slowly with added noise, with the overall accuracy remaining reasonably high even at the highest noise level.
Decreased flow field density
We tested the model's ability to identify moving objects as we decreased the density of the dot distribution in the simulated (-7, -7) (-1, -7) (7, -7) (-7, -1) (-1, -1) (7, -1) (-7, 7) (-1, 7) (7, scenes. To match the range of conditions used in (Foulkes et al., 2013a (Foulkes et al., , 2013b we tested the model with 10, 30, 50, 70, 100, 200 and 500 background dots. (Note that Foulkes et al. actually used 40% more dots in their model simulations than in the tests of human observers, so our 70 dot condition matches their 50 dot condition). The number of dots in the moving object was always one tenth of the number of background dots, e.g. there was 1 object dot for the 10 background dot condition and 50 object dots for the 500 background dot condition. The results of these simulations are diagrammed in Fig. 8b . For the single trial condition, the number of operators correctly detecting the border of the object remains high for the 500 and 200 dot conditions (11 and 11.2 operators responding), and steadily decreases for the lower dot densities. Much of the decrease is due to the fact that as dot density decreases, more operators will have zero dots within their receptive fields, and thus they will give no response. Interestingly, as the dot density decreases, we start to see some of the operators responding to the interior of the object, which almost always generates a zero response for high densities. This is because, for the lower dot densities, some of these operators will be stimulated only in the excitatory half of their receptive field, because no dots fall in the inhibitory region, and thus the excitatory response is not offset by an equal inhibitory response. These operators are often correctly identified as being part of a moving object. If these interior operators are counted, the number of operators correctly indicating a moving object stays fairly constant at 11 down to the 70 dot condition. This decreases to 10 for 50 dots and 8 for the 30 dot condition. Results were qualitatively similar for the results averaged over five trials, with the number of operators detecting moving object borders decreased slightly over the single trial conditions, as can be seen in Fig. 8b . Thus, to the extent that the operators within the moving object have information available, they continue to respond correctly in the low density conditions.
For the single trial simulations, the number of operators incorrectly detecting moving object borders where none exist increases slightly between the 500 dot and the 100 dot conditions, from 20 (13.1%) to 34.4 (22.5%) operators, respectively. The numbers then decrease as the dot density decreases further. This decrease reflects the fact that fewer operators have any dots at all falling within their receptive fields for the lower dot densities. The results for the five trial averages behave similarly, but the total number of operators incorrectly responding is greatly decreased over the single trial conditions. In this case the number of operators rises from 0.2 (0.1%) for 500 dots to 8.4 (5.5%) for 50 dots, and then decreases as the dot density is further reduced. Thus, the model responds similarly to humans as dot density decreases, with accuracy declining only slightly down to 50 dots in the flow field.
Object not overlapping the flow field
In this simulation, we tested how well the object could be detected when velocity vectors were present in only half the visual field and the object was present in the other half, such that the object and flow field did not overlap. The model simulation limited the positions of the background dots to the left half of the visual field and the object was positioned in the lower right, at (7, À7), as in the other simulations. As with the other simulations, the angle threshold was 25 deg, and the normalized response threshold was 1.0 with an absolute response magnitude of 0.05. For the single trial condition, all 12 (100%) border operators correctly detected a moving object every time. An average of 12.4 (8.1%) operators incorrectly detected an object border in the background. For the conditions that averaged five trials, again all 12 border operators correctly detected a moving object border, and the number of background operators incorrectly detecting a border decreased to 7.4 (4.8%). Thus the model performs very well in this condition.
3.4.4. Response to a 3D cloud or a ground plane Royden (1997) showed that the model computed heading well when presented with a 3D cloud of dots or a ground plane. This suggests that it will also perform well when detecting moving objects within these scenes. We tested model performance for a 3D cloud of points, where the depth of the 500 background points ranged between 400 and 1000 cm, and for a ground plane, positioned at -160 cm below eye-height and extending to 10,000 cm in the distance. For the 3D cloud of dots, an average of 11 (91.7%) operators correctly detected the object borders for both the single trial and five trial conditions. An average of 7.2 (4.7%) and 0.8 (0.5%) incorrectly signaled a moving object in the background for the single and five trial conditions, respectively. In the case of the ground plane, 11 (91.7%) operators correctly detected the object borders in the single trial condition and 11.4 (95%) detected them in the five trial condition. None of the background operators incorrectly detected moving object borders in either the single or the five trial condition. Thus, the model appears to perform at least as well for these scene conditions as with the two transparent planes, possibly exhibiting less background noise than for the two planes.
Discussion
We have shown that a model that uses operators with motion processing properties based on those of neurons in the primate visual cortex can accurately identify the borders of moving objects in a scene through which an observer is moving. The results are remarkably robust over changes in heading, object position, added rotations, added angular noise and decreased dot density. In addition, a moving object can be detected when it is spatially separated from the background, or when the scene consists of a 3D cloud of points or a ground plane.
The model uses speed and direction differences within the image plane to identify moving object borders. The importance of this demonstration is primarily in the fact that the model was able to identify the location of the object using operators that are tuned to direction and speed, but does not explicitly compute the image velocity at any stage. None of the neurons in the input layer signal the exact direction of motion within their receptive fields. Rather, the response is tuned to a preferred direction as are neurons in the Middle Temporal area (MT) of primate visual cortex. Similarly, none of the neurons in this model explicitly signal the precise speed of the image velocity within their receptive fields. Each neuron is tuned to a specific speed, and its response is modulated based on the tuning curve. Nonetheless, the model is able to identify the borders of moving objects in two steps, by first computing the heading and then comparing the preferred directions of the maximally responding cells in the first layer to the expected radial pattern.
The results of the simulations are not 100% accurate. Not every border position on the object is identified, and there is some residual noise in the background region where locations are incorrectly identified as belonging to moving objects. Some of the noise is due to the fact that the computations are carried out using instantaneous measurements of image velocity. No doubt the temporal integration of responses accomplished by neurons would average out much of the noise in the background. We have shown that averaging over multiple measurements does in fact reduce the background noise. In addition, the visual system has lateral interactions not modeled here that can enhance responses when there are neighboring regions with strong responses, and can inhibit responses of isolated cells. Thus, we feel the small amount of inaccuracy generated by our model is at an acceptable level for detection of moving objects.
Note that for our final sets of simulations, the normalized response threshold was set to about 1.5 times the mean normalized response for the operators in layer 1. This is similar to the threshold factor of 1.4 needed by humans to detect moving objects based on speed (Royden & Moore, 2012) . The chosen angle threshold of 25 deg was somewhat higher than the human angle threshold of 13 deg needed to detect moving objects (Royden & Connors, 2010) , since the lower thresholds generated more background noise. It seems likely, however, that if one incorporated noise reduction techniques such as temporal integration or lateral inhibition, or if there were more preferred directions of motion represented in the first layer of cells, one could use an angular threshold closer to 13 deg without generating much background noise. Thus, the model's ability to detect moving objects is consistent with that of humans.
The model presented here uses motion-subtraction operators that are loosely based on cells found in primate visual area MT, which have adjacent excitatory and inhibitory receptive fields (Allman, Miezin, & McGuiness, 1985; Raiguel et al., 1995; Xiao et al., 1995) that could, in principle, perform this subtraction. This model has the advantage that it eliminates observer rotations and makes it easier to compute observer translational heading. However, the motion subtraction is not a requirement for the moving object detection. For example, the model presented by Perrone and Stone (1994) that uses more complex template cells to compute observer motion parameters, could likely also use a comparison of the preferred motion directions in the first layer of cells with the directional pattern within their more complicated template cells to identify locations that differ from the expected pattern.
We have not attempted to model exactly how the comparison between the radial pattern template cells and the first layer cells might be accomplished biologically. However, it is easy to imagine that the cells in the first layer could project to a separate area in addition to the template layer shown here (e.g. the area MSTl, which may be involved in identifying moving objects (Eifuku & Wurtz, 1998) ). The radial template cells in the second layer of the model could inhibit the input of cells projecting to this second area if their preferred directions match the radial pattern. In this scenario, the only cells in this area that would respond would have input from regions in which the maximally responding cell (in the first layer) had a preferred direction that differed from that of the maximally responding template cell (in the second layer) that corresponds to the heading. There are undoubtedly other mechanisms that could also accomplish this computation. Warren & Rushton, 2008; Warren & Rushton, 2009; Rushton & Warren, 2005) have advanced a theory for computing the trajectory of moving objects within an optic flow field that they have termed ''flow parsing.'' According to this theory, the visual system somehow subtracts out the image motion generated by the observer's motion, and whatever image motion remains must be due to moving objects. While they have presented considerable psychophysical evidence consistent with this theory, they have not presented a specific model for how this parsing might be accomplished by neurons. The model presented here does not specifically subtract out the optic flow generated by observer motion, however the comparison required in the second stage of the object identification could be accomplished by a type of subtraction, or inhibition, as described above. Foulkes, Rushton, and Warren (2013b) have demonstrated that human ability to judge object trajectory decays in a manner similar to human ability to judge heading when challenged with flow fields with angular noise and reduced dot density. While we cannot compare our model responses directly with their results, because we are testing object detection and not trajectory, we have shown that our model's accuracy is similarly robust in the face of these manipulations of the flow field. In these cases our model is consistent with the idea of flow parsing.
One difference between the model mechanism presented here and the mechanism suggested for computing object trajectory is suggested by the results of a study by Warren, Rushton, and Foulkes (2012) in which they tested how people perceived object trajectory in the presence of overlapping radial and lateral optic flow fields. With this stimulus, people perceive an illusory shift of the focus of expansion in the direction of the lateral optic flow. The heading computed by our model in these conditions is consistent with that perceived by humans (Royden & Conti, 2003) . In contrast, Warren, Rushton, and Foulkes (2012) found that the perception of object trajectory was more consistent with a vector averaging model of computing the radial flow field. They concluded that object trajectory does not depend on a prior estimate of heading, whereas our current model requires an initial estimate of heading. It is difficult to relate our current results to theirs, since they were examining perception of the trajectory of a moving object that is clearly identified by color, whereas we are modeling the detection of a moving object when only velocity information is available. It is possible that the two tasks have a different dependence on heading computation. In addition, as pointed out above, the object detection performed by our model would likely work equally well if the heading were computed using a simple local vector averaging, consistent with Warren, Rushton, and Foulkes's (2012) results, rather than the motion subtraction used here. The differences would arise only in the presence of rotations. Royden, Banks, and Crowell (1992) and Royden, Crowell, and Banks (1994) presented evidence that the visual system makes use of extra-retinal signals to compute heading in the presence of eye-movements. While modeling the influence of extra-retinal signals is beyond the scope of this paper, we note that the responses of cells in MSTd are modulated by smooth-pursuit eyemovements (Komatsu & Wurtz, 1988) and this modulation may aid in heading judgments in the presence of eye movements (Bradley et al., 1996) . Because the responses of the operators in the second layer of our model resemble those of MSTd cells, this layer would be a good candidate for incorporating the effects of extraretinal information. Incorporating extra-retinal information into the model is a goal of future research in our lab.
One potential problem for any system that uses speed differences to identify moving objects arises from motion parallax, i.e. the dependence of image speed on the distance of a point from an observer (Rogers & Graham, 1979 ). An object that has a faster image motion than that of the rest of the scene could be a moving object, or it could simply be closer to the observer. If the distance is large enough, the current model would pick up a stationary object and identify it as moving. This problem could be eliminated if one had depth information about the points in the scene, which could be obtained from stereo information. Indeed, it has been shown that the addition of stereo aids in the perception of heading in the presence of rotations (van den Berg & Brenner, 1994) . Rushton, Bradshaw, and Warren (2007) showed that observers detect a moving object more quickly when stereo information is available, and Warren and Rushton (2009) have shown that the addition of depth cues aids in perception of object trajectory. Cutting and Readinger (2002) have shown that, under some conditions, observers appear to use pairwise comparisons of the motions of objects at different depths to identify a moving object. Their analysis requires information about the relative depth of the objects, and thus does not apply to conditions where depth cues are not available, such as those tested here. The use of stereo to disambiguate stationary from moving objects is the subject of ongoing research in our lab. We hope to be able to incorporate biologically-based stereo responses into the model in the future.
