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Abstract
In this paper, a planar system reduced from a neuronic equation is investigated. By using the qualitative analysis
method of ordinary differential equations, we obtain conditions for the existence of a unique limit cycle surrounding
a singular point and one or two limit cycles simultaneously surrounding three singular points.
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Jia and Li [4] discussed the dynamical behavior of a planar system of the form
dx
dt
=−x + a tanh(x − by),
dy
dt
= (x − y), (1)
where a > 0, b > 0, > 0, which is reduced from a neuronic equation. Let u=x−by, v=y, then system
(1) becomes (still using x and y instead of u and v, respectively)
x˙ =−(1+ b)x + a tanh x − b(1+ (b − 1))y,
y˙ = x + (b − 1)y. (2)
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The ﬁrst equation of system (1) yields
x¨ =−(1+ b)x˙ + a(sec h2 x)x˙ − b(1+ (b − 1))y˙.
Hence, it follows from the second equation of system (2) that
x¨ = − (1+ b)x˙ + a sec h2 xx˙ − b(1+ (b − 1))(x + (b − 1)y)
= − (1+ b)x˙ + a sec h2 xx˙ − b(1+ (b − 1))x
− b(1+ (b − 1))(b − 1)y.
Also from the ﬁrst equation of system (2), we have
−b(1+ (b − 1))y = x˙ + (1+ b)x − a tanh x.
Thus, we obtain
x¨ + (+ 1− a sec h2 x)x˙ + (x − a(1− b) tanh x)= 0
which is equivalent to the following Liénard system:
x˙ = y − [(+ 1)x − a tanh x],
y˙ =−(x − a(1− b) tanh x). (3)
Set
F(x)= (+ 1)x − a tanh x,
f (x)= F ′(x)= + 1− a sec h2 x,
G(x)= (12x2 − a(1− b) ln ch x),
g(x)= (x − a(1− b) tanh x).
It is easy to see that system (3) has only one singular pointO(0, 0) if a(1−b)1, and it has three singular
points
O(0, 0), A
(
x0,
(
+ 1− 1
1− b
)
x0
)
and B
(
−x0,−
(
+ 1− 1
1− b
)
x0
)
if a(1− b)> 1, where x0 is the positive zero point of g(x) (see [1]). The origin O is a saddle point, while
both A and B are foci. We also know from [1] that if a1+ , then system (3) has no periodic solutions.
Thus we will suppose a > 1+  in this paper and study the existence of periodic solutions of system (3).
First, we discuss the case that system (3) has the origin as its only singular point. In this case we have
Theorem 1. If a(1 − b)1, a > 1 + , then there exists a unique limit cycle surrounding the singular
point O(0, 0).
Proof. System (3) has a unique singular point O(0, 0) for a(1− b)1, a > 1+ . Clearly,
g(x)= (x − a(1− b) tanh x)
and
F(x)= (+ 1)x − a tanh x
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are odd functions and it holds that
g′(x)= (1− a(1− b) sec h2 x)> (1− a(1− b))0
for x > 0, and xg(x)> 0 for x 
= 0.
Now we assume that x1 is the only positive zero point of F(x). Then noting that
F ′(x)= f (x)= + 1− a sec h2 x, (+ 1)x1 = a tanh x1,
we have
F ′(x)= a tanh x1
x1
− a sec h2 x

a tanh x1
x1
− a sec h2 x1
= a[sh x1 ch x1 − x1]
x1 ch 2x1
= a[sh 2x1 − 2x1]
2x1 ch 2x1
> 0,
for x >x1.
Then from [5], it follows that there exists a unique limit cycle surrounding the singular point O(0, 0)
of system (3). This completes the proof. 
We remark that the above theorem was ﬁrst stated in [1] and the proof there is not true.
We now consider the case of a(1 − b)> 1, which ensures that system (3) has three singular points
A, O and B, and discuss the limit cycles surrounding a single singular point A or B, or surrounding
simultaneously the three singular points A, O and B.
First, from Theorem 8.1 in Chapter 8 of [1], we have the following lemma:
Lemma 1. Consider the generalized Liénard equation
x˙ = h(y)− F(x),
y˙ =−g(x). (4)
Assume that there exist 0< <  andM> 0 such that
h(y)=M|y| sgn y + O(|y|) f or |y|?1.
Let d = d()= (+ 1)((+ 1)/)/(+1), G(x)= ∫ x0 g(u) du, and assume
(1) G(1 − 0)=G(2 + 0)=+∞, and there exist x2 ∈ (2, 0) and x1 ∈ (0, 1) such that
G(x)> 0 and xg(x)> 0 f or x ∈ (2, x2) ∪ (x1, 1).
(2) There exist X0 ∈ (x1, 1) and 0< < /(+ 1) such that
F(x)dM1/(+1)[G(x)]/(+1) − [G(x)] for x ∈ (X0, 1),
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(3) There exist X′0 ∈ (2, x2) and 0c <d such that
F(x)< cM1/(+1)[G(x)]/(+1) for x ∈ (2, X′0).
Then all solutions of system (4) starting at a point in the region (2, 1) × (−∞,+∞) are bounded
positively.
Using the above lemma we can prove
Theorem 2. If a(1− b)> 1 and a > 1+ , then all solutions of system (3) are bounded positively in R2.
Proof. Clearly, the functionsG(x) andg(x) satisfy condition (1) ofLemma1,with (2, 1)=(−∞,+∞).
Take = 1,M = 1 and d = 2√2. Then if  
= 1, we have (+ 1)/√> 2 and hence
lim
x→+∞
F(x)√
G(x)
= + 1√

√
2> 2
√
2= d,
which implies that a positive constant X0 exists such that F(x)> d
√
G(x) for x >X0.
For  = 1, we have limx→+∞ F(x)/√G(x) = ( + 1/√)
√
2 = 2√2 = d. In this case, for x > 0
sufﬁciently large, we have
0< tanh x = e
x − e−x
ex + e−x 1,
and
ln(ch x)= ln e
x + e−x
2
= x + O(1),
G1/2(x)=
(
x2
2
− a(1− b) ln( ch x)
)1/2
=
(
x2
2
− a(1− b)x + O(1)
)1/2
= x√
2
(
1− 2a(1− b)
x
+O
(
1
x2
))1/2
= x√
2
(
1− a(1− b)
x
+O
(
1
x2
))
.
It follows that
|F(x)− dG1/2(x)|
G1/2(x)
= |2x − a tanh x − d(
1
2x
2 − a(1− b) ln( ch x))1/2|
G1/2(x)

|2x + a − d x√
2
(1− 2a(1−b)
x
)1/2|
G1/2(x)
= |2x + a − 2x(1−
a(1−b)
x
+ O( 1
x2
))|
G1/2(x)

|a + 2a(1− b)+ O(1/x)|
G1/2(x)
<MG−1/2(x)<G−1/4(x)
for a positive constant M and x large sufﬁciently. Thus
F(x)− dG1/2(x)
G1/2(x)
>−G−1/4(x) or F(x)> dG1/2(x)−G1/4(x)
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for x large sufﬁciently. Hence condition (2) of Lemma 1 holds with = 14 . Then the conclusion follows
from Lemma 1.
Without loss of generality, we can assume x0= 1 (i.e., g(1)= 0). Let a0= (+ 1)/ sec h2 1. In [1, pp.
216–217], we easily know that the foci A and B are unstable for a >a0 or a = a0, and stable for a <a0.
System (3) is equivalent to
x˙ = y,
y˙ =−
(
x − 1
tanh 1
tanh x
)
− (+ 1− a sec h2 x) y. (5)
System (5) forms a rotated vector ﬁeld about the parameter a ∈ R, since∣∣∣∣∣
y −
(
x − 1
tanh 1
tanh x
)
− (+ 1− a sec h2 x)y
0 −(− sec h2 x)y
∣∣∣∣∣= (sec h2 x)y20.
Then it follows from the theory of rotated vector ﬁelds [2,6,7] that
Lemma 2. For a <a0 and |a − a0|>1, system (5) has a unique unstable limit cycle only surrounding A
or B, respectively. And it monotonically enlarges as a decreases.
The limit cycle that appeared in the above lemma is called small. From Theorem 8.13 [1] we have the
following result.
Lemma 3. Assume that system (4) satisﬁes the following conditions:
(1) xg(x)> 0 for x ∈ (2, 0) ∪ (0, 1);
(2) f (0)< 0(> 0) and f (x)/g(x) monotonically increases (decreases);
(3) yh(y)> 0 for y 
= 0 and h(y) monotonically increases.
Then system (4) has at most one limit cycle on the region 2<x < 1, y ∈ R.
It is immediate from the above lemma that
Lemma 4. For a <a0, system (3) has at most one limit cycle only surrounding A or B, respectively.
Further, we have
Lemma 5. There exists a1<a0 such that
(1) for a= a1, system (3) has a pair of symmetric homoclinic orbits which pass through O and surround
A and B, respectively;
(2) for a1<a<a0, the system (3) has precisely two unstable small limit cycles only surrounding A or
B, respectively;
(3) for a <a1, the homoclinic orbits have broken (see Fig. 1).
Proof. By Lemma 4, we know that there is at most one limit cycle only surrounding A. By Lemma 2,
for a <a0 and |a − a0|>1, there exists a unique unstable limit cycle surrounding A. And it enlarges
monotonically as a decreases. On the other hand, for a = a∗ = 1+ <a0, system (3) has no limit cycle
(see [4]). It follows that there is a constant a1 satisfying a∗<a1<a0 such that for a = a1 the system
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Fig. 1. (a) a1<a<a0, (b) a = a1, (c) a <a1.
has a homoclinic orbit which passes through O and surrounds A. Hence, for a1<a<a0, the system has
a unique unstable small limit cycle surrounding A. The theory of rotated vector ﬁelds implies that the
homoclinic orbit has broken for a <a1. Then the conclusion follows from symmetry.
The pair of symmetric homoclinic orbits that appeared in the above lemma are usually called a double
homoclinic loop.
Theorem 3. For aa0, system (3) has a stable “large” limit cycle simultaneously surrounding three
singular points A, O and B, and does not have any small limit cycle. For a1<a<a0, there exist a stable
large limit cycle and a unique unstable limit cycle only surrounding A or B, respectively. For a = a1,
there exist a stable large limit cycle and a pair of symmetric homoclinic orbits surrounding A and B,
respectively (see Fig. 3).
Proof. By the non-intersection property of rotated vector ﬁelds and Lemmas 2, 4 and 5, system (3) has no
small limit cycle for aa0. Taking account of the boundedness of solutions and by Poincaré–Bendixson
theorem, a stable large limit cycle exists for aa0.
By Lemma 5, there exists a unique unstable limit cycle only surrounding A or B, respectively, for
a1<a<a0, and the stable large limit cycle still exists.
For a = a1, we have
div(y,−g(x)− f (x)y)|(0,0) = a1 − (+ 1)> 0.
By Theorem 7.19 in Chapter 7 of [1], the double homoclinic loop is unstable outside. Hence the
Poincaré–Bendixson theorem implies the existence of a stable large limit cycle. The proof is completed.

Theorem 4. There exists a∗<a2<a1 such that system (3) has a semi-stable large limit cycle for a= a2.
The semi-stable limit cycle has divided into two large limit cycles 2 ⊂ 1 for a2<a<a1, and it has
disappeared for a <a2.
Proof. By Theorem 3, a stable large limit cycle 1 surrounding the double symmetric homoclinic loop
exists for a = a1. By Poincaré–Bendixson theorem, the symmetric homoclinic loop will break into an
unstable large limit cycle 2 for a <a1. The limit cycle 1 shrinks and 2 enlarges as a decreases. Thus
there exists a2<a1 such that 1 and 2 become a semi-stable limit cycle at a = a2, and the semi-stable
limit cycle disappears for a <a2. This ends the proof. 
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From [3], we have the following result:
Lemma 6. Assume that there exist x′0< 0<x0 and x′2< 0<x2 such that system (4) satisﬁes h(y) = y
and
xg(x)< 0 for x ∈ (x′0, x0) and x 
= 0, xg(x)> 0 for x /∈ [x′0, x0];
f (x)0( /≡ 0) for x ∈ (x′2, x2), f (x)> 0 for x /∈ [x′2, x2].
Suppose further
(1) F(x0)0, F (x′0)0;
(2) f (x)[F(x)−F(x2)]/g(x) increases for x >x2, and f (x)[F(x)−F(x0)]/g(x) increases for x >x0;
(3) f (x)[F(x)−F(x′2)]/g(x) decreases for x <x′2, and f (x)[F(x)−F(x′0)]/g(x) decreases for x <x′0;
(4) G(x′2)0,G(x2)0 or G(x′2)=G(x2).
Then there exist at most two limit cycles simultaneously surrounding the three singular points of system
(4).
Lemma 7. Let a3 = sec h2 1/ sec h2 (1/ tanh 1)a0(> a0). Then for aa3, the functions f, g and F in
system (3) are such that f (x)[F(x)− F(x2)]/g(x) increases for x >x2 and f (x)[F(x)− F(x′2)]/g(x)
decreases for x <x′2. Here x2, x′2 are, respectively, the positive and negative zeros of f (x).
Proof. Clearly, aa3 if and only if sec h2 1/ tanh 1+ 1/a. Also, x2 is the positive zero point of f (x)
if and only if ( + 1)/a = sec h2 x2. Hence x2 increases as a function of a with x21/ tanh 1 when a
increases on aa3.
Notice that
F ′(x)= f (x)= + 1− a sec h2 x
= a(sec h2 x2 − sec h2 x)> 0.
ThusF(x) is a strictlymonotone increasing function on (x2,+∞). In particular,F(x)>F(x2) for x >x2.
Furthermore,
(
F(x)− F(x2)
x − x2
)′
= f (x)(x − x2)− (F (x)− F(x2))
(x − x2)2
= (+ 1− a sec h
2 x)(x − x2)
(x − x2)2
− [(+ 1)(x − x2)− a(tanh x − tanh x2)]
(x − x2)2
= a(tanh x − tanh x2)− a sec h
2 x(x − x2)
(x − x2)2
= a sec h
2 (x2 + (x − x2))(x − x2)− a sec h2 x(x − x2)
(x − x2)2
= a(sec h
2 (x2 + (x − x2))− sec h2 x)(x − x2)
(x − x2)2
,
where 0< < 1. Hence (F (x)− F(x2))/(x − x2) increases for x >x2.
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It is easy to see that
(
f (x)(x − x2)
g(x)
)′
= [f
′(x)(x − x2)+ f (x)]g(x)− f (x)(x − x2)g′(x)
g(x)2
.
Let
h1(x)= [f
′(x)(x − x2)+ f (x)]g(x)− f (x)(x − x2)g′(x)
a
.
Then, for x >x2
h1(x)= [2a sec h
2 x tanh x(x − x2)+ + 1− a sec h2 x](x − 1tanh 1 tanh x)
a
− (+ 1− a sec h
2 x)(x − x2)(1− 1tanh 1 sec h2 x)
a
= (2 sec h2 x tanh x(x − x2)+ sec h2 x2 − sec h2 x)(x − x2
− 1
tanh 1
(tanh x − x2 tanh 1))− (sec h2 x2 − sec h2 x)(x − x2)
(
1− 1
tanh 1
sec h2 x
)
= 2 sec h2 x tanh x(x − x2)
(
x − 1
tanh 1
tanh x
)
+ (x − x2)
tanh 1
sec h2 x(sec h2 x2 − sec h2 x)
− (sec h2 x2 − sec h2 x) 1tanh 1(tanh x − x2 tanh 1)> 0.
It follows that f (x)(x − x2)/g(x) increases for x >x2. Therefore, noting
f (x)[F(x)− F(x2)]/g(x)= f (x)(x − x2)
g(x)
F (x)− F(x2)
x − x2 ,
the function f (x)[F(x)− F(x2)]/g(x) increases for x >x2.
By symmetry the function f (x)[F(x) − F(x′2)]/g(x) decreases for x <x′2. The proof is completed.

Similar to the proof of Lemma 7, we have the following lemma.
Lemma 8. Let a4=(sec h2 1/ tanh 1)a0 (< a2).For system (3), if a4a <a0, then we have f (x)[F(x)−
F(x0)]/g(x) increases for x >x0 and f (x)[F(x)− F(x′0)]/g(x) decreases for x <x′0. Here x0, x′0 are,
respectively, the positive and negative zeros of g(x).
Theorem 5. For a <a4, system (3) does not have any limit cycle surrounding the three singular points
A, O and B.
Proof. For a <a4, we have F(1)> 0, F(−1)< 0. The ﬁgures of F(x), g(x), G(x) are shown as
in Fig. 2.
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Fig. 2. The ﬁgures of F(x), g(x), G(x).
Let 2 denote the region 0<y <x0<x <x1. We have
F ′(x)= f (x)= a(sec h2 x2 − sec h2 x)> 0 for x >x2,
which yields that F(x) is strictly increasing for x >x2. Let x3(> 0) and x′3(< 0) denote the zero points
of F(x). Then
F(y)0 for y ∈ (0, x3),
0<F(y)<F(x) for x3<y <x0<x <x1.
Hence the equation F(x)= F(y) has no solutions on the region 2.
Further, we have
F(y)<F(x′1)< 0, F (x)>F(x1)> 0
on the region 3: y <x′1, x >x′1.
Thus the equation F(x)= F(y) has no solutions on 3.
Recall that A and B are stable foci for a <a0. By Theorem 1.1 of [3] system (3) has no large limit
cycles for aa4. The conclusion follows.
Our main result is the following theorem.
Theorem 6. For aa0, system (3) has a stable large limit cycle and does not have any small limit
cycles. The large limit cycle is unique for aa3>a0. For a1<a<a0, it has a unique stable limit cycle
surrounding A, O and B and a unique unstable limit cycle only surrounding A or B, respectively. For
a=a1, it has a double symmetric homoclinic loop surrounding A, B and passing through O with a unique
stable limit cycle surrounding A, O and B. For a2<a<a1 the system has exactly two large limit cycles
surrounding A, O and B. For a= a2, it has a unique semi-stable limit cycle surrounding A, O and B, and
for a <a2 it does not have any limit cycle (see Fig. 3).
Proof. By Lemmas 6–8, system (3) has at most two large limit cycles for aa3 (> a0) or a4a <a0.
Furthermore, by Theorem 5, no limit cycle exists for aa4. Then the conclusion follows immediately
from Theorems 3 and 4.
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Fig. 3. (a) aa0, (b) a1<a<a0, (c) a = a1, (d) a2<a<a1, (e) a = a2, (f) a <a2.
We have studied the global behavior of limit cycles for the system (3). However, there is an open
problem left: Does it have a unique large limit cycle for a0a <a3?We guess that the answer is positive.
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