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We give an example of a central Wishart matrix W with one degree of freedom 
and scale matrix of rank 2 such that the diagonal entries of W are not associated. 
This allows us to conclude that no central Wishart matrix with one degree of 
freedom and scale matrix of rank greater than 1 is associated. We also employ the 
connection between association and infinite divisibility to show that, despite former 
evidence to the contrary, there exist Gaussian vectors such that the vector of 
squares is not infinitely divisible. Similarly, we obtain another proof of Levy’s result 
that no central Wishart matrix with scale matrix of rank greater than 1 is infinitely 
divisible. 0 1991 Academic Press, Inc. 
1. INTR~OUCTI~N 
Let X be a measurable space which has a partial order defined on it. 
Following Lindquist [8], we say that a X-valued random variable X is 
associated if Cov[f(X), g(X)] 2 0 for every pair of bounded, measurable 
functions f, g: X + R that are each increasing in the partial order. The 
special case of X = R” equipped with the partial order (x,, . . . . x,) < 
(Y r, . . . . y,) o xi < yi, 1 < i < n, was first considered in Esary et al. [3], 
building on ideas in Lehmann [6]. Since then, the dependence structure 
implied by this kind of condition has been found useful in establishing 
bounds and inequalities and in proving various limit theorems. We refer 
the reader to Lindquist [8] and Newman [lo] for good bibliographies. 
Here we consider the association properties of quadratic functionals of 
Gaussian vectors. We begin with an example of a Gaussian 3-vector 
(X,, X2, X,) for which (XT, Xi, X:) is not associated. This allows us to 
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show that any central Wishart matrix with one degree of freedom and scale 
matrix of rank greater than 1 is not associated (here we equip the additive 
semigroup of nonnegative definite matrices with the partial order A < B o 
B = A + C for some nonnegative definite matrix C). 
We then exploit the connections between infinite divisibility and associa- 
tion to conclude that, despite previous evidence to the contrary, there are 
Gaussian vectors for which the vector of coordinatewise squares is not 
infinitely divisible. In a similar vein, we obtain another proof of the result 
due to Levy that the central Wishart distribution with scale matrix of rank 
greater than 1 is not infinitely divisible. 
2. THE EXAMPLE 
Let Z= (Z,, Z,, Z,) be a row vector of independent, standard normal 
random variables. Set Xi = (Z, - Z,)/$, X2 = (Z, - Z,)/@, and X3 = 
(Z, -Z,)/&‘. The random vector X= (Xi, X2, X,) is Gaussian with mean 
zero and covariance matrix 
We claim that the 
is not associated. 
Suppose, to the 
to W: given by 
property (P4) of 
associated. 
1 -+ -4 
c= -4 1 -+ . [ 1 -$ -; 1 
random vector 
Y=(XT,X:,X:)=diag(X’X) 
contrary, that Y is associated. Since the map from RI 
(yi, y,, y3) H (y, y,, y3) is increasing, we see from 
Esary et al. [3] that the pair (Y, Y,, Y,) is also 
A straightforward calculation using Wick’s theorem or the representation 
ofXintermsofZshowsthatE[Y,Y,Y,]=E[Y,Y,]E[:Y,]=~,andso 
Cov[ Y, Y2, Y,] =O. Lemma 3 of Lehmann [6] gives that Y, Y, and Y, 
are independent. 
The conditional distribution of (Xi, X,) given X, is Gaussian with mean 
( - iX3, - ix,) and covariance matrix 
3 1 -1 
4-1 1 ( > 
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and another easy calculation shows that 
EC y, y* I Y,l = ECEC YI y* I x,1 I Y,l 
=(Y;-6Y,+27)/16, 
which contradicts the independence of Y, Yz and Y,. 
Given this example, it is natural to ask what conditions on a centred 
Gaussian vector (Vi, . . . . V,) ensure that (V:, . . . . Vi) is associated. We 
conjecture that it is necessary and sufficient to require that (cl V,, . . . . E, V,) 
is associated for some choice of signs .si E { + 1, - 1 } and, from Pitt [ 111 
we see that this will occur if and only if all elements of the covariance 
matrix of the resulting Gaussian vector are nonnegative. We are unable to 
provide a proof. 
As a sidelight on this point, we remark that a commonly used sufficient 
condition for association in [w” is the MTP, condition (see, for example, 
Karlin and Rinott [S]). It is elementary that the distribution of (V,, . . . . V,) 
is MTP, if and only if the off-diagonal elements of the inverse of the 
covariance matrix are nonpositive. Theorem 3.1 of Karlin and Rinott [S] 
states that the distribution of (I Vi 1, . . . . I V, I) is MTP, if and only if the dis- 
tribution of (ai V,, . . . . E, I’,) is MTP, for some choice of signs si E ( + 1, 1 }, 
l<i<n. 
3. ASSOCIATION 
Let W be a random nonnegative definite m x m matrix possessing the 
central Wishart distribution with one degree of freedom and scale matrix 
A. As we stated in the Introduction, we can use the example of Section 2 
to show that if n has rank greater than 1 then W is not associated. 
If ,4 has rank greater than 1 then there is a 3 x m matrix S such that 
S WS’ has the same law as X’X, where X is as in Section 2 (note that C has 
rank 2). The map A H diag(SAS’) from the space of m x m nonnegative 
definite matrices to lR: is increasing. We therefore see from Theorem 3.2 of 
Lindquist [S] that if W was associated then X’X would also be associated. 
Of course, if /i has rank 1 then we can write W= UA, where U is a xi 
random variable and A is a fixed matrix; and it follows from property (P3) 
of Esary et al. [3] and Theorem 3.2 of Lindquist [8] that W is associated. 
4. INFINITE DIVISIBILITY 
Suppose that (B(t): t > 0} is a standard, one-dimensional Brownian 
motion. It follows from Shiga and Watanabe [13] that for any choice of 
indices t,, t,, . . . . t, the random vector (B(t,)*, . . . . B(t,)*) is infinitely 
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divisible. Also, if (V,, . . . . I’,) is a centred Gaussian vector with covariance 
matrix of the form E[Vf] = 1 and E[ Vi Vi] = p, i #j, for p 2 0 then it is 
shown in Moran and Vere-Jones [9] that (I’:, . . . . I’:) is infinitely divisible 
(although the condition p 20 is not explicitly stated, this is evidently 
assumed by the authors-see, for example, the claim following Eq. (13) 
regarding the nonnegativity of the coefficients in the expansion for negative 
powers of the “bracketed term”). The same authors also prove a similar 
result for another covariance structure in the case n = 3. 
One might expect on the basis of this evidence that the square of any 
Gaussian vector is infinitely divisible. This, however, is not the case. Let X 
be the vector constructed in Section 2, then it follows from Corollary 3.5 of 
Burton and Waymire [l] (see also Evans [4]) that if Y= (Xf, Xi, Xi) 
was infinitely divisible then Y would also be associated. 
The example also shows that any central Wishart matrix with scale 
matrix of rank greater than 1 is not infinitely divisible. To see this, it 
obviously suffices to consider the case of one degree of freedom. If W is 
such a matrix then there is a 3 x m matrix S such that SWS’ has the same 
law as X’X Thus if W was infinitely divisible then diag(X’X) would be 
also. We refer the reader to Levy [7], Shanbhag [12], and Peddada and 
Richards [2] for stronger results in this direction. 
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