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1. Introduction
Let G = (V(G), E(G)) be a simple graph with n vertices and A(G) be the (0, 1)-adjacency matrix
of G. Since A(G) is symmetric, its eigenvalues are real. Without loss of generality we can write them
in non-increasing order as λ1(G)  λ2(G)  · · ·  λn(G) and call them the eigenvalues of G. The
characteristic polynomial (G, λ) of G is defined as (G, λ) = det(λI − A(G)). Denote by ρ(G) the
largest eigenvalue of G and by λ(G) the least eigenvalue of G.
There are many results in the literature concerning the largest eigenvalue (spectral radius or index)
of simple graphs; see, for example, [6–8] and references therein. The interest in studying the least
eigenvalue of graphs, belonging to some prescribed classes, has increased in the last few years (see
[1,2,9–11]).
In this paper, we study the least eigenvalue of cacti with n vertices. A connected graph G is a cactus
if any two of its cycles have at most one common vertex (about cacti see [12]). If all cycles of the cactus
G have exactly one common vertex, say v0, then it is called a bundle. The vertex v0 is called the central
vertex of a bundle.
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Fig. 1. The bundle G(C1, . . . , Ck; r).
Fig. 2. The bundle Bk,s .
Let C(n) be the set of all cacti with n vertices which contain cycles. Denote by C(n, k) the set of all
cacti with n vertices and k cycles and by B(n, k) the set of all bundles with n vertices and k cycles. Let
G(C1, . . . , Ck; r) (k  1, r  0) be the graph depicted in Fig. 1, and let S(n, k) be the set of bundles in
B(n, k) of the form G(C1, . . . , Ck; r).
Let B∗(n, k) be the set of bundles in S(n, k) for which the length of the longest cycle is less than or
equal 4. Also, let t be the maximal number of cycles of length 4; it is easy to see that t = min{k, n −
(2k+1)}. Denote by Bk,s = B(k− s, s, n− (2k+ s+1)) (s = 0, 1, . . . , t) the graph in B∗(n, k)which
contains k − s cycles of length 3, s cycles of length 4 and n − (2k + s + 1) attached vertices of degree
one at v0 (Fig. 2). Then B
∗(n, k) = {Bk,0, . . . , Bk,t}.
Table 1 contains the list of all bundles in B∗(n, k) (3  n  7, 1  k  1
2
(n− 1)). For each bundle
the least eigenvalue is given in this table (see [3–5]).
In this paper, we determine the unique graph B∗ with the minimal least eigenvalue among all the
graphs in C(n, k). We prove that B∗ ∈ B∗(n, k).
Theorem 1. Let B∗ have theminimal least eigenvalue in C(n, k) (k  1, n  2k+1) and t = min{k, n−
(2k+1)}. Also, let n0(k) = 12 for 1  k  2, n0(k) = 13 for 3  k  4 and n0(k) = 14 for 5  k  6.
10 If k  6 and n < n0(k), then B∗ = B(k − t, t, n − (2k + t + 1)).
20 If k  6 and n  n0(k) or k  7, then B∗ = B(k, 0, n − (2k + 1)).
We also determine the unique graph with the minimal least eigenvalue among all the graphs in
C(n).
2. Preliminaries
For v ∈ V(G), let G − v be the graph that arises from G by deleting the vertex v. Also, by N(v) we
denote the set of all neighbors of the vertex v ∈ G.
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Table 1
The bundles B∗(n, k) (3  n  7, 1  k  1
2
(n − 1)).
n k The graph The least eigenvalue
3 1 B(1, 0, 0) −1.00000
4 1 B(1, 0, 1) −1.48119
B(0, 1, 0) −2.00000
5 1 B(1, 0, 2) −1.81361
B(0, 1, 1) −2.13578
2 B(2, 0, 0) −1.56155
6 1 B(1, 0, 3) −2.08613
B(0, 1, 2) −2.28825
2 B(2, 0, 1) −1.90321
B(1, 1, 0) −2.19117
7 1 B(1, 0, 4) −2.32340
B(0, 1, 3) −2.44949
2 B(2, 0, 2) −2.17741
B(1, 1, 1) −2.35269
B(0, 2, 0) −2.44949
3 B(3, 0, 0) −2.00000
LetX = (x1, x2, . . . , xn)T be a columnvector inRn, andG a graph on vertices v1, v2, . . . , vn. ThenX
can be considered as a function defined on the vertex set ofG, that is, for any vertex vi, wemap it to xi =
X(vi), sometimes written xvi . We say that xi is the value on the vertex vi given by X . One can find that
XTA(G)X = 2 ∑
vivj∈E(G)
xixj (1)
and λ is an eigenvalue of G corresponding to the eigenvector X if and only if X = 0 and
λxi =
∑
vivj∈E(G)
xj for each i = 1, 2, . . . n . (2)
Eq. (2) are called (λ, X)-eigenequations of G.
For any unit vector X = (x1, x2, . . . , xn)T , we have λ(G)  XTA(G)X , with equality if and only if X
is an eigenvector of A(G) corresponding to λ(G) (see [7, Section 3.1]). Thus
λ(G) = min‖X‖=1 X
TA(G)X = min‖X‖−1 2
∑
vivj∈E(G)
xixj. (3)
A graph is called nontrivial if it contains at least two vertices. Let G1,G2 be two disjoint connected
graphs, and let v ∈ V(G1), u ∈ V(G2). The coalescence of G1, G2, denoted by G1(v) · G2(u), is obtained
from G1, G2 by identifying vwith u and forming a new vertexw. The graph G1(v) ·G2(u) is alsowritten
as G1(w) · G2(w).
The next lemma gives results on the variation of the least eigenvalue of a graph under some graph
operations.
Lemma 1 ([9]). Let G1 and G2 be two disjoint nontrivial connected graphs with v1, v2 ∈ V(G1) and
u ∈ V(G2). Let G = G1(v1) · G2(u) and G∗ = G1(v2) · G2(u) (Fig. 3). If X is an eigenvector corresponding
to λ(G) and |xv1 |  |xv2 |, then
λ(G∗)  λ(G),
with equality if and only if X is an eigenvector corresponding to λ(G∗), xv1 = xv2 and
∑
w∈NG2 (u)xw = 0.
Lemma 2 ([4, p. 19]). Let λ1  λ2  · · ·  λn be the eigenvalues of a graph G and μ1  μ2  · · · 
μm the eigenvalues of an induced subgraph H. Then the inequalities
λn−m+i  μi  λi (i = 1, . . . ,m)
hold.
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Fig. 3. The Graphs G and G∗ in Lemma 1.
The following result is often used to calculate the characteristic polynomials of graphs.
Lemma 3. ([13]). Let v be a vertex of G and C(v) be the set of all cycles of G that contain v. Then
φ(G, λ) = λφ(G − v, λ) − ∑
uv∈E(G)
φ(G − u − v, λ) − 2 ∑
Z∈C(v)
φ(G − V(Z), λ),
where G − V(Z) is the graph obtained by removing all the vertices belonging to Z, from G.
Lemma 4. Let B be a bundle of the form G(C1, . . . , Ck; r) (k  1, r  0) (Fig. 1). If the least eigenvalue
λ(B) < −2, then for any eigenvector X of λ(B) the relation xv0 = x0 = 0 is satisfied. Also, for any cycle
C = v0v1 . . . vl−1v0 of B the following properties hold, with s =  l2:
xi = xl−i (i = 1, 2, . . . , l − 1) (4)
|x0| > |x1| > · · · > |xs−1| > |xs| > 0 (5)
xi−1xi < 0 (i = 1, . . . , s). (6)
Proof. Let λ(B) < −2 and let X be any eigenvector of B corresponding to the least eigenvalue λ(B).
Also, let C = v0v1 . . . vl−1v0 be any cycle of B.
Assume, to the contrary, that xv0 = 0. Then by the (λ, X)-eigenequations (2) we get that the
values of the vertices of the degree one, attached at v0, given by X are 0. Also, we obtain k systems of
homogeneous linear equations of the form
λx1 = x2
λxi = xi−1 + xi+1 (i = 2, . . . , l − 2)
λxl−1 = xl−2,
with the determinant D = (Pl−1, λ). Here (Pl−1, λ) is the characteristic polynomial of the path
Pl−1 which implies thatD = 0 forλ < −2. Therefore, these systems have only trivial solutions. Hence,
X = 0 which is a contradiction.
Note that there is an automorphism ϕ of Bwhich for each cycle C = v0v1 · · · vl−1v0 maps vi to vl−i
(i = 1, . . . , l − 1) and preserves other vertices. Define a new vector Y such that Y(v) = X(ϕ(v)) for
each vertex v ∈ V(B). The vector Y is an eigenvector of λ(B) and Y = X for the following reason. The
eigenspace of λ has dimension 1, for otherwise there exists a λ-eigenvector Z with Z(v0) = 0. Since‖Y‖ = ‖X‖ we have Y = ±X; and Y = −X because X(v0) = Y(v0) = 0. We conclude that the
equalities (4) hold.
For each cycle C = v0v1 · · · vl−1v0 using the (λ, X)-eigenequations (2) we get
λxs = 2xs−1 for even l (7)
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and
(λ − 1)xs = xs−1 for odd l. (8)
If xs = 0, then by the (λ, X)-eigenequations we conclude that xv0 = 0, a contradiction. Also,
from (7) and (8) we conclude that |xs| < |xs−1| for λ < −2. To prove (5) it is sufficient to prove the
implications
|xi+1| < |xi| ⇒ |xi| < |xi−1| (i = 1, . . . , s − 1).
From the equation λxi = xi−1 + xi+1 we get
|xi−1| = |λxi − xi+1|  |λ||xi| − |xi+1| > |λ||xi| − |xi| = (|λ| − 1)|xi| > |xi|
for λ < −2 and the property (5) holds.
Now from (5) it follows that
|xi−1xi| = |xi−1||xi| > |xi||xi+1| = |xixi+1|
and theexpressions xi−1xi + xixi+1 and xi−1xi have the samesign. Fromtheequationλxi = xi−1+xi+1
we get λx2i = xi−1xi + xixi+1 < 0 and the relations xi−1xi < 0 (i = 1, . . . , s) hold. 
3. The main result
Denote by c(G) the circumference of G, i.e., the length of the longest cycle in G.
Lemma 5. For any graph G ∈ C(n, k)\S(n, k) there is a graph B ∈ S(n, k) such that λ(B) < λ(G) and
G, B have the same cycle lengths.
Proof. Let G ∈ C(n, k)\S(n, k). Then G containsm (m  2) cut vertices.
Let u and v be two cut vertices of G and let X be an eigenvector corresponding to λ(G). Assume
that |xu|  |xv|. Note that G can be considered as a coalescence of two subgraphs at v, written as
G = G1(v) ·G2(v), where u belongs to V(G1) and v is not a cut vertex of G1 (v is either a pendant vertex
or it belongs to a cycle of G1). Now let G
∗ = G1(u) · G2(v). Surely, G∗ ∈ C(n, k) and G∗ has one cut
vertex fewer than G. By Lemma 1 we have
λ(G∗)  λ(G). (9)
By repeating the described procedure and Lemma 1 m − 1 times, on each pair of cut vertices, we
obtain a graph B which has exactly one cut vertex v0. Therefore B ∈ S(n, k).
If c(B) = 3, then by the (λ, X)-eigenequations we conclude that xv0 = xv for each vertex v
(v = v0) of B. If c(B) > 3 then B has an induced subgraph G(C1; 2)where the cycle C1 has length> 3.
By Lemma 2, λ(B)  λ(G(C1; 2)) < −2. Using Lemma 4 and the (λ, X)-eigenequations we obtain
xv0 = xv for each vertex v (v = v0) of B. Consequently, by Lemma 1 we have strong inequality in (9)
in the last step of the described procedure. Hence λ(B) < λ(G). 
Lemma 6. If B∗ has the minimal least eigenvalue in C(n, k) (k  1, n  2k + 1), then c(B∗)  4.
Proof. By Lemma 5, without loss of generality, we may assume that B∗ ∈ S(n, k) (k  1, r  0).
Suppose that c(B∗)  5. Therefore, n  5. To obtain a contradiction, it is sufficient to find a graph
B ∈ B(n, k) such that λ(B) < λ(B∗).
There is a bundle H ∈ B∗(n, k) such that B(0, 1, 1) is an induced subgraph of H. By Lemma 2 we
conclude that λ(B∗)  λ(H)  λ(B(0, 1, 1)) = −2.13578 < −2. Let X be a unit eigenvector of
λ(B∗). From Lemma 4 it is obvious that the properties (4)–(6) hold for any cycle of B∗.
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Let B be a graph obtained from B∗ by relocating an edge. Then from (3) we obtain:
λ(B) − λ(B∗) = min||Y ||=1 Y
TA(B)Y − XTA(B∗)X  XT (A(B) − A(B∗))X . (10)
Let v0 be the central vertex of B
∗ and let C = v0v1 · · · vl−1v0 be any cycle of the length 5.
We distinguish the following two cases:
Case 1. l = 2s + 1 (s  2)
Let B be the graph obtained from the graph B∗ by rotating the edge vsvs+1 around vs+1 to the
non-edge position vs−1vs+1. Then B ∈ B(n, k) and from (10) and Lemma 4 we have
λ(B) − λ(B∗)  2(xs−1xs+1 − xsxs+1) = 2(xs−1xs − x2s ) < 0 ,
i.e., λ(B) < λ(B∗).
Case 2. l = 2s (s  3)
LetB be the graphobtained fromB∗ by relocating the edge vs−1vs to thenon-edgeposition vs−2vs+1.
Then B ∈ B(n, k) and from (10) and Lemma 4 we have
λ(B) − λ(B∗)  2(xs−2xs+1 − xs−1xs) = 2xs−1(xs−2 − xs) < 0 ,
i.e., λ(B) < λ(B∗). 
Corollary 1. If B∗ has the minimal least eigenvalue in C(n, k) (k  1 , n  2k+1), then B∗ ∈ B∗(n, k).
Proof of Theorem 1. Let B∗ have the minimal least eigenvalue in C(n, k) (k  1, n  2k + 1). By
Corollary 1 we see that B∗ ∈ B∗(n, k).
For n  7, the results follow from the Table 1.
Now, assume that n > 7.
If n = 2k + 1, then t = 0 and B∗(2k + 1, k) = {Bk,0}. The result follows.
Now, let n > 2k + 1. Then t  1 and B∗(n, k) = {Bk,0, . . . , Bk,t}. By applying Lemma 3 to the
vertex v0 of Bk,s we obtain
(Bk,s, λ) = λn−2k−2(λ − 1)k−s−1(λ + 1)k−s(λ2 − 2)s−1Q(k, s, λ) ,
where
Q(k, s, λ) = λ5 − λ4 − (n − s + 1)λ3 + (n − 2k + s + 1)λ2
+(2n − 6s − 2)λ − 2(n − 2k − s − 1) . (11)
It is easy to see that Q(k, s,−2) = 2(2n − 15) + 2(n − 2k) + 10s > 0 for n > 7. Hence, we
conclude that the least root of Q(k, s, λ) is less than−2. So the least eigenvalue of Bk,s is the least root
of Q(k, s, λ).
The difference between polynomials Q(k, s+ 1, λ) and Q(k, s, λ) does not depend on the value of
the parameter s, explicitly:
Q(k, s + 1, λ) − Q(k, s, λ) = λ3 + λ2 − 6λ + 2 = f (λ) . (12)
The polynomial f (λ) has exactly one negative root λ0 = −3.12489. Consequently, we conclude
that the following implications hold
λ < λ0 ⇒ Q(k, s + 1, λ) < Q(k, s, λ),
λ0 < λ < −2 ⇒ Q(k, s + 1, λ) > Q(k, s, λ).
(13)
Also, the following equalities are satisfied
Q(k, 0, λ0) = Q(k, 1, λ0) = · · · = Q(k, t, λ0) = 32.0295n − 15.5299k − 344.796 .
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Now, from (13) we conclude that the inequalities
λ(Bk,0) < λ(Bk,1) < · · · < λ(Bk,t) < λ0 (14)
hold if Q(k, 0, λ0) > 0.
Similarly, the inequalities
λ(Bk,0) > λ(Bk,1) > · · · > λ(Bk,t) > λ0 (15)
hold if Q(k, 0, λ0) < 0.
It is easy to prove that
Q(k, 0, λ0) = 32.0295n − 15.5299k − 344.796 > 0
if and only if
10 1  k  2, n  12;
20 3  k  4, n  13;
30 5  k  6, n  14;
40 k  7, n  2k + 1.
The statement follows from (14) and (15).
Theorem 2. Let B∗ have the minimal least eigenvalue in C(n) (n  3).
10 If n = 3 or n  12, then B∗ = B(1, 0, n − 3).
20 If 4  n  6 or 8  n  11, then B∗ = B(0, 1, n − 4).
30 If n = 7, then B∗ = B(0, 1, 3) or B∗ = B(0, 2, 0).
Proof. Let B∗ have the minimal least eigenvalue in C(n) (n  3). Also, let m =  1
2
(n − 1) and
l =  1
3
(n − 1). By Corollary 1 we may assume that
B∗ ∈
m⋃
k=1
B∗(n, k).
If n  7, the results follow from the Table 1.
Now, let n  8. Then, there is bundle B ∈ B∗(n, k) such that B(0, 2, 1) is an induced subgraph of B.
By Lemma 2 we conclude that λ(B∗)  λ(B)  λ(B(0, 2, 1)) = −2.58874.
By (11) we get
Q(k, s, λ) − Q(k + 1, s, λ) = 2(λ2 − 2) > 0
and we conclude that the inequalities
λ(B1,0) < λ(B2,0) < · · · < λ(Bm,0)
hold.
Analogously, from (11) we obtain
Q(k, s, λ) − Q(k + 1, s + 1, λ) = (λ − 1)(6 − λ2) > 0 .
Now, if 2  k  l then t = k and we observe that the inequalities
λ(Bk,k) > λ(Bk−1,k−1) > · · · > λ(B1,1) (16)
are satisfied. Also, we conclude that for k > l and t > 0 the inequalities
λ(Bk,t) > λ(Bk−1,t−1) > · · · > λ(Bk−t,0)  λ(B1,0) (17)
hold.
Finally, from (16) and (17) we have that B∗ ∈ B∗(n, 1). In conjunction with Theorem 1 this result
completes the proof. 
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