ABSTRACT. The aim of the paper is the investigation of special infinite series of the form
Introduction
The 
where the Pochhammer symbol (α) n is defined by the relation (α) 0 := 1, (α) n := (α + n − 1) · (α) n−1 , n ∈ N.
If p = q + 1, then the series in (1) has a finite radius of convergence. Some basic results we can find in the reference [4] which gives the state of the art on the arithmetic natur of values of generalized hypergeometric functions, both from the qualitative point of view (irrationality, transcendence, linear and algebraic independence) and from the quantitative one (approximation measures, linear independence measures, measures of algebraic independence).
Some certain basic results concerning the function (1) can be found in [1] , [11] , [21] , [22] or [23] . Factorial and Cantor series appear in [8] , [9] , [10] and [14] or in the book of S h i d l o v s k i [19] .
Summation technique
In this section we present a summation technique which is the generalization of the papers [7] , [12] or [18] . The results concerning the summation techniques for the series involving special products or the theory of L e h m e r 's or Gosper's sums and Apéry-like series we can find in [2, §1.7] , [3] , [5] , [6] , [16] , [17] , [20] and [24] .
The following theorem gives the information about the structure of the values of the sums (2) and (3) and other infinite series involving special products in the form n k ±1 , where n k denotes the generalized binomial coefficient.
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and
as an absolutely convergent infinite series. Define
and let Z be the set defined as follows:
Then
(1) there exist the numbers c
(2) there exist the numbers c
Res φ r (ζ).
⊂ Z, then there exist the integer coefficients C r,j such that
Now, we consider the sums S 1 and S 2 separately. 
together with the absolute convergence of the sum S 1 we obtain
and (4) follows.
(2) To prove the identity (5) we use the integral representation of the generalized binomial coefficient:
where n, k ∈ R and k > −1. This gives
Therefore, setting R = R θ , the properties of θ, R θ and the definition of the set Z allow us to write
The proof of Theorem 2.1 is complete.
Some summation results of Theorem 2.1 are presented in the next example.
Example 2.1.
The following identities hold true
where {x} := x − [x] denotes the fractional part of the real number x.
Example 2.3. The following identities hold true
Example 2.4. The following identity holds true
Example 2.5. We have
if K = 27. , for all n ∈ N 0 .
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where the finite sums on the right hand side of (7) are extended over all roots r of the equations p 1 (r) = 0 and p 2 (r) = 0 respectively. Example 2.7. Let κ = 3 148 + 4i √ 3 and ϕ n be defined as in (6) . Then
Remark 2.1º For other trivial summation results see [12] , [13] and [2, §1.7] , for more complicated cases see [5] or [18] . The methods in all these papers are different or not so much general as the method presented in Theorem 2. 
Example 2.9. Define 
where S 1 and S 2 are the sums in (7) and (8) respectively.
Corollaries for the transcendence
In this section we shall discuss the special values of the generalized hypergeometric function M +1 F M (x) for x ∈ Q using Theorem 2.1.
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Remark 3.1 (Transformation)º The convergent infinite series of the form
can be transformed and written as the linear combination of generalized hypergeometric functions M +1 F M (a(θ)), where a(θ) is a suitable algebraic function and M = m 1 + m 2 . This and Theorem 2.1 enables us to study the algebraic character of such a special hypergeometric functions at algebraic points. In view of [15] we obtain
where
Assume that
are two absolutely convergent series which sum can be computed using Theorem 2.1. Then
(1) In virtue of Theorem 2.1 we discuss the value of the integral
and the value B(a + 1, b + 1). Without lost of the generality, we may assume
with (β 1 , β 2 ) ∈ N 2 , (β 1 , β 2 ) = 1. This allows us to use the trans-
r,j in Theorem 2.1 are algebraic. Then Baker's theorem concerning the linear forms in logarithms, see [15] , and Remark 3.1 completes the proof of statement (1) of this theorem. β 2 ). Using the transformation 1 − x = t β 2 x the integral (9) gives the form
Now, assume that β 1 = 2u 1 + 1 and β 2 = 2u 2 with (u 1 , u 2 ) ∈ N 0 × N. Then the integral (9) can be easy computed with the residues theorem. Thus, we obtain
Res 
