We continue the study of mild transient reductions in the speed of sound of the adiabatic mode during inflation, of their effect on the primordial power spectrum and bispectrum, and of their detectability in the Cosmic Microwave Background (CMB). We focus on the regime of moderately sharp mild reductions in the speed of sound during uninterrupted slow-roll inflation, a theoretically well motivated and self-consistent regime that admits an effective single-field description. The signatures on the power spectrum and bispectrum were previously computed using a slow-roll Fourier transform (SRFT) approximation, and here we compare it with generalized slow-roll (GSR) and in-in methods, for which we derive new formulas that account for moderately sharp features. The agreement between them is excellent, and also with the power spectrum obtained from the numerical solution to the equation of motion. We show that, in this regime, the SRFT approximation correctly captures with simplicity the effect of higher derivatives of the speed of sound in the mode equation, and makes manifest the correlations between power spectrum and bispectrum features. In a previous paper we reported hints of these correlations in the Planck data and here we perform several consistency checks and further analyses of the best fits, such as polarization and local significance at different angular scales. For the data analysis, we show the excellent agreement between the CLASS and CAMB Boltzmann codes. Our results confirm that the theoretical framework is consistent, and they suggest that the predicted correlations are robust enough to be searched for in CMB and Large Scale Structure (LSS) surveys.
effective single field theory is still possible. The BICEP2 results also suggest that the inflaton field underwent a super-planckian excursion, which makes the theory very sensitive to higher dimensional operators. While we expect a (mildly broken) symmetry protecting the overall flatness of the potential, this also leaves room for the presence of transient phenomena happening along the inflationary trajectory.
Among other phenomena, transient variations in the speed sound of the adiabatic mode may occur in the presence of additional degrees of freedom during inflation. For instance, when an additional heavy field can be consistently integrated out [17] [18] [19] [20] [21] [22] , inflation is described by an effective single-field theory [17, 19, 20, [23] [24] [25] with a variable speed of sound. In particular, changes in the speed of sound result from derivative couplings 2 [18] [19] [20] [26] [27] [28] [29] [30] [31] . Transient variations in the speed of sound will produce correlated features in the correlation functions of the adiabatic curvature perturbation [24, [32] [33] [34] [35] [36] [37] [38] . They are worth taking into account since we expect them to be very good model selectors.
The detection of transients poses some interesting challenges. The effects of a feature in the potential or a localized change in the speed of sound depend on its location (in time or e-folds), its amplitude and the sharpness (or inverse duration). If transients are too sharp, they can excite higher frequency modes that make the single-field interpretation inconsistent (see, for example, [17, 18, 39] ). Notably, the best fit found so far in the data for a step feature in the potential [6, 40, 41] falls outside the weakly coupled regime that is implicitly required for its interpretation as a step in the single field potential [42, 43] . On the other hand, if the features are too broad, their signature usually becomes degenerate with cosmological parameters, making their presence difficult to discern. There is an interesting intermediate regime where the features are mild (small amplitude) and moderately sharp, which makes them potentially detectable in the CMB/LSS data, and also they remain under good theoretical control. This regime is particularly important if the inflaton field excursion is large and can reveal features in the inflationary potential and the presence of other degrees of freedom. At the same time, if slow-roll is the result of a (mildly broken) symmetry that protects the background in the UV completion, the same symmetry might presumably preclude very sharp transients.
In this paper we study mild and moderately sharp features in the speed of sound of the adiabatic mode, that we define to be those for which the effects coming from a varying speed of sound are small enough to be treated at linear order, but large enough to dominate over the slow-roll corrections. This carries an implicit assumption of uninterrupted slow-roll 3 . We will show that this regime ensures the validity of the effective single-field theory, even though our analysis is blind to the underlying inflationary model.
In order to compare any model with data, it is important to develop fast and accurate techniques to compute the relevant observables of the theory, in this case, correlations functions of the adiabatic curvature perturbation. The calculation of correlation functions is often rather complicated and the use of approximate methods is needed. The study of transients often involves deviations from slow-roll and may be analyzed in the generalized slow-roll (GSR) formalism [36, 38, [44] [45] [46] [47] [48] [49] [50] . This approach is based on solving the equations of motion iteratively using Green's functions. Although this formalism can cope with more general situations with both slow-roll and speed of sound features, one usually needs to impose extra hierarchies between the different parameters to obtain simple analytic solutions.
A notable exception that is theoretically well understood is a transient, mild, and moderately sharp reduction in the speed of sound such as would be found in effectively single-field models with uninterrupted slow-roll inflation, obtained by integrating out much heavier fields with derivative couplings that become transiently relevant. In this regime, an alternative approach is possible, that makes the correlation between power spectrum and bispectrum manifest [34] . The change in the power spectrum is simply given by the Fourier transform of the reduction in the speed of sound, and the complete bispectrum can be calculated to leading order in slow-roll as a function of the power spectrum. Hence we name this approximation Slow-Roll Fourier Transform (SRFT). One of the aims of this paper is to compare the GSR and SRFT approaches. In order to do this, we develop simple expressions within the GSR approach and the in-in formalism for computing the changes in the power spectrum and bispectrum due to moderately sharp features in the speed of sound. These are new and extend the usual GSR expressions for very sharp features.
The other aim of this paper is to further scrutinize and validate the results of our previous work [51] , where we searched for moderately sharp features in the Planck CMB data. We reported several fits to the CMB power spectrum and gave the predicted, correlated, oscillatory signals for the primordial bispectrum. The functional form of the speed of sound was inspired by soft turns along a multi-field inflationary trajectory with a large hierarchy of masses, a situation that is consistently described by an effective single-field theory [18, 19, 27, 31, 52, 53] .
In the first part of this paper we study the intermediate regime of moderately sharp features in the speed of sound during uninterrupted slow-roll, in which both the SRFT and GSR approaches can give accurate results. More precisely:
• In §IIA we review the SRFT results for the power spectrum and bispectrum, and in §IIB we develop a simple formula within the GSR formalism that reduces to the SRFT result for nearly all scales and is valid for arbitrary functional forms of the speed of sound within the regime we study.
• In §IIC, by comparing both results with a numerical solution for the power spectrum, we show that the SRFT method correctly captures the effect of all the terms in the equation of motion in a very simple way, while the GSR method requires the inclusion of higher derivatives of the speed of sound to match the numerical result. Nevertheless, there is excellent agreement between both results with the numerical solution.
• Then we turn to the bispectrum. In §IID we compute the features in the bispectrum using the in-in formalism, and we take into account the effect of additional operators with respect to previous results [36] . We show that, for transient reductions of the speed of sound, the contributions arising from the operators proportional to the amount of reduction and to the rate of change are of the same order, independently of the sharpness of the feature. In addition, because we study the not-so-sharp regime, we compute the linear correction to the approximation that other quantities do not vary during the time when the feature happens.
• In §IIE we compare the bispectra obtained with the SRFT approach and with the moderately sharp approximation, finding remarkable agreement for several functional forms of the speed of sound.
In the second part of this paper we perform a number of additional consistency checks regarding the theoretical framework and the statistical analysis carried out in a previous paper [51] . In particular:
• In §IIIA we explain the choice of parameter space used for our statistical search of transient reductions of the speed of sound in the Planck data, which was designed to be theoretically consistent. In §IIIB we check that adiabatic and unitary regimes are respected, and therefore the fits found in the data can be consistently interpreted as transient reductions in the speed of sound.
• In §IIIC we analyze the implications of the BICEP2 results for the consistency of an effective single-field description of inflation. We conclude that, even with a inflationary scale at the level of the GUT scale, a single-field description may be possible, and we argue that moderately sharp reductions of the speed of sound are completely consistent with an adiabatic evolution, i.e. an effective single-field regime.
• In §IIID we review the main results of our previous work [51] and make an independent consistency check using two different Boltzmann codes and MCMC samplers, namely CLASS+Monte Python versus CAMB+CosmoMC, finding great agreement. We explicitly give the (small) degeneracy of the cosmological parameters with the parameters of our model. Last, we also show the polarization spectra and the local improvement of our fits to the CMB power spectrum as a function of the angular scale.
Finally, we leave §IV for conclusions and outlook.
II. MODERATELY SHARP VARIATIONS IN THE SPEED OF SOUND: PRIMORDIAL POWER SPECTRUM AND BISPECTRUM
In the framework of the effective field theory (EFT) of inflation [24] one can write the effective action for the Goldstone boson of time diffeomorphisms π(t, x), directly related to the adiabatic curvature perturbation R(t,
where = −Ḣ/H 2 and we are neglecting higher order slow-roll corrections, as well as higher order terms in u and s, defined as:
In this section we compare the different approaches to evaluating the power spectrum and bispectrum of the adiabatic curvature perturbation from (1) and (2) with a variable speed of sound, and show the excellent agreement between them. The Slow-Roll Fourier Transform (SRFT) approach, developed in [34] , is briefly reviewed in §IIA. The advantage of this method is that one obtains very simple analytic formulas for both the power spectrum and bispectrum computed from (1) and (2) . More importantly, correlations between features in the power spectrum and bispectrum show up explicitly. In §II B we review the Generalized Slow Roll (GSR) formalism [33, 36, 38, 44, 45, 50, 54, 55] and compute the power spectrum from the quadratic action (1) in the moderately sharp approximation. This method applies to more general situations where slow-roll is not necessarily preserved, but it requires solving iteratively the equations of motion, which include higher derivatives of the speed of sound. The GSR formalism gives very simple expressions in the case of very sharp features and has been used to calculate the effect of steps in the potential and in the speed of sound (see for example [36, 49] ).
In §II C we compare both methods with the power spectrum obtained from the numerical solution to the mode equations. We show that the SRFT method correctly captures the effect of higher derivative terms of the speed of sound in a very simple way, while the GSR method requires the inclusion of all terms in the equations of motion to match the numerical result at all scales (especially at the largest scales).
Then we turn to the bispectrum. In §II D we compute the bispectrum from the cubic action (2) using an approximation for sharp features as in [36] , but including the next order correction and additional operators. Last, in §II E we check that the agreement with the SRFT result [34] is excellent. An important point we show is that the contributions to the bispectrum arising from the terms proportional to (1 − c −2 s ) and s in (2) are of the same order, independently of the sharpness of the feature. We also eliminate the small discrepancy found in [36] between their bispectrum and the one obtained with GSR [54] for step features in the scalar potential, due to a missing term in the bispectrum.
A. Power spectrum and bispectrum with the SRFT method In this formalism [34] we assume an uninterrupted slow-roll regime, which is perfectly consistent with turns along the inflationary trajectory. In order to calculate the power spectrum, we separate the quadratic action (1) in a free part and a small perturbation:
Then, using the in-in formalism [56, 57] , the change in the power spectrum due to a small transient reduction in the speed of sound can be calculated to first order in u ≡ 1 − c −2 s , and it is found to be [34] 
where
Pl ) is the featureless power spectrum with c s = 1, and τ is the conformal time. We made the implicit assumption that the speed of sound approaches to one asymptotically, since we are perturbing around that value 5 . Here we see that the change in the power spectrum is simply given by the Fourier transform of the reduction in the speed of sound. Notice that the result above is independent of the physical origin of such reduction.
For the three-point function, we take the cubic action (2), written to first order in u and s, which implies that we must have |u| max , |s| max 1. We also disregard the typical slow-roll contributions that one expects for a canonical featureless single-field regime [5] . Therefore, for the terms proportional to u and s to give the dominant contribution to the bispectrum, one must require that u and/or s are much larger than the slow-roll parameters, i.e. max(u, s) O( , η), as we will recall in §III A. Using the in-in formalism, one finds [34] :
, and ∆P R /P R,0 and its derivatives are evaluated at k. From the result above it is clear how features in the power spectrum seed correlated features in the bispectrum. Note that in the squeezed limit (k 1 → 0, k 2 = k 3 = k) one recovers the single-field consistency relation [5, 58] .
In the following sections, we compute the power spectrum and bispectrum using alternative methods and compare the results. and denotes derivatives with respect to ln τ c . Throughout this section (and only in this section), unless explicitly indicated, we will adopt the convention of positive conformal time (τ, τ c ≥ 0) in order to facilitate comparison with [47, 55] . Note that g encodes all the information with respect to features in the background. In this sense, setting g to zero represents solving the equation of motion for a perfect de Sitter universe, where the solution to the mode function is well known. Considering the r.h.s. of equation (10) as an external source, a solution to the mode function can be written in terms of the homogeneous solution. In doing so, we need to expand the mode function in the r.h.s. as the homogeneous solution plus deviations and then solve iteratively. To first order, the contribution to the power spectrum is of the form [47] :
where the logarithmic derivative of the source function G reads:
and the window function W and its logarithmic derivative (used below) are given by
If we consider moderately sharp features in the speed of sound, such that ,η s, t, the leading contribution to the function G is the following:
where t is defined in (9) . Moreover, when |s| 1 but t O(1), the logarithmic derivative of G is approximately given by:
where we have used that aHτ c /c s 1 + s. This result agrees with the results of [55] in the mentioned limits. In this approximation, the leading contribution to the power spectrum is:
Integrating by parts the term proportional to the derivative of s we obtain:
This is the result that we will compare in §IIC with the SRFT result (5). Let us recall that the regime in which this expression has been derived is for moderately sharp reductions such that O( , η) s 1 and t O(1). We would like to point out that the s term in the source function (17) provides the dominant contribution to the power spectrum on large scales. This can be seen by comparing W and W in (19) , which carry the contribution of s anḋ s, respectively. We will show in §IIC that when including this term, the power spectrum at large scales matches the numerical solution considerably better (see figure 3) .
In the following, we will: (i) derive an analytic expression for the power spectrum (19) solely in terms of c s in order to connect with the SRFT approach. (ii) Find an analytic approximation for arbitrary functional forms of the speed of sound in the moderately sharp regime specified above.
(i) For the first point, one can integrate by parts (19) in order to get a formula than only involves the speed of sound. Doing so, we obtain:
where we have used that s d ln c s /d ln τ c and that the asymptotic value of the speed of sound is one, otherwise the boundary term would not vanish. Therefore, the expression above is only valid for functional forms of the speed of sound that satisfy c s (τ = 0) = c s (τ = ∞) = 1. Let us restrict our attention to mild reductions of the speed of sound |u| = |1 − c −2 s | 1, in which the SRFT approach is operative. In that case, for mild and moderately sharp reductions, the time τ c is very well approximated by τ c τ . Furthermore, the logarithmic term of the speed of sound can be expanded as follows:
Using the expansion above and the fact that ln(P R /P R,0 ) = ln(1 + ∆P R /P R,0 ) ∆P R /P R,0 , we can write:
(22) where we have already returned to negative conformal time. Notice that when kτ 1 we retrieve the SRFT expression (5) with a subleading correction O(kτ ) inside the integral, and that for kτ 1 we also retrieve the SRFT result. The regime kτ ∼ 1 will generally involve large scales, where the change in the power spectrum is small, as can be seen in figure 3 .
(ii) In what follows we derive an analytic approximation to the power spectrum (19) for generic forms of the speed of sound, provided they are moderately sharp, i.e. O( , η) s 1 and t O(1). As in (i), in this regime we can safely consider τ c c s,0 τ . Let us drop the rest of assumptions made in point (i), which were only made to establish connection with the SRFT approach. We define the function X(kτ c ) ≡ −W (kτ c ) − 3W (kτ c ), which in general can be decomposed as follows:
where p c and p s denote the polynomials multiplying the cosine and sine, respectively. Following [36] , we will parametrize c 2 s in terms of the height σ * and the sharpness β s of the feature, and a function F describing the shape of the variation of the speed of sound:
where τ f is the characteristic time of the feature and we take σ * 1 to focus on small variations. The rate of change in the speed of sound can be written at first order in σ * as follows:
where denotes the derivative with respect to the argument. Since we are considering sharp features happening around the time τ f , the functions involved in the integral (19) will only contribute for values in the neighborhood of τ f . Note that for polynomials with negative powers of kτ , the approximation of evaluating them at kτ f fails for small values of kτ , since in that region they vary very rapidly. This may cause infrared divergences in the spectrum which, as we will see, can be cured by approximating the polynomials to first order around kτ f . First, we define the variable y ≡ −β s ln (τ /τ f ), and we expand the functions around τ = τ f , which is equivalent to y/β s 1. Then, at first order, the expansion of X in (23) reads:
Substituting in (19) the above expansion and the definition of s (25), the change in the power spectrum is given by:
Note that the integrals above are the Fourier transforms of the symmetric and antisymmetric parts of the derivative of the shape function F . We define the envelope functions resulting from these integrals as follows:
where D S and D A are the envelope functions corresponding to the symmetric and antisymmetric parts of F , respectively. Finally, the change in the power spectrum can be written as:
Let us stress that the contributions from the second and third lines are comparable to the ones in the first line. The infrared limit of the symmetric part is finite and tends to zero, which would not have been the case if we had only considered the zeroth order terms (first line). We will now substitute the values of the polynomials for the particular regime we are analyzing, p c = 1/3 and p s = −1/(3kc s,0 τ ). In this case, the change in the power spectrum reads:
Test for generic variations in the speed of sound
In this section we will test the approximation (29) in comparison with the full integral (19) . For the following particular example, we will explicitly decompose c 2 s into its symmetric and antisymmetric parts: From the definitions (24) and (27) , the envelope functions are given by :
Since the symmetric and antisymmetric parts do not necessarily peak at the same time, the integrands involved in each part take values around τ 0g and τ 0t , respectively. We test our approximation for different values of the parameters above, and show our results in figure 1. We can see that the approximation is indeed very good, and that it allows to reproduce highly non-trivial power spectra. By allowing β s and/or α to be small, we can see where the approximation starts to fail. We show these results in figure 2 , where one can see that for features with ∆N 1 the approximation breaks down.
C. Comparison of power spectra
In this section we apply both SRFT and GSR methods for moderately sharp reductions to calculate the change in the power spectrum, and compare them with the power spectrum calculated from the numerical solution to the mode equation (7). We will test a reduction in the speed of sound purely symmetric in the variable y = −β s ln(τ /τ f ):
In figure 3 we show the comparison between the power spectrum coming from the GSR result (29) with the one coming form the SRFT method (5), and with a numerical solution. In general terms, both methods are in good agreement with the numerical solution. We also note that at large scales the SRFT method reproduces the numerical results better than the GSR method. This is partly due to the fact that in the GSR approximation we have only taken a subset of the terms in the source function. The agreement would have been much worse if we had not taken into account the term proportional to s, as the dashed line in the right plot of figure 3 indicates. Note that kτ f ∼ 1 corresponds to the first peak in the left plot of fig. 3 above, precisely the regime where we expect a discrepancy, as anticipated in eq. (22) . This shows that, in the regime of moderately sharp variations of the speed of sound, the simple SRFT formula (5) is capable of reproducing the effect of all the terms in the equation of motion, and that there is no need to impose FIG. 3 . Change in the power spectrum due to a reduced speed of sound given by (33) , with the following choice of parameters: B = −0.043, βs = 23.34, ln(τ f ) = 5.55, corresponding to one of our best fits to the Planck CMB power spectrum [51] . LEFT: different methods to compute the primordial power spectrum: GSR in the sharp feature approach (blue), SRFT (red), and a solution obtained from the numerical solution to the mode equation (7) (black dotted). RIGHT: differences of the GSR sharp feature method (solid blue) and SRFT (red) against the numerical solution. The dashed blue line is the GSR sharp feature approach if we had not taken into account the term proportional to s in the source function (17) . The numerical solution is calculated choosing 1.25 × 10 −4 andη −0.02. Higher values of need a proper accounting for the slow-roll corrections.
any further hierarchy between the different terms of the equation of motion in order to have a simple expression, as long as slow-roll is uninterrupted.
D. Bispectrum for moderately sharp reductions
In this section we will compute the change in the bispectrum due to moderately sharp reductions in the speed of sound using the in-in formalism. Instead of the SRFT method reviewed in §II A, we will use an approximation based on sharp features [36] , as for the power spectrum. Our starting point is the cubic action in the effective field theory of inflation, where we will only take into account the contribution from variations in the speed of sound at first order:
with R = −πH. For sharp features (β s 1) and given the parametrization in (24) and (25), one is tempted to think that the contribution of s will dominate over the contribution of (1 − c −2 s ). However, we will show that the contributions arising from both terms are of the same order, independently of the sharpness β s . As dictated by the in-in formalism, the three-point correlation function reads:
where we have used that 6 a = −1/(Hτ ). After expressing the functions R(τ, x) in Fourier space and using the Wick theorem, we obtain
For the leading order contribution, it suffices to use the zeroth-order mode function
and the three-point correlation function is then:
Pl c s,0 ). Before we proceed, some comments are in order:
6 Note that the expression a = −1/(Hτ ) is only valid for uninterrupted slow-roll. In the case of slow-roll violations, especially for sharp steps in the potential, the corrections may give additional contributions to the correlation functions. 7 Notice that the definition of P R,0 in §IIA did not include c s,0 , since in the SRFT approach it is taken to be one.
• For steps in the potential, one also has to calculate the contribution to the three-point function coming from similar cubic operators. It is easy to track the polynomials in k i arising from the different operators if one pays attention to the form of the mode functions (37) . This way, we noticed that the result for steps in the potential in [36, eq. 3.32] is missing a term, so it should display as follows:
This is indeed good news, since the missing term (+Kτ ) above was the source of a small discrepancy found by the authors of [36] with respect to previous results [54] , of order 10 − 15% on large scales. We have checked that this discrepancy vanishes when the extra term is introduced.
• [36] ) provides excellent results 8 , although we take the next order and evaluate them at τ τ f (1 − y/β s ) to test for not-so-sharp features. We will therefore calculate the first order correction to previous results. Furthermore we consider, apart from the operator RṘ 2 (proportional to s), two extra contributionsṘ 3 andṘ(∇R) 2 (proportional to u) and show that they all contribute at the same order, independently of the sharpness β s . This is because, although s is proportional to the sharpness β s , it is also proportional to the derivative of the shape function, F , defined in eq. (25) . On the other hand, u is proportional to the shape function, but the Fourier transform of F introduces an additional factor β s relative to the Fourier transform of F , cf. eqs. (27) , (28) and (40)- (42) .
• The integrals in (38) contain Fourier transforms of the shape function F and its derivative, given the definitions in (24) and (25) . The symmetric and antisymmetric envelope functions arising from the Fourier transform of F were already defined in (27) and (28) . For completeness, we will give the complementary definitions obtained when integrating by parts:
where the slight change of notation between these definitions and those in (27) and (28) is given by K ↔ 2k. We also imposed that F asymptotically vanishes when integrating by parts, which will be the case in this calculation.
Taking into account the comments above, we calculate the bispectrum to leading order (38) for the particular case in which c s,0 = 1, so that we can compare to the SRFT method described in §IIA. We will express the bispectrum in terms of the normalized scale-dependent function f NL (k 1 , k 2 , k 3 ) defined by:
and we will use the following identities for a triangle of vectors {k 1 , k 2 , k 3 }:
Finally, the bispectrum contribution due to variations in the speed of sound as considered in the cubic action (34) , to first order in the size of the feature σ * , and to first order in the polynomial expansion τ τ f (1 − y/β s ) reads:
where the sin(Kτ f ) in the last line contains the same terms as the cos(Kτ f ), but changing D S ↔ D A and τ f ↔ −τ f , as indicated. This is the formula we want to compare with (6), after proper normalization. Below, we show the comparison for different functional forms of the speed of sound.
E. Comparison of bispectra
In this section we compare the bispectrum obtained using the SRFT method (6) with that using the first order approximation for sharp features (45) . As a first example, one can reproduce our test case of gaussian reductions in the speed of sound, cf. (50), by taking:
where the correspondence between this set of parameters and the one used in [51] is σ * ↔ −B, τ f ↔ τ 0 , and β s ↔ √ β. In this case F is symmetric in the variable y = −β s ln τ τ f and therefore only the symmetric envelope function D S contributes, which is given by
In figure 4 we show the excellent agreement between the results obtained with (6) and (45) for the equilateral limit k 1 = k 2 = k 3 . We have checked that for other configurations in momentum space, such as the folded or the squeezed shapes, the agreement is very similar. Note that in figure 4 we are plotting the absolute difference in f NL and comparing with the total envelope of the signal 9 . At small scales one can see that the relative difference compared to (43), given by a symmetric reduction in the speed of sound as in (46) (TOP) and an asymmetric reduction as in (48) (BOTTOM), calculated with the SRFT formula (6) (solid) and with the sharp approximation (45) (dashed). RIGHT: absolute difference between the signals showed in the left plot (solid), together with the envelope of the signal (dashed). The grey strips represent the approximate scales of the first four acoustic peaks of the CMB temperature spectrum. The parameters are σ * = 0.04, βs = 25.5, ln(−τ f ) = 6. This gives |s|max 0.42 for the symmetric case and |s|max 0.55 for the asymmetric case. Note that in both cases the relative difference with respect to the envelope is large only at very small scales, which in any case will be indistinguishable at the observational level. We are also within the limit |s|max < 1, where these signatures are reliable but sharp enough so that the sharp approximation works. the total signal is high, due to the fact that the approximation for sharp features starts to fail for large values of Kτ . However, the absolute signal is insignificant at such small scales.
As a second example, we propose a shape function with an antisymmetric part:
for which the symmetric and antisymmetric envelope functions read:
We show in figure 4 the equilateral bispectrum signal produced by the asymmetric shape (48), again derived using (6) and (45) . As one can see in figure 4 , the agreement is also remarkable for functions with an antisymmetric part.
III. PARAMETER SPACE AND DETAILS OF THE SEARCH
In our previous work [51] we proposed a test case consisting of a gaussian reduction in the speed of sound. The functional form is inspired by soft turns along a multi-field inflationary trajectory with a large hierarchy of masses, a situation that is consistently described by an effective single-field theory and uninterrupted slow roll [18, 19, 27, 31, 52, 53] . We parametrized the reduction in the speed of sound as a gaussian in e-folds N of inflation:
where β > 0 is the sharpness, B < 0 is the amplitude, and N 0 (or τ 0 ) is the instant of maximal reduction. Assuming slow-roll, the conformal time τ is related to the e-folds of inflation through ln (−τ ) = (N in − N ) − ln (a in H 0 ), where a in = a(N in ) and N in is the time when the last ∼ 60 e-folds of inflation start. Notice that the quantity N in is irrelevant, since all the quantities in e-folds are defined with respect to N in .
A. Choice of parameter space
There are two main criteria that we followed in order to determine the parameter regions that we explored:
(a) The angular scales probed by Planck ( = 2 − 2500) roughly correspond to certain momentum scales crossing the Hubble sound horizon during the first N CMB 7 e-folds of the last ∼ 60 e-folds of inflation. If the data resembles features due to a reduced speed of sound, it is most likely to find them in this "CMB window", so we choose to 'look under the lamppost'. This means that the sharpness β and the position N 0 are chosen so that the reduction happens well within this window. As a by-product, we avoid degeneracies with the spectral index n s and the optical depth τ reio due to very wide reductions.
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(b) The SRFT calculation of the power spectrum and the bispectrum is valid for mild and moderately sharp reductions of the speed of sound. Also, the slow-roll contributions to the bispectrum are disregarded with respect to the terms arising from the reduced speed of sound [34] . This means that the amplitude |u| and the rate of change s ≡ċ s csH must be much smaller than one, while being (at least one of them) much larger than the slow-roll parameters. As a bonus, later in the text we will argue that |s| 1 is tightly related to an adiabatic evolution [18] .
We took a very conservative definition for the total width of the reduction (in e-folds): ten standard deviations, ∆N = 10/ √ 2β. Then, from (a), the position N 0 and the sharpness β should satisfy 5 √ 2β < N 0 < N CMB − 5 √ 2β and 10 √ 2β < N CMB . As to the perturbative regime, the rate of change s of the speed of sound (50) reads:
Since we have to impose |s| 1 for all values of N , it suffices to impose this condition at the point where |s| takes its maximum value |s(N * )| = |s| max , determined by:
which approximately corresponds to one standard deviation of our gaussian, and we have used that |B| 1. Then the condition |s| max 1 translates into β 2e B 2 + O(B −1 ). Altogether, the allowed region of our parameter space is taken to be [51] :
Notice that, as explained above in (b), the bound |B| O( , η) can be avoided if |s| max O( , η). For computational purposes, we use the parameter ln(−τ 0 ) instead of N 0 for the data analysis. The range for this parameter is taken to be more strongly restricted than by (53c):
The features in the power spectrum and bispectrum are linearly oscillating, as well as those tested in one of the searches for bispectrum features by the Planck collaboration [7, sec. 7.3.3] . The oscillatory frequency is determined by τ 0 , and the range of frequencies covered in Planck's bispectrum analysis is equivalent to the interval ln(−τ 0 ) ∈ [4.43, 5.34], which motivated us to search in the interval given above. Hence, our search is slightly larger than theirs in this respect.
B. Perturbative unitarity and adiabatic evolution
In the recent works [42, 43] , consistency conditions regarding inflationary models that produce features were studied. In particular they derive several bounds from the requirement that the theory describing the features is in the weak coupling regime. In this section we clarify what these bounds mean in the context of soft transient reductions in the speed of sound, in particular for our test case [51] .
In [43] , they establish a hard upper bound on the sharpness of the feature, based on the loss of unitarity when the loop contribution to a correlation function becomes of the same order as the tree level correlator:
11 β CBM 160, where β CBM (labelled by the initials of the authors of [43] ) defines the sharpness of the feature: β CBM ≡ 1/(H∆t).
Our sharpness parameter β is related to that of [43] by β = 50β
2 CBM , where we took the conservative definition of the width to be ten standard deviations, as explained in §IIIA. This imposes the following bound on our sharpness parameter:
Since we restricted our search to 2 < ln β < 7.5, the fits we found in that region [51] are perfectly consistent with the bound given above. Even if we take the crude definition for the width of only one standard deviation, the correspondence would be β = β 2 CBM , and the bound would translate to ln β 10, which still leaves us in a safe region. The analysis of [42] goes along the same lines as that of [43] , and similar results are obtained. They also identify additional scales above which the theory breaks down. Given that we a priori constrained our search to a region of the parameter space where the perturbative and adiabatic regimes are respected, it remains by far within the bounds derived in [42, 43] , and therefore the predictions obtained are consistently interpreted by the underlying theory.
It was also found [42, 43] that the best fit so far for steps in the potential in the CMB [6, 40, 41] does not lie within the allowed theoretical bounds. This calls into question the consistency of the framework in which these predictions are derived. More interestingly, this motivates a new theoretical framework able to consistently describe those predictions, since the data is blind to whether a theory is internally consistent or not.
An important and evident conclusion of these analyses is that very sharp features are problematic from the theoretical point of view. In addition, one could speculate that if the data finally points to inflationary scenarios with large field excursions, a (slightly broken) symmetry should protect the background, and then we would not expect to find sharp features in the potential. This further motivates the study of moderately sharp features, which are still safely described by an underlying theory.
The previous results were obtained in the framework of the effective field theory of inflation [24] taking into account only the time dependence of the Hubble parameter, and neglecting the variation of the rest of coefficients M 4 n . First of all, it is not clear whether similar conclusions would hold considering changes in the M 4 n coefficients. It is possible to construct the n-order lagrangian for the case of changes in the Hubble parameter and group all the terms together in a single vertex (for example π n ) by successive integration by parts. However, this is in general very difficult for changes in the M 4 n coefficients, since the number of degrees of freedom is larger. In the absence of a UV theory that gives us a recipe for consistently calculating M 4 n , any estimate on how they determine the perturbative regime must be made with extreme caution.
Last but not least, the intuition in terms of scattering amplitudes is borrowed from the standard QFT techniques which assume time-independent vertex coefficients. Intuitively, this will be applicable to time-dependent coefficients if they obey an adiabatic condition of the form |λ/λT | 1, where T is the time scale of the scattering process. Within this regime, higher order interactions should be suppressed. Although this might relax the strong coupling bound coming from the scattering amplitudes, it is not clear how time dependence would affect the other strong coupling scales, as treated in detail in [42] . 10 −2 |u| < 1 should be safely in the effectively single-field regime. Then, one could conclude that reductions in the speed of sound of a few percent are well motivated, and that the bound |s| < 1 implies an adiabatic regime.
Summarizing, the new results by BICEP2, if confirmed, leave about five orders of magnitude in which the UV degrees of freedom and the inflaton must live together. Although the energy gap is not gigantic, one would expect the heavy physics energy scale to be at least a hundred times larger than the Hubble scale, and therefore the adiabatic condition is satisfied.
D. Review of our search and further analyses
In our previous paper [51] , we looked for correlated signatures in the primordial power spectrum and bispectrum due to a gaussian reduction in the speed of sound. We found several fits to the Planck CMB power spectrum data with an improvement 2 < −∆χ 2 eff < 10, and calculated the predicted correlated signals in the primordial bispectrum, whose shape turned out to be surprisingly similar to a set of primordial bispectrum templates tested against CMB bispectrum data by the Planck collaboration [7, sec. 7.3.3] .
Thanks to this similarity, we were able to qualitatively compare some of our predictions to some of their fits, finding a reasonable agreement [51] . But we also found interesting differences: (1) the analysis of localized oscillations in the bispectrum performed by Planck only covers the region around the first acoustic peak, while our features are more significant around the second and third; (2) some of our best fits occur at values of |τ 0 | corresponding to oscillatory frequencies which are slightly higher than those covered in Planck's analysis. Thus, an extended search for oscillatory features in the bispectrum data towards higher frequencies and smaller scales would help in confirming or falsifying our predictions. Although our fits are not very significant at the level of the CMB power spectrum, the mild agreement in the primordial bispectrum is more than encouraging, given that this prediction is solely based on a fit to the CMB power spectrum data, and that it comes from a well motivated and consistent theoretical framework.
Review of main results and numerical consistency check
The power spectrum features caused by a transient reduction in the speed of sound described by eq. (50), parametrized by B, β and τ 0 , are combined with the primordial spectrum of the ΛCDM Planck baseline model described in [61, sec. 2] , parametrized by an amplitude A s and a spectral index n s . The primordial perturbations evolve in a flat FLRW universe parametrized by the densities of baryonic and cold dark matter, Ω b and Ω cdm , and the current expansion rate H 0 . The damping due to reionization is parametrized by the optical depth τ reio . Those 6 standard plus 3 feature parameters describe our cosmological model.
The features given by eq. (5) are calculated using a Fast Fourier Transform. The resulting CMB, calculated with the Boltzmann code CLASS [62, 63] , is fitted to the ESA Planck mission temperature data of March 2013, using the likelihood provided by the experiment [64] , and the low-CMB polarization data of the WMAP experiment [2] . In that fit, we use flat priors on the 6 cosmological parameters and on B, ln β and ln(−τ 0 ). The bounds on the priors are those defined in (53) and (54), ignoring a priori the bound |B| O( , η). The posterior probability is then maximized over the prior bounds using Markov-Chain Monte-Carlo (MCMC) methods, making use of the MCMC sampler Monte Python [65] .
As is usual when fitting small features on top of a large data set, we found the likelihood (and hence the posterior) probability distribution to be multi-modal. As our features are small and affect only a fraction of the data set, we expect to find only mild degeneracies of the feature parameters with the cosmological parameters. Due to the mild character of the degeneracies (that we confirmed a posteriori, cf. fig. 6 ), we expect the likelihood to show its multimodal character only within the parameter subspace of the feature. Therefore, we start our search by mapping the multi-modal likelihood on this 3-dimensional subspace. When the position and extension of the modes were sufficiently well determined, we cropped unimodal regions and sampled them allowing now the cosmological parameters (and also the likelihood nuisance parameters) to vary. With this, we got the definitive posterior probability distribution functions for the different modes.
Here we reproduce the results published in [51] , in a little more detail. The resulting profile likelihood can be seen in figure 5 . There, one can identify five modes, or defined regions of the parameter space where the likelihood is improved. The improvement is shown in ∆χ TABLE I . CMB power spectrum best fits (in parentheses), 68% c.l. intervals and effective ∆χ 2 at the best fit value for each of the modes. The prediction for the bispectrum for E is not reliable (see [51] ). Correlation coefficients between the feature and the cosmological parameters for the mode B. Notice the small correlations between the two sets of parameters, and the rather large negative correlation between B and ln β. 14 . Regions with improvements of −∆χ 2 eff < 2 have been discarded and are not shown in the plot. As can be seen in figure 5 , the modes are well-isolated narrow bands of ln(−τ 0 ), i.e. frequency of oscillation of the primordial spectrum feature. For each of the modes showed in the figure, the relevant parameter data is given in table I: the numbers in parentheses are the best fit values, and the parameter ranges, when given, are 68% c.l. regions.
The upper limit for ln β in the modes B and C is imposed by the prior, as we will explain below. For the modes D and E, no parameter ranges are given, due to their low significance and non-gaussian character; only the respective best fits are shown.
As expected, we find only small degeneracies 15 (|ρ| ≤ 0.15) between the feature parameters and the ΛCDM parameters for modes A, B and C. Consequently, the best fits and 68%c.l. intervals of the ΛCDM parameters reproduce quite accurately those of Planck, cf. table II. The correlation matrix for the mode B is shown in fig. 6 . For the less significant modes D and E, some of the correlations grow up to |ρ| ≤ 0.30. This is expected, since for lower ln(−τ 0 ) the frequency of the fits drops, getting closer to the frequency of the acoustic oscillations. In order to make our results from CLASS+Monte Python more reliable, we cross-checked them with an independent Einstein-Boltzmann solver and a different MCMC sampler, namely CAMB [66] and CosmoMC [67] . As an example, in fig. 7 and tab. II we explicitly show this comparison for the most significant mode B by varying both the primary ΛCDM parameters and the additional sound speed reduction parameters. We find excellent agreement between these two results.
Degeneracies in the modes and polarization
The CMB temperature data is not able to restrict the maximum value of ln β, as one can see in figure 5 and in the 1D marginalized likelihood of ln β in figure 7 (middle-right panel) . After some value of it, the likelihood reaches a plateau with constant ln(−τ 0 ) and increasing ln β. As for the amplitude B, it is correlated with ln β with correlation coefficient of order ρ ∼ −0.3 (cf. fig. 6 ) -we find that the best fit for |B| increases along increasing ln β in each of these plateaus.
The reason for the data not being able to restrict ln β and for this degeneracy is quite well explained by figure 8 and figure 9. In the last one, we have plotted the CMB temperature and E-mode polarization spectra of the best fit of the mode B (white circle in figure 8 ), together with a similar fit (grey circle in figure 8 ) that improves ∆χ 2 eff marginally and saturates the s = 1 bound. Along the direction of simultaneous increase of ln β and |B|, the feature in the primordial spectrum broadens towards smaller scales, while the amplitude of the tail on the larger scales remains almost constant. Since at smaller scales much of the primordial signal is suppressed by diffusion damping in the CMB, no significance is gained along the degeneracy direction, causing a plateau in ∆χ 2 eff . Photon diffusion at the last scattering surface has the effect of polarizing the CMB signal through Thomson scattering, so at smaller scales the polarization spectrum will contain information about the primordial spectrum, complementary to that of the temperature spectrum. Therefore, the difference at small scales between two fits in the same plateau (for example the red and the green spectra in figure 9 ) is larger in the polarization spectra (TE and EE). This suggests that the Planck polarization data, expected to be released along 2014, may be able to set stringer bounds on the maximum value of ln β.
Local improvement at different angular scales: ∆χ 2 ( ) Given a fit to the CMB power spectrum of some feature model, it is interesting to know in which ranges of multipoles the feature describes the data better than the baseline ΛCDM model. This kind of local improvement can only be calculated approximately, since the temperature data points at different multipoles are in general correlated. Multipole, Nevertheless, even a qualitative analysis can shed some light on where the feature fits better the data than the baseline model. We have studied the local improvements along the multipoles of the four relevant fits, modes A to D (we show the result for mode B in figure 10 ). To do that, we have binned the multipoles with ∆ = 20 and substituted pieces of the best fit for each mode into the best fit of the ΛCDM baseline model. For the sake of simplicity, we use for this analysis the preliminary fits found by keeping the cosmological and nuisance parameters fixed to their best fit values (hence the small difference in the total ∆χ 2 eff between fig. 10 and tab. I) . The results show that mode A gains its significance mostly in the first and third peak and loses some of it in the second; mode B (see fig. 10 ) and C gain most of their significance in the third peak, lose some of it in the fourth peak and improve a little again in the fifth and sixth. The mode D does not fit well the first and second peaks, gains most of its significance in the third peak, and some more in the fifth and sixth peaks.
IV. CONCLUSIONS AND OUTLOOK
A detailed understanding of the origin and detectability of transient features in the primordial (and observed) correlation functions is now more important than it was before the BICEP2 results [8] . A large transplanckian field excursion should detect any features present in the scalar potential as well as changes in the dispersion relation of the adiabatic mode, if they are there, and arguably there were hints of both in the Planck data [6, 7] . At the same time, a high inflationary scale leaves less room for mass hierarchies in the UV completion, that would be needed to justify the single-field effective low energy description. This is a problem for very sharp features, as they tend to excite any higher frequency modes coupled to the inflaton. We have argued that the regime of moderately sharp features is particularly interesting. Most likely these cannot be detected in any particular dataset and have to be searched for in correlations between different data sets.
In this regime, the effect of a transient reduction in the speed of sound can be calculated with the simple SRFT approximation [34] , in which the correlations between power spectrum and bispectrum are manifest. We emphasize that the simple expressions (5) and (6) In this work we have presented an alternative way to calculate both the power spectrum and bispectrum, by consistently applying an approximation for moderately sharp features, both to the GSR power spectrum (eq. (29) ) and to the in-in calculation of the bispectrum (eq. (45)). Within this regime, we have extended existing GSR calculations of the power spectrum to less sharp and arbitrary shapes of the speed of sound, and found excellent agreement with the SRFT approximation in the regime where both methods apply.
Given that the regimes of validity of the two methods are not entirely coincident, we are now equipped with a robust machinery that will allow us to describe features in the speed of sound for a broader region of the parameter space. Broad features can be calculated with the SRFT approach, while sharp features can be calculated using GSR for the power spectrum (eq. (29)) and the in-in approach for the bispectrum (eq. (45)).
In a previous paper [51] we performed a search for such correlated features assuming moderately sharp, mild reductions in the speed of sound of the adiabatic mode during uninterrupted slow-roll inflation. We reported several fits to the Planck CMB temperature spectrum data and predicted the correlated signatures in the complete primordial bispectrum. We qualitatively compared with the bispectrum search by Planck when possible and found reasonable agreement. We have performed additional tests to the results of our search in [51] . Namely, we have repeated it using independent codes and found practically equal results; we have studied more explicitly the small degeneracies among the cosmological and feature parameters, and proposed the CMB TE and EE polarization spectra as a way to break degeneracies among the latter; and finally we have investigated at which multipoles each of our fits describe the CMB temperature data better than the baseline ΛCDM model.
The ability to make predictions in a wider region of the parameter space of features is of particular relevance, since new data sets may allow us to explore it. Besides, since different experiments generally have different foregrounds and systematics, a joint analysis could reduce the contamination of the primordial signal on the overlapping scales. In particular, we plan to extend our search to large scale structure surveys [68] .
