Abstract Although very important in software engineering, establishing traceability links between software artifacts is extremely tedious, error-prone, and it requires significant effort. Even when approaches for automated traceability recovery exist, these provide the requirements analyst with a, usually very long, ranked list of candidate links that needs to be manually inspected. In this paper we introduce an approach called Estimation of the Number of Remaining Links (ENRL) which aims at estimating, via Machine Learning (ML) classifiers, the number of remaining positive links in a ranked list of candidate traceability links produced by a Natural Language Processing techniques-based recovery approach. We have evaluated the accuracy of the ENRL approach by considering several ML classifiers and NLP techniques on three datasets from industry and academia, and concerning traceability links among different kinds of software artifacts including requirements, use cases, design documents, source code, and test cases. Results from our study indicate that: (i) specific estimation models are able to provide accurate estimates of the number of remaining 
Introduction
Traceability links capture relations among software artifacts at the same level -i.e.,"vertical traceability" among requirements or use cases-or at different levels i.e., "horizontal traceability", for example between requirements and source code artifacts (Lindvall and Sandahl 1996) . The availability of such links is relevant for several software development tasks. A relevant example of vertical traceability is the identification of equivalent requirements to avoid assigning the same requirement to different requirements analysts, thus performing redundant tasks and originating duplications in software artifacts up to the code base (Dag et al. 2002) . This usually happens when requirements are numerous and many stakeholders are involved in the analysis process (Falessi et al. 2011) . Traceability links are useful also during maintenance when, given a requirement change, one needs to know what design, test, and source code artifacts need to be changed accordingly.
Due to software evolution, or to the lack of a disciplined development and maintenance process, traceability links often tend to be outdated or missing. Several researchers have proposed the use of Natural Language Processing (NLP) techniques to support traceability recovery among artifacts at the same level of abstraction, e.g., requirements (Falessi et al. 2011) , and at different levels of abstraction, including high-level onto low-level requirements De Lucia et al. 2006) , requirements onto design (Duan and Cleland-Huang 2007; Zou et al. 2007; Lormans and van Deursen 2006) , requirements onto source code (Marcus and Maletic 2003; Antoniol et al. 2002) , requirements onto defect reports (Yadla et al. 2005) , and change requests onto the impacted software modules (Antoniol et al. 2000) . Such techniques produce a ranked list of candidate traceability links, that need to be manually inspected by the analyst.
Automated support for traceability link recovery is particularly important in case of large-medium systems. However, for such systems, the number of candidate links could be very high; this makes infeasible (with a reasonable effort) a complete manual inspection. For example, in the industrial case study of detecting equivalent requirements discussed by Falessi et al. (2011) there were five projects, each with 500 requirements. Given that a candidate link is a unique pair of requirements, within the same project or across different projects (for datasets composed of more than one project, there can be inter-project traceability links), where the order does not matter, the formula to compute the number of different candidate links is N(N-1)/2, where N is the number of requirements. Thus, the number of possible requirement pairs to link were more than three million. In such cases, it is very unlikely that the analyst can inspect all possible links. Thus, an accurate ranking allows the analyst to focus on the links with the highest likelihood to be of interest. However, the ranking is never 100 % precise because it relies on the textual content of the artifacts to be linked. Therefore, the analyst must make the decision to stop searching for artifacts to link by making a trade-off between missing actual links and inspecting a large number of false positives. On the one hand, an overestimation leads to wasting effort, because the search does not produce any valuable output. On the other hand, an underestimation leads to an infective link recovery. For instance, in the context of detecting equivalent requirements, an underestimation would lead to wasting effort in developing duplicate pieces of functionality.
Paper Contribution
To support the requirements analyst in the decision about when to stop inspecting candidate traceability links, in this paper we introduce a novel approach called Estimating the Number of Remaining Links (ENRL) which aims at providing the analyst with an estimate of how many positive links the remaining part of the ranked list contains. ENRL consists of a Machine Learning (ML) classifier that is trained on the portion of the ranked list already inspected by the analyst and uses the similarity between the two items to be linked (measured by an NLP technique) as feature (i.e., input of the ML classifier). We note that the number of remaining links differs from the metric recall because it relates to a ranked set of classified instances.
To empirically evaluate the accuracy of ENRL, we performed a study on three datasets with seven ML classifiers and several (12 for each dataset) NLP techniques. The ML classifiers are used as univariate models (i.e., using as feature the artifact similarity computed by one single NLP technique) and multivariate ones (i.e., using as features the artifact similarity computed by all the considered NLP techniques). One dataset regards five industrial projects and the linkage of equivalent requirements, the other two datasets are academic and concern traceability recovery among different kinds of software artifacts such as use cases, design documents, source code, and test cases.
The purpose of this work is exploratory: we aim to analyze if, and how, we can estimate the number of remaining links in traceability recovery. In this context, the study aims at investigating the following research questions:
-RQ1: What is the level of accuracy of estimation models? -RQ2: Can we select accurate estimation models? -RQ3: Do multivariate estimation models outperform univariate ones?
Paper Structure The remainder of the paper is structured as follows. Section 2 describes the NLP-based link recovery process, and discusses related work. Section 3 describes the ENRL by detailing the role of NLP techniques and ML classifiers. Section 4 reports the empirical study definition and planning. Results are reported in Section 5, while Section 6 discusses the threats to results validity. Section 7 concludes the paper and outlines directions for future work.
Related Work
This section describes related work for what concerns (i) traceability link recovery, and (ii) the use of various statistical techniques to estimate the number of items (e.g., of defects) that are remaining or relevant for a specific task (e.g., a testing task). We forward to a recent systematic literature review (Borg et al. 2014 ) for a more broad discussion of the state of the art on traceability link recovery.
Information Retrieval Approaches for Traceability Link Recovery
As depicted in Fig. 1 , Information Retrieval (IR) traceability link recovery works by textually comparing pairs of software artifacts, and ranking the similarity of artifact pairs (Falessi et al. 2011) . NLP techniques have been used for a long time to recover traceability links (Borg et al. 2014) . In practice, NLP techniques analyze the two textual artifacts and provide a similarity measure ranging between 0 and 1. This similarity measure represents the likelihood of the two textual artifacts to be related. Generally, the artifacts pairs are ranked according to their similarity scores and the ones having a similarity higher than a given threshold (therefore being in the topmost positions of the ranked list) are considered as candidate links. An automated recovery is often followed by a manual inspection of the candidate links; it is performed by a software analyst who can confirm a candidate link, or classify the link as a false positive. NLP techniques consist of a sequence of steps, described as follows (further details can be found in well-known textbooks (Baeza-Yates and Ribeiro-Neto 1999)):
-Term extraction: terms are extracted from software artifacts, removing special characters, and possibly splitting composite identifiers before any comparison can take place. Possible ways to extract terms include: 1) Simple extraction (tokenization and stop-word removal) and 2) Part Of Speech (POS) Tagging using the Stanford natural language parser, which would allow to focus on some particular POS only, such as nouns (Capobianco et al. 2009) , and 3) Stemming, i.e., bringing different word forms (noun singular/plural, verb conjugations) to the same radix, using approaches such as the Porter stemmer (Porter 1980; Fellbaum 1998 ); -Term weighting: terms are weighted, based on their occurrences in the analyzed text fragments. For instance the weight of a term can depend on the frequency of its occurrence in the given text fragments (term frequency-tf ) or the number of documents that include the term (Inverse Document Frequency-idf ), or their combination (tf-idf ) (Baeza-Yates and Ribeiro-Neto 1999). Simpler approaches include the Raw frequency, i.e., the number of times that the term occurs in the text, and Binary weighting, where a weight of 0 is assigned if the term does not occur, and 1 vice versa. -Building algebraic models: a space of documents is created. In the case of Vector Space Model (VSM), it is a term-document matrix obtained using the indexing computed at the previous step. VSM uses spatial proximity for semantic proximity. Two further techniques that consider synonymies are WordNet, where synonymies are pre-defined in a thesaurus, and Latent Semantic Analysis (LSA) (Deerwester et al. 1990; Blei et al. 2003) , which projects the documents into a (reduced) space of orthonormal concepts to deal with the limitations of VSM such as synonymy and homonymy. -Computing similarity: finally, the similarity between documents to be linked is computed using similarity measures. Specific algebraic models are compliant to specific measures. Examples of similarity measures are Cosine, Jaccard, and Dice similarity metric for the VSM algebraic model (Baeza-Yates and Ribeiro-Neto 1999 Antoniol et al. (2002) used the simple VSM as well as a probabilistic model. Marcus and Maletic (2003) replicated the study of Antoniol et al. (2002) and showed that LSA (Deerwester et al. 1990 ) in some cases improves the performance of link recovery, thanks to its capability of dealing with synonymy and homonymy. Abadi et al. (2008) applied the Jensen and Shannon Model (JS) (Cover and Thomas 1991) , which, again, in some cases outperforms simpler techniques. Other examples of NLP techniques applied to link recovery include Latent Dirichlet Allocation (LDA) (Blei et al. 2003) , used by Asuncion et al. (2010) , or Relational Topic Models (RTM) used by Gethers et al. (2011) . The study by Gethers et al. (2011) indicated that, in general, different techniques perform better or worse in different contexts, and there is no technique able to always outperform the others. In a previous paper (Falessi et al. 2011) we observed that the performances of an NLP technique in identifying equivalent requirements, computed on given datasets, depend on both its ability and the odds of making correct identifications. In order to avoid this problem we proposed, and applied on 242 NLP techniques, the following empirical principles: 1) Definition of an objective function and adoption of an optimal threshold, 2) Cross-validation of the performance of NLP techniques, 3) Statistically testing the difference among performances of NLP techniques, 4) Statistically testing the equivalence among NLP Techniques, 5) Analyzing the impact of difficulty, 6) Analyzing boundaries by adjusting scores, and 7) Validation of the random score.
Recent work has also shown that near optimal IR processes can be instantiated by using search-based optimization techniques (Lohar et al. 2013; Panichella et al. 2013) . The existing literature also reports works aimed at improving the performances of traceability link recovery approaches. Settimi et al. (2004) proposed to normalize document lengths using the pivot normalization term weighting approach. The purpose is to avoid that longer documents tend to achieve a higher score than shorter ones. Other approaches aim at improving the term weighting by taking into account the structure of the artifacts (Cleland-Huang et al. 2005) or the importance of a term for a specific domain (Zou et al. 2007; Huffman Hayes et al. 2003 proposed an approach, based on image filtering, to improve the performances of NLP-based link recovery, by weighting words according to specific types of artifact (e.g., use cases, source code) to be linked. Results indicate that the use of smoothing filters significantly improves the performances of IR-based traceability recovery based on VSM or LSI. Feedback mechanisms, such as the Rocchio feedback (Baeza-Yates and Ribeiro-Neto 1999), allow to change the term weighting during the analysis of candidate links performed by software engineers (De Lucia et al. 2006; Hayes et al. 2006) . If the software engineer classifies a candidate link as a correct link, the words found in the target artifact increase their weights in the query, otherwise, such weights decrease. The expectation is retrieving more correct links and less false positives in next iterations of the recovery process. All the above techniques aim at improving the performance of link recovery. However, while such techniques generally work toward achieving a better precision/recall, or by trying to move positive links towards the upper part of the ranked list to be presented to the analyst, they have never been used to provide the analyst with information about when to stop searching for artifacts to link. Borg et al. (2014) recently provided a comprehensive analysis of 79 publications related to IR-based trace recovery. By providing our tool as open source and our measurement procedure as pseudo code we followed their suggestion to report tool details and measurement procedures.
Our work shares with previous traceability recovery approaches the use of NLP techniques to compute the similarity between artifacts to be traced. However, our work adds on top of that the machine learning approach used to estimate the number of remaining links.
Industrial Applications of Automated Traceability Link Recovery
As described above, researchers have put substantial effort in developing approaches for traceability link recovery, as well as possible ways to improve them. The general goal has been to achieve performances suitable to industrial applicability.
In recent and past years, traceability link recovery has also been applied in the context of industrial case studies. For example, Lormans et al. have developed an approach named ReqAnalyst and based on LSI to reconstruct requirement views (Lormans et al. 2008) , and successfully applied it to an industrial case study. Noticeable applications in the industrial context of traceability link recovery regard both tracing architectural concerns in safety-critical and performance-critical applications (Mirakhorli and Cleland-Huang 2011) and providing just-in-time traces for large and complex mechatronic systems (Czauderna et al. 2012) . Approaches have also been developed to trace quality concerns in business and safety-critical systems (Mirakhorli et al. 2012) . Last, but not least, traceability has been combined with design slicing to help filtering out irrelevant content in System Modeling Language (SysML) design when performing inspections (Briand et al. 2014 ).
Approaches for Estimating the Number of Items Relevant for a Specific Task
Related literature also concerns approaches to estimate the number of items with specific characteristics in a set, e.g., the number of fault-prone classes in a system. To the best of our knowledge, no past work aimed at investigating the use of ML classifiers to estimate the number of remaining positives in a ranked list. A well-known type of models for estimating the number of remaining items is "capture-recapture". This type of estimation model has a widespread use in biology (Otis et al. 1978) and its accuracy has been investigated also in software engineering in the context of estimating remaining defects in software artifacts (Briand et al. 2000; Petersson et al. 2004 ). This type of estimation model uses several persons to inspect the code. Each person draws a sample from the population of defects in the inspected software artifact. A defect discovered by one person and rediscovered by another is said to be recaptured. The percentage of recaptured defects, over non recaptured defects, is a good indicator of remaining defects. Specifically, the higher the percentage of recaptured defects the lower the number of remaining defects. The main advantage of capture-recapture models is their independence from the type of item for which the remaining number is being estimated; these models can be used to estimate the number of remaining penguins in Antarctica or the number of remaining defects in a software application. However, all capture-recapture models require that a high number of analysts search for the desired item (e.g., equivalent requirements or software defects) in an independent way. This assumption is unrealistic in the context of identifying requirement pairs where the analysts must follow a ranked list of candidate requirement pairs rather than advancing subjectively among the wide spectrum of candidates Dekhtyar et al. 2011) . In conclusion, though addressing a very similar problem, the capture-recapture type of estimation model is incompatible to our context, and therefore we choose to investigate the use of ML classifiers.
A number of studies investigated the estimation of residual defects with the aim to provide further insights into the software testing process. Malaiya and Denton (1998) proposed an approach based on test coverage to estimate the number of residual defects in software applications. Their approach refines the standard use of the exponential software reliability growth model (SRGM) which estimates the total number of defects present at the beginning of testing less the ones found during testing, by taking into account the applied testing effort and specific testing techniques effectiveness. Bai et al. (2008) provide a general model to study the trend of the remaining software defect estimation (RSDE), whereas an overview of different approaches for that has been provided by Cai (1998) . Approaches based on reliability models or on natural models such as capture-recapture are not suitable to be applied to the estimation of traceability links, as they are based on the use of defect-specific curves. The most related models are, instead, Bayesian models that have been applied for the estimation of the number of remaining defects. In our case, ML approaches-including Bayesian models-are combined with the use of NLP techniques.
In the context of behavioral testing of software applications, Chen et al. (1999) presented and evaluated an approach to set a stopping rule for determining when to switch testing strategies for increased code coverage or stop testing behavioral models all together. Although setting a stopping rule is similar to estimate the number of remaining defects, their context of behavioral models differs from the context of traceability links retrieval. Figure 2 shows how an NLP technique supports a requirements analyst in identifying positive links, and the ENRL approach, i.e., how ML-based estimator helps in estimating the number of remaining (positive) links.
Estimating the Number of Remaining Links
There are three main steps in the identification of candidate links using IR-based traceability link recovery. In step 1, the artifacts are extracted from a repository (e.g., a requirements management tool, an SVN repository, etc.) and each pair of artifacts becomes a candidate link. In step 2, an NLP technique analyzes the possible links and computes the similarity for each artifacts pair. Then, artifact pairs are ranked according to the similarity score. In step 3, the analyst, following the ranked list, inspects two software artifacts and s/he classifies the link as either positive or negative.
ENRL enhances the standard traceability process with three additional steps, as shown in Fig. 2 . Specifically, in step 4 a ML classifier is trained with the set of already analyzed and classified (into positive or negative) links. The estimation model is trained using the similarity scores provided by an NLP technique (in step 2), and the specific classification provided by the human (in step 3). In step 5, the trained model takes as input the similarity scores of the remaining (not yet analyzed) links, and classifies them as positive or negative links. In step 6 the estimated number of remaining links is computed as the number of links estimated as positive by the ML classifier. Such an estimate is an objective information that can be used by the analyst-as an alternative or a complement to her subjective intuitionto decide whether it is worthwhile to proceed in the inspection of candidate traceability links or not.
It is important to highlight why the number of remaining links is estimated by using a ML classifier, rather than just setting a threshold on the similarity score and counting the number of candidate links whose similarity is above the threshold. The main reason is that an NLP technique performs differently on different thresholds: a high threshold is prone to false negatives and therefore an underestimation of the number of remaining links, whereas 
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The ENRL approach: estimating the number of remaining links using NLP techniques and ML classifiers a low threshold is prone to false positives and therefore produces an overestimation of the number of remaining of links (De Lucia et al. 2007 ). As a result, for each NLP technique, a given threshold may or may not be suitable. Each ML classifier can be seen as a way to tune the threshold according to a specific algorithm. This justifies the use of a supervised technique (i.e., using ML classifiers) over an unsupervised one (i.e., setting a threshold over the computed similarity levels).
Empirical Study
The goal of this study is to analyze ENRL approach, with the purpose of investigating the capability of ML classifiers to estimate the number of remaining links in a ranked list produced by NLP link recovery approaches. The quality focus is the ability of ML classifiers to support ENRL. The perspective is of researchers that want to investigate the ENRL accuracy, and whether its accuracy can be considered as an additional quality factor, i.e., a criteria to be used when selecting NLP approaches for traceability link recovery. The context comprises candidate traceability links from three datasets, including one industrial dataset and two datasets, related to student projects, widely used in traceability recovery studies. 
Context Selection
As detailed in Table 1 , the first dataset (Selex SI) comes from industry-specifically from Selex Sistemi Integrati 1 -and was used in previous studies (Falessi et al. 2011; Falessi et al. 2009 ). It consists of 983 candidate traceability links where each link is a requirement pair. This dataset features 138 true positive links sampled from all possible 3,123,750 pairs of 2,500 requirements. Such requirements belong to a system of systems composed of five industrial projects from the aerospace domain. Noteworthy, and differently from the other datasets, in this case there can also be inter-project traceability links. Further details about this dataset and the adopted sampling procedure can be found in a previous paper (Falessi et al. 2009 ). The second and third datasets are related to two Java projects, e-Tour and EasyClinic, developed by Master Students and related to e-tourism and hospital management respectively. For e-Tour, the traceability link recovery is performed between use cases and source code classes, whereas for EasyClinic traceability recovery is related to four kinds of artifacts: use cases, textual information from interaction diagrams, source code classes, and test cases. In EasyClinic, traceability link recovery concerns both horizontal and vertical traceability (e.g., use cases vs. source code classes). We complemented the industrial dataset with e-Tour and EasyClinic because (i) they allow to show the approach applicability to vertical traceability recovery, and (ii) these data sets are publicly available and have been previously used in a traceability recovery challenge. 2 The working dataset is available online 3 for replication purposes.
Research Questions
In this paper we aim to investigate the following research questions: estimation models must not only be sufficiently accurate but must also be selectable (i.e., we need to know that it will be accurate for the case at hand). In other words, having an accurate estimation model would be useless if the final user would be unable to select it among inaccurate models. Unfortunately, the accuracy of an estimation model can be measured only after its use and thus this measure cannot be used as criteria for selecting estimation models. In this work we investigate whether the accuracy in ENRL can be estimated. If this will be the case, then the estimated accuracy can be used as a reliable criteria for selecting estimation models. Moreover, because in this study an estimation model is a specific combination of an ML classifier and an NLP technique, in RQ2 we investigate whether, for a given ML classifier, it is possible to choose the NLP technique according to the estimated accuracy. It is important to point out that, while the performances of the proposed approach might depend on the particular choice of the ML technique, our goal is to show that the approach for predicting the estimated number of remaining links could produce acceptable performances with out-of-the-box techniques, and without necessarily performing a careful selection and calibration of such techniques. -RQ3: Do multivariate estimation models outperform univariate ones? Previous research indicates that combining several NLP techniques yields improvements in accuracy, precision, and recall (Falessi et al. 2011 ). Thus, we are interested in investigating if there is an improvement in estimation accuracy too. In other words, we investigate if ML classifiers adopting several NLP techniques simultaneously (i.e., multivariate models) provide more accurate estimations than ML classifiers adopting one NLP technique at a time (i.e., univariate models).
Variable Selection: Independent Variables
The only independent variable of this study is the estimation model adopted to support ENRL. Since in our context an estimation model is a specific combination of ML techniques and NLP techniques, in the following we describe these two variables.
Machine Learning Supervised Classifiers
To support ENRL we considered the ML classifiers available in Weka. We chose WEKA among several tools implementing ML classifiers (e.g., Mallet, NLTK, R, MATLAB) due to the availability of training support (Witten et al. 2011) , the extensive use in the scientific research community (Kim et al. 2011; Okutan and Yildiz 2014; Rahman et al. 2013; Krishnan et al. 2013) , its open-source nature, and the first author acquaintance (Falessi et al. 2011; Falessi and Reichel 2015; Falessi et al. 2014 (Altman 1992 ); 5. NaiveBayes, which is a probabilistic classifier based on the Bayes conditioned probability theorem (Russell and Norvig 2003) ; 6. LogitBoost, which is a classifiers using a boosting algorithm (Friedman et al. 2000) ; 7. ZeroR, which is a constant classifier, which always returns as classification the most one, and is used as a baseline when assessing the performances of other classifiers.
In this context it is not necessary to understand the details of the various classifiers, because the goal of this paper is not to try building the best possible classifier to support ENRL. Instead, we put ourselves in practitioners' shoes and we investigate whether out-ofthe-box classifiers (e.g., available in tools such as Weka) can be used to support ENRL, and to investigate to what extent the choice of one particular classifier would affect the error in the estimate.
NLP Techniques
When choosing the set of NLP techniques to be used, in principle one could have all possible combinations of different methods available for each phase of the traceability recovery process described in Section 2. In Falessi et al. (2011) we described about 242 NLP techniques. Each technique can be seen as a specific point in a four-dimensional space where each dimension is a mechanism (i.e, algebraic models, term extraction, weighting schema, and similarity metric). We choose the 12 NLP techniques with the aim to use all the alternatives of all dimensions, though not all their possible combinations because this would lead to 242 NLP techniques. For instance, regarding Selex SI, we used the "Jaccard" similarity metric alternative in combination with the "VSM" algebraic model alternative, and the "Cosine" similarity metric alternative in combination with the "VSM" algebraic model alternative. We believe that 12 is a high number of techniques because the goal of this paper is not to investigate which technique is better in terms of traceability recovery capabilities; see Falessi et al. (2011) for a comparison of 242 NLP techniques in terms of precision, recall, and accuracy in traceability recovery. It is important to note that LSA required to set the number of concepts k to different values in different projects, given the different size of the datasets.
Variable Selection: Dependent Variables
The main dependent variable of this work is the accuracy of estimation models. In order to comprehensively characterize the various aspects of accuracy of an estimation model, we will use several metrics.
Mean Relative Error (MRE)
A widely adopted metric to assess the accuracy of estimation models is the relative error (Foss et al. 2003 ) which in our case is the absolute value of (actual number of remaining positive links -estimated number of remaining positive links) / actual number of remaining positive links. Given the set of true positives (TP), false positives (FP), true negatives (TN), and false negatives (FN), the relative error (RE) is computed as:
Note that we have RE = 0 when F P = F N, regardless of the size of F P (andF N); though surprising, this is fine. In fact, given a set of remaining links, we aim to estimate the number of positive links not which of them are positive. Specifically, if the number of remaining links is X, there might be a very rare case in which an approach A 1 is able to identify most of these positive links and another approach A 2 is unable to identify these positive links, while able to estimate their number X. This can indeed happen because, when estimating the number of links, the presence at the same time of a false positive and a false negative (which count as a total number of links equal to one) produces the same results when the false link is discarded an the true link identified (number of links equal to one also in this case).
In this scenario, we definitely prefer the approach A 2 over A 1 as, differently than past research on traceability recovery, the problem we want to solve is the quantification, rather than the identification, of positive links. We do believe this case is rare and probably only hypothetical.
The MRE is defined as the mean RE across all performed estimations in a group of datasets, i.e.:
where N is the number of performed estimations.
Mean Absolute Error (MAE)
The absolute error (AE) complements the RE as it provides a clear, intuitive indication of the difference between the estimated links and the actual ones. AE is defined as:
The Mean Absolute Error (MAE) is defined as the mean AE across all performed estimations in a group of datasets, i.e.:
where N is the number of performed estimations. Despite MRE and MAE result with the same trend on the same dataset, they have different values and different meanings (i.e., relative versus absolute error). Therefore, both MRE and MAE are required to support a reliable interpretation of the results.
Standard Deviation of RE (SD)
Standard deviation aims at complementing the use of MRE as the latter does not take into account the spread of the RE distribution across the performed estimations. In other words, an estimation model, to be deemed as accurate, it has to show a little variance of accuracy among estimations. Note that this metric cannot be used alone as it can erroneously prefer a ML classifier, which constantly performs erroneously.
90 Quantile of RE (90Q)
A further important aspect in the definition of accuracy of an estimation model is its probability to provide estimations with low MRE. By using quantiles, we set the minimum proportion of observations exhibiting a given maximum relative error.
Study Design and Procedure
In the following, we describe in details how we address the study research questions.
RQ1: What is the Level of Accuracy of Estimation Models?
Cross-validation (Stone 1974 ) is one of the most used and reliable procedure for measuring the accuracy of estimation models (Witten et al. 2011) . In a ten-fold cross-validation, the dataset is randomly split into 10 sub-parts, with the constraints, for each part, to have approximately the same cardinality and the same proportion of categories of the data set. Each sub-part, in turn, is taken away from the data set, and the remaining data are used to train the model which is then applied on the subtracted part. However, ten-fold crossvalidation is meant to be applied in context where the estimation is independent of ordering of data (candidate links) constituting the training and the test set. Since in our context the ordering matters, ten-fold cross-validation is not suitable. In our context, the aim of estimates is to provide information to analysts, enabling them to make informed decisions about when to stop searching for artifacts to link. Therefore, the smaller the size of training set required to estimation models for providing accurate estimates, the sooner the analyst can take advantage of the information regarding the estimated number of remaining links. Therefore, we designed our cross-validation aiming at mimicking a realistic scenario where-as shown in Fig. 2 -the analyst starts to inspect links in the top part of the ranked list. In this scenario, only the top links can be used for training and the remaining (candidate) links are estimated.
We analyze the performances of each estimation model adopting 91 subdasets for each dataset. In each subdasets the training part has been constructed by starting with 5 % of the dataset and improving using a step of 1 % of the dataset, up to reaching a subdataset having a training set of 95 % of the data set. We started creating the subdatasets at 5 % rather than at 0 % for providing to the estimation models enough data for learning. We stopped at 95 % rather than 100 % because the approach is meant to suggest when to stop classifying and hence it would be useless if the entire dataset would be already classified. Even reaching a 95 % of classifications could be practical infeasible, however the related results have scientific significance. Finally we adopted a step of 1 % to obtain fine-grained results.
Algorithm 1 reports our procedure for computing the estimation error in pseudocode. The first phase (lines 2 to 8) is to set variables like datasets, ML classifiers, NLP techniques, and the constraints about the subdasets size. The second phase is the evaluation it self. We select a given dataset and a given NLP technique. Then we rank (line 13) this dataset according to this NLP technique. Once ranked, the dataset is split in training set (line 15) and test set (line 16). The training set includes always the top links, its size varies (line 14) according to predefined variables (lines 6 to 8). Then we create an estimation model by selecting a ML classifier and training it on the training set (line 18). Finally, the error of a specific dataset, NLP technique, amount of data, and ML classifier is now computed by applying the estimation model on the test set. The procedure continues by changing the ML classifier, the amount of data, the NLP technique and the dataset, in this specific order.
To check whether an estimation model is accurate, we set a threshold on the performances-in terms of our dependent variables-observed for each estimation model; for instance we might require MRE < 0.5. We started analyzing the thresholds adopted in other software engineering domains (Foss et al. 2003) ; for instance, in the context of effort estimation, the usual threshold for MRE to deem an estimation model as accurate is 0.25 (Foss et al. 2003) . Then, by discussing with our industrial partners (i.e., Selex SI), we adjusted such thresholds. As a result, in this work we deem an estimation model as accurate if it satisfies all the following thresholds: MRE < 0.15, Standard deviation (SD) of RE < 0.15, 90 quantile (90Q) of MRE < 0.30 (i.e., we guarantee that across all performed estimations, more than 90 % of them show a RE smaller than 0.30) and MAE < 0.05 · number of positive links in the specific dataset. This set of thresholds takes into account both the average amount of error (MRE and MAE) and it variance (SD and 90Q). However, thresholds vary among contexts as different situations require support of different levels of precision; e.g., in general, safety critical contexts require higher levels of precision than non critical contexts. In order to improve the applicability of the results on other contexts, we analyze the performance of the estimation models, over the three datasets, by applying various thresholds, and specifically MRE threshold varying between 0.05 and 1 with a step of 0.05, and the thresholds on other dependent variables (MAE, SD, 90Q) varying proportionally to the MRE threshold.
RQ2: Can we Select Accurate Estimation Models?
Again, cross-validation is one of the most used and reliable procedure for measuring the accuracy of estimation models. We applied cross-validation to investigate RQ1, however we need to be careful in which data is known, and hence can be used, when the validation is applied. According to Fig. 2 , the analysts, while analyzing candidate links, has only a portion of the dataset that is classified and hence only this portion can be used to estimate the accuracy that the estimation model will have in estimating remaining (i.e., unclassified) links.
We define actual MRE as the MRE measured via the evaluation procedure reported in Algorithm 1. We define estimated MRE as the MRE computed via ten-fold crossvalidation (Stone 1974) having as dataset only classified links. According to Algorithm 1, the estimated error is computed by adding the following line after line 19:
Therefore, the training set of actual MRE (Fig. 2) is used as both training and test set when measuring the estimated MRE; the test set of actual MRE is not used (because unknown in the practical scenario) when measuring the estimated MRE.
We analyze the Spearman's ρ and Kendall's τ correlation between the actual MRE and the estimated MRE. A strong correlation would suggest that choosing the estimation model according to the estimated accuracy will likely lead to use the estimation model with the actual high accuracy.
RQ3: Do Multivariate Estimation Models Outperform Univariate Ones?
For each of the seven ML classifiers, we compare the estimation accuracy (i.e., actual MRE) when ML classifiers adopt the similarity scores provided by all NLP techniques (i.e., multivariate) versus the similarity scores provided by one NLP technique (i.e., univariate). Thus, in the multivariate models, the NLP techniques have been combined by simply using them as different features of the ML classifiers. Regarding univariate models, we note that the NLP technique can be chosen in two different ways: the actual or the expected best NLP technique (see RQ2).
Study Results
This section reports the study results, addressing the research questions formulated in Section 4.2. 
RQ1: What is the Level of Accuracy of Estimation Models?
Figure 3 reports the percentage of estimation models (y-axis) that are accurate according to the threshold defined in the x-axis. The x-axis reports only the value of the MRE threshold, whereas the thresholds on SD, Q90, and MAE are increased proportionally to the MRE threshold, as explained in Section 4.5. From Fig. 3 we notice that the percentage of accurate models changes, among datasets, according to the specific adopted thresholds. For instance, if we consider the minimum threshold (i.e., MRE = 0.05), the dataset having the larger proportion of accurate estimation models is EasyClinic, while Selex SI exhibits the lowest proportion. However, when considering higher thresholds (i.e., MRE > 0.5), the dataset having the larger proportion of accurate estimation models is Selex SI, while ETour exhibits the lowest proportion. Table 2 reports the accuracy-in terms of minimum MRE achieved over the different sizes of the training set-of different ML classifiers. Each row identifies a specific NLP technique, 5 whereas each column identifies a specific ML classifier. Table 2 reports in boldface the estimation models that are accurate, i.e., the ones satisfying the following thresholds: MRE < 0.15, SD < 0.15, 90Q < 0.30, and MAE < 0.05. Table 2 highlights in gray the "best" estimation model for each dataset, i.e., the one satisfying the lowest thresholds on MRE, MAE, STDV, and Q90. We report online 6 additional results about the accuracy of the different ML classifiers.
As Table 2 shows, several combinations of NLP technique and ML classifier are accurate. Therefore, the ENRL approach resulted accurate, although the estimation accuracy varies among the different datasets. In summary, we notice that: -as expected, the ZeroR classifier (not reported in Table 2 ) never passes the thresholds and always achieves a MRE of 1.00; -for Selex SI, techniques filtering nouns before document indexing tend to achieve the best performances. This is consistent with a previous work by Capobianco et al. (2009) . Overall, the NLP technique performing better is "Stanford nouns,TF-IDF,LSA 100, cosine" is the one providing good performances (i.e., low MRE and also passing the thresholds for all ML classifiers except Naive Bayes). In terms of ML classifier, FLR tends to exhibit better performances than others, being accurate adopting 7 out of 10 NLP techniques. -for ETour the ML classifier IBk allows almost all NLP techniques to pass the threshold, and the best combination is obtained with "stop-stem, TF, LSA 100" (MRE = 0.03). In this case, as well as for EasyClinic discussed below, and differently from Selex SI, NLP techniques that perform pruning through part of speech analysis (i.e., selecting nouns only) were not considered among the best technique because natural language parsing works well for requirements (which were the only artifacts considered for the Selex SI systems) than for source code. -for EasyClinic, MRE tends to be, in general, higher than for Selex SI (maybe because in the Selex SI case vertical traceability recovery was performed), and the best combination of NLP technique and ML classifier is obtained for "stop-stem, TF, VSM" and IBk. -the IBk classifier performs well on the ETour and EasyClinic datasets but is outperformed by FLR in the Selex SI dataset in terms of number of accurate models. Instead, the performance of FLR is the worst in the ETour and EasyClinic datasets. One possible reason for the different performance observed in the Selex SI dataset compared to the other two datasets is that the Selex SI is an industrial dataset related to embedded systems, and therefore the quality of its requirements is likely to be reasonably higher-due to more stringent quality controls (Falessi et al. 2011) -than in open source projects. Another possible reason is the different NLP techniques used across datasets.
As stated before, the smaller the size of training set required to estimation models for providing accurate estimates, the more the ENRL is useful. Figure 4 shows, using a logarithmic scale, the accuracy of the best estimation model (i.e., minimum MRE), for each dataset, across different sizes of the training set. We prefer the use of a logarithmic scale as the difference among the observed values are large. Different estimation models required different sizes of training set to become accurate. For instance, in case of EasyClinic, the estimation model required a training set of only 20 % of the dataset to perform with an MRE of 0.01. Vice versa, the other two dasets require as training set more than 40 % of the dataset to perform with an MRE of 0.04. Although ENRL is expected to be useful before the analysts classifies 40 % of the dataset, we note that there are estimation models that require a smaller training set but perform with an MRE that is higher than the minimum.
A further important, although counter intuitive, conclusion that we can draw from Fig. 4 is that the accuracy of the estimators does not always improve while enlarging the training set. Very likely, this happens because there are links that are very difficult to trace using NLP techniques, i.e., between artifacts that are very different from a textual point of view. 7 Thus, in most of the cases links incrementally added to the training set provide useful training to the ML classifier, other times they add noise. Moreover, the lowest MRE peak can be found in the Selex SI dataset (see Fig. 4a ) where both MRE and MAE reach 0 at 75 % of the training set. Then, augmenting the training set beyond 75 % worsens results.
It is evident from Table 2 that the accuracy of the estimation model depends on both the ML classifiers and NLP techniques. We statistically tested the null hypothesis that neither the ML classifier or NLP technique influence the estimation accuracy. To test this hypothesis, we measured accuracy as the minimum MRE observed by an estimation model over the different groups of training sets and used a permutation test (Baker 1995) to determine whether such minimum MRE depends on the NLP technique, the ML, and their interaction. The permutation test is a non-parametric alternative to the n-way Analysis of Variance (ANOVA); differently from ANOVA, it does not require data to be normally distributed. The general idea behind such a test is that the data distributions are built and compared by computing all possible values of the statistical test while rearranging the labels (representing the various factors being considered) of the data points. We used an implementation available in the lmPerm R package. We have set the number of iterations of the permutation test procedure to 500,000. Since the permutation test samples permutations of combination of factor levels, multiple runs of the test may produce different results. We made sure to choose a high number of iterations such that results did not vary over multiple executions of the procedure. Finally, we assumed a significance level α = 5 %. Tables 3, 4 and 5 report the permutation test results for SELEX SI, ETour, and EasyClinic, respectively. As we can notice, the p-values is in most cases smaller than 0.001 for all datasets and concerning both the dependence of the MRE on each factor (NLP and ML) and on their interaction (NLP:ML). There are, however, some exceptions: (i) for Selex-SI, the NLP does not have a significant effect (p-value = 0.07) on the SD dependent variable, whereas its interaction with ML does; (ii) for ETour and EasyClinic, the NLP technique and its interaction with the ML do not have a statistically significant effect on the MAE. Therefore, besides the exceptions above, we can conclude that the effect of an NLP technique on the relative error depends on the specific ML classifier adopted, and vice versa. Let us consider, for example, for Selex SI (Table 2 -a) the NLP techniques "Stanford nouns and verb , IDF, VSM, Dice" (row 5) and "Stanford nouns, TF-IDF, LSA 100, cosine" (row 9): while the former performs well if used with Naive Bayes (min MRE = 0.06), and it does not perform well with ADTree (min MRE = 0.24), the latter NLP technique does not pass the threshold with Naive Bayes (min MRE = 0.25) while it performs very well with ADTree (min MRE = 0.00). In conclusion, the level of support of an NLP technique to ENRL depends on the specific ML classifier it is used with.
Results above showed that the estimation accuracy changes among ML classifiers, datasets, and NLP techniques in use. This would suggest a high variation of accuracy among ML classifiers. We now investigate if the accuracy changes among datasets and ML classifiers when adopting an ideal perfect NLP technique. The ideal perfect NLP technique is defined as a technique providing a similarity score of 1 in case of a true link, and 0 otherwise. Therefore, we computed the accuracy of ML classifiers according to the procedure reported in Algorithm 1 having as similarity score (line 13) a perfect ideal score. According to Table 6 , all ML classifiers, other than Bagging, reach the best ideal accuracy (i.e., no error) when adopting the best ideal NLP technique. Thus, the choice of the ML classifier to use is almost irrelevant when using a perfect NLP technique.
We note that a model required few minutes to run in a standard laptop and no significant differences were observed among different models. Therefore, the time required to run the model should not influence its selection. 
RQ2: Can we Select Accurate Estimation Models?
As discussed in Section 4.5, in order to answer this research question we analyze the possibility to estimate the accuracy of estimation models, thus we will analyze the correlation between the actual MRE and the estimated MRE (computed via 10-fold cross validation). We analyze correlation both descriptively and inferentially. Regarding the descriptive analysis, we make use of scatter-plots, where the x-axis represent the estimator variable and the y-axis the estimated variable. In our case, we want to estimate the actual MRE. Moreover, a default 95 % bivariate normal density ellipse is shown in each scatter-plot. The narrowness of the ellipse shows the correlation of the variables. If the ellipse is fairly round and is not diagonally oriented, the variables are uncorrelated. If the ellipse is narrow and diagonally oriented, the variables are correlated. Figure 5 shows the scatter-plot of estimated (x-axis) versus actual (y-axis) MRE, in each of the three datasets, for all the 60 estimation models considered in this study. According to Fig. 5 . the correlation is clearly high in both ETour and EasyClinic data sets (Fig. 5b and c) and it is small in the SelexSI dataset (Fig. 5a) .
Regarding inferential analysis, we measured the Spearman and Kendall coefficients for the three datasets considered in this work. We avoided the use of the Pearson correlation as it requires the two variables to be approximately normally distributed and their relation to be linear without considering further monotonic relations. Since such assumptions were not met by our data we opted to use two non-parametric correlation coefficients: Spearman and Kendall. In general, these two non-parametric coefficients usually produce very similar results, though Spearman is usually higher than Kendall, and there is no strong reason for preferring one over the other (Colwell and Gillett 1982) ; thus, we used both of them to provide a comprehensive analysis. We adopted the same interpretation procedure. Specifically, both coefficients range from −1 to +1. The sign of the correlation indicates the direction of association between the two variables; a positive value means that when one variable increases the other variable does as well, a negative value means that when one variable increases the other variable decreases. The absolute value describes the strength of the relation; when two variables are independent then the coefficients are approximately 0, whereas when two variables are a perfect function of the other the coefficients are −1 or +1 (Myers and Well 2003) . We also measured the p-value which represents the likelihood of the observed correlation to be caused by chance. Table 7 reports the values of the Spearman and Kendall coefficients and their p-values when correlating the estimated with the actual MRE. According to the table, the correlation is clearly high in both ETour and EasyClinic datasets (columns 2 and 4, rows 4 and 5) and it is small in the SelexSI dataset (columns 2 and 4, row 3). This result is consistent with the qualitative analysis in Fig. 5 . Moreover, according to Table 7 all p-values resulted very low and thus we can have a high confidence that the observed correlation between the estimated MRE and the actual MRE truly exists, rather than caused by chance. Table 8 reports, for each of the three datasets, the accuracy, in terms of (actual) MRE of each of the six ML classifiers when using the similarity scores provided by all NLP techniques (MV), the similarity scores provided by the actual best NLP technique (ABS), or the similarity scores provided by the NLP technique the user would choose because having the highest estimated accuracy (EBS). Note that the MRE in Table 8 is in average among the 95 training/test sets whereas the MRE in Table 2 is the minimum among the training/test sets.
RQ3:Do Multivariate Estimation Models Outperform Univariate Ones?
According to Table 8 , for all three datasets the use of the actual best NLP technique is preferable to the use of all NLP techniques together, for 5 out of 6 ML classifiers (i.e., all ML classifiers except for FLR and ZeroR). Moreover, for the ETour and EasyClinic datasets, for all the 6 ML classifiers, the use of the estimated best NLP technique is preferable to the Regarding the highest accuracy, in Table 8 we highlighted in gray the accuracy of the best ML classifier. Results show that in all three datasets, using the expected best NLP technique is always better than using all NLP techniques; i.e., EBS (third column) has a lower MRE than MV (first column) in all three datasets (subtables of Table 8 ). The achieved results suggest the use of an estimation model adopting the (expected) best NLP technique rather than adopting all NLP techniques. It also suggest the investigation of better ways to aggregate several NLP techniques together compared to just their simple aggregation. One suitable option is filtering the NLP techniques before their aggregation by applying, as already done for similar aims (Falessi et al. 2011; Nagappan et al. 2006) , the principal component analysis.
Threats to Validity
This section describes the threats to validity that can affect the empirical study presented in this paper.
Threats to construct validity concern the relationship between theory and observation (Wohlin et al. 2000) . They are often related to whether the measurements performed in the experimental settings are realistic and accurate. For both ML classifiers and NLP techniques, we used widely adopted performance measures, i.e., relative errors and its statistics for the classifier, accuracy, precision, and recall for NLP techniques. Due to feasibility constraints (i.e., 12 NLP techniques) we were limited on how many values of K we could adopt when using the LSA alternative in the NLP technique. Therefore, we chosen K according to the size of the dataset. This unfortunately leaded to the use of different NLP techniques in different datasets. Nevertheless, we believe that further studies on other NLP techniques and ML classifiers are desired to confirm or contradict our results.
Threats to conclusion validity concern the relationship between treatment and outcome (Wohlin et al. 2000) . Not only our results are obtained using a very large data set of candidate links, but, also, wherever possible, we support our finding with appropriate statistical tests, such as the F-test for RQ1.
Threats to internal validity concern factors that could affect our results but that we did not consider (Wohlin et al. 2000) . First, we are aware that Weka ML classifiers were used out-of-the box, without a proper calibration. This is because we wanted to assess their performance in the worst-case-scenario where the user just applies them without any attempt of tuning. Indeed, a proper calibration could lead to even better results. Specifically we expect that using calibrated estimation models would result in higher accuracy when trained with the same amount of data, and same accuracy when trained with a smaller amount data. Moreover, for facilitating replicas, we made ATHLETE open-source and available for download. Another threat to internal validity could be that the performance of a ML classifier does not depend on the choice of the NLP technique, but, rather, it may depend on other factors, for example the particular characteristics of the adopted textual corpus. Finally, one possible factor that could have influenced our results is the choice of thresholds used to evaluate the approach's accuracy in RQ1. In Section 4.5.1, we have discussed how such thresholds have been set.
Threats to external validity are related to the generalizability of the obtained results (Wohlin et al. 2000) . We considered both a large industrial dataset (Selex SI) and two medium-small publicly available datasets from academia (ETour and EasyClinic). Also, such dataset involve both horizontal and vertical traceability link recovery between different kinds of software artifacts. Nevertheless, we believe that further studies on other datasets are desired to confirm or contradict our results. We have experimented a large set of ML classifiers (7) available in Weka and NLP techniques (12). Although we are aware that techniques we did not consider could exhibit different results from those we have reported, the total number of considered estimation models is 238 (i.e., 7 ML classifiers * 12 NLP techniques * 3 datasets) which is a very high number. The differences in the adopted NLP techniques are due to the different characteristics of the datasets. Finally, it is important to point out that we did not apply exactly the same set of NLP techniques to all datasets. Although we applied every time 12 NLP techniques, we cannot exclude that some techniques, not applied on one specific dataset, would have produced particularly high (or low) performances in that case.
Conclusions
This paper proposes a new approach called ENRL which aims at estimating, via ML classifiers, the number of remaining positive links in a ranked list of candidate traceability links produced by an NLP-based recovery approach. The ENRL approach provides objective informative data to any requirements analyst for deciding to stop recovering traceability links when following a ranked list of candidates. We did not found any other approach supporting analysts in such a scenario. We have evaluated the accuracy of the ENRL approach by considering seven ML classifiers and several (12 for each dataset) NLP techniques on three datasets from both industry and academia, and concerning traceability links among different kinds of software artifacts including requirements, use case, design documents, source code, and test cases.
Results of the study show that:
-RQ1: What is the level of accuracy of estimation models? Several estimation models provide accurate estimates (i.e., MRE < 0.15, SD < 0.15, 90Q < 0.30, and MAE < 0.05) about the number of remaining positive links, by just using out-of-the box NLP techniques and ML classifiers. Thus, the ENRL approach can be effectively used by the analyst to make informed decision about when to stop searching for artifacts to link. However, it seems that the accuracy of estimation models differs among datasets, and there is no estimation model dominating the others on all datasets. This result is in line with results on traceability recovery where the level of support of NLP techniques in retrieving positive links varies hugely among contexts and datasets (Gethers et al. 2011; De Lucia et al. 2011) . Finally, two estimation models resulted accurate in all three datasets. Therefore, the analyst can chose the estimation model according to our results or can execute the methodology provided in pseudo code and code to measure which model is the most accurate with the dataset under analysis. -RQ2: Can we select accurate estimation models? The estimated accuracy resulted to be highly correlated with the actual accuracy. Therefore, in a situation where some estimation models are accurate and some are not, the estimated accuracy is a reliable criteria to chose estimation model. -RQ3:Do multivariate estimation models outperform univariate ones? It is clearly better to use the NLP technique that is expected to have a high accuracy rather than using several NLP techniques simultaneously. This is true for most of the ML classifiers and for the ML classifier showing the highest estimation accuracy in each of the three datasets.
In conclusion, this paper presented the first exploratory investigation about the possibility to estimate the number of remaining links adopting ML classifiers and NLP techniques. In contexts where analysts need to manually inspect the set of candidate links between two software artifacts-e.g., between a requirement and other related requirements, or between a requirement and source code files, in the context of a software maintenance activity-the estimation of the number of remaining candidate links can help the analyst deciding when to stop in such a manual analysis, and to properly plan her activity accordingly.
The achieved results motivate further research efforts and thus they pave the way to a high number of research investigations. The ENRL approach is based on the use of supervised classifiers, though in the future we could investigate the use of unsupervised classifiers, e.g., by estimating the similarity threshold used to count the number of remaining links without using labeled data, as it has been recently done for defect prediction (Nam and Kim 2015) . In the future we also plan to replicate this study over a larger spectrum of datasets, NLP techniques and ML classifiers. Moreover, we plan to investigate further factors which could influence the possibility to use ENRL including analysts' experience and context characteristics. Additionally, we plan to replicate the study by using other datasets or other combinations of ML classifiers and NLP techniques. Finally, we plan to perform controlled experiments aimed at investigating the actual benefits analysts have by using ENRL.
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