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Abstract: We present a GPU accelerated multi-functional spectral domain 
optical coherence tomography system at 1300nm. The system is capable of 
real-time processing and display of every intensity image, comprised of 512 
pixels by 2048 A-lines acquired at 20 frames per second. The update rate 
for all four images with size of 512 pixels by 2048 A-lines simultaneously 
(intensity, phase retardation, flow and en face view) is approximately 10 
frames per second. Additionally, we report for the first time the 
characterization of phase retardation and diattenuation by a sample 
comprised of a stacked set of polarizing film and wave plate. The calculated 
optic axis orientation, phase retardation and diattenuation match well with 
expected values. The speed of each facet of the multi-functional OCT CPU-
GPU hybrid acquisition system, intensity, phase retardation, and flow, were 
separately demonstrated by imaging a horseshoe crab lateral compound eye, 
a non-uniformly heated chicken muscle, and a microfluidic device. A 
mouse brain with thin skull preparation was imaged in vivo and 
demonstrated the capability of the system for live multi-functional OCT 
visualization. 
©2012 Optical Society of America 
OCIS codes: (170.4500) Optical coherence tomography; (170.3880) Medical and biological 
imaging; (260.1440) Birefringence; (230.5440) Polarization-selective devices; (280.2490) Flow 
diagnostics; (200.4560) Optical data processing. 
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1. Introduction 
Optical coherence tomography (OCT) is an optical imaging method based on low-coherence 
interferometry capable of high-resolution cross-sectional imaging of internal microstructure 
by measuring light backscattered from the sample [1]. Traditional time-domain OCT systems 
obtain depth-profiles (A-lines) of the sample using a moving reference arm. The emergence of 
second-generation systems of both spectral-domain and swept source types allows for 
increases in both line acquisition rate and sensitivity by several orders of magnitude compared 
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to their time-domain counterparts [2–5]. OCT has the capacity to perform non-contact, non-
invasive in vivo imaging and has been applied in medical and scientific fields such as 
ophthalmology [6–10], dermatology [11–13], developmental biology [14–17], and cardiology 
[18–21]. 
Extensions of OCT such as Doppler OCT and polarization-sensitive OCT (PS-OCT) 
provide additional information about biological tissues. Doppler OCT combines the Doppler 
principle with OCT to obtain high-resolution tomographic images of simultaneous tissue 
structure and blood flow [22]. Bi-directional flow and phase variance can be calculated by 
observing the phase difference between successive depth profiles and this phase difference 
squared [23–28]. PS-OCT combines polarization sensitive detection with OCT to determine 
tissue birefringence [29–31]. PS-OCT has been used for imaging a variety of tissues, 
including thermal injury [32–34], retinal nerve fiber layer [35,36], caries lesions [37], dental 
structures [38], and human atherosclerosis [39,40]. A multi-functional SD-OCT system 
including intensity OCT, Doppler OCT and PS-OCT enables simultaneous acquisition of 
structure, flow and phase retardation information of tissue [41–44]. Advances in hardware 
have enabled line acquisition rates of 500 kHz for spectrometer-based OCT systems [45] and 
1.5 million Hz for swept-source OCT systems [46]. However, the heavy computational load 
required to process the acquired data stream creates a bottleneck in the realization of real-time 
OCT, especially multi-functional OCT imaging [41–44, 47–50]. 
Rapid visualization allows for quick identification of different features of biological 
samples in any of the three image types (intensity, Doppler, and polarization-sensitive) during 
acquisition. Beyond OCT intensity image processing, which involves spectral resampling, 
interpolation and a fast Fourier transform (FFT), performing multi-functional OCT imaging 
demands additional processing for reconstruction of both PS-OCT and Doppler OCT images, 
further increasing the total processing time. One method to decrease the processing time is to 
exploit the inherent parallelism of graphics processing units (GPU). It has been demonstrated 
previously that an A-line processing rate of 680,000 A-scan/s can be achieved using GPU 
implementations of linear spline interpolation and the FFT [51]. A processing rate of 720,000 
A-scan/s could be achieved by using GPU paged memory to render data in the GPU rather 
than copying back to CPU [52]. However, GPU implementations of PS-OCT and Doppler 
OCT processing algorithms have yet to be demonstrated. A multi-functional OCT imaging 
system would allow rapid visualization of biological samples with enhanced contrast, 
allowing the user to scan samples quickly for features of interest to image. 
In this paper, we present a multi-functional SD-OCT system with real-time GPU 
processing capable of displaying simultaneous intensity, phase retardation, flow and en face 
images with size of 512 pixels by 2048 A-lines at a rate of 10 frames per second. 
Diattenuation and phase retardation characterization were accomplished using a combined 
polarizing film and wave plate sample. Finally, we demonstrate the acquisition and processing 
speed of the system by imaging of a horseshoe crab eye in vivo, non-uniformly heated chicken 
muscle, microfluidic device and mouse brain in vivo. 
2. System and methods 
2.1 Experimental setup 
A schematic of the multi-functional SD-OCT system is shown in Fig. 1. The broadband 
source is composed of two super-luminescent diodes (SLD), one centered at 1295nm with a 
full-width at half maximum (FWHM) bandwith of 97nm (Thorlabs Inc.) and the other 
centered at 1350nm with a FWHM bandwidth of 48nm (Denselight Semiconductors Pte Ltd). 
The resulting source is centered at 1298nm with a 120 nm FWHM bandwidth and 16mW 
power. Light from the source is collimated and passes through a polarization beam splitter 
(pbs) and a polarization modulator (pm, Thorlabs Inc.) that toggles the light between two 
orthogonal polarization states in a Poincare sphere representation. The polarized light is sent 
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to a fiber circulator (Thorlabs Inc.) and an 80/20 fiber splitter (AC Photonics Inc) with a 
polarization controller (pc). In the reference arm, a neutral density filter (ndf) is used to adjust 
light reflecting from reference mirror, and a polarizer (pl) is used to insure uniformity of the 
reference polarization state. In the sample arm, galvanometer mounted mirrors in the hand-
piece provide transverse scanning of a 10 micron diameter focused spot. Light from both arms 
is recombined at the splitter and passes through a transmission diffraction grating (1100 lines 
per mm, Wasatch Photonics) before being focused by a planoconvex lens. The two 
polarization states of light are separated by a polarization beam splitter, and collected by two 
line scanning cameras (lsc, Goodrich SUI SU-LDH linear digital high speed InGaAs camera) 
separately with readout rates up to 45 kHz. Output from the two cameras is digitized through 
two National Instruments boards (PCIeNI-1429). The cameras, galvanometer mirrors and 
polarization modulator are triggered by synchronized signals sent from the computer via the 
National Instruments PCIe6259 board. The GPU used for data processing is the NVIDIA 
Tesla C1060 card, which is also connected via PCI express 2.0 x16 interface. This GPU card 
has 240 cores with core clock speed of 1.296 GHz, 4GB physical memory and memory clock 
speed of 800 MHz. The computer CPU is an Intel Xeon W5580, which has two cores with 
clock speed of 3.2 GHz. 
 
Fig. 1. Scheme of multi-functional SD-OCT system with GPU assisted processing 
2.2 Acquisition and processing program 
The real-time acquisition program was written in Visual C +  + in Microsoft Visual Studio 
2008, similar to the program written in previous SD-OCT system [44], but with significant 
modifications to the basic thread structure to accommodate GPU processing. The multi-
threaded program synchronizes the cameras, galvanometer-mounted-mirrors and polarization 
modulator. In the meantime, one thread saves all the acquired data into a specified folder 
while another thread processes the raw data and displays the appropriate images on the 
different views in the graphical user interface (GUI). The thread responsible for processing 
the raw data controls the data transfer to and from the GPU, as well as the kernel invocations 
required for GPU processing of the different views (intensity, Doppler, and polarization-
sensitive imaging). 
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Fig. 2. Snap-shot of the GUI of the real-time data acquisition program during imaging of a 
mouse brain with a thin skull preparation. The control panel, indicating processing status, is 
shown at top left. The other five views are of the unprocessed spectra of the two cameras 
(bottom left), an intensity image (top middle), flow image (top right), polarization image 
(bottom middle) and en face flow image (bottom right). The yellow horizontal line in intensity, 
flow and polarization images indicate the depth of the en face image. 
The GUI is comprised of five views with a sixth panel that shows program status (Fig. 2). 
The spectra of the two cameras are shown at the bottom left (the red and green spectra 
distinguish the two cameras), top middle and bottom middle display the intensity image and 
the phase retardation image respectively, and the top right and bottom right display the flow 
image and en face reconstruction. The red spots in the intensity image indicate regions in 
which the SNR exceeds a pre-specified range, the yellow line in intensity, polarization and 
flow images indicate the depth of en face reconstruction, which can be toggled between the 
different views. The pixel number and approximate physical depth of the en face view is also 
shown in upper left corner of en face view. The sizes of the image views on the GUI were 
scaled reflect the physical size of the scanned region of the sample (2mm by 2mm). The 
position and size of the four image views can be adjusted depending on lateral scan width and 
user preference. The imaged sample in Fig. 2 was a mouse brain with a thin skull preparation 
(2048A-lines 200 frames 512 points in depth, 2mm 2mm 2mm). 
Figure 3 is a flowchart of the data flow through the hybrid CPU-GPU processing scheme 
in the acquisition software. The GPU was programmed using NVIDIA’s Compute Unified 
Device Architecture (CUDA) [53]. Pre-calculation for wavelength-to-wavenumber 
resampling and loading of the calibration files for this interpolation are both done during 
software initialization on the CPU. Raw data with size of 1024 pixels by 2048 A-lines was 
converted from 16 bit unsigned integers into 32 bit floats on the CPU, and then copied to the 
GPU for processing. In GPU memory, the averaged spectrum was first calculated for each 
polarization state and then subtracted from the appropriate spectra. Next, linear interpolation 
was performed. Interpolation parameters differ between the two polarization channels. The 
gray boxes in Fig. 3 from the “resampled k” to “interpolation” steps indicate that two 
instances of the same thread logic with these different parameters were run separately. FFT 
operation was implemented using the CUFFT library provided by NVIDIA [54] identically 
for both channels. The data from these two channels was combined in a secondary processing 
step, which consisted of dB conversion and gray-scale encoding for intensity image display. 
The phase encoded by the complex result after FFT was used to calculate both phase 
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retardation and flow, details of which are described in sections 2.3.2 and 2.3.3, respectively. 
Next, bitmap encoding for both phase retardation and flow images was performed. The phase 
retardation values are encoded into an 8-bit gray scale color map, in which 0 and 180 degrees 
are represented by black and white respectively. The flow phase variance values are encoded 
in a similar color map, with zero and π2 represented by black and white respectively. Finally, 
an en face image is generated based on the desired image type (intensity, phase retardation or 
flow) by choosing a depth in an image and fetching the appropriate data from that depth in 
sequentially acquired cross-sectional images. The intensity (512 pixels by 2048 A-lines), 
phase retardation (512 pixels by 1024 A-lines), flow (512 pixels by 2046 A-lines) and en face 
(100 images by 2048 A-lines) bitmaps are then all copied back from GPU memory to CPU 
memory for display. The 2-D images (intensity, flow, phase retardation) display cross-
sectional images of sample while the en face view displays a top-down view of the sample. 
Choosing the type of en face image and depth is done via a mouse click on any of the cross-
sectional viewing frames in the GUI. 
 
Fig. 3. Flowchart of the computation and image display of the hybrid CPU/GPU processing 
scheme in the program. 
All image frames have 512 pixels in depth. The intensity, phase retardation and flow 
images have 2048, 1024 and 2046 A-lines respectively. The update rate for all the displays 
using strictly CPU processing is 2 frames per second. In the previous CPU version multi-
threaded program, a main processing thread computed intensity image, then sent data after 
FFT done by using Intel Performance Primitives (IPP) to two threads to compute phase 
retardation and flow information separately. We see a 5x increase in the update rate to 10 
frames per second when processing is performed on the GPU on the same computer. 
A breakdown of the processing times for CPU and GPU processing is displayed in Table 
1. It is clear that using a GPU to perform the computation necessary to reconstruct the three 
image types is faster compared to CPU processing. The total GPU processing and display 
time is 5 times faster than its CPU counterpart, despite the fact that 20% of the total time is 
used to transfer the data to and from the GPU. The effective A-line processing rate for 
intensity imaging only is 61 kHz. Newer versions of CUDA improve the use of pinned 
memory and execution of multiple kernels concurrently, which may help reduce the total 
computation time even further. Using pinned memory is theoretically possible to help reduce 
the data copying time between CPU and GPU by several milliseconds for our data size [52]. 
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However, a significant improvement is still demonstrated here using GPU-CPU hybrid 
processing compared to CPU processing. 
Table 1. Time comparison of CPU and GPU calculation 
Task CPU time (ms) GPU time (ms) 
Copy from buffer to CPU 12 12 
Copy between CPU and GPU 0 22 
Calculate intensity 55 10 
Calculate phase retardation 392 25 
Calculate flow 549 12 
Display 25 25 
Total 549 106 
To determine the minimum number of A-lines per image required to see an improvement 
using GPU to process intensity only and multi-functional images, we compared the total time 
to process and display a single frame using the purely CPU and CPU-GPU hybrid programs 
respectively, while varying the number of A-lines (Fig. 4). 
 
Fig. 4. Time comparison of CPU and GPU computation of intensity image only and multi-
functional images at different number of A-lines. 
The time difference between CPU and CPU-GPU processing of only intensity images 
increases as number of A-lines increases, indicating that GPU processing has an obvious 
advantage when processing larger amounts of data. The bulk of the GPU processing 
advantage come from the parallel implementation of the FFT. The time required to perform 
the FFT does not significantly increase with data size due to the efficient parallezation of 
different A-lines over the GPU cores. The time difference of computing all intensity, phase 
retardation and flow images by purely CPU and CPU-GPU hybrid programs increases even 
more rapidly with number of A-lines. When the number of A-lines increases to be 2048, the 
total time to process multi-functional images using GPU program is smaller than the time of 
computing intensity image only by purely CPU program. 
2.3 MF-SD-OCT Processing Steps 
2.3.1 Intensity 
Calibrating the spectrum on each camera is critical in SD-OCT systems, and even more so for 
accurate calculation of phase retardation in PS-OCT [55]. The initial wavelength assignments 
on the cameras were calculated from the spectrometer, similar to a previous method [44]. 
Next, a correction was applied by inducing a known modulation on the spectrum using a 
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coverslip [55]. Raw data read from the cameras was resampled uniformly in k-space using the 
calibrated wavelengths. A depth profile was obtained after a fast Fourier transform (FFT) of 
the spectrum. The combination of the two polarization channels, Hn(zm) and Vn(zm), 
contributed to the intensity image, where H and V distinguish depth profiles from the two 
cameras respectively, n is the depth profile number, z is the depth into the tissue and m is the 
pixel number in the depth profile. The intensity was computed as 
 * *( ) ( ) ( ) ( ) ( )n m n m n m n m n mI z H z H z V z V z      (1) 
where 
*
 represents the complex conjugate, and displayed using a logarithmic gray scale. 
2.3.2 Flow 
Flow was calculated as the phase difference between two successive complex depth profiles 
after Fourier transforming the resampled data. Two kinds of flow information can be 
obtained, bi-directional and phase variance. Bi-directional flow was calculated as the 
weighted phase difference of two successive depth profiles at corresponding depths. Phase 
variance was calculated as the weighted square of this phase difference. Since there were two 
polarization states alternating in the source for neighboring depth profiles, the phase 
difference at depth zm was calculated as phase difference between A-lines having the same 
incident polarization state: 
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The overall phase shift between depth profiles was removed. The phase differences of the 
last two depth profiles were assumed to be zero. Bi-directional flow and phase variance flow 
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Either bi-directional flow or phase variance are calculated in the real-time processing 
program depending on user preference. Phase variance was used in the figures in this paper. 
2.3.3 Phase Retardation 
Phase retardation was calculated using the Stokes vector based method [44] in the real-time 
processing program due to its relatively low computational load. Stokes vectors, Sn(zm), were 
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S  (5) 
The position of the sample surface within each depth profile, sn, was determined by 
thresholding the intensity depth profile. The cumulative sample relative optic axis, Ai, that 
simultaneously rotates a pair of surface polarization states to states at a particular depth, was 
determined by 
 2 2 2 2 1 2 1 2 1( ) || ( ( ) ( )) ( ( ) ( ))i m i i i m i i i mz s z s z     S S S S  (6) 
The phase retardation angle was calculated by the rotation angle from surface state to state 
at specific depth, which was given by 
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θ2i + 1(zm) can be obtained similarly. The overall phase retardation angle is calculated through 
a weighted average based on the intensities of the polarization states. Moreover, the effect of 
noise on the value of θ2i + 1(zm) increases as the angle between the rotation axis Ai(zm) and 
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The angles between Ai(zm) with S2i + 1(s2i + 1) and S2i + 1(zm) can be calculated similarly. The 
overall weight factor can be determined as the product of the sines of the angles between the 
axis of rotation and the polarization states, which are: 
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The overall weighted averaged phase retardation angle was determined as: 
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3.1 System characterization 
Basic system characterization was done in a similar fashion to that of Yun et al [56]. The 
power incident on the sample surface is 6mW. The photon-to-electron conversion efficiency 
of the spectrometer is 63% for both cameras. The theoretical imaging depth is 3.4mm 
calculated from spectrometer, the actual measured imaging depth in air is 3 mm, thus 2mm in 
biological tissue if refractive index is 1.5. The SNR ranges from 51dB at the surface to 40dB 
at 3mm measured by using a mirror as sample, the sensitivity drop-off is less than 10dB from 
surface to 2.5mm in air. The axial resolution is 8μm up to a depth of 1mm and 11μm at a 
depth of 3mm measured by a mirror. 
While a computationally-efficient Stokes vector approach was implemented in the 
acquisition software, the general appearance of PS-OCT images were compared to a more 
rigorous Jones matrix-based method in post-processing. This Jones matrix approach has the 
advantage of determining relative optic axis, phase retardation, and diattenuation 
simultaneously [57]. Characterization data was obtained using a polarizing film for 
diattenuation and a waveplate for phase retardation. The polarizing film had a diattenuation of 
1 and the wave plate had a round-trip phase retardation of 166° at 1300nm. The round-trip 
diattenuation and phase retardation were calculated for these two samples separately using the 
Jones matrix method [57]. The measured round-trip diattenuation using one polarizing film at 
different set orientations is 0.98 ± 0.002 (Fig. 5(a), red dots, PF1).The measured round-trip 
phase retardation of the wave plate is 167.5 ± 2.5°(Fig. 5(b), red dots, WP). The measured 
optic axis orientation is shown in Fig. 5(c) with red dots. The measured round-trip 
diattenuation, round-trip phase retardation and optic axis orientation match the theoretical 
values. A polarizing film with diattenuation of 0.15 (measured as 0.15 ± 0.022 shown in Fig. 
5(a), blue squares, PF2) was placed on top of the same wave plate with their optic axes 
aligned. Measured round-trip phase retardation and diattenuation after placing the polarizing 
film are167.4 ± 5.2° (Fig. 5(b), blue squares, PFWP) and 0.179 ± 0.085 (Fig. 5(a), black 
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triangles, PFWP) respectively. The measured optic axis is shown in Fig. 5(c) with blue 
squares. Both sets of measurements (the separate samples and combined sample) agree well 
with theoretical values. A combined sample comprised of a polarizing film and a wave plate 
demonstrates that phase retardation, diattenuation, and optic axis can be measured using the 
Jones matrix method. 
 
Fig. 5. (a) Measured round-trip diattenuation of polarizing films with diattenuation of 1 (PF1, 
red dots) and 0.15 (PF2, blue squares) with set orientation; (b) measured round-trip phase 
retardation of a single wave plate (WP, red dots) and combined sample with a polarizing film 
with diattenuation 0.15 atop of same wave plate (PFWP, blue squares)with set orientation; (c) 
measured optic orientation of single polarizing film with diattenuation of 1 (PF, red dots) and 
combined sample with a polarizing film atop of wave plate (PFWP, blue square). 
It is known that muscle tissue is highly birefringent and adipose tissue is not [58,59]. 
Chicken muscle and adipose were imaged under PS-OCT. Post processed intensity and PS-
OCT images of adipose and muscle tissue are shown in Fig. 6. It is clear that adipose tissue is 
not birefringent and muscle is highly birefringent, as demonstrated by the striped pattern in 
the PS-OCT image. Phase retardation was quantified by averaging the phase retardation over 
regions of muscle and adipose tissue starting from sample surface. A linear fit was applied to 
the resulting curve and the slope extracted as a measurement of phase retardation per unit 
depth. The averaged slope for adipose and muscle are shown in Fig. 6(g) and 6(h). The phase 
retardation per unit depth is 0.8821 ± 0.045°/μm for muscle tissue and 0.026 ± 0.08°/μm for 
adipose tissue. As proof that the above characterization can accurately extract phase 
retardation amidst the existence of diattenuation, the polarizing film with diattenuation of 0.15 
was put on top of the sample of chicken muscle and imaged as a single sample. Extraction of 
phase retardation requires identical eigenvectors determined from the Jones matrices of the 
sample and film. The polarizing film was carefully put atop of the chicken muscle with their 
optic axes aligned in the same direction. Figure 6(c), 6(f) and 6(i) show the intensity image, 
PS-OCT image and averaged phase retardation per unit depth. The measured average phase 
retardation per unit depth is 0.907 ± 0.07°/μm, which agrees well with the previous 
measurement. The PS-OCT characterization and imaging results demonstrate the ability of 
our multi-functional SD-OCT system to maintain good sensitivity while operating the 
cameras at their maximum line rate of 45 kHz. 
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Fig. 6. Intensity, PS-OCT images, and averaged phase retardation along depth for chicken 
adipose tissue (a, d, g), muscle (b, g, h) and a polarizing film putting on top of the same muscle 
(c, f, i). After putting polarizing film on the same piece of chicken muscle, PS-OCT can still be 
extracted correctly as shown in (f). Phase retardation slope (0.907 ± 0.07°/μm) after placing 
polarizing film (i) is similar to the phase retardation slope (0.8821 ± 0.045°/μm) without 
putting polarizing film shown in (h). The width and depth of the images were 2mm. 
3.2 Imaging and video recording of a Horseshoe crab eye 
A live horseshoe crab eye was imaged in vivo using the CPU-GPU hybrid acquisition 
program. A horseshoe crab lateral compound eye is comprised of hundreds of thousands of 
small segments called ommatidia. The compound eye was scanned in a volume of 
0.8 0.8 2mm3. Only the cross-sectional intensity and its en face images were calculated 
and displayed to test the processing program, every frame acquired was processed and 
displayed. Three different volume sizes were tested, which are: 256  50  512(12,800 A-
lines/volume), 512  50  512 (25,600 A-lines/volume), 1024  50  512(51,200 A-
lines/volume).These volumes were acquired and visualized at 3volumes/second, 
3volumes/2seconds, 4volumes/5seconds, respectively. 
The representative frames of videos recorded for above volume sizes are shown in Fig. 7 
(a, Media 1), (b, Media 2), (c, Media 3) respectively. The en face depth was 380 μm from eye 
surface. Figure 7 (c, Media 4) shows a representative frame of video for volume size of 
512 50 512 with en face depth 70 μm deeper. The intensity cross-sectional image is on the 
left and en face image on the right in each frame. In Fig. 7(a), arrows in cross-sectional image 
point to crystal cone walls of ommatidia, and arrows in en face image indicate hexagonal 
ommatidia. The arrows in cross-sectional image of Fig. 7(b) show the membrane fenestrate at 
the end of ommatidia. Moving 70 μm deeper in Fig. 7(d), more ommatidia are seen on right 
section of en face image as indicated by arrows. A single ommatidium has a diameter of about 
200 μm from the en face image. 
The intensity images were updated on a frame-to-frame basis, and the en face image was 
updated simultaneously line by line. The program is capable of processing and updating 
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image frames quickly enough for the en face image of the volume to be updated at a rate of 3 
volumes/second for voxel size of 256 50 512. 
 
Fig. 7. Live imaging of a horseshoe crab lateral compound eye, cross-sectional intensity image 
(0.8mm in width and 2mm in height) is on left and en face image (both width and height are 
0.8mm) is on right. (a) 256 50 512 voxels: en face depth is about 380μmdeep from eye 
surface (Media 1); (b) 512  50  512 voxels (Media 2): same en face depth with (a);(c) 
1024 50 512 voxels (Media 3): same en face depth with (a);(d) 512 50 512 voxels, en 
face depth is 450μm from eye surface (Media 4). The arrows in cross-sectional image of (a) 
indicate walls of crystal cones, arrows in en face images of (a) and (d) are pointing to 
hexagonal ommatidia. Arrows in cross-sectional image of (b) show membrane fenestrate at the 
end of ommatidia. 
3.3 Imaging and video recording of chicken muscle 
 
Fig. 8. Imaging and video recording of chicken muscle (Media 5), with heated applied to a 
lateral position corresponding to the top right corner: (a) A representative frame of the video 
when heat started transmitting from top right corner; (b) A representative frame when heat 
propagated to surrounding area. In both (a) and (b), top left, the four views are: cross-sectional 
intensity image (top left, 1.3mm  2mm), phase retardation image (bottom left, 
1.3mm 2mm), en face phase retardation image (top right, 1.3mm 1.3mm). Cross-sectional 
flow image display on the bottom right was deactivated during video recording as there was no 
live flow in this piece of chicken muscle. 
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In order to test the phase retardation computation of the CPU-GPU hybrid acquisition 
program, a piece of chicken muscle was imaged as heat was applied to the top right corner of 
imaging area. The scanned volume size is 1.3 1.3 2mm3(256 50 512). 
The fast computation speed (1.7 seconds/volume) allowed visualization of the 
birefringence changes during propagation of thermal injury in the volume. Figure 8(a) and 
8(b) are two representative frames of chicken muscle during heating process (Media 5). In 
each frame, the image views are cross-sectional intensity (top left), phase retardation (bottom 
left), and en face phase retardation (bottom right) images. The yellow lines in the cross-
sectional images indicate the depth of en face image. The cumulative phase retardation in en 
face image at chosen depth is roughly equal at the start of the recording as the sample was 
uniformly birefringent. As localized heat was applied to one corner, the cumulative phase 
retardation at the en face depth visualized changes non-uniformly as shown in Fig. 8(a). In the 
cross-sectional phase retardation image, right half started losing more birefringence than left. 
As heat continued propagating to surrounding area, chicken in heated area gradually lost 
birefringence. In Fig. 8(b), the en face image showed a larger area of black, indicated low 
levels of cumulative phase retardation; this is reflected in the cross-sectional images, as the 
portion of the sample with less applied heat retained greater amount of birefringence than that 
where the heat was applied. 
3.4 Imaging and video recording of microfluid flow 
A microfluidic device was imaged in order to test flow computation (phase variance) of the 
CPU-GPU hybrid program. The program was set to process every other frame (1028 A-lines 
by 512 pixel) acquired such that while 200 frames/volume were acquired, only 100 
frames/volume were processed and displayed in the GUI. The scanned volume size was 
1.8mm 1.8mm 2mm (1028 100 512), and it took 5 seconds to update one volume. As 
shown in Fig. 9(a), a micro channel with 600 μmin diameter was carved on 
apolydimethylsiloxane (PDMS) sheet and fixed to a glass slide with 1.1 mm thickness. One 
end of the micro channel was connected to a syringe through a plastic tube and a needle, the 
other end of the micro channel was connected to a petri dish containing diluted intralipid 
through a tube. The syringe could pump in and out diluted intralipid through the micro 
channel by pushing or pulling the syringe. The microfluidic device was imaged with glass 
slide surface close to the incident beam. Figure 9(b) is a representative frame of the video 
recording fluid change, the four views are cross-sectional intensity image (top left, 
1.8mm 2mm), en face flow image (top right, 1.8mm 1.8mm), cross-sectional flow image 
(bottom right, 1.8mm 2mm), cross-sectional phase retardation image (bottom left, blocked 
during video recording). In order to focus the light at the microfluidic channel, the glass slide 
was slightly shifted towards to the complex positions to portray a more intense image of the 
microfluidic channel on the display. The top surface of the glass slide was indicated by arrow 
1 in Fig. 9(b), and arrow 2 showed bottom layer of glass slide sticking with PDMS. In cross-
sectional flow image, the white region shows the spatial position where there was flow 
change, the black rings indicate phase wrapping as phase change went beyond pi. Turbulent 
flow was observed shown as two regions of flow, similar to the observation by Bonesi [60]. 
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 Fig. 9. (a) Set-up of the microfluidic device: the micro channel with 600 μm diameter was 
carved on a PDMS sheet and fixed to a glass slide. Top surface of glass slide was close to 
incident beam. Inlet of micro channel was connected to a syringe through a plastic tube and a 
needle, the outlet of micro channel was connected to a petri dish containing diluted intralipid 
through a plastic tube. (b) A representative frame of imaging flow change in the microfluidic 
device (Media 6): the four views are cross-sectional intensity image (top left, 1.8mm 2mm); 
en face flow image (top right, 1.8mm 1.8mm); cross-sectional flow image (bottom right, 
1.8mm  2mm); display of cross-sectional phase retardation view on the bottom left was 
deactivated as PDMS is for the purpose of testing intensity and flow in this section. The glass 
slide was slightly shifted to the conjugate complex positions to portray a more intense image of 
microfluidic channel in the display. Arrow 1 indicates the top surface of glass slide and arrow 2 
points to bottom layer of glass slide which is fixed to PDMS. In flow cross sectional image, we 
see the ring shape white and dark pattern caused by phase wrapping, and turbulence was seen 
because of high speed pushing and resistance in the channel. 
3.5 Multi-functional imaging of a mouse brain 
A mouse brain with a thin skull preparation was imaged in vivo by using this multi-functional 
SD-OCT system. The CPU-GPU hybrid processing program is capable of processing and 
displaying every other image frame (512 pixel by 2048 A-lines) and update the intensity, 
phase retardation and flow images, as well as the en face image of the selected image type at 
the selected depth (10 frames per second).The scanning volume was composed of 400 frames, 
processing every other image frame results in 200 frames displaying in the volume 
(2mm 2mm 2mm,2048 200 512). 
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Fig. 10. A representative frame of in vivo imaging a mouse brain with thin skull (Media 7): 
cross-sectional intensity image (top left), cross-sectional flow image (top right), cross-sectional 
phase retardation image (bottom left) and en face flow image (bottom right). The image sizes 
are all 2mm by 2mm. The updating rate of the video is 10 frames (512 pixel by 2048 A-line) 
per second. The red spots in intensity image indicate signal saturation, red line in phase 
retardation image shows surface line of sample, the yellow lines in all three cross-sectional 
images indicate the en face depth. The arrow in intensity image point to corpus callosum, 
arrows in cross-sectional flow image show the spatial cross-section positions of two blood 
vessels, arrows in en face flow image show four blood vessels lying on the en face depth of the 
scanning volume. 
Figure 10 shows a snapshot of the 4 image views of the GUI during in vivo imaging of a 
mouse brain with a thin skull preparation (Media 7). The four views are cross-sectional 
intensity image (top left), flow image (top right), phase retardation image (bottom left), and en 
face flow image (bottom right) respectively, the image sizes are all 2mm  2mm. The red 
spots in intensity image indicate signal saturation at the surface, the red line in polarization 
image shows the surface of the sample. The yellow line in intensity, flow and phase 
retardation indicates the depth of en face image in volume. This depth was also shown in en 
face image as number of pixels and microns. In the intensity image, corpus callosum was 
visible with higher scattering indicated by arrow. The gray matter was weakly birefringent 
thus it showed generally dark in phase retardation image. The cross-sectional flow image 
captured the spatial cross-section positions of two blood vessels in this frame indicated by 
arrows. In the en face flow image after finishing scanning the whole volume, four blood 
vessels were visible at the chosen en face depth. As the blood vessels did not lie exactly on 
the same en face plane, that flow signal was weaker or stronger for part of blood vessels at 
this specific depth. 
4. Conclusion 
In conclusion, we have demonstrated a GPU-accelerated multi-functional SD-OCT system at 
1300nm. The program is capable of processing and displaying every frame for intensity 
images (512 pixel by 2048 A-lines) and its en face images (100 images by 2048 A-lines) at a 
rate of 20 frames per second using GPU-accelerated processing algorithms. The program is 
capable of processing and displaying simultaneous intensity and flow images (512 pixel by 
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2048 A-lines), phase retardation images (512 pixels by 1024 A-lines) and en face images (100 
images by 2048 A-lines) at 10 frames per second. The data processing time of the GPU-
accelerated program is five times faster than the previous CPU-based processing program. 
Additionally, it is first time that the characterization of diattenuation and phase retardation for 
PS-OCT systems has been done simultaneously from a single sample using the Jones matrix 
method. The characterized diattenuation, phase retardation and optic axis match well with the 
theoretical values. Our imaging results of a chicken muscle demonstrate that phase retardation 
can be extracted correctly by Jones matrix in the presence of diattenuation. A horseshoe crab 
eye was imaged in vivo and four videos with varying volume sizes (12800, 25600, 51200A-
lines/volume) were recorded which gave volume update rate of 3volumes/second, 
3volumes/2seconds, 4volumes/5seconds, respectively. Structures of ommatidia were observed 
from theen face images and can be identified quickly due to the rapid visualization capability 
of our system. The fast visualization capability allowed visualization of large-scale 
birefringence changes due to localized heating of a chicken sample. The en face phase 
retardation image clearly showed the heat propagation from top right corner to surrounding 
area where showed black color with birefringence loss. A microfluidic device with a channel 
of 600μm in diameter was used to test the flow computation, the cross-sectional flow image 
showed the phase variance change, and turbulent flow was observed. The frequency of 
pushing and pulling syringe to pump diluted intralipid through the micro channel was visible 
in en face image. Finally, a mouse brain with a thin skull preparation was imaged with all 
image views (intensity, phase retardation, flow, en face flow) updating at a rate of 10 frames 
per second with the en face flow view displaying blood vasculature and demonstrated our 
ability to do rapid identification of structures in OCT images. 
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