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Book Review
Inequalities: Theory of Majorization and Its Applications (Springer Series in Statistics) by Albert
W. Marshall, Ingram Olkin and Barry C. Arnold, 2nd edition, Springer (2011) xxvii+909 pp,
Hardback, ISBN 978-0-387-40087-7; e-ISBN 978-0-387-68276-1
Marshall and Olkin’s 1979 book Inequalities: Theory of Majorization and Its Applications has been
well received over the last 30 years or so. It has had much impact on the mathematical sciences and
generated great interest in diverse areas [1]; majorization theory itself has become a rich research
branch ofmathematics. Because a considerable amount of research both in pure and applied fields has
been done since the appearance of the first edition, an update to incorporate the new developments
and to extend the existing results has certainly been expected and will be welcomed.
The second, revised, expanded edition of this important monograph, with an additional author, B.
Arnold, just published in 2011, showcases a great number of inequalities of majorization type related
to a wide variety of fields, and gives ample evidence that majorization is a powerful tool for deriving
inequalities in many branches of mathematics, statistics, and probability. This revision provides ex-
tensive and comprehensive surveys and treatments of every aspect of majorization and its variation.
In addition to elimination of (typographical) errors found in the first edition [2,3], many topics are
expanded and much new material has been incorporated, while the framework of the book remains
the same as the previous edition. As majorization has been found to be useful in many disciplines
of mathematics as well as in applied areas (for example, in wireless communications [5,7]), the new
edition of the book will continue to play an important role as a standard reference and stimulus for
further research and interactions.
The book is divided into five main parts comprising 20 chapters. It features brief biographies of
mathematicians who made substantial contributions to majorization theory, including H. Dalton, G.
Hardy, J. Jensen, J. Karamata, J. Littlewood, M. Lorenz, R. Muirhead, G. Pólya, and I. Schur. Besides
the subject index, there is an enormous bibliography (66 pages; increased by over 50% from the first
edition) along with a 14-page author index. The material is organized so that sequential reading is
unnecessary after acquaintance with basic concepts of Part I (Chapters 1–6). Many theorems are not
given proofs as they are easily understood.
The first part of the book, I Theory of Majorization, consisting of six chapters, is the foundation
of the book. It introduces the terminology majorization and the notation ≺ (originally introduced in
[4]), discusses the connection of majorization and doubly stochastic matrices, shows applications of
Schur-convex functions to majorization in deriving inequalities, and provides equivalent conditions
for majorization.
Chapter 1 starts with some historical origins, motivation, geometry, and basic definitions of (weak)
majorization. Roughly speaking, a real vector x is majorized by a real vector y, in symbol, x ≺ y, if the
components of x are “less spread out than" or “controlled by" those of y. More precisely, the (partial)
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sum of the first k largest components of x is less than or equal to that of y for every k, and the sum of all
components of x is equal to that of y. This chapter presents elementary results, facts, consequences and
equivalent definitions. It also describes weak majorizations (≺w, ≺w), logarithmic majorization, and
continuous majorization. Weak majorization is as important as majorization in deriving inequalities;
and they are closely related: x ≺w y ⇔ for some u, x  u and u ≺ y (p. 14; also p. 177). Some new
items are added to this chapter: majorization for vectors of unequal length, majorization for matrices,
and complex majorization.
Chapter 2 shows the connection of majorization with doubly stochastic matrices, and discusses in
depth how a majorization is obtained through T-transforms. Majorization can be characterized via
doubly stochastic matrices: x ≺ y ⇔ x = yP for some doubly stochastic matrix P; it can also be
obtained through applications of successive T-transforms: x ≺ y ⇔ x = yT1 · · · Tk , where Ti’s are
T-transforms, but some doubly stochastic matrices cannot be written as a product of T-transforms
(p. 34). Among the fundamental results concerning doubly stochastic matrices, Birkhoff’s theorem
(p. 30) stands out. It states that the set of doubly stochastic matrices is the convex hull of the n!
permutation matrices, which are its extreme points. It is known that every n × n doubly stochastic
matrix can be represented as a convex combination of at most n2 − 2n+ 2 permutationmatrices, and
n2 − 2n + 2 cannot be replaced by a smaller number (p. 51). Thus if x is majorized by y then x can
be expressed as a combination of at most n2 − 2n + 2 permutations of y. Brualdi and Hwang showed
that (n2 − n+ 2)/2 permutations of y are enough (p. 60). This number was improved to n by Zhan (p.
61). The van derWaerden conjecture was a popular research problem in the 1970s until its resolution.
It says that if P is an n × n doubly stochastic matrix and perP is its permanent, then perP  n!/nn
and equality holds if and only if every entry of P is 1/n. There is a brief discussion of the conjecture
and its solutions in a remark (p. 50). Special classes of doubly stochastic matrices, such as positive
semidefinite doubly stochastic matrices and positive doubly stochastic matrices, are discussed; weak
majorization and sub(super)stochastic matrices are studied; majorization for complex vectors of the
results of A. Markus and R. Thompson are also included (p. 41).
Chapter 3 presents the theory of Schur-convex functions. This class of functions, along with ma-
jorization, generates a great number of inequalities, including many classical ones. A Schur-convex
function preserves the ordering of majorization; that is, f (x)  f (y) whenever x ≺ y. For exam-
ple, f (x) = ∑ni=1(1/xi) is Schur-convex on Rn with positive components, from which one obtains
a Kantorovich inequality (p. 102), and g(x) = ∏ni=1(1/xi) is Schur-convex on Rn+, which results in
a useful fact that x ≺ y ⇒ ∏ni=1 xi  ∏ni=1 yi (p. 115). Among other important functions of Schur
type, elementary symmetric functions Sk(x) = ∑i1<···<ik ∏ xi1 · · · xik are Schur-concave on Rn+ (p.
115); h(x) = (∑ni=1 |xi|r)1/r , r  1, is Schur-convex onRn (p. 138). One handy approach to determine
whether a continuously differentiable function is Schur-convex is the Schur–Ostrowski theorem (p.
84). Let φ be a real-valued continuously differentiable function defined on In ⊆ Rn, where I ⊂ R is
an open interval. Assume that φ is symmetric, i.e., φ(xP) = φ(x) for any n × n permutation matrix P
and every x ∈ In. Then φ is Schur-convex if and only if for all i = j
(xi − xj)
(
∂φ
∂xi
− ∂φ
∂xj
)
 0.
Convex functions and Schur-convex functions are closely related. If φ is symmetric and convex on
Rn, thenφ is Schur-convex (p. 97); but not the otherway around. For example, takeφ(x1, x2) = −x1x2
on R2 (p. 99). It is shown that monotonicity and convexity of functions can generate a large family
of Schur-convex functions through function compositions (pp. 89–91). A useful result (p. 87, A.8.a.) to
prove strict inequalities is that x ≺w y ⇒ φ(x) < φ(y) if x is not a permutation of y and ifφ is strictly
increasing and strictly Schur-convex. φ(x) = ∑ni=1 exi is a function of this kind (p. 92, C.1.a.(i)).
Chapter 4 deals with equivalent conditions for majorization. It starts with two fundamental results
of Hardy, Littlewood and Pólya onmajorization, showing howmajorization is closely related to doubly
stochastic matrices and T-transformations. Majorization can also be characterized by continuous con-
vex functions: x ≺ y ⇔ ∑ni=1 g(xi)  ∑ni=1 g(yi) for all continuous convex functions g : R 	→ R (p.
156); x ≺w y ⇔ ∑ni=1 g(xi)  ∑ni=1 g(yi) for all continuous increasing convex functions g : R 	→ R
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(p. 157). A notable and convenient fact is that u+ = max{u, 0} is a continuous convex function onR. A
newequivalent condition for x ≺ y, where x, y ∈ Rn, is that∑ni=1 |xi−a|  ∑ni=1 |yi−a| for every a ∈
R (p. 158). There is a short section about top wage earners described in terms of majorization (p. 163).
Chapter 5 is about preservation and generalization of majorization. A basic question is: what func-
tions g preserve majorization (that is, x ≺ y implies g(x) ≺ g(y), where g(z) denotes (g(z1), . . . ,
g(zn)))? It turns out that such a function must be a linear function: Let g : R 	→ R be a contin-
uous function at some point or bounded above by a measurable function on some set of positive
Lebesgue measure. Then x ≺ y implies g(x) ≺ g(y) if and only if g is a linear function (p. 166).
This strong result says that not many functions preserve majorization. However, if g(x) ≺ g(y) is
relaxed to weak majorization g(x) ≺w g(y), then there are many functions that enjoy this prop-
erty. For instance, the absolute value function |x|; the square function x2, and the power function
xr; to be precise, for x and y with positive components, x ≺w y yields xr ≺w yr for all r > 1
(p. 169). More generally, x ≺ y ⇒ g(x) ≺w g(y) for all convex functions g (p. 165, A.a.(1)) and
x ≺w y ⇒ g(x) ≺w g(y) for all increasing convex functions g (p. 167, A.2.(i)). For real-valued
functions defined on Rn, x ≺ y ⇒ (φ1(x), . . . , φm(x)) ≺w (φ1(y), . . . , φm(y)) for Schur-convex
functions φ1, . . . , φm and x ≺w y ⇒ (φ1(x), . . . , φm(x)) ≺w (φ1(y), . . . , φm(y)) for increasing
Schur-convex functions φ1, . . . , φm (p. 181).
Making use the convexity and monotonicity of exponential (logarithmic) functions, one can derive
the following results for x and ywith x1  · · · xn  0 and y1  · · · yn  0 (p. 168):
k∏
i=1
xi 
k∏
i=1
yi, k = 1, . . . , n ⇒
k∑
i=1
xi 
k∑
i=1
yi, k = 1, . . . , n
and
n∑
i=k
xi 
n∑
i=k
yi, k = 1, . . . , n ⇒
n∏
i=k
xi 
n∏
i=k
yi, k = 1, . . . , n.
The current Section A.20 (p. 184) Majorization for sums and products is Section A.5 (p. 217) of the
1979 edition. Majorization in integers and partitions of combinatorics type are also discussed in this
chapter.
Chapter 6 studies majorization inequalities involving real vectors and rearrangements of real vec-
tors. Given a real vector x = (x1, . . . , xn), we rearrange the components of x in decreasing order
x[1]  · · ·  x[n] and denote the resulting vector by x↓ = (x[1], . . . , x[n]). Likewise, x↑ denotes
the vector obtained from x by rearranging the components in increasing order. A classical result on
rearrangements of components of real vectors a and b is (p. 207)
n∑
i=1
a[i]b[n−i+1] 
n∑
i=1
aibi 
n∑
i=1
a[i]b[i].
An analogous result for products of sums and more general results concerning
∑∏
and
∏∑
are dis-
cussed (p. 209). Additional basic majorization inequalities on rearrangements for entrywise additions
and entrywise (Hadamard) multiplications of vectors are (p. 224)
x↓ + y↑ ≺ x + y ≺ x↑ + y↑, for x, y ∈ Rn;
x↓ ◦ y↑ ≺w x ◦ y ≺w x↑ ◦ y↑, for x, y ∈ Rn+.
The material in Part I is accessible to advanced undergraduate students with a little background in
linear algebra and calculus. After having become familiar with basic theory of majorization, “beyond
Part I, the reader should feel free to jump in almost anywhere" (Overview and Roadmap, p. xv).
The second part of the book, II Mathematical Applications, contains Chapters 7 through 10, which
emphasize majorization in combinatorics, geometry, and matrix theory.
Chapter 7 beginswith some basic concepts in graph theory associatedwithmatrices and networks,
then describes the conjugate sequence of a given integer sequence in order to present the intriguing
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Gale–Ryser theorem (p. 249), which gives a necessary and sufficient condition in terms ofmajorization
for the existence of an incidence matrix with prescribed row sum and column sum vectors (p. 249). It
then discusses some related and profound results of Gale (1957), Ryser (1957), Fulkerson (1959), Erdös
and Gallai (1960), Kellerer (1961, 1964), Fulkerson and Ryser (1962), Ryser (1963), Mirsky (1971), and
Brualdi and Ryser (1991). The chapter also studies tournaments (a special finite graph without loops)
and edge coloring in graphs with majorization involved.
Chapter 8, Geometric Inequalities, shows that majorization provides a unified approach to obtain
manyknown inequalities aswell asnew inequalities for triangles. It appears that someof those trigono-
metric inequalities are very difficult to derive by othermethods. Here is an example (p. 272): Let A, B, C
be the three interior angles of an acute triangle. Then
2 <
√
sin A + √sin B + √sin C  3
(
3
4
)1/4
.
Abasic idea, say for theangular case, is (A, B, C) ≺ (π, 0, 0). InvokingSchur-convexity andmonotonic-
ity yields inequalities for the angles.
Chapters 9 and10, andmuchof thebook, includingChapters 19and20, aredevoted tomatrix theory.
Beginning with a theorem of Schur on the diagonal entries and eigenvalues of a Hermitian matrix,
Chapter 9 evolves with a large collection of fundamental and elegant results about matrix inequalities
of majorization type. Let d(H) and λ(H) be the vectors of main diagonal entries and eigenvalues
of a Hermitian matrix H, respectively. Schur’s theorem (p. 300) states d(H) ≺ λ(H). Conversely,
if d and λ are two sequences (vectors) of real numbers such that d ≺ λ, then there exists a real
symmetric matrix having diagonal entry vector d and eigenvalue vector λ (p. 302). Among the topics
discussed in the chapter are the diagonal entries and eigenvalues of a Hermitian matrix; eigenvalues
of a Hermitian matrix and its principal submatrices; diagonal entries of an arbitrary complex matrix
and its singular values; eigenvalues and singular values of an arbitrary complex matrix; eigenvalues
and singular values of matrix sums (with powers); eigenvalues and singular values of matrix products
(with powers); and eigenvalues and singular values of Hadamard products. We single out a few basic,
beautiful results about singular values for the reader; related inequalitieshavebeenstudiedextensively
bymanymathematicians. Let A and B be n×n complexmatrices, let σ(X) be the singular value vector
of matrix X , and let ◦ denote entrywise (Hadamard) product. Then
• σ(A + B) ≺w σ(A) + σ(B) (K. Fan, p. 330).• σ(AB) ≺w σ(A) ◦ σ(B) (A. Horn, p. 338; p. 168, A.2.b.).• σ(A ◦ B) ≺w σ(A) ◦ σ(B) (T. Ando, R. Horn and C. Johnson, p. 356).
The famous Golden-Thompson inequality tr(eAeB)  tr eA+B for Hermitian matrices A and B is
presented (p. 345). There is a related result of Lieb and Thirring (p. 341). Let A and B be n × n positive
semidefinite matrices. Then
tr(AB)α  tr(AαBα), α > 1,
the inequality is reversed for 0 < α  1. Studied bymanymathematicians includingAraki, Audenaert,
Bushell andTrustrum, LeCouteur,Marcus,WangandGong, this inequality generalizes to theeigenvalue
majorization λα(AB) ≺w λ(AαBα) for |α| > 1 and the reversed inequality for |α|  1. Equality holds
in the trace inequality if and only if AB = BA or α = 1, 0,−1. An analogous result for the Hadamard
product is thoroughly discussed in [8].
Several open problems stated in the 1979 edition of the book have been solved and are now doc-
umented in the new edition. For example, a short history of the long-standing Horn Conjecture and
its resolution is given (p. 336). The log-majorization inequality
∏n
k λi(A ◦ B) 
∏n
k λi(A)λi(B) for
any n × n positive semidefinite matrices A and B (page 258 of the previous edition) follows from the
stronger result
∏n
k λi(A ◦ B) 
∏n
k λi(AB) conjectured by Bapat and Johnson and solved by Ando and
Visick independently (p. 354). However, the present version does not mention this explicitly; nor does
it mention the conjectures on page 259 of the 1979 edition.
Chapter 10, Numerical Analysis, studies closeness of two matrices under unitarily invariant matrix
norms. It starts with a basic theorem of von Neumann on the relationship of unitarily invariant norms
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and symmetric gauge functions; unitarily invariant norms can be characterized by symmetric gauge
functions acting on singular value vectors σ . With the help of this, for complex matrices A and B,
σ(A) ≺w σ(B) if and only if ‖A‖  ‖B‖ for every unitarily invariant norm. The chapter presents some
norm inequalities of Ando, Bhatia, Causey, Davis, Fan, Hoffman, Wielandt, and Zhan. An open problem
in the 1979 edition has been studied and answered by Mathias, Wang, Xi, and Zhang (Remark, p. 376).
Condition numbers are also discussed.
Chapters 11–13 constitute the 3rd part of the book, III Stochastic Applications. Majorization has
played a role in various statistical and probabilistic contexts. These three chapters focus on develop-
ments and applications of majorization in statistics and probability and some related generalizations.
A stochastic majorization is a relationship between two random vectors when the random vectors
are degenerate and the comparison (relation) reduces to the ordinary majorization. Random variables
considered here are compared in terms of majorization with a class of functions such as continu-
ous symmetric convex functions. Chapter 11 studies stochastic (weak) majorizations, giving thorough
discussions of families of distribution functions parameterized to preserve symmetry and convexity
as well as Schur-convexity (and monotonicity). Chapter 12 continues the discussion of majorization
with probabilistic results that are closely related to those in the previous chapter, while Chapter 13
gives additional statistical applications, such as unbiasedness of tests, reliability theory, entropy, and
optimal experimental design. Much new material has been added in this part.
Part IVGeneralizations, consisting of Chapters 14 and15, covers orderings that extendmajorization
and multivariate majorization. Chapter 14 considers majorization with weights, group majorization,
partial orderings induced by convex cones or function sets, and partial orderings for complex vectors.
Rearrangements and majorizations for the functions are also considered. Chapter 15 is about multi-
variate majorization: the main idea of the chapter is generalization of majorization of two vectors to
rectangular real matrices. Concepts introduced arematrix majorization,matrix chain majorization, row
majorization, linear-combinations majorization, and column-stochastic majorization for rectangular real
matrices. The relationships of these majorizations for matrices are summarized (p. 620); functions
that preserve the majorization for matrices are studied.
The fifth part of the book, V Complementary Topics, has five chapters, covering special topics in-
cluding convex functions and classical inequalities, stochastic ordering, total positivity, matrix factor-
izations, and matrix eigenvalue and singular value inequalities by means of extremal representations.
Monotone functions and convex functions are two important classes of functions. Let φ be a function
defined on Rn (or certain subsets of Rn). φ is increasing if x  y ⇒ φ(x)  φ(y) (p. 637); φ is
convex if φ(αx + α¯y)  αφ(x) + α¯φ(y), where α ∈ [0, 1], α¯ = 1 − α (p. 642). Chapter 16 gives a
detailed account of these functions in various inequalities. Classical inequalities of Hadamard, Jensen,
Hölder, Lyapunov, and Minkowski and their extensions are discussed. Recall that φ is Schur-convex if
x ≺ y ⇒ φ(x)  φ(y) (p. 80). As Schur-convexity of continuously differentiable functions can be
determined by means of partial derivatives (p. 84), a twice differentiable function φ is convex if and
only if Hessian matrix of φ,
H(x) =
(
∂2φ(x)
∂xi∂xj
)
,
is positive semidefinite (p. 644).
Matrix-monotonicity (p. 670) andmatrix-convexity (p. 676) are investigated. Ground-breaking and
profound work on monotone and convex matrix functions was done by Loewner in 1930s. Two basic
and notable results are: on the set of positive definite matrices, (i) f (A) = Ar is matrix-increasing
for 0 < r  1 (p. 672) and (ii) g(A) = Ar is matrix-convex for 1  r  2 or −1  r  0, and
matrix-concave for 0  r  1 (p. 677).
Chapter 17 deals with stochastic ordering. It starts by reviewing key concepts and properties asso-
ciatedwith some basic stochastic orderings, then studies the Lorenz order and some related variability
orders. Much of the material in this chapter is new. Chapter 18 is devoted to total positivity of ma-
trices and functions. It presents early work of several mathematicians with many examples, among
which are Cauchy and Hilbert matrices (p. 760). Chapter 19 presents matrix decompositions such as
Schur triangularization, singular value decomposition, and polar decomposition.With the aid of these
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decompositions, relationships of complex matrices A and B that satisfy AA∗ = BB∗ are discussed.
Compound matrices and Kronecker product of matrices, along with their important properties, are
described, as is the Binet–Cauchy theorem concerning the compound matrix of a matrix product. A
basic fact that is often used to derive matrix inequalities is that the largest eigenvalue of the kth com-
pound matrix of a positive semidefinite matrix A is the product of the k largest eigenvalues of A (p.
777). The final chapter of the book, Chapter 20, discusses extremal representations ofmatrix functions,
such as the minmax theorems of Fischer, Courant, and Fan on eigenvalues of Hermitian matrices and
singular values of arbitrary complex matrices. The result in A.1.c. (p. 784) is known as the eigenvalue
interlacing theorem; it holds for Hermitian matrices (p. 311).
This monograph itself is not only a major volume on inequalities but also a masterpiece on matrix
theory, especiallyonmatrix inequalities (Chapters2, 9, 10, 18-20), aswell asonstatistics andprobability
(Chapters 11–13, 15, 17).
The reviewer has spotted some errors in this edition:
• p. xxv, in D,D+,D++, xi should be x1.• p. 224, D.8.a(ii), xy ≺ x↑y↑ should be xy ≺w x↑y↑. Otherwise, take x = (2, 1) and y = (1, 3);
see, e.g., [9, p. 345, Theorem 10.16].
• p. 327, the display right above F.4.a is false. If A =
(
1
1
0
0
)
, then A is singular, so σ2(A) = 0. Because
A + A∗ is not singular, |λ2((A + A∗)/2)| > 0 (see [2]). The proof for the invalid inequalities is
wrong since λi(−H) = −λi(H); in fact, λi(−H) = −λn−i+1(H) for any n × n Hermitian matrix
H. The inequalities may be replaced by
|λi(A + A∗)/2|  max{σi(A), σn−i+1(A)}, i = 1, . . . , n.
• p. 777, in the display of F.2.e,∑ should be∏.
• p. 788, in the proof of Theorem A.4, right after “Further", (λ1, . . . , λn) should be (β1, . . . , βn),
where βk+1 = · · · = βn = 0.
A few typos do not affect the authoritative role of this book for majorization theory. In summary,
the book provides an extensive survey and comprehensive treatment of majorization theory and its
applications in a broad spectrum of fields. I like this book very much and highly recommend it.
This review reflects the reviewer’s personal opinions and interests. The reviewer is grateful to Prof.
R. Horn for his valuable comments.
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