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Summary 
This thesis describes a fully automatic system for face identification (verification and 
recognition) based on a robust form of correlation and support vector machines. The 
objective was to develop a near real-time system which is robust against geometrical 
and photometrical changes in the acquisition process including displacements of the 
face, changes in the illumination, signal noise and occlusion. Many of the techniques 
which have been proposed in the literature only partially fulfil these requirements. ' In 
particular, few techniques provide general robustness against signal noise, occlusion 
and deviations from the underlying model assumptions. 
To address these problems, we propose a novel face registration technique based on 
a robust form of correlation. In the most general formulation, the model and probe 
images are represented by feature sets extracted from the grey-level distributions. The 
aim is to find the optimal correspondence between the model feature set and its projec- 
tion into the probe image. We treat this pairwise matching problem as an optimisation 
task and estimate the optimal transformation parameters by maximising a similar- 
ity function. The influence of signal noise, occluding objects and suboptimalities in 
the transformation models is reduced by applying robust estimation techniques. We 
verify the robustness and high accuracy of the registration method on a large face 
database containing 295 subjects. 
The classification of face patterns is carried out using support vector machines. The 
registered and photometrically normalised images are projected into a subspace op- 
timised for representation or discrimination. We study the impact of representation, 
photometrical normalisation and registration errors on the support vector machine 
performance. Our study supports the hypothesis that the support vector machines 
are able to extract the relevant discriminatory information from the training data and 
we present results showing superior performance in comparison with benchmark 
methods. However, when the representation space already captures and emphasises 
the discriminatory information (e. g. Fisher's linear discriminant), the support vector 
machines loose their superiority. The proposed system is evaluated on a large face 
database obtaining highly competitive results. 
Keywords: face registration, face verification, face recognition, robust correlation, 
support vector machines. 
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Chapter I 
Introduction 
Scientists and philosophers have long envisaged the construction of an intelligent ma- 
chine which would be able to acquire, process and communicate information in a way 
similar to us. In particular, its sensory mechanisms would simulate those of a human 
being and it would therefore be able to recognise people based on their behavioural 
and physiological characteristics such as the face or voice. A fictitious example of such 
a machine is the HAL 9000 (Heuristically programmed ALgorithmic computer, 9000 
series)', described by Arthur C. Clarke in "2001: A Space Odyssey" (Clarke, 1968). It 
was designed to be the brain and nervous system of the Discovery, a space ship aim- 
ing to reach Saturn. The abilities of HAL are illustrated in the following conversation 
with Dr Chandra, the eccentric computer genius who created HAL (from the sequel 
"2010: Odyssey Two" (Clarke, 1984)): 
Chandra., That's very good. Now, HAL, do you mind if I ask you a question? 
HAL. Not at all. 
Chandra. Do you recall Dave Bowman and Frank Poole leaving the Discovery? 
HAL. Certainly not. That could never have happened, or I would remember it. Where are 
Frank and Dave? 
Chandra. They'refine. They're not here right now. 
HAL. Who are these people? I can only identify you, although I compute a 65% 
probability that the man behind you is Dr Floyd. 
Chandra. Don't worry, HAL, I'll explain everything later. 
Clearly, HAL had the ability to recognise and synthesise speech. Moreover, it could 
identify the crew members from their facial appearance, analyse their expression, 
learn from the everyday interaction with them, express feelings and so on. HAL was 
'HAL, one step ahead of IBM? It has been argued that the name HAL was derived from IBM by 
replacing each character by the preceding one in the alphabet. However, the producers of the motion 
picture, Clarke and Kubrick, maintain that this was pure coincidence. 
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able to mimic human behaviour in many ways and could therefore be considered in- 
telligent. In fact, it could easily pass the well-known test for machine intelligence 
devised by the British mathematician Alan Turing (Turing, 1950). In this test, an in- 
terrogator is faced with the problem of deciding which of two subjects is a machine. 
The non-visual communication between the interrogator and the subjects is limited in 
time2 and if the interrogator cannot reach a decision before the time has ended, the 
machine is labelled intelligent. In passing this test, HAL was considered a "thinking" 
machine. 
Although our ambitions are not as far-reaching as Dr Chandra's, we are aiming to 
build a fully automatic system for identification of people based on their facial ap- 
pearance. The potential applications of such a system are numerous, most of which 
are not related to space exploration. For example, access control to buildings, surveil- 
lance (e. g. CCTV applications), intrusion detection and alarm verification. Further- 
more, there are many emerging fields which would benefit from developments in 
person identification technology such as advanced human-computer interfaces and 
tele-services including tele-shopping and tele-banking. 
In the following, we present our contributions to the research areas of face registration, 
facial feature extraction and face classification. In particular, we detail a novel regis- 
tration method which improves on current techniques in terms of e. g. robustness and 
efficiency. Also, we describe a new approach to face identification based on support 
vector machine (SVM) classification. 
Face registration by robust correlation. Many of the detection and registration 
methods which have been proposed in the literature can handle changes in the po- 
sition, size and orientation of the face, and some techniques are even pose invari- 
ant. Also, the problem of illumination invariance has been addressed by several re- 
searchers. However, few techniques provide general robustness against signal noise, 
occlusion and deviations from the underlying model assumptions. To address these 
problems, we propose a novel registration technique based on a robust form of corre- 
lation. The method differs in several aspects from standard template matching tech- 
niques. In contrast to e. g. (Brunelli and Poggio, 1993) and (Beymer, 1994), we robustify 
the correlation which allows u's to accurately locate the facial features despite occlu- 
sion and model inaccuracies. Moreover, we dynamically translate, scale and rotate 
client-specific templates to optimally fit the image evidence. This approach is more 
accurate and efficient compared to standard techniques using a fixed set of generic 
templates and exhaustive search. Finally, we note that the client-specific approach is 
2 Turing proposed five minutes, but the exact amount of time is generally considered irrelevant. 
3 
computationally feasible in the verification scenario since we only need to register the 
probe image with respect to the models of the claimed identity. 
Face verification by robust correlation. We have also developed a simple image- 
based feature selection technique related to Fisher's linear discriminant (Fisher, 1936). 
In combination with the robust template matching, it allows us to perform the identi- 
fication in a highly efficient way. The approach is based on using the robust similarity 
measure for both registration and verification. The application of robust estimators to 
face identification has been reported before. Most notably, (Brunelli and Messelodi, 
1995) successfully applied estimators based on the L, norm to the problem of face 
recognition in the presence of signal noise. In contrast, we propose a system in which 
the identification is performed as a integral part of the registration. The main benefits 
of the image-based feature selection method are that we can reduce the dimensionality 
of the representation and direct the attention to image regions with high discrimina- 
tory values. 
Support vector machines for face identification. The classification problem stud- 
ied in this thesis is prone to the "curse of dimensionality". We therefore depend on 
techniques which are less susceptible to the problem of small sample sizes in high- 
dimensional spaces. One such technique which has received significant attention over 
the last couple of years is the support vector machine. In this thesis, we propose 
a novel approach to face identification which is based on SVM classification of lin- 
ear subspace representations. A related application in the context of face verification 
and recognition was reported by (Phillips, 1998). In this approach, a single SVM was 
trained to distinguish between the populations of within-client and between-client 
difference images, respectively, as originally proposed by (Moghaddam et al., 1998). 
This method gives client non-specific support vectors. In contrast, we have adopted 
a client-specific solution which requires learning client-specific support vectors. We 
believe that this approach is able to more accurately capture the specific variability 
of the individual client classes. In this thesis, we investigate the inherent potential of 
the SVMs in extracting the relevant discriminatory information from the training data, 
irrespective of representation and pre-processing. 
Automatic face identification. We present a complete and 
' 
fully automatic system 
for face identification. The system performs all the necessary tasks including face 
registration, facial feature extraction and classification. The front-end of the system 
performs the registration and normalisation of the input face image using the robust 
template matching described above. The back-end on the other hand extracts the facial 
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features using either the image-based feature selection method described above or a 
linear subspace technique. The resulting representation is then classified using either 
the robust similarity measure employed by the template matching routine or SVMs. 
Finally, we note that there is no need for manual intervention in the operating mode 
of the system. 
The sensitivity of support vector machines. We present an extensive study of the 
SVM sensitivity to various processes. In particular, we evaluate the impact of the rep- 
resentation space, photometric normalisation technique and registration accuracy on 
the SVM performance. Our study supports the hypothesis that the SVM approach is 
able to extract the relevant discriminatory information. We believe this is the main 
reason for its superior performance over benchmark methods (e. g. the eigenface tech- 
nique (Turk and Pentland, 1991)). However, when the representation space already 
captures and emphasises the discriminatory information content (e. g. the fisherface 
method (Belhumeur et al., 1997)), the SVMs cease to be superior to the benchmark tech- 
niques. Furthermore, we show that the absolute performance of the SVM approach is 
relatively insensitive to the representation space and pre-processing technique. In con- 
trast, registration errors have a detrimental effect on the SVM performance and, unless 
prior knowledge about the problem-specific invariances is incorporated into the SVM 
training process, the identification performance is likely to suffer. Finally, we note that 
a similar study of the SVM sensitivity to registration errors was reported by (Pontil 
and Verri, 1998) in the context of three-dimensional object recognition. This approach 
is based on SVM classification in the original image space which is computationally 
prohibitive in our application. 
Performance evaluation. In contrast to many other studies on face verification and 
recognition, we have estimated the performance of our face identificatiýn system on a 
large database and according to a fixed and publicly available protocol (Messer et al., 
1999). This data set was chosen mainly because it contains a large number of sub- 
jects recorded'over a relatively long period of time. In particular, it contains most 
of the facial variations which are expected in the target applications, e. g changes in 
the hair style and colour, facial hair and expression. Moreover, since the position of 
the subject was not fixed, there are changes in the size and orientation of the face. All 
these variations means that we can obtain reliable estimates of the true verification and 
recognition performances. Finally, we can compare the results with those obtained by 
other researchers working on the same data set. This is exemplified in Chapter 11 
where we show that the fully automatic system based on the robust template match- 
ing and SVMs outperforms two standard methods (Abdeljaoued, 1998; Kotropoulos 
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et al., 1999) based on the dynamic link architecture (Lades et al., 1993). 
The rest of the chapter is organised as follows. In Section 1.1, we describe the funda- 
mental ideas and concepts underlying biometric systems. In particular, we contrast 
a selection of the behavioural and physiological characteristics which may be used 
for biometric identification. Also, we describe the different identification modes, the 
performance measures used to evaluate a biometric system and various techniques 
which may be used to protect a biometric system against counterfeiting. In this thesis, 
we propose a system which consists of three main modules aimed at face registra- 
tion, facial feature extraction and classification. In Section 1.2, we review a number 
of techniques which perform these tasks in alternative ways. The methods which are 
closely related to our work are summarised in the subsequent chapters on face detec- 
tion, feature extraction and classification. In Section 1.3, we summarise some of the 
more important results from psychophysics and neurophysiology, with an emphasis 
placed on theories and models which are relevant to researchers in machine-based face 
identification. In particular, we detail theories on how humans represent and process 
faces, the relative importance of the facial features, and the internal and external pro- 
cesses which may affect the recognition performance. Finally, in Section 1.4, we draw 
conclusions and present an overview of the subsequent chapters on face registration, 
representation and classification. 
1.1 Biometrics: identification through Characteristics 
The identity of a person can be verified or recognised using an item of possession, a 
piece of knowledge or a characteristic. These are the three building blocks in a basic 
model of the identification process (Miller, 1994). Following this model, we can bal- 
ance the level of security against the user convenience by combining different identi- 
fication modalities. For example, access to general offices can be controlled through 
voice verification whereas the central computer facilities can be protected by a combi- 
nation of fingerprint and swipe card verification. The voice and fingerprint are both 
examples of client characteristics, the source of identity information employed in bio- 
metric systems. In recent years, the use of client characteristics has gained in popu- 
larity mainly because these systems do not exhibit the problems of traditional identi- 
fication systems. For example, items such as smart cards, magnetic stripe cards and 
physical keys can be lost, stolen, duplicated and left behind. Passwords on the other 
hand can be forgotten, shared or observed. 
There are two types of client characteristics which may be used in a biometric system, 
behavioural and physiological. Examples of behavioural characteristics include voice, 
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handwritten signature and keyboard typing patterns. These identification modalities 
typically vary significantly with the emotional state of the client and a key issue is 
therefore to find stable features. There is also considerable variation over time and 
it is therefore common practice to update the client identification templates at regu- 
lar intervals. This procedure ensures that the templates accurately reflect the current 
state of the client modality and eliminates the need for explicit modelling of the fea- 
ture changes over time. Although the behavioural characteristics present challenging 
problems in terms of feature variation, the sensors are typically cheap and the overall 
cost per access point is low. In fact, in some cases (e. g. keyboard typing patterns) there 
is no need for a special sensor and the identification is carried out while the client is 
using the service. 
Physiological characteristics on the other hand are less variable but typically more 
expensive to sample. Examples include fingerprint, iris, retina, hand geometry, face 
and wrist veins. Some of these characteristics are extremely reliable (e. g. fingerprint, 
iris and retina) and the risk of two people having identical templates can be less than 
one in a billion. The main problem is therefore the false rejection rate, the probability 
of rejecting a client who is authorised to use the service. However, the technology is 
rapidly improving and in the meantime the most effective way of reducing the rejec- 
tion rate is staff training. Apart from the false rejection rate, a crucial problem with 
some of these characteristics is the perceived intrusiveness. For example, many people 
perceive the retina and iris sensors as potentially damaging to their eyes and are there- 
fore reluctant to use them. An alternative physiological modality which is not per- 
ceived as intrusive and which has received significant attention over the last decade 
is the face. It can be acquired without user interaction, the sensor (a standard camera) 
is cheap and the features are reasonably stable over time. These properties makes the 
face highly attractive for combination (or fusion) with other modalities such as voice. 
Independent of the type of characteristic, there are two identification modes which 
can be employed in a biometric system. In the verification mode, the client claims an 
identity and the task of the system is to verify whether this claim is authentic or not. 
This involves comparing the template obtained from the biometric sensor (typically 
denoted the probe template) with the stored template associated with the claimed 
identity (the model template). In the recognition mode on the other hand, there is no 
claim and the system therefore has to compare the probe template with model tem- 
plates across all clients. The recognition mode can therefore be considered a generali- 
sation of the verification mode: the problem of separating one client from all potential 
impostors is replaced by the problem of separating a number of clients from each 
other and from all potential impostors. Consequently, the recognition mode may re- 
quire more sophisticated modelling techniques and is typically more expensive from 
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a computational point of view. 
The performance of a biometric system is measured by the false rejection and false 
acceptance rates. These are the probabilities of rejecting an authorised client and ac- 
cepting an unauthorised client, respectively. A high-security biometric system should 
exhibit a low false rejection rate and a close-to-zero false acceptance rate. However, 
the trade-off between these rates is application dependent and in some cases (i. e. low- 
security facilities) the acceptance of authorised clients is considered more important 
than protection against impostors. Other desirable characteristics of a biometric sys- 
tem are low component costs and storage requirements, a non-intrusive sensing de- 
vice and a friendly user interface. There are numerous examples of systems which 
have failed to be successful because one or more of these characteristics were missing. 
A key issue when designing a biometric system is to implement protection against 
counterfeiting. Many of the behavioural and physiological characteristics can be sam- 
pled and reproduced in static or dynamic form (e. g. a picture or a video of a client 
face). The system therefore has to make sure that the input signal is live, a task which 
is not always straightforward. For example, a system reading fingerprints can be com- 
bined with an ultrasound sensor to detect subcutaneous structures. Similarly, an in- 
frared system for identification of wrist vein structures can also look for flows of warm 
blood. Another way of making counterfeiting difficult is to combine several modali- 
ties. As mentioned above, the identity of a client can be verified by sampling both the 
face and the voice. If the client is asked to utter a random sequence of letters or num- 
bers the signal reproduction through e. g. a video recorder becomes extremely hard. 
Also, further protection can be added through an eye-blink detector and a lip tracker. 
1.2 Face Identification by Machines 
In this thesis, we propose a biometric system for identity verification and recognition 
based on the face modality. The system consists of three main modules aimed at face 
registration, representation and classification. In this section, we review a number of 
techniques which perform these tasks in alternative ways, with an emphasis placed 
on recent methods which have been evaluated on large data sets. The methods which 
are closely related to our work are reviewed in the subsequent chapters on face reg- 
istration, representation and classification. There are many other related topics which 
we do not treat in this thesis. Examples include face tracking, pose estimation, facial 
expression analysis and sex classification. The reader is referred to the survey papers 
by (Chellappa et al., 1995) and (Daugman, 1997) for further information on these and 
other face related areas. 
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Deformable templates. A general framework for localising and interpreting facial 
features was described by (Yttille, 1991). A feature is located by iteratively improving 
the fitness between a parameterised template and the image evidence. The template 
is allowed to deform undqr certain constraints and the process of deformation is con- 
trolled by an energy function. This function is designed to drive the search towards 
image areas with a pre-specified structure corresponding to the facial feature of in- 
terest. The different terms of the energy function are aimed at controlling the defor- 
mation of the template as well as attracting various image structures such as edges, 
valleys and peaks. These structures are extracted from the grey-level image using 
morphological operators. The search for the global minimum is directed by a gradi- 
ent descent algorithm operating on the partial derivatives of the energy function. By 
weighting the terms of the objective function, the search can be guided by different 
parts of the template at different stages improving the efficiency and accuracy of the 
method. In general, the search requires an initial estimate which is not too distant 
from the optimum. This estimate can be provided by a face detector aiming to find 
the whole face as opposed to the individual features. The accuracy and stability of the 
method can be further improved by applying robust estimation techniques. An exten- 
sion of the method featuring robust deformable templaýes is reviewed in Section 3.3. 
Active shape models. The active shape models (AAMs) developed by (Cootes et al., 
1995) (see also (Cootes and Taylor, 1999)) are tools for n-dimensional shape registra- 
tion and analysis based on statistical techniques. A shape is defined by a set of points 
or landmarks located at object features suitable for registration. In the training phase, 
these landmarks are normalised and statistical models of their image neighbourhoods 
are built. Each neighbourhood is represented by the grey-level derivatives sampled 
along the normal to the landmark boundary. A distribution of neighbourhoods is 
obtained by sampling the training shapes for a given landmark. This distribution is 
modelled as a multi-variate Gaussian with the mean and standard deviation estimated 
from the vectors of derivatives. Two other objectives of the training phase are to find 
a compact and decorrelated shape representation and to learn the distribution of valid 
shapes. The dimensionality reduction and the decorrelation are achieved using stan- 
dard principal component analysis (PCA) and the distribution of valid shape projec- 
tions is learnt from the subspace representation of the training data using a kernel 
method for density estimation. For reasons of efficiency, this estimate of the probabil- 
ity density function (PDF) is then approximated by a mixture of Gaussians; as fitted by 
the expectation-maximisation algorithm. 
In the test phase, new shapes are automatically registered using an iterative algorithm 
applied to a multi-resolution representation of the input image. The algorithm is ini- 
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tialised with the mean shape positioned in the centre of the image and the pose (trans- 
lation, scale and rotation) and shape parameters are iteratively modified to improve 
the match between the landmark and the image evidence. The measure of fitness is 
based on the Mahalanobis distance between the neighbourhood of the probe landmark 
and the mean of the corresponding distribution. The shape of the current iteration is 
normalised, projected into the subspace and validated using the PDF obtained in the 
training phase. Depending on the application, an invalid shape can be moved closer 
to the distribution of valid shapes using gradient ascent on the PDF. For improved 
efficiency and robustness, this algorithm is applied to each level of a multi-resolution 
Gaussian pyramid. The basic framework described here can be extended to include 
automatic localisation of salient points (Cootes and Taylor, 1996b), more robust fitting 
of the shape model (Mauro et al., 1996) and automatic adjustment of the landmarks 
to better fit the image evidence (Cootes and Taylor, 1996a). Also, (Romdhani et al., 
1999) proposed an extension based on kernel principal component analysis which can 
handle non-linear shape variations such as rotations in depth. 
Active appearance models. (Cootes et al., 1998a) (see also (Edwards et al., 1998a) 
and (Cootes and Taylor, 1999)) later developed the active appearance models (AAMs) 
which can be considered a generalisation of the ASMs, incorporating statistical mod- 
els of both shape and texture. In the training phase, PCA is applied separately to the 
normalised shape and grey-level vectors. The resulting projections are then concate- 
nated, weighted to compensate for different units and decorrelated to produce com- 
bined appearance parameters. In the test phase, the optimal set of appearance and 
pose parameters which bring the input image into correspondence with the model 
is obtained through the optimisation of a similarity function. This function is based 
on taking the difference between the grey-level patch synthesised from the current 
appearance parameters and a region of the input image as determined by the pose pa- 
rameters. The search proceeds in a direction which is determined from the grey-level 
difference vector. The relationship between the grey-level differences and the corre- 
sponding changes in the pose and appearance parameters are learnt as part of the 
training phase. The procedure is based on randomly perturbing the parameters from 
the optimum and recording the resulting grey-level difference vectors together with 
the perturbations. Multi-variate linear regression is then used to find the mapping 
from difference vectors to parameter changes. 
The search is an iterative procedure consisting of three basic steps. Firstly, the grey- 
level difference vector corresponding to the current pose and appearance parameters 
is extracted. Secondly, the direction of parameter displacement is computed from the 
difference vector using the relationship obtained in the training phase. Thirdly, one 
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or more search space points are evaluated along the direction of displacement. The 
iteration is finished when the first point yielding a reduction of the similarity function 
has been encountered or the maximum number of points has been evaluated. The 
search algorithm has converged when there is no significant change of the similarity 
function. For efficiency and robustness, this registration technique is applied to each 
level of a Gaussian pyramid. The optimum obtained on the current level is used to 
initialise the search at the next lower level. Finally, the AAMs have been applied to 
numerous problems including tracking (Edwards et al., 1997; Edwards et al., 1998b; 
Edwards et al., 1999) and estimation of functional face subspaces (Costen et al., 1999a; 
Costen et al., 1999b). Also, extensions of the basic AAMs featuring automatic localisa- 
tion of salient points (Walker et al., 1998a; Walker et al., 1999; Walker et al., 1998b) and 
more efficient search algorithms (Cootes et al., 1998b) have been proposed. 
Comparing the AAMs with the ASMs, there are a number of similarities. For example, 
both methods require a good initial guess of where the object is located and are there- 
fore not suitable for general detection. Also, they are both strongly dependent on the 
training set and the registration of a shape or grey-level pattern which is not well rep- 
resented is likely to fail. Major differences can be found in speed and accuracy. The 
ASMs are faster but also less accurate. The higher accuracy of the AAMs is mainly 
due to the modelling of texture in addition to shape providing a more specific and 
constrained overall model. Also, the AAMs are capable of generating photo-realistic 
synthetic images of the objects and therefore have a wider applicability compared to 
the ASMs. Thorough evaluations of the relative performances of the ASMs and the 
AAMs are presented in (Cootes and Taylor, 1999) and (Cootes et al., 1999). 
The dynamic-link architecture. (Lades et al., 1993) (see also (Wiskott et al., 1997) 
and (Okada et al., 1998)) developed the dynamic-link architecture for face detection 
registration and recognition. Within this framework, a face is represented by a graph 
structure (a bunch graph) in which the nodes correspond to fiducial points or land- 
marks. Each node is labelled by a set of coefficients obtained by convolving the cor- 
responding landmark neighbourhood with Gabor kernels of different frequencies and 
orientations. The filter responses associated with a node provide a representation of 
the local image structure which is robust against geometrical and photometrical dis- 
tortions. Similarly to the AAMs, the registration of an input face image is carried 
out by minimising a similarity function measuring the degree of correspondence be- 
tween the model graph and the graph extracted from the input image. The function 
is a weighted sum of two components, the average similarity between corresponding 
nodes in the model and input graphs and a graph distortion measure. The optimisa- 
tion of the similarity function starts by exhaustively scanning the input image. The 
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model graph is rigidly matched against the graph of the current position, keeping the 
orientation and size of the model graph fixed. The neighbourhoods of the resulting 
optima are then further explored and the local correspondences are refined. Finally, 
a non-rigid search is invoked and the relative positions of the nodes are allowed to 
change within certain limits. For efficiency and robustness, the similarity function and 
the selection of nodes are changed during the search. In the initial stages, a simplified 
similarity function is evaluated on a subset of the nodes corresponding to the external 
facial features. Later on, the full similarity function is used and the internal nodes are 
included. Finally, related applications of the dynamic-link architecture include face 
tracking (Maurer and von der Malsburg, 1996), analysis of facial expressions and at- 
tributes (Wiskott, 1997; Hong et al., 1998) and hand posture recognition (Triesch and 
von der Malsburg, 1998). Also, the biological plausibility of the approach is discussed 
in (Biederman and Kalocsai, 1998). 
Probabilistic visual learning. (Moghaddam and Pentland, 1997) proposed an unsu- 
pervised probabilistic technique for object representation, detection and recognition. 
The method is based on a probabilistic formulation of the problem which combines 
two standard paradigms for unsupervised learning, principal component analysis and 
density estimation. An input pattern is represented by two components, the projec- 
tions into the principal component subspace and its orthogonal complement. These 
two components are typically referred to as the "distance-in-feature-sp ace" and the 
"distance-from-feature-space". For constrained detection and recognition (i. e. a sin- 
gle view and constant illumination), the object-class membership functions or like- 
lihoods are estimated using a density estimation technique for unimodal Gaussian 
densities. The likelihood estimate is expressed as a product between thetrue marginal 
density in the principal component subspace and the estimated marginal density in 
the orthogonal subspace. In contrast, for unconstrained detection and recognition, 
the densities are modelled using a mixture of Gaussians. The mixture parameters 
(the weights and the parameters of the Gaussian kernels) are estimated using the 
expectation-maximisation algorithm. Independent of the model, the detection of an 
object is carried out by computing a local measure of target saliency (based on the 
likelihood estimate) in each spatial position of the image. The location of the object 
is then given by the position with maximum saliency. To provide some invariance 
against changes in size, the procedure is repeated on scaled versions of the input im- 
age. In a later development, (Moghaddam et al., 1998) (see also (Moghaddarn and 
Pentland, 1998)) applied this approach to the face recognition problem. The method is 
based on modelling two classes of variation between facial images, intra-personal and 
extra-personal. The likelihoods associated with these two classes are learned from the 
training data of within-class and between-class difference images, using the density 
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estimation technique described above. An input face image is detected and recognised 
by simply selecting the spatial position and the class corresponding to the maximum 
likelihood. 
1.3 Face Identification by Humans 
The human face recognition system is remarkably robust. We recognise faces despite 
large variations in the pose and illumination. It is therefore not very surprising that 
researchers in machine-based face recognition have been trying to mimic the human 
system by applying models developed within psychophysics and neurophysiology. 
Although the objectives of the human and machine-based face recognition systems 
may be somewhat different, there is a great deal to learn from the experiments carried 
out in these research areas. The purpose of this section is to summarise some of the 
more important results from psychophysics and neurophysiology, with an emphasis 
placed on theories and models which are relevant to researchers in machine-based 
face recognition. In particular, we detail theories on how humans represent and pro- 
cess faces, the relative importance of the facial features, and the internal and external 
processes which affect the recognition performance. The reader is referred to the book 
by (Bruce and Young, 1998) for a more thorough treatment of human face perception. 
Also, the survey paper by (Chellappa et al., 1995) links the two research areas of hu- 
man and machine-based face recognition. 
The face recognition process. Experiments on human face perception suggest that 
there is a dedicated system for recognition of faces. For example, it has been shown 
that humans are better at recognising faces than other objects when these are presented 
in an upright position. Also, the hypothesis of a dedicated face recognition system is 
supported by studies carried out on patients diagnosed with prosopagnosia. These 
people cannot recognise familiar faces even though the related processes of face de- 
tection and facial expression analysis are intact. Furthermore, studies on infants have 
shown that faces attract more attention than other objects. Independent of whether 
there is a dedicated system or not, the recognition of familiar faces is believed to be a 
three-stage process. Firstly, the face is recognised as familiar. Secondly, information 
about why the face is familiar is retrieved (e. g. a place or an occupation). Thirdly and 
finally, the name is retrieved. This final stage is significantly slower than the first two. 
Also, it is more prone to errors and although we succeed in recognising the face as 
familiar and retrieve information about the person, we frequently fail to produce the 
name. 
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Representation of faces. Empirical studies in psychophysics suggest that faces are 
represented in three parts: isolated features, relationships between features and holis- 
tic information. In general, if we change any of these parts (e. g. the spatial extent of a 
feature or the distance between a pair of features), the perceived identity will change. 
Examples of studies which support this representation can be found in facial feature 
recognition: a feature is more easily identified as incorrect when it is inserted in the 
correct position of a face as opposed to when it is inserted incorrectly or viewed in 
isolation. This apparent sensitivity to changes in the feature relationships and coq- 
text has also been observed in forensic applications. It is common practice in criminal 
investigations to reconstruct the face of a villain using a facial reconstruction kit. How- 
ever, these kits are typically designed based on how we describe faces verbally rather 
than how we represent faces in memory. It can therefore be very difficult to produce 
an accurate picture of the suspect (see e. g. (Bruce and Young, 1998) for an example). 
The sensitivity to changes in feature relationships can be reduced by turning the face 
upside-down. This phenomena is illustrated by the well-known "Margaret Thatcher 
illusion", originally discovered by (Thompson, 1980). The face of the former prime 
minister excluding the eyes and the mouth was turned upside-down. The excluded 
features were then inserted at the correct positions within the face but in their original 
upright orientation. The resulting picture appears to be a perfectly normal face turned 
upside down. However, when the orientation of the picture is changed the grotesque 
nature of the face is immediately obvious. A similar example is shown in Figure 1.3. 
In general, this reduction in sensitivity leads to worse recognition performance and 
humans find it more difficult to recognise non-upright faces. 
The relative saliency of facial features. Experiments on frontal-face recognition 
have shown that the hair, face outline, eyes and mouth are the most important fea- 
tures for facial discrimination. However, the relative saliencies of these features vary 
depending on the familiarity of the face to be identified. Unfamiliar faces are typically 
recognised based on external features (e. g. the hair and face outline). In contrast, the 
identification of familiar faces places an emphasis on internal features (e. g. the eyes 
and mouth). The increased weighting of the internal features for familiar faces is a 
natural step since these features vary less in appearance and are more important for 
face-to-face communication. Among the internal features, the ones positioned in the 
upper half of the face tend to dominate. An exception is the nose which is of minor 
importance in frontal-face recognition. However, the relative saliency of the facial fea- 
tures changes with the viewpoint and the discriminative value of the nose is higher 
for profile views. Als6, the overall performance of the human face recognition system 
is affected by a change of viewpoint. For example, it has been shown that unfamiliar 
faces are more easily recognised from a three-quarter view. Finally, features which 
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(a) Mr Beall, upright (b) Mr Beall, Llpsid(-dowll 
Figure I. I: The "Margaret Thatcher illusion" illustrated on Mr Beall. At first glance, 
the picture in (b) appears to be identical to (a) but turned upside-down. However, 
when the orientation of the picture is changed the grotesque nature of the face is im- 
mediately obvious. 
in some way deviate from the average appearance are more heavily weighted. Also, 
faces containing such fCatUres are recognised more accurately and in less time. The 
task of detecting a face on the other hand is performed with greater precision and 
speed for typical faces. 
Processes affecting the recognition performance. The performance of the human 
face recognition system can be affected by various internal or external processes. For 
example, Studies on face recognition from line-drawings have shown that a modest 
amount of caricaturing improves the recognition performance. The process of cari- 
caturing emphasises deviant features by increasing their distance from the average 
appearance (e. g. the length of the nose). Other processes which may affect the recog- 
nition performance include negation and inversion. The negation of a photograph 
involves the exchange of dark and bright areas, a process which in general reduce, -, 
the human abilitý, to recognise faces. Inversion was mentioned above in the context 
of feature inter-relationships and is simply the process of turning a face upside-down. 
Similarly to negation, the recognition performance is degraded. The hurnan recogni- II 
t7) 
tion system is also affected by more subtle processes like motivation and contextual 
information. A notable example is the linC-Ups commonly used in police investiga- 
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tions. The witness carrying out the identification is keen on helping the investigators 
and is therefore more likely to perform an erroneous identification. An example of 
the impact of contextual information was provided by (Sinha and Poggio, 1996). A 
picture of the president and vice president, Bill Clinton and Al Gore, was modified 
by replacing the internal facial features of Al Gore with the corresponding ones of Bill 
Clinton. At first glance, the picture looks perfectly normal illustrating the power of 
context. 
1.4 Concluding Remarks and Thesis Overview 
In this chapter, we detailed the scientific contributions of the thesis. In particular, we 
described the relative merits of our approach to face registration and listed the objec- 
tives behind our study of the SVMs. We also described the fundamental ideas and con- 
cepts underlying biometric systems. A selection of the behavioural and physiological 
characteristics which may be used for biometric identification were contrasted. Fur- 
thermore, we reviewed a number of techniques for face detection, representation and 
classification. The face identification system proposed in this thesis performs these 
tasks in an alternative way. Finally, we summarised some of the more important re- 
sults from psychophysics and neurophysiology, with an emphasis placed on theories 
and models which are relevant to researchers in machine-based face identification. 
The rest of the thesis is organised as follows. In Chapter 2, we list the characteristics of 
some commonly-used face databases including the M2VTS and the extended M2VTS 
databases which have been used in our studies. We also detail the evaluation proto- 
cols associated with these two databases. The motivations underlying our detection 
and registration methods are given in Chapter 3 together with a survey of related tech- 
niques developed for template matching and robust parameter estimation. The main 
contribution of the following chapter is a description of our detection and registration 
methods. However, we also present the photometric normalisation techniques which 
we apply after the registration. In Chapter 5, we present and discuss various experi- 
mental results demonstrating the accuracy and robustness of our methods. Also, we 
conclude the work on face registration and outline some possible directions of future 
research. Additional results of detection and registration are given in Appendix A. 
Prior to the classification of face patterns, we project the registered and normalised 
face images into a subspace. The motivations behind our projection techniques and a 
survey of related methods are presented in Chapter 6. Details about the subspace gen- 
eration methods and experimental results are given Chapters 7 and 8, respectively. In 
the latter chapter, we also summarise the work on projection techniques and discuss 
the possible application of alternative methods. Following the image projection, we 
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classify the subspace representations of the face images. In Chapter 9, we present the 
general ideas and survey related work. In the following two chapters, we detail the 
classification methods, present experimental results and draw conclusions. 
Chapter 2 
Face Databases and Evaluation 
Protocols 
In recent years, the interest in pattern detection and recognition applications has in- 
creased significantly. As a consequence, many different methods have been proposed 
and the problem of finding the optimal technique for a given application has become 
increasingly hard. Also, there is no standard data set and experimental protocol which 
further adds to the difficulty of algorithm comparison. In the research fields of face 
detection and identification, a large 
' 
number of data sets have been made available for 
scientific use in the last couple of years. These data sets vary in size and complex- 
ity and the choice of set typically depends on the specific application. In Section 2.1, 
we present a comparison of the characteristics of some common face databases. The 
database which has been used in the majority of our experiments (see Chapters 5,8 
and 11), the extended M2VTS database, is described in more detail in Section 2.2. Fi- 
nally, in Section 2.3, we present the evaluation protocol used for comparison of differ- 
ent face verification and recognition algorithms. 
2.1 Comparing the Characteristics of Face Databases 
Acomparison of the complexities of four commonly-used face databases was pre- 
sented by (Thimm et al., 1999). The problem of defining a measure of complexity 
is difficult since it depends on the specific application and the acquisition param- 
eters of the individual databases. The latter are often unknown and they do not 
necessarily reflect real-world conditions. The approach chosen by the authors is to 
fix the similarity measure, the mean-square distance, and the set of applications, 
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face recognition and verification. Four different databases are compared: the Weiz- 
mann (Moses, 1997), Bern (Ackermann, 1995), ORL (Samaria and Harter, 1994) and 
extended M2VTS (Messer et al., 1999) databases. The training and test images are 
pre-processed by subtracting the image mean and then recognised using a nearest- 
neighbour classifier based on the mean-square distance or verified by thresholding on 
the same distance measure. The experimental results show that the extended M2VTS 
database has the highest complexity for recognition (lowest rank-one recognition rate). 
In the case of verification, the most difficult data set is the Weizmann database. The 
results also show that the complexity of the database does not necessarily increase 
with the size (the number of people and/or the number of sessions). This observation 
highlights an important issue: although the size is important (and a prerequisite for 
obtaining statistically well-founded results), the variances due to other sources (facial 
expression, illumination etc) should not be neglected when acquiring a new database. 
Finally, the nearest-neighbour classifier obtains results similar to much more elaborate 
techniques on some databases (the Bern and ORL databases). This suggests that these 
databases do not provide realistic conditions for performance evaluation. 
In Table 2.1, we list some of the more frequently-used face databases together with a 
selection of their characteristics. The reader is referred to (Chibelushi et al., 1996) for 
a more comprehensive comparison of audiovisual databases. Also, there are several 
internet resources providing links to various database 'sites (e. g. (Kruizinga, 1997)). 
The entries in Table 2.1 indicate whether there is some variation present with respect 
to the different characteristics. However, although a characteristic takes on different 
values, it is not necessarily varying for each person and between each pair of sessions 
(e. g. facial hair and glasses). Looking at the general characteristics in Table 2.1, we 
see that the background is only varying for one database (the MIT database (Turk and 
Pentland, 1991)). This reflects the objective of these databases which is to provide data 
for studies on recognition as opposed to localisation. Other databases not listed here 
(e. g. the CMU database (Rowley et al., 1998)) are specially aimed for localisation and 
detection. 
Most of the databases are restricted to isolated samples of a certain population. How- 
ever, we need sequences of images to model dynamic processes such as the change in 
appearance as a function of view-point. Two exceptions are the M2VTS databases (Pi- 
geon, 1996; Messer et al., 1999) containing image sequences with pose changes (head 
rotation sequences) and mouth movements (speech sequences). Another example 
of a database providing image sequences is the UMIST face database (Graham and 
Allinson, 1998). Looking at the number of people and sessions, we see that the FERET 
database (Phillips et al., 1998a) is clearly dominating. This data set contains samples 
acquired over a relatively long period of time which makes it especially useful for 
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ACQUISITION AND GENERAL CHARACTERISTICS 
Characteristic AR Bern FERET MIT M2VTS ORL XM2VTS Yale 
Background V, 
Camera parameters 
Colour 
Illumination 
Image sequences 
Number of people 126 30 1199 16 37 40 295 15 
Number of sessions 2 1 is 1 5 >1 4 1 
Protocol V - %/ - V 
Resolution, width 768 512 256 128 350 92 720 116 
Resolution, height 576 342 384 120 286 112 576 144 
Subject area H+S H+S H+S H+S H+S H H+S H 
INTRA-PERSONAL VARIATIONS: GEOMETRY 
Characteristic AR Bern FERET MIT M2VTS ORL XM2VTS Yale 
Expression 
Pose, depth, hori. 
Pose, depth, vert. 
Pose, image plane 
Scale 
INTRA-PERSONAL VARIATIONS: OCCLUSION 
Characteristic AR Bern FERET MIT M2VTS ORL XM2VTS Yale 
Facial hair N/ I/ I/ v 
Glasses V V V 
General occlusion 
EXTRA-PERSONAL VARIATIONS 
Characteristic AR Bem FERET MIT M2VTS ORL XM2VTS Yale 
Number of races 
Number of sexes 
>1 
2 
>1 
1 
>1 
2 
>1 
1 
1 
2 
>1 
2 
>1 
2 
>1 
2 
19 
Table 2.1: Selected characteristics of the AR (Martinez and Benavente, 1998), Bern 
(Ackermann, 1995), FERET (Phillips et al., 1998a), MIT (Turk and Pentland, 1991), 
M2VTS (Pigeon, 1996), ORL (Samaria and Harter, 1994), extended M2VTS (Messer 
et al., 1999) and Yale (Belhumeur et al., 1996) face databases. The subject area codes 
refer to the head (H) and shoulders (S). 
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studies on facial changes due to aging. Also, the FERET database is one of the few 
which provides an evaluation protocol. The protocol specifies a partitioning of the 
data into a training set and a test set, making objective comparisons of different algo- 
rithms feasible. As can be seen from Table 2.1, the other two databases providing a 
protocol are the M2VTS and the extended M2VTS databases. 
Only one of the databases listed in Table 2.1 contains examples of general occlusion 
(the AR database (Martinez and Benavente, 1998)). This is a frequently occurring prob- 
lem in real-world applications and there is a need for robust algorithms performing 
well on partially occluded representations. However, the occlusion does not neces- 
sarily have to be present in the original data set. (Zhao et al., 1998a) studied the im- 
pact of occlusion on the performance of a face recognition system. Occluded objects 
wer 
'e 
generated artificially by randomly assigning the pixel values in selected regions 
of the image. Finally, some databases do not provide examples of more than one 
race (the M2VTS database) and sex (the Bern and MIT databases). Depending on the 
method used, the application and the target population, this can be a significant draw- 
back. For example, in many techniques based on statistical models (e. g. the eigenface 
approach (Turk and Pentland, 1991)), the samples are projected into a subspace opti- 
mised for a given training set. If this training set is not representative, the performance 
of the final system operating in real-world conditions will be over-estimated. 
2.2 The Extended M2VTS Database 
The experiments surnmarised in Chapters 5,8 and 11 were all performed on frontal- 
face images from the extended M2VTS multi-modal database (Messer et al., 1999). 
This publicly available database contains face images and speech recordings of 295 
persons. The subjects were recorded in four separate sessions uniformly distributed 
over a period of 5 months, and within each session a number of shots were taken in- 
cluding both frontal-view and rotation sequences. In the frontal-view sequences, the 
subjects read a pre-specified text (providing synchronised image and speech data), 
and in the rotation sequences the head was moved vertically and horizontally (pro- 
viding information useful for 3D surface modelling of the head). The images used in 
our experiments (see Figure 2.1 for examples) were selected from the head rotation 
sequences. 
The extended M2VTS database was chosen mainly because of the following reasons. 
Firstly, it is a relatively large database and we can therefore obtain reliable estimates of 
the true verification and recognition performances. Secondly, most of the facial varia- 
tions which are expected in the target applications are present in the database. Since 
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(a) Session 1 (b) Session 2 (c) Session 3 
(d) Session 4 (e) Left light (f) Right light 
Figure 2.1: Example frontal-view images from the extended M2VTS database. 
the subjects were recorded over a relatively long period of time, the appearance vary 
due to changes in the hair style and colour, facial hair and expression. Moreover, since 
the position of the subject was not fixed, there are changes in the size and orientation 
of the face (including slight rotations in the image-plane and in depth). As can be seen 
from Figure 2.1, images were also acquired under different illumination conditions. 
However, these images were not used in the experiments reported in the subsequent 
chapters. Thirdly and finally, the choice of database allows us to compare the results 
with those obtained by other partners within the M2VTS project. Also, since the ex- 
tended M2VTS database is multi-modal, we can fuse the outputs of classifiers based 
on different modalities such as frontal-face images, profile-face images and speech. 
The reader is referred to the paper by (Ben-Yacoub et al., 1999) for results of classifier 
fusion. 
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2.3 The Extended M2VTS Protocol 
The evaluation., protocol was specified to, allow objective evaluation of vision- and 
speech-baseý j)&son authentication systerns on the extended M2VTS database. It is 
designed fýr the"task of person verification' (as opposed to recognition), ' , where an indi- 
vidual asserts his identity. The verification system compares the features of the person 
with stored features corresponding to the claimed identity and computes their simi- 
larity, which is referred to as a score. Depending on the score, the system decides 
whether the identity claim is genuine or not. This authentication task corresponds 
to an "open-universe scenario" where persons unknown to the system may claim ac- 
cess. The subjects whose features are stored in the system's database are referred to as 
clients whereas persons claiming false identity are called impostors. 
The database is divided into three sets: & training, evaluation and týsi_sets (see Fig- 
ure 2.2). ' The training set is used to build client models, the evaluation set to establish 
client-specific verification thresholds, and the test set to obtain estimates of the true 
verification rate on independent data. The decision whether a person should be ac- 
cepted or rejected is determined from the input score and the verification threshold 
of the claimed identity. The threshold can be set to satisfy certain performance levels 
on the evaluation set. In the case of multi-modal classifiers, the evaluation set may 
also be used to optimally combine the outputs of several single-modal classifiers. As 
mentioned in the previous section, the database contains 295 subjects recorded in 4 
different sessions and 2 shots (repetitions) per session. The database was randomly 
partitioned into 200 clients, 25 evaluation impostors and 70 test impostors (see (Luet- 
tin and Maitre, 1998) for further details about the partitioning). Two different evalua- 
tion configurations were defined. They differ in the distribution of client training and 
evaluation data as can be seen in Figure 2.2. 
2.3.1 Performance measures 
As mentioned in Section 1.1, the two error measures of a verificatioý system are the 
false acceptance (FA) and false rejection (FR) rates. False acceptance is the case when 
an impostor, claiming the identity of a client, is accepted. In contrast, false rejection is 
the case when a client, claiming his true identity, is rejected. The FA and FR rates are 
given by: 
FA = ni/mi FR = n, /m, (2.1) 
where ni is the number of impostor acceptances, mi the number of impostor claims, 
n, the number of client rejections, and m, the number of client claims. Both FA and 
FR are influenced by the verification thresholds. There is a trade-off between the two 
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Session Shot Clients Impostors Session Shot Clients Impostors 
------------- 
Training 
Evaluation 
Training 
Evaluation Evaluation Test 
Training 
Evaluation 
Test 
Evaluationl Test 
(a) Configuration 1 (b) COnfigUration 2 
Figure 2.2: The partitioning of the extended M2VTS clatibase according to configura- 
tion (a) I and (b) 2 of the protocol. 
error rates, i. e. it is possible to reduce either of thern with the risk of increasing the 
other one. For the test sets of both protocol configUrations, m, is 112000 (70 impostors 
x4 sessions x2 shots x 200 clients) and in,. is 400 (200 clients x1 session x2 shots). 
The performance of a verification system is often given by the eqUal-error rate (EER). 
The EER can be obtained after a full authentication experiment has been performed. 
The true identities of the test subjects are then used to calculate the client thresholds 
for which the FA and FR are equal. Therefore, the EER does not correspond to a real 
authentication scenario and the prediction of the system performance may be inac- 
curate. In practical applications the thresholds need to be set a priori. An important 
measure of the performance of a systern is therefore the deviation of the FA/FR test 
distribution from the corresponding distribution on the evaluation set. This is particu- 
larly the case for applications where the FA or FR are constrained to lay within certain 
limits. We therefore need to consider the distributions of FA and FR in addition to 
their (possibly weighted) sum. 
Since we are interested in simulating real-world applications, we set the client thresh- 
olds on the evaluation data to obtain certain false acceptance (FAE) and false rejection 
(FRE) Values. The same thresholds are then used on the test set. 11-1 a given appli- 
cation, there might be performance constraints which impose tipper limits on the FA 
and FR rates. In the extended M2VTS protocol, it is suggested that the following three 
thresholds corresponding to FAE = 0, FRE =0 and FAE = FRE should be used for 
evaluation: 
T, =o = 't1.9 ...... T(FREIFAE = 0) 
TFAE=FRE 
ý (TIFAE = FRE) (2.2) 
TFRE=0= 
""9 ... l"T(FAEIFRE = 0) 
Training 
2 
2 
1 
3 Evaluation 2 
4 
ý 
t T'S 
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Thus, there are 6 different scores associated with one experiment: 
FAFAE=O FRFAE=O 
FAFAE=FRE FRFAE=FPY- (2-3) 
FAFRE=O FRFRE=O 
For each threshold, the weighted error rate (WE) can be obtained as follows: 
WEF, 
E=o = WFA 'FAFAE=O + WFR , 
FRFAE=O 
WEFAE=FRE = WFA *FAFAE=FRE + WFR - 
FRFAE=FRE (2.4) 
WEFRE=O = WEA 'FAFRE=O + WFR - 
FRFRE=o 
The weights w,,. and w,, are set depending on the relative importance of the false 
acceptance and rejection rates. In this thesis, we propose a general face verification 
and recognition system without any specific application in mind and we therefore 
weight the error rates equally, wp,, = wR = 0.5. Furthermore, we only report the 
error rates obtained with the EER threshold TF,, FRE. That is, FAFAE=FRE., FRFA,,. and 
WEFAE=FRE- In this way, we avoid making assumptions about the constraints of any 
potential application. The procedure we apply to obtain the client-specific verification 
thresholds is described in Section 10.3. 
As mentioned above, the evaluation protocol -was designed for the task of person ver- 
ification as opposed to recognition. However, we also report results of recognition 
experiments and, in this case, we follow the procedures developed within the FERET 
face recognition program (Phillips et al., 1998a; Rizvi et al., 1998; Phillips et al., 1998b). 
We use the same partitioning of the database but we apply a "closed-universe model" 
which means that the impostor sets are excluded from the evaluation. In the FERET 
test, the recognition performance is reported using the cumulative match score, the 
percentage of the test images which are ranked among the top n (in our experiments 
n= {1,2,10}). The rank is obtained by claiming each identity in turn, sorting the 
resulting list of match scores and retrieving the position corresponding to the correct 
identity. In contrast, to be consistent with the verification experiments, we report the 
cumulative match error. That is, c, =1-s, where s, is the cumulative match score. 
The verification and recognition rates obtained on the extended M2VTS database are 
presented in Chapter 11. 
2.4 Concluding Remarks 
In this chapter, we contrasted the characteristics of a selection of commonly-used face 
databases. We also summarised a study of the complexities of four databases carried 
out by (Thimm. et al., 1999). Their results suggest that the extended M2VTS database, 
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the data set used in the majority of our experiments, has a comparatively high com- 
plexity in the task of face recognition. We also motivated our choice of database and 
detailed its content. Finally, we described the extended M2VTS evaluation protocol 
and defined a number of performance measures which allow us to estimate the verifi- 
cation and recognition performances of our face identification method. In the follow- 
ing chapter, we will motivate our approach to face registration and summarise related 
work on template matching and robust parameter estimation. 
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Chapter 3 
Robust Face Registration: 
Motivation and Related Work 
The very first task of a fully automatic system for face verification or recognition is to 
detect and register the faces in the probe image. This amounts to localising the faces 
and aligning them with the coordinate system of the classification engine. There is no 
precise definition of the terms "detection" and "registration" but, typically, face de- 
tection refers to the process of establishing the presence of faces in the probe image. 
However, this definition is frequently extended to include tasks such as counting the 
number of faces and determining their position, scale and orientation. In contrast, the 
term "registration" typically refers to the alignment of the faces given their geomet- 
rical attributes (that is, the output of the face detection stage). However, many times 
it also includes the actual process of establishing these attributes and this effectively 
creates an overlap between the tasks of detection and registration. In the following, 
we will use these terms interchangeably and the actual meaning will be clear from the 
context. Also, we will make the assumption that there is exactly one face in the probe 
image. This is not a limitation of the method and the sole purpose of this restriction is 
to simplify the discussion. 
In the following chapter, we present an automatic face registration method based on 
a robust form of correlation. The motivation behind this approach and a general 
overview are given in Section 3.1. In the initial stages of our work, we identified a 
number of requirements which together define the expected performance of our sys- 
tem and these are listed here together with some of the shortcomings of the methods 
currently proposed in the literature. In Sections 3.2 and 3.3, we review a number of 
techniques for template matching and robust parameter estimation. These methods 
were selected because they have important characteristics in common with the robust 
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correlation. The details of our automatic registration method and the experimental 
results we have obtained are presented in the following two chapters. 
The chapters on face detection and registration (Chapters 3,4 and 5) are partially based 
on the publications (Matas et al., 1997; jonsson et al., 1998; jonsson et al., 1999a; Matas 
et al., 1999). 
3.1 Why Robust Correlation? 
The objective of our work was to develop a biometric identification (verification and 
recognition) system based on the face modality which meets the following require- 
ments. Firstly, a high identification performance should be maintained under varying 
conditions. In particular, the system should be robust against displacements of the 
face (changes in position, scale and orientation including rotation in the image plane 
and minor rotations in depth), changes in illumination, signal noise and occlusion. 
All these invariance properties are essential characteristics of an identification system 
applied to real-world problems. They are necessary since we do not place any restric- 
tions on the position of the subject and the conditions under which the images are 
acquired. Secondly, the system should be complete and fully automatic. There should 
be support for all the essential functionality including detection, registration and clas- 
sification of faces. Moreover, the need for manual intervention should be minimised 
in the training mode of the system and absent in the operating mode. Thirdly and 
finally, the system should operate in real-time or near real-time. In many applications, 
the user requires an immediate response and high execution times would reduce the 
applicability of the system. 
Due to time constraints, we decided to focus on frontal (and slightly off-frontal) faces 
captured in grey-scale. However, possible extensions of the system for handling 
changes in viewpoint and colour information are discussed in Section 5.2. Also, in the 
case of the robust correlation, we only address the verification problem. The recogni- 
tion results reported in Chapter 11 were obtained from semi-automatically registered 
images (the method is described in Section 4.2). The robust correlation is based on 
pairwise matching with client-specific templates and this approach would be com- 
putationally expensive in the recognition scenario. An extension featuring generic 
templates is discussed in Section 5.2. 
Many of the techniques which have been proposed in the literature only partially ful- 
fil the requirements listed above. Most of the detection and registration methods can 
handle changes in the position, size and orientation of the face (e. g. (Sung and Poggio, 
1994; Colmenarez and Huang, 1998)) and some techniques are even pose invariant 
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(e. g. (Beymer, 1994; Yow and Cipolla, 1997)). Also, the problem of illumination in- 
variance has been addressed by several researchers (e. g. (Brunelli, 1997, Amit et al., 
1998)). However, few techniques provide general robustness against signal noise, oc- 
clusion and deviations from the underlying model assumptions. We review some of 
the exceptions in Section 3.3. Looking at the methods proposed for verification and 
recognition, we see that many of these techniques assume that detection and registra- 
tion have been performed in a pre-processing stage. This is illustrated by the FERET 
face recognition test reported by (Rizvi et al., 1998): only two methods out of 10 par- 
ticipated in the fully automatic recognition test. In the case of the semi-automatic test, 
the manually-located eye coordinates were given to the participants and, presumably, 
the registration was performed using a method similar to the one presented in Sec- 
tion 4.2. Finally, although some systems are fully automatic, they rarely operate in 
real-time and the execution times frequently exceed standard frame rates with at least 
one or two orders of magnitude. 
To address these problems, we propose a technique based on a robust form of corre- 
lation. This method is aimed for detection/ registration and the techniques we have 
adopted for the subsequent tasks of facial feature extraction and classification are de- 
scribed in Chapters 7 and 10. In the general formulation of the robust correlation, 
the model and probe images are represented by feature sets extracted from the grey- 
level distributions. The aim is to find the optimal correspondence between the model 
feature set and its projection into the probe image. We treat this pairwise matching 
problem as an optimisation task and estimate the optimal transformation parameters 
by maximising a similarity function. This function expresses the degree of correspon- 
dence between the model feature set and its projection into the probe image. To reduce 
the influence of signal noise, occluding objects and deviations from the underlying 
models (possibly caused by a suboptimal geometrical or photometrical transforma- 
tion model), we apply robust estimation techniques. The results reported in Chapter 5 
were obtained using an instantiation of this general framework: the features are sim- 
ple intensity values-and the robust correlation reduces to a signal based approach as 
opposed to a feature based technique. We have evaluated several different methods 
for optimisation including a stochastic technique and a gradient based approach. To 
meet the real-time requirements, we sample the image intensity values using either a 
stochastic or regular technique. Details about the similarity function, the optimisation 
methods and the sampling techniques are given in Section 4.1. 
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3.2 Related Work: Template Matching 
In this section, we review a number of techniques for template matching with empha- 
sis placed on methods which are closely related to our work. These methods are all 
based on some form of correlation for estimating the similarity between the model and 
probe templates. Further examples of template based systems are given in the follow- 
ing section reviewing robust estimation techniques. Also, the survey papers by (Sarnal 
and Iyengar, 1992) and (Chellappa et al., 1995) review several methods based on cor- 
relation with templates. 
An^early application of multi-resolution template matching in the context of facial 
feature detection was described by (Burt, 1989) (see also (Burt, 1988)). A wide range 
of systems employing multi-resolution representations are reviewed with emphasis 
placed on applications such as image compression, motion analysis and object recog- 
nition. From these systems, three different representations are identified: the image 
pyramid, the wavelet transform and subband decomposition. The feature detector 
described here is based on the first representation, the image pyramid, and the locali- 
sation of the facial features is carried out as follows. Firstly, the whole face is located 
at the top level of the pyramid by exhaustively correlating the probe image with a face 
template. Secondly, the same method is applied at the mid level to refine the position 
of the upper half of the face. Thirdly and finally, the individual facial features are lo- 
cated at the bottom level of the pyramid. In a traditional manner, the estimate obtained 
on one level is passed on to the next lower level and used as a starting point. Also, for 
computational reasons and to avoid local minima, the area of interest is progressively 
reduced between the levels. 
The system proposed by (Brunelli and Poggio, 1993) has several properties in common 
with the robust correlation and we will therefore describe this approach in some detail 
starting with the registration. The eyes are detected using standard template matching 
based on the normalised cross-correlation coefficient. The probe image is scanned 
using a set of templates obtained by rescaling a fixed pre-selected template. To provide 
some invariance against illumination gradients, the templates and the probe image are 
pre-normalised by dividing each pixel by the average of some neighbourhood. Since 
standard correlation is a computationally expensive operation, the template matching 
is applied to a multi-resolution representation of the images. The search at the current 
level in the pyramid is restricted to the areas satisfying a certain criterion based on 
the correlation scores of the previous level. After detecting the eyes, the registration is 
further refined by matching with separate left and right eye templates. 
There are several similarities between this approach and the robust correlation. In both 
of these techniques, the detection is based on multi-resolution template matching us- 
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ing normalised correlation. Also, in some of the experiments reported in Chapter 5, 
we use the robust correlation as an eye detector in a similar way to what is described 
here. However, in this case, we start by detecting the whole face using a face template 
and then, when some convergence criteria have been met, we switch to an eye tem- 
plate. In our opinion, this hierarchical approach should improve the robustness of the 
detection since we restrict the domain of the eye detector to the different areas selected 
by the face detector. Another difference can be found in the type of templates we use. 
Since the robust correlation was developed for verification (as opposed to recogni- 
tion), we have chosen a client-specific solution. Instead of matching the probe image 
with a set of generic templates, we use templates specific to the claimed identity. In 
the verification scenario, this is computationally feasible and should lead to a more 
accurate localisation. As opposed to Brunelli and Poggio, we dynamically translate, 
scale and rotate our templates to optimally fit the image evidence. Also, we robustify 
the correlation which allows us to accurately locate the face and the eyes despite occlu- 
sion, model inaccuracies etc. Finally, in support of Brunelli and Poggio's approach, we 
believe that their pre-normalisation of the templates could be used to further improve 
the performance of the robust correlation. 
In addition to the detection and registration method, Brunelli and Poggio also propose 
two different 'methods for face recognition: a feature based approach and a template 
based technique. In the feature based approach, the mouth, nose and eyebrows are 
located using an edge projection analysis. The search is initialised using the eye po- 
sitions (which are known from the detection stage) and prior knowledge about the 
average relative positions of facial features. The outline of the face is located in a sepa- 
rate stage by tracking the gradient of the elliptical projection of the face contour using 
dynamic programming. Given the positions of the facial features, a large number of 
geometrical attributes are extracted. After projecting these attributes into a subspace 
derived using principal component analysis, the probe image is recognised using a 
nearest-neighbour classifier based on the Mahalanobis distance. In the template based 
approach, an image is represented by four different templates covering the eyes, nose, 
mouth and face. After sub-sampling and normalisation, the probe templates are com- 
pared to the corresponding model templates using normalised cross-correlation. The 
recognition is then based on an overall score computed as the sum of the individual 
template scores. The probe image is assigned the class of the nearest model image. The 
results suggest that templates are superior to features for recognition of faces. Brunelli 
and Poggio further strengthen their arguments in favour of the template based tech- 
nique by referring to two independent studies: a template based approach proposed 
by (Golomb et al., 1991) compared favourably with a feature based method reported 
by (Brunelli and Poggio, 1992) on similar data sets. 
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The template based approach of Brunelli and Poggio differs in several aspects from 
the robust correlation when used for classification. Firstly, Brunelli and Poggio base 
their classification on the normalised cross-correlation score (possibly accumulated 
over several features) whereas we use the output of the robust similarity function. In 
Chapters 5 and 11, we show that this representation is superior to standard correlation, 
both for registration and verification. Secondly, in our case, the verification is always 
based on the whole face as opposed to different combinations of the individual facial 
features. However, Brunelli and Poggio show that the fusion of two or more single- 
feature classifiers (based on the eyes, nose, mouth or the whole face) is superior to any 
of the classifiers used in isolation (including the classifier based on the whole face). 
They also show that the eyes are the most important features, similar results have 
been obtained in psychophysical experiments (see Section 1.3). Finally, Brunelli and 
Poggio also discuss the possibility of weighting the different features depending on 
their discriminability. This is an issue which we have not addressed (in the context 
of the robust correlation) and it is possible that the verification performance can be 
further improved by weighting the contributions of the different pixels. 
In a later development, (Brunelli and Poggio, 1997) proposed several extensions to 
standard template matching for object detection under varying rotation and scale. 
They start by treating the problem as a two-class pattern detection task where the 
classes are "object corrupted by noise" and "pure noise". The aim is then to locate the 
image points which maximise the probability of the former class. For Gaussian noise, 
this objective is met by correlating with the standard matched filter which maximises 
the signal to noise ratio. However, there are several problems with this approach: 
when the image is distorted the output of the correlation is degraded, the correlation 
peak is often broad making detection difficult, and it cannot be used for multi-class 
pattern detection (e. g. detecting the eyes of different people). One possible solution 
is to use a technique based on synthetic discriminant functions. Several matched fil- 
ters (one for each pattern class) are built and the outputs are linearly combined. The 
coefficients of the linear combination are chosen to obtain a certain filter response for 
each of the patterns used in the filter synthesis. In this way, a multi-class pattern de- 
tector can be built. To control the off-peak responses, the approach based on synthetic 
discriminant functions is extended using least-square estimation. The filters are gener- 
ated from a subset of the training images and the coefficients of the linear combination 
are chosen to minimise the square error on the full set. Also, various methods for im- 
proving the sharpness of the correlation peaks and the noise immunity are discussed. 
Finally, the system is applied to the problem of eye detection with encouraging results. 
A facial feature detector and recognition system which has some properties in com- 
mon with the robust correlation was proposed by (Beymer, 1994). The eyes and 
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the nose lobe are automatically located using a coarse-to-fine template matching ap- 
proach. The technique is based on correlating a multi-resolution representation of the 
pre-processed input image with a large number of templates. These templates are 
semi-automatically selected using a clustering algorithm measuring facial similarity 
through correlation. At the higher levels of the image pyramid, a breadth-first search 
is applied using templates of the whole face and by coarsely sampling the pose, ori- 
entation and scale parameters. The face candidates with a correlation score exceeding 
the threshold of the current level are passed on to the next. Further on, when the 
search reaches the lower levels, a depth-first technique using separate eye and nose 
templates and a finer sampling of the template parameters is employed. The rigid 
template matching is followed by a two-dimensional warp applied to the optical flow. 
This step ensures that the input features are brought into correspondence with the 
templates. 
The robust correlation has a number of properties in common with the facial feature 
detector described above. For example, in both systems, the input image is processed 
using correlation-based template matching within a coarse-to-fine framework. Also, 
the search starts by localising the whole face and then proceeds to refine the match 
using separate templates for the features of interest. However, there are a number 
of important differences. Firstly, following the approach by (Brunelli and Poggio, 
1993), Beymer applies person non-specific templates of pre-defined pose, orientation 
and scale. The dynamic fitting process applied by the robust correlation is funda- 
mentally different. However, this approach would be computationally expensive in 
the recognition scenario and Beymer's solution is to refine the localisation using a 
two-dimensional warping algorithm applied to a flow field. This technique could be 
used in a post-processing step following the robust estimation of the model parame- 
ters. However, this would require an efficient method for constraining the flow field 
to prevent undesired transformations. Finally, the approach proposed by Beymer is 
computationally expensive and it is not clear whether it could be optimised to meet 
the real-time requirements of the verification and recognition scenarios. 
The feature detector provides landmarks for the subsequent registration of the probe 
images and estimates the pose. Eye, nose and mouth templates are extracted from 
the registered probe image, photometrically normalised and matched with the corre- 
sponding templates of the model images. The normalisation of intensity values fol- 
lows the work by (Brunelli and Poggio, 1993). Various differential operators are com- 
pared and the best results are obtained using the sum of separate correlations on the 
horizontal and vertical components of the gradient. Finally, the recognition is based 
on the sum of the correlation scores of the individual templates. 
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3.3, - Related Work: Robust Parameter Estimation 
In this section, we review a number of techniques for robust parameter estimation 
with emphasis placed on methods which have direct relevance to our work. We cover 
a wide range of topics from motion estimation and registration (Section 3.3.1) to object 
tracking and recognition (Section 3.3.2). However, many other applications of robust 
estimation techniques can be found in the computer vision literature and the reader 
is referred to the review papers by (Meer et al., 1991) and (Stewart, 1999) for further 
examples. Also, some of the estimation techniques mentioned here are described in 
more detail in Section 4.1.2. 
3.3.1 Robust detection, registration and motion estimation 
(Hallinan, 1991) applied robust estimation techniques to the problem of eye detec- 
tion. The deformable template approach originally proposed by (Yuille, 1991) (and 
reviewed in Section 1.2) is extended with an imaging model (a statistical model of 
the local grey-level distribution) and robust cost functions. The input image is first 
smoothed using a non-linear diffusion operator to suppress noise and enforce piece- 
wise linearity. Then, a Gaussian image pyramid is built from the filtered image and 
intensity valleys and peaks are identified at each level. These structures are located 
by exhaustively scanning the image at the current level and evaluating a robust cost 
function (based on the a-trimmed mean and variance) at each pixel. After thresh- 
olding and non-maximum suppression, the resulting valleys and peaks are grouped 
to form eye candidates. Each candidate is then traced through the pyramid to find 
the highest level at which the corresponding group of valleys and peaks is detectable. 
Starting from this level, a deformable eye template is iteratively fit to the image evi- 
dence by minimising a robust cost function using steepest descent on a discrete grid. 
The candidates which are successfully matched through the levels of the pyramid are 
accepted or rejected based on the amount of variance in the image data they explain. 
A number of experiments are carried out and the results indicate that the robust for- 
mulation of the method outperforms the non-robust counterpart. 
Many techniques for motion estimation and image registration are based on comput- 
ing the optical flow between a pair of images. Typically, these algorithms assume two 
constraints on the image motion: the data conservation and the spatial coherence con- 
straints. The former expresses the assumption that the local image intensity structure 
remains constant over time, although the spatial position might change. The latter is 
concerned with the assumption that neighbouring pixels are likely to belong to the 
same object and should therefore undergo similar displacements. In real-world ap- 
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plications, these constraints are frequently violated and there is a need for techniques 
which can perform well in the presence of such violations. (Black and Anandan, 1993) 
observed that many of the optical flow methods are based on least-square estimation 
which is an inherently non-robust method. Therefore, in an attempt to address this 
problem, they applied estimators from the robust statistics literature. The objective 
function to be minimised consists of two terms, one related to the data conservation 
constraint and one to the spatial coherence constraint. An M-estimator is formed by 
applying the Lorentzian loss function to each of these terms. The resulting objec- 
tive function is, in general, non-convex and might exhibit local minima. However, 
this problem can be remedied using a graduate non-convexity algorithm which gen- 
erates convex approximations to the real function. This is achieved by gradually de- 
creasing the scale parameters of the loss function and minimising over the space of 
the current approximation using simultaneous over-relaxation. The results show that 
the robust optical flow algorithm clearly outperforms the standard methods based on 
least-square estimation. 
Another approach for optical flow estimation which has several properties in common 
with the robust correlation was reported by (Bober and Kittler, 1994). The application 
is motion estimation and the objective is to robustly compute the geometric and pho- 
toMetric displacements between one frame and its successor in an image sequence. 
The image is divided into small blocks and the motion of each block is estimated sep- 
arately. The procedure is based on projecting each pixel within the current block into 
the next frame and taking the intensity difference after bilinear interpolation. The 
resulting distribution of intensity errors is then shifted by the median error and an 
M-estimate is formed by summing the responses of a robust loss function applied to 
each of the normalised errors. The minimum estimate is obtained using a steepest 
descent algorithm running on a discrete grid with variable resolution. This algorithm 
is guided by the partial derivatives of the objective function with respect to the model 
parameters which can be expressed in terms of the image intensity gradient. For rea- 
sons of efficiency, the method is applied to a multi-resolution representation of the 
frames. The different block estimates obtained at the current level of the image pyra- 
mid are used to initialise the search at the next level. In summary, this approach is 
quite different from the technique proposed by (Black and Anandan, 1993) since the 
pixels can interact even when they are not direct neighbours. Therefore, the method 
effectively implements a stronger spatial coherence. Also, the models applied here can 
accommodate more complex motions and changes of illumination. Finally, the results 
show that the method is performing at the same level as standard techniques in terms 
of accuracy and outperforms most other approaches in the presence of noise. 
The robust correlation inherits several properties from the method proposed by Bober 
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and Kittler and we will therefore discuss this technique in some detail starting with the 
transformation models. In both approaches, the same geometric models implement- 
ing affine transformations are employed. However, the photometric models are quite 
different mainly due to the global nature of the robust correlation. We do not work 
with a block based approach and we therefore need a more sophisticated modelling 
of the possible illumination changes. In both techniques, the objective function is a 
redescending M-estimator but different robust loss functions are used: the robust cor- 
relation uses a truncated quadratic function and the Tukey function (see Section 4.1.3 
for details) whereas the motion estimator of Bober and Kittler employs a function pro- 
posed by (Hampel et al., 1986)1. In both cases, the intensity errors are pre-scaled using 
the median absolute deviation scale estimator (see Section 4.1.2). Furthermore, both 
methods carry out the optimisation using a gradient-based search guided by the par- 
tial derivatives of the objective function. However, Bober and Kittler choose to restrict 
their search to a discrete grid and project the direction of steepest descent onto the ba- 
sis vectors of the grid coordinate system. In contrast, the robust correlation takes each 
step in the exact direction of the gradient and the step length is determined by the 
outcome of a line optimisation algorithm. Another difference can be found in the ini- 
tialisation of the search. Since we are not working on consecutive frames in an image 
sequence, the assumption of zero motion taken by Bober and Kittler is not sufficient 
and we need to find a reasonable initial estimate before applying the robust correla- 
tion. To conclude with a possible extension of the robust correlation, we note that the 
motion estimator described here uses a multi-pass strategy to recover the motion of 
several objects. The very same approach can be used to refine the estimate obtained by 
the robust correlation. We first find the optimal transformation for the inliers and then 
treat the outliers in a separate step (e. g. a face translating and changing the expression 
at the same time). 
In the computer vision domain, two commonly-used robust estimators are the least- 
median of squares (LMS) and the M-estimators. The LMS estimators are highly robust 
against outliers and their breakdown point equals the theoretical limit of 0.5. How- 
ever, they have a low statistical efficiency which means that the variance of the esti- 
mates is high and, typically, many points are required to obtain a precise estimate. An 
approach exploiting the benefits of both estimators is the hierarchical image matcher 
recently proposed by (Can et al., 1999). Mosaic images of the human retina are con- 
structed from a set of incomplete views by mapping images into a global frame using 
a pairwise image transformation technique. Since the inter-frame motion sometimes 
is large, robustness against mis-matched features and features not present in both the 
input and reference frames is required. The solution proposed here is a multi-stage al- 
'It is not clear from the presentation which function they are actually using. However, they suggest 
the use of loss functions such as the Huber Minimax and the Hampel (1,1,2). 
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gorithm based on modelling the retina as a quadratic surface undergoing rigid motion. 
In a pre-processing step, the retinal features are detected by tracing the blood vessels 
and localising bifurcations. These features are then used as inputs to the first stage of 
the image matching procedure. In this stage, a rough approximation of the transfor- 
mation is obtained by estimating the parameters of a simple translation model from 
a weighted histogram of translation vectors. In the second stage, the transformation 
estimate is further refined using an affine model applied to the features which were 
successfully matched in the first stage. The random sample consensus (RANSAC) 
sampling technique is used to minimise the objective function which is a variation of 
LMS. In the third and final stage, the parameters of a quadratic transformation model 
are estimated using an M-estimator based on the Tukey function. The minimisation is 
carried out using the iteratively-reweighted least-squares (IRLS) method. 
The registration technique described above ' 
is a feature based approach and is there- 
fore fundamentally different from our instantiation of the robust correlation (see the 
discussion in Section 3.1). However, there are a number of common properties link- 
ing the two approaches. In particular, we have evaluated different robust estimators 
for initialisation of the robust correlation at the top level of the image pyramid (see 
Section 5.1). The non-robust least-square estimator is compared to the LMS estimator 
and two different redescending M-estimators. The results show that, in our applica- 
tion, the LMS estimator occasionally produces less favourable starting points. This 
is due to the high breakdown point of the estimator which allows a high fraction of 
outliers to be present without affecting the estimate of the similarity score. Finally, 
we have not implemented the IRLS minimisation scheme typically employed with the 
M-estimators and this approach should be evaluated in future developments of the 
robust correlation. 
Many techniques for robust estimation treat the model parameters and the domain 
over which the model applies separately. Either the domain boundaries are pre- 
specified and remain fixed during the estimation process or they are determined in 
a post-processing step. Both approaches are likely to affect the robustness of the 
method: the inclusion of points outside the "true" boundary can produce biased es- 
timates of the model parameters whereas the exclusion of points within the domain 
can lead to inaccurate parameter estimates. A solution proposed by (Stewart et al., 
1999) is to include both the model and domain parameters in the optimisation process 
and, thereby, simultaneously estimate all quantities. In this framework, each point is 
associated with two measurements: the residual distance computed from the model 
parameters and the distance to the closest point within the domain. These measure- 
ments are used as a basis for expanding or contracting the domain during the op- 
timisation. Points just outside the domain boundary having small residual distances 
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make the domain expand whereas points with larger residuals make it shrink. The ob- 
jective function used in the minimisation is a generalisation of an M-estimator based 
on the Tukey function. It has the same local robustness properties as the standard M- 
estimators but it is less sensitive to outliers. The IRLS procedure estimating the model 
parameters is interleaved with a gradient descent modifying the domain boundaries. 
The proposed system is applied to a number of different domain-bounded problems 
showing results of high accuracy. 
3.3.2 Robust tracking and recognition 
A technique for robust tracking of facial features and concurrent recognition of expres- 
sions was proposed by (Black and Yacoob, 1995). The algorithm starts by estimating 
the displacement of the head between the first two frames of the sequence using a 
planar rigid model with eight parameters. The optimal motion parameters are esti- 
mated by minimising an objective function based on an expression derived from the 
brightness constancy assumption. To handle possible deviations from the underlying 
model, a robust loss function is applied to each term of the objective function before 
summation. The minimisation is carried out using a gradient descent algorithm op- 
erating on approximations of the true objective function obtained using a graduate 
non-convexity continuation method (see e. g. (Black and Anandan, 1993) and earlier 
reviews in this chapter). The scale parameter of the loss function is gradually reduced 
generating a series of convex approximations. Simultaneous over-relaxation can then 
be used to locate the minimum in the corresponding search spaces. The search is ap- 
plied to each level of a multi-resolution pyramid to reduce the computational require- 
ments. Given the displacement of the whole face, the second frame in the sequence is 
aligned with the first frame using a warping algorithm. The relative motion of the in- 
dividual features is then determined in exactly the same way. In tracking the face and 
the individual features, the approximate positions are first predicted from the motion 
estimates of the previous two frames. The face and the eyes are modelled as simple 
quadrilaterals and the corresponding corners are tracked using rigid motion models. 
The eyes and the mouth are represented by image masks which can deform under 
an augmented 7-parameter affine model (a standard 6-parameter model with an extra 
curvature parameter added). The expression recogniser is based on various descrip- 
tors derived from the changes in the motion parameters of the individual features. 
A specific facial expression is recognised when a certain group of descriptors occur 
simultaneously and with some temporal consistency. 
The Pearson correlation coefficient is commonly used for comparing images in reg- 
istration and recognition applications. It is well known that this measure is highly 
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sensitive to outliers. The underlying reason is twofold: firstly, it is based on the Eu- 
clidean distance which is a non-robust distance measure and, secondly, the images 
are normalised using the mean and the standard deviation which are both sensitive 
to gross errors. (Brunelli and Messelodi, 1995) evaluated three alternative estimators 
of correlation in the context of face recognition. Two of these are derived from the Ll 
norm which is less sensitive to outliers compared to the L2 norm. The third estimator 
is a redescending M-estimator (see Section 4.1.2) employing the tanh robust loss func- 
tion. These estimators are evaluated within a face recognition system closely related 
to the approach described by (Brunelli and Poggio, 1993). A face is represented by 
three different templates covering the eyes, nose and mouth. Given a probe image, 
these templates are extracted and matched with the corresponding model templates 
using the different correlation estimators. The overall similarity score is computed 
as a weighted average of the template scores. The results show that the two Ll esti- 
mators clearly outperform the redescending M-estimator and the standard correlation 
coefficient. 
Although the application is recognition and not registration which is of concern here, 
it is interesting to note that the non-robust correlation coefficient is performing at the 
same level as the redescending M-estimator. Brunelli and Messelodi argue that the 
main reason for the weak performance of the latter estimator is the finite rejection 
point which leads to a reduction in discriminating information. The contributions 
of pixels outside the cut-off threshold will be thrown away and, in some cases, this 
might be valuable information. However, the robust correlation which uses a similar 
M-estimator is mainly used for registration and, in this application, a finite rejection 
point is an essential characteristic. 
A person identification system based on robust normalisation and fusion of several 
acoustic and visual classifiers was introduced by (Brunelli and Falavigna, 1995). The 
visual subsystem starts by locating the eyes using a hierarchical template matching 
strategy (details are given in (Brunelli and Poggio, 1993) and the previous section). 
Given the spatial coordinates and the correlation scores of the left and right eye, a con- 
fidence value is computed to validate the outcome of the localisation. This value has 
to exceed a certain threshold (indicating a successful detection), otherwise the recog- 
nition will be based on acoustic features only. The probe image is then registered and 
eye, nose and mouth templates are extracted and photometrically normalised. The 
templates are compared to the corresponding templates of the model images using 
a similarity measure derived from the L, norm (identical to the measure evaluated 
in (Brunelli and Messelodi, 1995), see above). To facilitate classifier fusion, the result- 
ing score distributions have to be normalised. This is achieved by shifting and scaling 
each score by the location and scale M-estimates of the corresponding distributions. 
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The robust loss function employed here is based on the tanh function. The normalised 
scores of the acoustic and visual classifiers are then integrated using a weighted geo- 
metric average. 
The standard eigenspace approach is based on least-square estimation of the recon- 
struction parameters. It is well known that this procedure is non-robust and, in noisy 
conditions, the quality of the reconstructions is severely degraded. In addressing this 
problem, (Black and Jepson, 1998) proposed a method based on robust estimation 
of the eigenspace coefficients and simultaneous alignment of the input image. The 
method is based on a subspace constancy assumption (similar to the brightness con- 
stancy assumption in optical flow): there is a reconstruction corresponding to some 
linear combination of the basis vectors which will have the same intensity structure 
as some spatial transformation of the input image. Working under this assumption, 
they aim to estimate the eigenspace coefficients and the spatial transformation pa- 
rameters which minimise the error between the reconstruction and the transformed 
input image. This estimation problem is formulated as two optimisation tasks inter- 
leaved with each other: one task operates on the eigenspace coefficients whereas the 
other task modifies the spatial transformation parameters. The optimisation meth- 
ods applied here are modified versions of the robust regression technique described 
in (Black and Anandan, 1993) and reviewed above. The method is applied to the prob- 
lem of tracking an object with a cluttered background and a varying viewpoint. The 
parameter estimates obtained on the current frame are used to initialise the search in 
the next frame. Although the algorithm produces highly accurate estimates the per- 
formance in terms of computational requirements is less satisfactory. An extension of 
the method which addresses this problem was proposed by (de la Torre et al., 1998a) 
(see also (de la Torre et al., 1998b)). 
3.4 Concluding Remarks 
In this chapter, we presented the motivations behind our approach to face registration. 
We also detailed some of the shortcomings of current methods and briefly described 
the robust correlation. Moreover, we reviewed a number of related techniques for 
template matching and robust parameter estimation. Some of these methods (e. g. the 
face detection and recognition techniques proposed by (Brunelli and Poggio, 1993) 
and (Beymer, 1994)) have important characteristics in common with the robust corre- 
lation. The details of our automatic registration method and the experimental results 
we have obtained on the extended M2VTS database are presented in the following 
two chapters. 
Chapter 4 
Robust Face Registration: Methods - 
In this chapter, we present an automatic face registration method based on a robust 
form of correlation. The details of the method are given in Section 4.1. The presenta- 
tion includes a theory section on robust estimation techniques commonly used in the 
computer vision field. In Section 4.2, we describe a semi-automatic system perform- 
ing registration of faces from groundtruth data. This method enables us to separate 
the issues of registration and verification/ recognition and to study the performance 
of the system on "perfectly" aligned data. Following the registration, we apply pho- 
tometric normalisation techniques to provide some invariance against changes in the 
illumination. These techniques are described in Section 4.3. 
4.1 Automatic Registration by Robust Correlation 
In this section, we describe the robust correlation in detail starting with the feature 
transformation models in Section 4.1.1. Using these models, we can project the posi- 
tions of the model features, extract the values at the resulting locations in the probe 
image and transform these values 
' 
to best fit the corresponding model values. I 
Our 
approach is based on the assumption that the majority of the features are displaced in 
a coherent way. We can therefore apply low-order models and use robust estimation 
techniques to cope with possible deviations from this assumption. The basic theory 
underlying the robust estimation techniques is presented in Section 4.1.2. Given a 
model, we estimate the optimal transformation parameters by maximising a similar- 
ity measure defined in Section 4.1.3. The search is carried out using one of three dif- 
ferent techniques: a stochastic approach (Section 4.1.4), a gradient based method (Sec- 
tion 4.1.5) or a combination of these two. Using the robust correlation, we can estimate 
the transformation parameters for each pair of images in the training set. However, to 
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achieve global correspondence (which is a prerequisite for the feature selection tech- 
niques presented in Chapter 7), we need to disambiguate the resulting registration. 
This is achieved using a graph reduction method presented in Section 4.1.8. Finally, 
in Section 4.1.9, we describe the different development stages of the robust correlation 
and link the various algorithms to our publications. The information provided here is 
essential for interpreting the results reported in Chapter 5. 
4.1.1 Feature transformation models 
The objective of the robust correlation is to find the optimal match between the model 
feature set and its projection into the probe image. In this section, we describe the 
transformation models used for projection of the feature positions and their corre- 
sponding values. Assuming that feature positions are expressed in homogeneous co- 
ordinates, a two-dimensional affine (non-shear) transformation can be obtained by 
combining rotation, scale and translation matrices of the following form (Foley, 1990): 
cosO -sinO 0 sx 00 10 tx 
sill 0 coso 0 S 0 sy 0 0 1, ty 
001 001 001 
Let q= [X, Y, 1]T denote a feature position. Then, if we restrict the model to translation 
only (yielding two free parameters, the horizontal and vertical displacements), the 
transformation function r2 (q, T) is: 
x+ tx 
, r2(q, T)=T. q= y+ty (4.2) 
Although this model may be sufficient for some applications (such as motion estima- 
tion on consecutive frames with small displacements), it is too simplistic for our prob- 
lem. A more general model incorporating rotation and uniform scale (i. e. S_. = sy = S) 
can be obtained by combining R, S and T. Let C denote a specific composition of 
these matrices, e. g. C=R-S-T. Then, the 4-parameter transformation function 
, r4 (q, C) is: 
s -cosO. x -s -sinO. y+s -cosO. tx -s -sinO. ty 
-r4(q, C) =C-qs -sinO-X+s -cosO. y+s -sinO. tx +s - cosO. ty (4.3) 
Note that the matrices R, S and T do not necessarily commute and the order of ap- 
plication is important (i. e. the expressions given above do not cover all possible com- 
positions of R, S and T). The complexity of the model can be further increased by 
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allowing non-uniform (or differential) scale, i. e. s.,, 54 s.. Also, we can combine R, S 
and T with shear transformation matrices: 
1 U-ý 0100 
U, 010 uy uy 10 (4.4) 
00 .1001 
where %, and uy are the proportionality constants. The shear transformations scale 
the horizontal and vertical coordinates as a function of each other, i. e. x is scaled as 
a function of y. The transformation functions obtained by combining the matrices 
presented above implement affine projections which means that the parallelism of 
lines is preserved. 
The models presented so far are well-suited for constrained optimisation since the 
search limits can be expressed directly in terms of rotation angles, scaling factors and 
spatial displacements. However, for reasons of efficiency, we have chosen a different 
form of the geometrical transformation functions -rk. (-): 
7-2(q, a) = (x+al, y+a2) (4.5) 
T4(q, a), = (al. x-a2. y+a3, a2. x+al. y+a4) (4.6) 
, r6(q, a) = (a,. x+a2ey+a3, a4. x+a5. y+a6) (4.7) 
where a= [a,,..., ak]T for a k-'parameter model. The transformation functions pre- 
sented in Equations 4.5 and 4.6 are equivalent to the functions defined in Equations 4.2 
and 4.3, respectively. Although we loose the ability to enforce constraints in terms 
of e. g. rotation angles, we reduce the number of multiplications and the number of 
trigonometric operations which is important when the number of features is large. 
The geometrical functions Tk(q, a) are used for projecting the positions of the model 
features. For transformation of the corresponding values, we have evaluated three 
different models. In the first model, a simple 2-parameter linear mapping 72(v, b)l of 
the feature values v is used: 
T2(v, b) = b, v+b2 (4.8) 
where b= [bi, b2JT. In the second model, we operate on feature errors as opposed to 
feature values. The error corresponding to a given feature is obtained by taking the 
difference between the model value and the value extracted at the projected position 
in the probe image. LetE(v,,, vp) denote the error function taking two values from the 
model and probe feature sets, and returning the error (for details, see Section 4.1.3). 
Then, the O-parameter transformation ro (, E (v,,,, vp)) is: 
, ro(c(v,,, vp)) = c(v,,,, vp) - median(JE(v,,,, i, vp, i)}) (4.9) 
'We use the same notation for transformations of feature positions and values. However, the type of 
transformation should be clear from the context. 
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where Ic (v,,,, i, vp, j) I denotes the set of all feature errors. In other words, we are shift- 
ing the residual feature errors using the median error. Note that, since this is a 0- 
parameter model, there are no free variables to be controlled by the optimisation algo- 
rithm. Finally, in the third model, we robustly normalise the model and probe feature 
sets to zero mean and unit variance by subtracting the median value and dividing by 
the median absolute deviation (MAD) scale estimate (see Section 4.1.2): 
-ro (v) = 
(v - median(v)) (4.10) 
1.4826 - median(lv - median(v)l) 
4.1.2 Robust estimation: Some basic definitions 
The similarity function (see Section 4.1.3) estimating the degree of correspondence be- 
tween the model and probe feature sets is based on robust estimation techniques. In 
this section, we briefly introduce some of the more important theoretical concepts un- 
derlying these techniques and we also give examples of robust estimators frequently 
used within the computer vision domain. The reader is referred to the introductory 
texts by (Hampel et al., 1986), (Huber, 1981) and (Rousseeuw and Leroy, 1987) for more 
comprehensive treatments of this topic. Also, (Meer et al., 1991) and (Stewart, 1999) 
reviewed the applications of robust estimation techniques within computer vision. 
Breakdown point. The breakdown point of an estimator is defined as the distance 
from the model distribution beyond which the statistic becomes totally unreliable and 
uninformative (Hampel et al., 1986). Alternatively, it can be expressed as the minimum 
fraction of outlying data which can cause an estimate to diverge arbitrarily far from 
the true value. This global measure of robustness has a theoretical upper limit of 0.5 
and an example of a trivial location estimator which reaches this limit is the median 
operator. In contrast, the familiar least-squares estimator 
A=mn P(uj) (4.11) 
where ai are the model parameters and uj = cjla the scale normalised errors, em- 
ploys a quadratic non-robust loss function p(u) = U2. This estimator, therefore, has a 
breakdown point of 0 which means that a single outlier can cause an arbitrarily large 
displacement of the estimate. 
Influence function. A local robustness measure of great importance is the influence 
function which expresses. the impact of infinitesimal perturbations on the estimator. It 
reflects the bias caused by adding an outlier at a given point standardised by the mass 
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of the contamination. For robustness, the influence function should tend to zero for 
larger errors meaning that these will not have a significant impact on the estimate. If 
the influence function becomes exactly zero outside some region, the estimator is said 
to be redescending. The robust loss functions and the corresponding influence func- 
tions of two example redescending estimators are shown in Figure 4.1. The truncated 
quadratic function (Figure 4.1a) is defined as: 
P(U) 
U, if Jul <= UC (4.12) 
U2 . otherwise 
where u= cla is a scale normalised error and u, is the cut-off threshold beyond which 
all errors are given equal weight. The Tukey function (Beaton and Tukey, 1974) (Fig- 
ure 4.1c) is given by: 
U2 if Jul Cý= uc (u) '2 UC (4.13) 
U, 
6 otherwise 
Both of these loss functions are used by the M-estimators defined below. 
Statistical efficiency. The final measure introduced in this section is the statistical 
efficiency of an estimator. This measure is simply the ratio between the minimum 
possible variance in the estimates and the actual variance of a given estimator. The 
M-estimators introduced below are examples of efficient location estimators whereas 
the least-median of squares estimator (also presented below) is less efficient producing 
results of high variance. 
Least-median of squares estimator. A commonly-used estimation technique in com- 
puter vision applications is the least-median of squares (LMS) method: 
min rnedian(cý) (4.14) ai 3 
Since this method is based on the median operator, it is highly robust against out- 
liers. In many applications, this is the most important characteristic and the statistical 
inefficiency of the technique is of less concern. Since the median function is not dif- 
ferentiable, we cannot use gradient based methods for minimisation. Instead, random 
sampling techniques such as the random sample consensus (RANSAC) method pro- 
posed by (Fischler and Bolles, 1981) are typically used. 
M-estimators. Assuming normally distributed errors, the quadratic loss function in 
Equation 4.11 is optimal with respect to statistical efficiency. The M-estimators (or 
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Figure 4.1: Examples of robust loss functions p(. ) and the corresponding derivatives 
0(. ): (a-b) truncated quadratic and (c-d) Tukey. 
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generalised maximum likelihood estimators) were developed in an attempt to increase 
the robustness of the least-squares estimator while maintaining most of its efficiency. 
This is achieved by replacing the quadratic function by a robust loss function which 
grows sub-quadratically and is monotonically non-decreasing with increasing Jul. The 
functions shown in Figures 4.1b and 4.1d are both examples of such loss functions. 
Typically, the M-estimate A is obtained by seeking the point where the partial deriva- 
tives with respect to the model parameters vanish: 
2u-i 
Daj 
where O(u) = dp/du is the derivative of the robust loss function. The resulting 
estimate can be further refined using an optimisation scheme known as iteratively 
reweighted least-squares (IRLS), originally proposed by (Holland and Welsch, 1977). 
By introducing a weight function w(u) =, O(u)/u, we can rewrite Equation 4.15 as: 
w (Ili) - ui - 
ýýU-i =0 (4.16) c9aj 
In solving this equation, we interleave iterations calculating the weights from the cur- 
rent model parameters with iterations finding a new estimate with the weights kept 
fixed. 
A possible disadvantage of the M-estimators is their poor global robustness as indi- 
cated by a low breakdown point. However, their local robustness properties together 
with their high efficiency render them very useful for many applications. Finally, the 
M-estimators are not scale invariant and we, therefore, need to normalise the errors. 
A frequently used normalisation technique is based on the median absolute deviation 
(MAD) scale estimate defined as: 
&=1.4826 - median(jej - median(ei) 1) (4.17) 
where the constant 1.4826 compensates for the bias of the median estimator in Gaus- 
sian noise (Meer et al., 1991). 
4.1.3 Similarity function 
The similarity function is at the core of the robust correlation since it associates a, 
goodness-of-fit value with each search space point. This function is based on the 
error measure briefly introduced in Section 4.1.1. Let Tm = J(qm, j, vm, j)} and 
, *rp = {(qp, j, vp, j)j denote the model and probe feature sets, respectively. Given a 
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position transformationrk (q, a), we generate the members of the probe feature set by 
first projecting the positions of the model features: 
qp, j = 7-1, (q,,, i, a) (4.18) 
We then extract the feature values at the resulting locations in the probe image. The 
error function e (v,,, i, vp, j) is simply the difference between the model value v,,,, i and 
the corresponding probe value vp, j: 
e(vm, i, V,, i) = V., i - v,, i (4.19) 
The feature value transformation is applied either before or after the difference is taken 
depending on the type of model. Now, the aim of the robust correlation is to find the 
estimates A and ý of the feature position and value parameters which minimise the 
error function taken over the feature sets: 
(ci, b) = nlin a, b 
,i 
E)m 
vp, iCFp 
P(E(vm, i, vp, i)/U) (4.20) 
where p(-) is a robust loss function and a is a scale factor (see Section 4.1.2). In our im- 
plementation, we have chosen the dual formulation based on maximising the average 
percentage of the maximum response of the loss function. This yields the following 
similarity function: 
S(a, b) =1Z P(E(VM, i, vp, i)/o, ) (4.21) 77 Pmax 1i EI'm 
vp, iE. Fp 
where the dependency on the specific models, -rk. (q, a) and rl (v, b), have been left out 
to simplify the notation. By definition, this similarity measure will give values in the 
interval [0,1] where 1 corresponds to a perfect match between the model and probe 
feature sets. 
We have evaluated both of the loss functions presented in Section 4.1.2 adapted to 
our formulation of the estimation problem. Thus, the normalised truncated quadratic 
function (Equation 4.12, Figure 4.1b) is defined as: 
U2 - U2 if JUI <= Uc (U) 
0c otherwise 
(4.22) 
where u= elo, is a scale normalised error and u, denotes the cut-off threshold beyond 
which all contributions to the similarity function are discarded (see Section 5.1 for an 
evaluation of the impact of u, on the registration performance). The normalised Tukey 
function is defind as (Equation 4.13, Figure 4.1d): 
22 Uý 
- 
Uý if Jul <= U, 
P(U) =66 UC (4.23) 
10 
otherwise 
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Using these loss functions, the optimisation of the similarity function will yield the M- 
estimate of the model parameters. From the theoretical considerations of the previous 
section, we can draw the conclusions that our redescending estimators are statistically 
efficient, locally robust and able to completely reject extreme outliers. These properties 
are verified in the experiments reported in Chapter 5. 
The loss functions presented above were chosen mainly on the basis of their computa- 
tional simplicity and their well-established performance characteristics (see e. g. (Stew- 
art, 1999)). It is possible that other functions would have been more suitable for our 
application but results reported by (Bober and Kittler, 1994) and by (Princen, 19ý0) 
suggest that the choice of function is not critical. The reader is referred to the work 
by (Hampel et al., 1986) for alternative robust loss functions. 
The scale factor a can either be pre-computed from the training data or estimated 
before or during the optimisation from the error distribution. In our approach, we 
have chosen the latter strategy computing the MAD scale (see previous section) from 
the errors given by the initial estimate of the model parameters. In the case of the 
multi-resolution matching (see Section 4.1.5), we re-compute the scale at each level of 
the Gaussian pyramid. 
In the following two subsections, we will discuss the different optimisation strategies 
that we have chosen to evaluate including the methods used for providing initial esti- 
mates of the model parameters. 
4.1.4 Optimisation of similarity: A stochastic approach 
The aim of the robust correlation is to find the optimal match between the model 
and probe feature sets as defined by the similarity function presented in the previous 
section. To meet this objective, we have chosen to evaluate two different optimisation 
techniques: a purely stochastic approach presented in this section and a gradient- 
based technique described in the following section. The stochastic method is based 
on randomly perturbing the transformation parameters of the current iteration. These 
perturbations are drawn from an exponential distribution making smaller steps more 
likely than larger ones. If the resulting parameters lead to a significant improvement of 
the similarity score, the step is accepted and the search proceeds to the next iteration. 
The algorithm is as follows: 
Let tc,,, = (ai, bi) denote the transformation parameters of the current iteration. 
These parameters can be initialised using prior knowledge about the expected lo- 
cation of the face in the probe image (as provided by e. g. a face detector) or by 
simply assuming the same position (and illumination) as in the model image. If a 
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segmentation of the probe image is available, we can initialise the search by align- 
ing the centres of gravity of the model and probe feature sets. 
2: Let Scurr denote the value of the similarity function evaluated at tcurr. The next set 
of transformation parameters is accepted only if the corresponding score exceeds 
Scurr by at least sA which is a pre-defined constant. 
3: Let P denote the finite set of parameter perturbations drawn from an exponential 
distribution. Furthermore, let nf denote the number of failed perturbations of the 
-current iteration. That is, the number of perturbations which have been applied 
without improving the current similarity score. This counter is initialised to zero. 
4: while nf < IPI do 
5. Randomly select an element tA from the subset of P consisting of all perturba- 
tions not yet applied in the current iteration. Optionally, the selection can be 
biased by the success rate of the different perturbations computed over the last 
n iterations. Apply the perturbation to the current transformation parameters: 
tnew 2-- tcurr + tA- 
6: Compute the similarity score Snew corresponding to tnew- 
7: if $new > Scurr + SA then 
8: tcurr tnew 
9: Scurr Snew 
10: nf =0 
11: else 
12: nf = nf + 
13: end if 
14: end while 
This stochastic technique is closely related to simulated annealing (running at zero 
temperature) as originally proposed by (Kirkpatrick et al., 1983). Successful appli- 
cations of simulated annealing have been reported by (Kervrann et al., 1997) in the 
context of object detection and by (Betke and Makris, 1995) for object recognition. 
4.1.5 Optimisation of similarity: A gradient based approach 
The efficiency of the optimisation can be further increased by using gradient informa- 
tion in the search process. Assuming that we are positioned somewhere in the vicinity 
of the optimum and that the similarity function is sufficiently smooth in this region 
(see Section 5.1 for visualisations of the search space), the first partial derivatives of 
the similarity function with respect to the transformation parameters will give us the 
4.1. Automatic Registration by Robust Correlation 51 
direction of steepest ascent: 
DS (a, b) 1 
E 
oe(v,,, j, vp, j) (4.24) 
Oai 1-77-d - pmax "', j E. FM Oai 
vp, j E-15 
OS(a, b) 
= 
1E 
v)(ui) -1- 
of (v,,,, j, vp, j) (4.25) Obi ITm I- Pmax vm, j E-r'm a 
Obi 
vp, j E-Fp 
where, as before, O(u) = dp/du and u= E(v,, vp)1a. If we choose image inten- 
sities as feature values (corresponding to a signal based approach as opposed to a 
feature based approach), we can express the first partial derivatives of the error func- 
tion e (v, vp) in terms of spatial derivatives of the probe image Ip. Assuming a 6- 
parameter position transformation r6 (q, a) and a 2-parameter value transformation 
, r2 (v, b) (the corresponding expressions for other transformations are derived in a sim- 
ilar way), the partial derivatives with respect to the transformation parameters are: 
DE (V VP) 
= -bi - 
aIp(qp) 
.x Dal 0x 
D'E (V VP) 
-bi - 
ei (qp) 
Ü. y 0a2 ex 
ae (V VP) eip (qp) 
Da3 ex 
DE (V VP) 
-bl - 
Dip(qp) 
x 0a4 ey 
0, E (V VP) 
-bi * 
Dip(qp) 
y 0a5 ey 
D'E (V VP) 
= -bi - 
eip (qp) 
0a6 ey 
De(v', ', VP) = _ip(qp) Obl 
DE (V, VP) 
0b2 
where v,, = I,,, (q .. 
) and vp = lp(qp). Given the direction of steepest ascent, we apply 
a simple line maximisation algorithm to find the next search point. This algorithm is 
based on evaluating points distributed exponentially along the line, keeping the point 
yielding the highest similarity score. An alternative technique is to use bracketing by 
inverse parabolic interpolation as described in (Press et al., 1992). However, in our 
application the exponential scheme was found to be sufficiently efficient and accurate 
(see Section 5.1 for results). 
As mentioned above, this optimisation technique is based on the assumption that we 
are reasonably close to the optimum. For general detection and localisation of objects, 
we need to find an initial estimate of the transformation parameters or re-start the 
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gradient search at different locations in the search space. In our work, we have evalu- 
ated both approaches: initialisation with transformation parameters obtained from a 
uniform sampling of the search space and combination with the stochastic technique 
presented in the previous section. In the first approach, we sample the search space 
by trying different rotations, scalings and translations. These transformations are uni- 
formly distributed within a subspace in which the optimal estimate is likely to appear. 
Using the resulting estimate as a starting point, we then apply the gradient ascent al- 
gorithm as described above. In the second approach, we interleave iterations using 
the gradient ascent algorithm with iterations applying the stochastic method based 
on random perturbations. The gradient based method locates the maximum in the 
current region of the search space. We then perturb the transformation parameters 
corresponding to the local maximum and re-start the gradient search at the new loca- 
tion. This procedure is repeated until a set of convergence criteria have been met (see 
Section 4.1.4). 
4.1.6 Image sampling: A stochastic approach 
To meet the real-time performance requirements of the verification and recognition 
scenarios, we need to reduce the dimensionality of the input representation. In this 
section, we present a quasi-random sampling technique for approximating the im- 
age function and, in the following section, we describe a regular sampling approach 
based on building a Gaussian pyramid. Independent of which sampling technique 
is used, the robust correlation can be applied either on the unprocessed samples ob- 
tained directly from the input signal or on some higher-level features derived from 
this sampling. 
A sampling technique commonly used in Monte Carlo integration is based on the 
Sobol sequences (Press et al., 1992). A Sobol sequence is a quasi-random sequence of 
numbers maximally spread out over a given hyper-cube. The sequence is generated 
number-theoretically, rather than randomly, and successive points at any stage fill in 
the gaps in the previously generated distribution. The use of Sobol sequences leads 
to faster convergence compared to uniformly distributed random numbers since the 
fractional error of the approximation decreases as ln(n)d/n instead of 1/v"n- (Press 
et al., 1992), where n is the number of samples and d the dimensionality of the function 
to be approximated. Examples of Sobol sequences are shown in Figure 4.2. 
Apart from the increased efficiency, the combination of the robust correlation with 
Sobol sampling yields an additional benefit. It is possible to continuously increase the 
sampling density - until some convergence criterion is met - and at the same time 
maintain approximately uniform density throughout the image. This is because the 
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Figure 4.2: Examples of two-dimensional Sobol sequences. 'File sam pi i ng rates are (a) 
I'X, (b) 5/(,, (c) IO(Yu and (d) 20'A. 
sampling points ire avoidiiig the chance clustering that occurs with ramlom points 
drawn from a uniform distribution. A direct coiisequence of this property is that the 
Sobol sequences can be used for continuous inulti-resolution iiiatclihig. In the begin- 
nhig of the search, we are only interested iii roughly locating the object and a low 
resolution representation is adequate. Later on, when the search approaches the opti- 
inum, we can increase the sampling rate to get a more accurate representation of the 
object. This feature was not used in the experiments reported iii Chapter 5. However, 
we do present an analysis of the relationship between the sampliiig density and the 
verification performance. 
4.1.7 linage sampling: A regular approach 
Many of the real-time vision algorithms proposed in the literature use a coarse-to- 
fine approach based on iterating through the levels of a Gaussian pyramid (see Sec- 
tion 3.2 for examples). This is a regular sampling technique as opposed to the stochas- 
tic method presented in the previous section. The input image is iteratively smoothed 
and sub-sampled producing a multi-resolution representation. The different parame- 
ters of this approach are the type of filter, the filter size, the sub-sampling factor and 
the number of pyramid levels. For reasons, of efficiency, the Gaussian filter is fre- 
quently approximated using a binomial or even a mean filter. An example four-level 
Gaussian pyramid of a face is shown in Figure 4.3. 
In this niulti-resolution approach, the robust correlation is applied to each level of the 
pyramid starting at the top level. The estimate obtained at the current level is used 
to initialise the search at the next (lower) level. Note that, when projecting the trans- 
formation parameters from one level to the next, we multiply the translation com- 
ponents with the inverse of the sampling factor. That is, for a 6-parameter model 0 
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(a) Level I (b) Level 2 
r1m -a 
(c) Level 3 (d) Level 4 
Figure 4.3: Example of a Gaussian pyramid of a face. The sampling factor is 0.5 and 
the filter size :3x : 3. 
76(q, a), we SCalC t1.3 and (t,; with 1/.,; where s is the sampling factor. In addition to 
a significant speed-Lip, this mUlti-resolution search also has the benefit of removing 
local optima from the search space effectively improving the convergence character- 
istics of the method (see Section 5.1 for empirical evidenC(2 LISing intensity values as 
features). 
4.1.8 Global registration 
In Chapter 7, we present several techniques for feature selection which allow us to 
reduce the dimensionality of the input representation and possibly emphasise impor- 
tant attributes for face verification and recognition. These methods all require a global 
correspondence map which uniquely defines the transformation mapping each fea- 
ture of a given model image to the corresponding feature in any other image. In this 
section, we describe a fully automatic technique which produces this correspondence 
map from the pairwise transformations obtained using the robust correlation. 
By matching all possible pairs of model images, we obtain a complete graph in which 
each node corresponds to an image and each edge is labelled by a similarity score and 
a set of transformation parameters. The registration provided by this graph structure 
is ambiguous since there are many different paths between each pair of nodes and, in 
general, these paths will yield different transformations. To disambiguate our regis- 
tration we need to reduce the complete graph to a tree structure. This can be achieved 
using a simple approach based on the minimum spanning tree algorithm originally 
developed by (Kruskal, 19-56). Spanning trees are first created for each client and these 
trees are then linked together using single-linkage clustering (producing a minimum 
spanning tree of client trees). This approach forces the client images to be directly 
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linked which benefits the client-wise correspondence. This is because we avoid the 
use of occasional high-similarity transformations which may result from "successful" 
matches across clients. Given the tree structure, the registration of the model images 
can be carried out by first selecting a reference image and then transforming the re- 
maining images with respect to the reference. Two different approaches for reference- 
image selection have been evaluated. In the first approach, we select the image which 
minimises the average path-length to the reference image and, in the second approach, 
the image which maximises the average score. 
4.1.9 Variations of the robust correlation 
The robust correlation has developed through a number of stages and, in this section, 
we will describe the different versions starting with the very early attempts. The ver- 
sions differ mainly in the dimensionality of the feature transformation models, the 
form of the similarity function, the type of search technique and the approach used 
for image sampling. In addition to providing a historical record of how the method 
has developed, this section also serves the purpose of linking, the algorithms to our 
various publications. Also, the reference tags introduced here (Versions A, B and Q 
are used extensively in Section 5.1 to relate the various registration and identification 
results to the different forms of the robust correlation presented here. 
Version A. In (Matas et al., 1997) and (Matas et al., 1999), we described the very 
first version of the robust correlation. The model features are transformed using 
the 4-parameter position transformation T4(q, C) defined in Equation 4.3 and the 2- 
parameter value transformation r2 (v, b) given in Equation 4.8. In this version, a seg- 
mentation of the probe image is required and only the features successfully projected 
within this region Rp will contribute to the similarity function. The latter is a weighted 
sum of the projection ratio Splz(C) (meaning the fraction of successfully projected fea- 
tures) and the actual similarity SAs (C, b): 
S(C, b) " a'SPR(C) + (1 - a) - SAs(C, b) (4.26) 
where aE [0,11 (see Appendix A for an evaluation of the impact of a on the identi- 
fication performance). The function SAs (C, b) is identical to the similarity measure 
defined in Section 4.1.3 but the summation is taken over the features projected within 
Rp instead of the whole feature set. An initial estimate of the transformation between 
the model and probe feature sets is obtained by aligning the centres of gravity of the 
two sets (with the probe set being extracted from Rp). The optimisation is then car- 
ried out using the stochastic search method described in Section 4.1.4. The image 
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sampling follows the quasi-random approach detailed in Section 4.1.6, keeping the 
density fixed. 
Version B. In (Jonsson et al., 1998) and (Jonsson et al., 1999a), we described several 
enhancements of the robust correlation. Firstly, for reasons of efficiency, we employ 
the alternative representation of the 4-parameter position transformation with trans- 
formation function -r4 (q, a) defined in Equation 4.6. This modification eliminates the 
need for trigonometric operations which is important when the number of features 
is large. Secondly, we use the O-parameter value transformation7O(f(v7n, vp)) given 
in Equation 4.9 which reduces the complexity of the search. Thirdly, in this version, 
we do not require a segmentation of the probe image and the similarity function is 
exactly as defined in Equation 4.21. Fourthly, the stochastic search is combined with 
the gradient ascent leading to an increase in both accuracy and efficiency. In the gra- 
dient ascent, differential steps modifying the position parameters are interleaved with 
steps adjusting the value parameters. Further details about the combined approach 
are given in Section 4.1.5. Fifthly and finally, we use the regular sampling approach 
presented in Section 4.1.7. Apart from the speed-up (which is also obtained with the 
stochastic technique), this method has the additional benefit of removing local optima 
from the search space effectively improving the convergence characteristics. 
Version C. In the most recent implementation of the robust correlation, we employ 
the 6-paramete Ir position transformation -r6(q, a) defined in Equation 4.7. The main 
benefit of this model (in comparison with the 4-parameter model) is the differential 
scale which allows us to more accurately register probe images whose viewpoint dif- 
fers slightly from the model view. The value transformation is the O-parameter func- 
tion given in Equation 4.10. Finally, we replace the stochastic component in version B 
with an initialisation routine which performs a grey-level projection analysis at the top 
level of the Gaussian pyramid. The output of this routine is a set of spatial constraints 
which together define the area of interest. We then sample the search space using a 
robust correlation measure. The latter function is the redescending M-estimator based 
on the quadratic loss function defined in Equation 4.22. 
Common features. A number of features are common to all versions of the robust 
correlation. Firstly, all methods use unprocessed intensity values corresponding to a 
signal based approach as opposed to a feature based approach. However, as described 
in foregoing sections, the general approach is not limited to this type of low-level 
features. Secondly, the projected feature positions are not, in general, integer valued 
and we therefore need to interpolate the intensity values and the image derivatives. 
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This is carried out using standard bilinear interpolation. Thirdly and finally, in all 
version of the robust correlation, we have evaluated a similarity function based on the 
redescending M-estimator with loss function defined in Equation 4.22. However, in 
the most recent implementation, we have also applied the M-estimator based on the 
Tukey function (see Equation 4.23). 
4.2 Semi-Automatic Registration 
In this section, we describe a semi-automatic method for registering faces based on 
groundtruth data. This method allows us to separate the issues of localisation and ver- 
ification /recognition and to evaluate the performance of the feature selectors and the 
classifiers (presented in the following two chapters) on "perfectly" aligned data. Since 
the face databases we have used in our experiments contain several hundred images, 
the collection of the groundtruth data from each image cannot be time-consuming. 
Moreover, the landmarks must be reliable and easy to locate and should therefore be 
part of a well-defined structure which typically does not deform to any greater extent. 
Based on these considerations, the two eyes seem to be reasonable candidates. Also, 
they are frequently used by other researchers in similar studies (e. g. the FERET face 
recognition test (Rizvi et al., 1998)). We therefore choose to manually locate the eyes in 
each of the face images and perform our registration based on their spatial positions 2- 
Given the positions of the left and right eye in the image, (xi, yj) and (x,, y, ), and 
the corresponding positions in our pre-defined coordinate system, (x',, Y; ) and (x"', yr'), 
we can solve for the transformation parameters (al, a2, a3, a4) of a 4-parameter affine 
model (Foley, 1990): 
1 xi = al. xl-a2'YI+a3 
1 Y, = a2-xi+al. yl+a4 
xi r = al*x, -a2. y. +a3 
I Yr = a2'Xr+al. y, +a4 
Given these parameters, we then apply the inverse transformation to the bound- 
ing box of our coordinate system and extract the corresponding region from the in- 
put image using bilinear interpolation of image intensity values. Examples of semi- 
automatically registered images are given in Section 5.1. Finally, we note that, in some 
methods (e. g. the active appearance models proposed by (Cootes et al., 1998a)), a large 
number of landmarks outlining the main facial features are located and the resulting 
2 We locate the centre of the whole eye as opposed to the centre of the pupil which vary with the 
direction of the gaze. 
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transformation parameters allow a more accurate alignment of the face. However, 
the results reported in Chapter 11 indicate that high verification and recognition per- 
formances can be achieved using the registration obtained from the eye coordinates 
only. 
4.3 Normalisation of Feature Values 
In this section, we describe the photometric normalisation techniques we apply prior 
to the feature selection and classification described in Chapters 7 and 10, respec- 
tively. We have evaluated two basic techniques which both provide some invariance 
to changes in the illumination. In the first approach, we transform the kth intensity 
value ik as follows: 
T(ik) " 
ik 
(4.27) 
where p and cr denote the mean and standard deviation computed over the whole 
image (af ter registration). This transformation is invariant to any linear change in 
the image intensity values and the resulting distribution is forced to zero mean and 
unit variance. In the second method, we apply the following transform based on the 
discrete version of the cumulative distribution function (Gonzalez and Woods, 1992): 
i7nax k 
n- 
Enj (4.28) 
j=O 
where is the maximum intensity value, n the total number of pixels and nj the 
number of pixels with intensity j. This non-linear transformation is invariant to any 
monotonically increasing change in the image intensity values. The method is typi- 
cally referred to as histogram equalisation since it flattens the intensity histogram and 
increases the dynamic range of the image. 
An alternative pre-processing technique proposed by (Brunelli, 1997) is based on the 
application of a local contrast operator. The aim of this method is to reduce the influ- 
ence of ambient lighting while preserving the necessary image details. Let I denote 
the unnormalised image. Then, the normalisation is carried out as follows: 
c=ýC, 
if C, <1 (4.29) 
2- -ck if C' >1 
where 
C/ =1 (4.30) I* KG(o, ) 
where * denotes convolution and XG(a) is a Gaussian kernel with o, approximately 
equal to the radius of the iris. This pre-processing method can be viewed as the ap- 
plication of a robust loss function to a filtered version of the original image and it 
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therefore provides some robustness to noise. Brunelli compared this local operator 
with several other differential operators and the former was found to be less sensitive 
to changes in the illumination direction. Also, (Brunelli and Falavigna, 1995) used 
the very same operator in a template based system for face recognition and obtained 
favourable results. 
Another common technique which has been used extensively in computer vision 
applications amounts to subtracting the "best-fit" brightness plane from the image 
viewed as a three-dimensional surface. The coefficients of the optimal plane are esti- 
mated by minimising the least-square fit between the intensity surface and the plane. 
Preferably, robust estimation techniques are applied to avoid bias in the coefficients 
caused by outliers such as specular reflections. (Sung and Poggio, 1994) combined 
this technique with histogram equalisation as a pre-processing step in their face de- 
tection system and obtained highly competitive results. 
To illustrate the different normalisation techniques described above, we show two ex- 
ample face images before and after normalisation in Figures 4.4 and 4.5, respectively. 
The face shown in Figure 4.4a was illuminated by two light sources positioned on 
the left and right hand side of the subject and behind diffusion gels to keep the il- 
lumination as uniform as possible. Then, to provide non-uniform illumination for 
experimentation, the diffusion gels Were taken away one at a time and one image was 
acquired for each setting. An example is shown in Figure 4.4b and the corresponding 
least-square plane in Figure 4.4c (encoded as a grey-scale image). The results after ap- 
plication of the four different normalisation techniques are shown in Figure 4.5. The 
images in the top row are the normalised versions of the face image in Figure 4.4a 
and the images in the bottom row correspond to the face image in Figure 4.4b. As 
can be seen from these images, the zero mean algorithm and the histogram equalisa- 
tion are not very effective in the case of side illumination. Also, the method based on 
removal of the least-square plane is too simplistic and should be followed by a local 
post-processing step. 
4.4 Concluding Remarks 
In this chapter, we presented an automatic face registration method based on a ro- 
bust form of correlation. In particular, we detailed the feature transformation mod- 
els, the robust similarity function and various techniques for optimisation and image 
sampling. We also described a semi-automatic method performing the registration of 
faces from groundtruth data. This method allows us to separate the issues of regis- 
tration and verification/ recognition and to study the performance of the system on 
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(b) Non-uniform (c) LS plane 
Figure 4.4: Example images prior to norMaliSatiOll: (a) Uniform illumination, (b) non- 
uniform illumination and (c) least-square (LS) plane computed from (b). XM2VTSDB 
ref: 341-4-1. 
"perfectly" aligned data. Following the registration, we apply photometric normal- 
isation techniques to reduce the impact of illumination changes. The details behind 
these methods and example normalisations were presented. hi the following chapter, 
we evaluate the registration performance of the robust correlation and present results 
obtained on the extended M2VTS database. 
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FigUrc 4.5: Fxample images after normalisation: (a, e) zero mean and Unit variance, 
(b, f) histogram equalisation, (c, g) local contrast and (d, h) least-square (LS) plane. 
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Chapter, 5 
Robust Face Registration: 
Experimental Results 
We have carried out a number of experiments with the robust correlation and the re- 
sults obtained with the most recent implementation (version C, see Section 4.1.9) are 
reported in this chapter. The reader is referred to Appendix A for a corresponding 
evaluation of the earlier versions (i. e. versions A and B). Also, further details can be 
found in the publications (Matas et al., 1997; Matas et al., 1999) and (jonsson et al., 1998; 
jonsson et al., 1999a) for versions A and B, respectively. The experiments reported in 
(Matas et al., 1997; Matas et al., 1999) were performed on images from the original 
M2VTS database and are therefore not directly comparable to the ones presented be- 
low. 
5.1 Results of Face Registration 
In the experiments reported here, the robust correlation was used for eye deteC7 
tion /registration. The model templates adopted for this task are shown in Figure 5.1. 
During the course of the search, we switch between templates covering different parts 
of the face. In particular, at the top level of the pyramid, we start by localising the 
whole face using the template shown in Figure 5.1a. The resulting parameter esti- 
mate is then further refined at the mid level of the pyramid using the same template. 
When the search algorithm has converged,, we switch to a combined eye template (Fig- 
ure 5.1b) to improve the registration of the eyes. The final mid-level estimate provides 
a starting point for the search at the bottom level of the pyramid. In this case, we use 
separate left and right eye templates (Figure 5.1c). The procedure is repeated for each 
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(a) Face template (b) Combined eve template (c) Separate eN, e templates 
Figure 5.1: Model templates Used by the robust correlation for eye registration. (a) 
whole face template (used at the top and mid levels of the pyrarnid), (b) combined eye 
template (mid level only) and (c) separate left and right eve templates (bottom level 
onlv). 
of the model iniages of the claimed identity. We then select the transformation param- 
eters correspoiiding to the highest similarity. In this way, we avoid tile dependency 
on single models (typically referred to as "golden templates") which may be inappro- 
priate for registration. Also, this procedure reflects the intended usage of the robust 
correlation. The speed of the correlation allows us to match the probe image with a 
set of models corresponding to e. g. different viewpoints. 
As described iii Section 4.1.9, the objective of the robust correlation is to find the trans- 
formation parameters corresponding to the global optimum of the similarity function. 
This is achiCVed Using a gradient based optimisation technique. The success of this 
search method relies on two aSSLIMptions. Firstly, the search is initialised with an 
estimate of the transformation parameters which is somewhere in the -viciiiity of the 
global optimum. Secondly, the search space is sufficiently smooth making the gradi- 
ent method an effective tool for optimisation. In our approach, we obtain the initial 
estimate of the transformatiori parameters by scanning the search space at the low- 
est spatial re,, olution using a robust correlation measure (see Section 4.1.9). To verify 
that the searcli space is sufficiently smooth, we have evalUated the similarity func- 
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(a) a, versus ac, 
vurswý ii, i 
I 
(b) 03 versus a4 
(e) o-i versus a4 (f) aI versus a,, 
Figure 5.2: Client search space of the robust correlation (client 019). The similarity 
surfaces were obtained by varying two of the geometrical transformation parameters 
(i,, at a time, keeping the others fixed. Each parameter is displaced froln the value of the 
global optimum (obtained by exhaustive search). For ai, IE 11.2,4.5 ý the maximum 
displacements are 0.20 (upper row) and 0.02 (lower row). The corresponding limits 
for the tratislationil parameters aj, iE1: 3,61 are 4 (upper row) and 0.4 (lower row). 
tion for a range of parameter values. The results are shown in Figures 5.2 and 5.3 
for one ex-ýunple client and impostor registration, respectively. The similarity surfaces 
were obtained by varying two of the geometrical transformation parameters at a time, 
keeping the others fixed. The parameters are displaced from the value of the global 
optimum ývhich was obtained by exhaustive search. In Chapter 7, we describe other 
techniqiics (e. g. principal component analysis) which may be used for the visualisa- 
tion of high-diniensional search spaces. 
We started our t-valuation of the robust correlation by determining the optimal param- 
etcr" of Ow robust lo", function'. This experiment was carried out on a subset of the 
tr, iiiiitig iiiiagcs specified in the first configuration of the extended M2VTS protocol. 
Thc iniages iii session I were matched against the corresponding images in session 2 
(c) a, versus 04 
'In thc experiments reported here, we have only used the Tukey function. 
00 
(a) a: j versus uc, 
U3 versus 116 
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(c) (i , versus (13 
I«. 
(i-, versus wj 
Figure 5.3: Impostor search space of the robust correlation (client 019 versus impos- 
tor 007). The similarity surfaces were obtained by varying two of the geometrical 
transformation parameters ai at a time, keeping the others fixed. Each parameter is 
displaced from the value of the global optimum (obtained by exhaustive search). For 
oi, E 11.2.4. -5 ý the maximum displacements are 0.20 (Lipper row) and 0.02 (lower 
row). The corresponding limits for the translational parameters (Ij, iC f3,61 are 4 
(upper row) and 0.4 (lower row). 
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U, II Level3(Top) 
UL 
I 
PR 
I 
VL 
I 
I'R 
I Level 2 
PL 
I 
PR 
I 
VL 'I VRT 
Level 1 (Botto 
AL 
I 
IIR 
2 1.78 1.64 1.23 1.04 148 1.14 0.84 0.61 1.16 . 00 0.46 0.45 
3 1.77 1-59 1.21 1.00 1.42 1.11 0.73 0.58 1.11 1.01 0.43 0.46 
4 1.76 1.60 1.19 1.01 1.43 1.15 0.80 0.56 1.09 1.01 0.44 0.43 
5 1.80 1.65 1.24 1.07 1.43 1.14 0.82 0.61 1.08 1.05 0.46 0.48 
61 1.84 1 1.67 1.31 1 1.06 1 1.43 1.14 0.82 1 0.67 1 1.07 1.05 0.48 0.47 
Table 5.1: Estimation of transformation parameters at the three different levels of the 
Gaussian pyramid using an M-estimator based on the Tukey loss function. The errors 
are the mean (PL. - PR) and median (vL, vR) Euclidean distances from the left and right 
groundtruth eye coordinates. The highlighted entries indicate the selected parameter 
and the corresponding errors. 
which yields a total of 200 client registrations. The associated errors were measured 
as the Euclidean distances from the left and right groundtruth eye coordinates. The 
results are shown in Table 5.1 for the three different levels of the Gaussian pyramids. 
We make a number of important observations from these performance characteristics. 
Firstly, when proceeding from one level of the pyramid to the next, the registration 
error is decreasing which shows that the gradient-based search method employed by 
the robust correlation is effective. Secondly, the mean and median registration errors 
differ significantly which indicates that the error distribution has a "heavy" tail. This 
is predominately due to failures in the initialisation at the top level of the pyramid. If 
the initial estimate of the transformation parameters is far away from the global opti- 
mum, the gradient search is not likely to succeed. Thirdly, the highlighted threshold 
(uc = 4) seems to produce slightly lower registration errors. However, there is no sig- 
nificant variation between the different thresholds and we therefore choose to fix this 
value in the subsequent experiments to uc = 4. Finally, we note that the registration 
errors presented here are not directly comparable to the ones listed below. This is due 
to the similarity-based selection of transformation parameters which was described 
above. 
In the following, we present the results of a number of experiments aimed at esti- 
mating the registration accuracy. of the robust correlation on the extended M2VTS 
database. Due to time constraints, we only report the registration errors for configura- 
tion 1 of the evaluation protocol. As described above, the errors are measured as the 
Euclidean distances from the left and right groundtruth eye coordinates. Of course, 
this distance measure only makes sense when related to the spatial extent of the face 
in the image. In our experiments, the interocular (eye-to-eye) distance of the pre- 
registered model image is 25 pixels at the bottom level of the pyramid. This means 
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Set I U, ý 
1 0'. Left eye Right eye 
t, , v or 1 tj I 0, v 
E 4 0 0.98 2.66 0.51 0.36 0.99 2.60 0.54 0.34 
T 4 0 0.84 2.32 0.47 0.29 0.94 2.69 0.52 0.36 
T 4 20 0.82 2.20 0.48 0.30 0.96 2.71 0.52 0.36 
T 4 40 0.85 1.84 0.51 0.33 0.93 114 0.56 0.36 
T 4 60 0.88 1.46 0.53 0.35 0.95 1-54 0.61 0.40 
1 4 80 1.00 1.87 0.60 0.42 1.06 1.89 0.71 0.42 
T 20 0 1.08 2.40 0.70 0.43 1.21 2.52 0.77 0.45 
T 20 80 1.12 1.77 0.77 0.46 1.13 1.85 0.79 0.50 
Table 5.2: Registration error as function of cut-off threshold and noise level, configura- 
tion 1. Gaussian noise with zero mean and standard deviation an E {O, 20,40,60,80} 
was added to the original grey-scale images in the client evaluation (E) and test (T) 
sets. -The errors are the mean (p) and median (v) Euclidean distances from the left and 
right groundtruth eye coordinates. The standard deviation (a) and the MAD scale es- 
timate (-; ) are also given. The robust loss function is the Tukey function with cut-off 
threshold u, E {4,20}. 
that a registration error of 1 "pixel" corresponds to 4 percent of the interocular dis- 
tance. For reference, the model and probe image resolutions are 47 x 40 (face only) 
and 144 x 180 (face and background), respectively. The meanand median registration 
errors for the client evaluation and test sets are listed in the first two rows of Table 5.2. 
As can be seen, the registration accuracy is somewhat lower on the evaluation set. 
This is mainly due to a higher proportion of slightly off-frontal images. In contrast, 
the test set images were all acquired at a later point in time which suggests that we 
are less sensitive to facial variations over time than to rotations in depth. The sen- 
sitivity of the robust correlation to pose changes is further discussed below. Finally, 
we note that, even though the gradient search succeeds in locating the optimum, it 
is not necessarily the case that the resulting transformation parameters will yield eye 
coordinates identical to the manually located ones. However, the error rates listed in 
Table 5.2 suggest that the chosen similarity measure is suitable for registration. 
We have also studied the impact of signal noise on the registration accuracy of the 
robust correlation. The objective of these experiments was to verify the robustness 
of the pairwise image matching. To achieve this, we added Gaussian white noise of 
varying standard deviation to the original grey-scale images prior to registration. An 
example image and the results after contamination are shown in Figure 5.4. As can be 
seen from Table 5.2, the registration method is remarkably robust against signal noise. 
The registration accuracy is maintained up to a relatively high level of noise (a = 60). 
In (Iordanoglou et al., 2000), we show that the robust correlation exhibits a similar be- 
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Figure 5-4: Gaussian zero-mean noise added to an example client image. Thestandard 
deviations (T, are 0 (the original image), 20,40,60 and 80. 
haviour when used for face recognition. For comparison, we have also performed two 
experiments with a cut-off threshold above the optimum value. The registration er- 
rors for this case are listed in the last two rows of Table 5.2. The high cut-off threshold 
means that the majority of the pixels will be given close-to-equal ýveight and, there- 
fore, this case effectively corresponds to a non-robUSt formulation. As expected, the 
registration accuracy is significantly worse. Finally, we note that the robustness is 
partly due to the smoothing process applied prior to the irnage subsarnpling. 
The mean and median registration errors give an indication of how the corresponding 
distributionsare positioned. However, it can also be useful to look at the corriplete dis- 
tributions as represented by the cLimulative histograms in Figure 5.5. In this case, we 
show the registration performance for both the clients and impostors. It is clear from 
these distributions that we register client images with a sigilificantly higher accuracy 
than impostor images. This is expected since we are using client-specific templates in 
the registration process. For verification, the low impostor accuracy is not necessarily 
a disadvantage since our primary objective is the correct alignment of images corre- 
-ientic identity claims. This issue is further discussed in Chapter 11. sponding to autl 
In Figure 5.6, we show two examples of successful client registrations. The left and 
right eye boxes were projected into the probe image using the transformation param- 
eters obtained from the robust correlation. The size and shape of each box indicate the 
type of the corresponding transformation. In the first example (Figure 5.6a), there are 
slight changes in the direction of gaze and facial expression. However, these variations 
do not pose any significant problems for the robust correlation and the eyes are suc- 
CeSSfUlly located. In the second example (Figure 5.6b), there is a change in the overall 
intensity level (the subject was suntanned when the model image was acquired) and 
facial hair is present in the probe image. None of these variations has any impact on 
the registration. In Figure 5.7, we show an example of an unsuccessful client regis- 
tration. In this case, the initialisation at the top level of the Gaussian pyramid failed 
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Figure 5.5: Registration performance of the robust correlation, configuration 1. The 
cumulative histograms of registration errors for the client and impostors in the (a) 
evaluation and (b) test sets are shown. The registration accuracy is measured as the 
Euclidean distance from the groundtruth eye coordinates. 
(the e es were matched with the hairline) and the gradient search did not manage to T 
recover from the unfavourable starting point. 
I 
We mentioned above that many of the registration problems are due to rotations in 
depth. It is therefore useful to investigate how the response of the similarity function 
varies with the pose. An experiment was performed with an image sequence of a 
rotation head (see Figure 5.8). In this sequence, the pose is varying from frontal to 
left (approximately 90 degrees), then back to frontal, right and, finally, back to frontal 
again. The sequence is correlated with three frames representing the frontal, left and 
right poses extracted from the same sequence. The results are shown in Figure 5.9 for 
different cut-off thresholds of the Tukey loss function. As expected, there is a distinct 
peak in the similarity score when the frame is matched with itself. Also, the change in 
similarity between consecutive frames is sometimes significant. This is partly due to 
the manual cropping of the original images, motion blur and, of course, a change in 
viewpoint. Finally, we observe that the dynamic range of the similarity score decreases 
with increasing thresholds. This is expected since a larger proportion of the pixels will 
be given a close-to-equal weight. 
0- 
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Figure 5.6: Examples of successful client registrations. The. size and shape of each box 
indicate the type of transformation (cf. the reference boxes in the upper left corner). 
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Figure 5.7: Example of an unsuccessful client registration. The size and shape of each 
box indicate the type of transformation (cf. the reference boxes in the Lipper left cor- 
ner). 
5.2 Concluding Remarks and Future Work 
In this chapter, we evaluated the registration performance of the robust correlation. 
In particular, we shoived that the prerequisites for a successful gradient search are 
present, i. e. the search space is sufficiently smooth to make the gradient search effec- 
tive. We also showed that the error in the parameter estimate decreases monotonically 
with the pyramid level. These results confirm that the search method is appropriate 
for the given task. Furthermore, the robustness of the approach was verified quanti- 
tatively by applying the robust correlation to images which had been contaminated 
with Gaussian noise. The registration accuracy was maintained lip to a relatively high 
level of contamination. We also carried out a qualitative analysis and presented ex- 
amples Of Successful and unsuccessful client registrations. In the former case, the eyes 
were accurately located despite changes in the facial appearance. Finally, we investi- 
gated how the response of the similarity function varies with the pose. As expected, 
the robust correlation measure is sensitive to pose changes and, to make the method 
viewpoint invariant, we therefore require a range of models representing different 
views. 
AlthOLIgh the present results are satisfying, we believe that the accuracy and efficiency 
of the robLISt Correlation can be fUrther improved. For example, we can apply a more 
sophisticated search I'lletholl SUch as the conjugate gradient method or the LeVenberg- 
Marquardt techrilque (Press ct al., 1992). Hov,, ever, iii the current approach, we take 
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Figure 5.8: Image sequence of rotation head. The images were manuallN, cropped from 
the original sequence of 159 frames. The frame number increases from left to right and 
from top to bottom. 
advantage of the fact that we are not solving a general optimisation problem. VVe 
can therefore adjust e. g. the step sizes for optimal performance which i-liak-es the sim- 
pie steepest descent an efficient and accurate method. Another tMllliýILIC Which also 
relics on the observation that we are repeatedly trying to solve siniil, ii- optimisation 
problems anti which inay prove useful in Our application was proposed by (Cootes 
ct al, 1998a) in the context of AAMs (see Section 1.2). In this approach, the relation- 
chip between the grey-level difference vector corresporiding to the current estimate of 
the transformation parameters and the required parameter change is learnt from the 
training data using multi-variate linear regression. In concluding the discussion of the 
search method, we note that many of the more se-vere mis-registrations are due to fail- 
ures in the initialisation. We therefore expect that a more robust initialisation routine 
(possibly using colour information) would lead to further irriprovements. 
Other extensions which could prove beneficial include more elaborate geometrical 
and photometrical models. For example, we can further refine the parameter estimate 
obtained from the robust correlation by applying a deformable template such as the 
one proposed by (Yuille, 1991) and later robustified bv (Hallinan, 1991). More gen- 
erally, we can apply a hierarchy of geometrical models of increasing complexity in 
a similar way to (Can ct al., 1999). The general idea is to reduce the computational 
requirements by starting with a low order model and a robust estimator with high 
breakdown point (e. g. the LMS estimator). Later on, tile complexity of the model is 
increased and a more efficient estimator is employed (e.,,; -in M t') ,, -estirtiator). As men- 
i 
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Figure 5.9: Similarity score as function of face pose. An image sequence with 159 
frames was correlated with frame 1 (frontal-view, top graph), 40 (left view, n-dd graph) 
and 130 (right view, bottom graph) from the same sequence. The robust loss function 
is the Tukey function and the cut-off threshold is u, =f1.0,2.0,3.0}. 
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tioned above, pose invariance can be achieved by registering the probe image with 
respect to several models representing different viewpoints. Also, it is fairly straight- 
forward to include colour information in the matching process. Given a metric for 
measuring the distance between two pixels in the colour space, the robust correlation 
can be applied without any significant modifications. Finally, if we use generic tem- 
plates as opposed to client-specific ones, we can apply the registration method to the 
recognition scenario. A promising approach which may be applicable here is based 
on synthetic discriminant functions and was proposed by (Brunelli and Poggio, 1997). 
In the following chapter, we motivate our approach to feature extraction and selection, 
and review related work on these topics. 
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Chapter 6 
Extraction of Facial Features: 
Motivation and Related Work 
In the foregoing chapters, we described various methods for detection, registration 
and normalisation of face images. Ideally, these techniques should provide face im- 
ages which are sanitised with respect to geometrical and photometrical changes in the 
acquisition process. The task of the feature extraction and selection methods is then to 
make the subsequent decision-making stage computationally feasible and effective by 
extracting the minimal subset of features which is necessary and sufficient to reliably 
discriminate between the different clients (and to reject potential impostors in the case 
of verification). However, the automatic registration and normalisation techniques do 
not always produce the desired output and another task of the feature extraction meth- 
ods is therefore to further enhance the representation to provide additional invariance 
against environmental changes during the biometric data acquisition. 
We present three different methods for the extraction and 
' 
selection of facial features: 
two linear subspace techniques employing principal component analysis (PCA) and 
linear discriminant analysis (LDA), respectively, and a simple method related to LDA 
but based on applying the decorrelation in a separate post-processing step. In Sec- 
tion 6.1, we motivate our approach to feature extraction and give a brief description 
of the different techniques. The following three sections (Sections 6.2,6.3 and 6.4) are 
devoted to related work on PCA, LDA and other subspace techniques for face rep- 
resentation, verification and recognition. In Chapter 7, we present the basic theory 
underlying our feature extraction methods including details about the construction of 
the linear subspaces. Finally, in Chapter 8, we present the results we have obtained on 
the extended M2VTS database, draw conclusions and discuss future work. 
The chapters on facial feature extraction and selection (Chapters 6,7 and 8) are par- 
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tially based on the publications Gonsson et al., 1999a; jonsson et al., 1999b; Jonsson 
et al., 2000b; Jonsson et al., 2000a; jonsson et al., 2000c). 
6.1 Why Linear Discriminant Analysis? 
As mentioned above, one objective of feature extraction is to make the subse- 
quent decision-making stage computationally feasible. This can be achieved by 
applying principal component analysis (also denoted the Karhunen-Loeve expan- 
sion (Karhunen, 1946) or the Hotelling transform (Hotelling, 1933)) as described 
by Golliffe, 1986). The projection of a registered and photometrically normalised input 
image into the PCA subspace (as determined by the first few principal components), 
yields a low-dimensional and decorrelated representation. This subspace representa- 
tion is optimal in the sense that the corresponding reconstruction minimises the least 
square error. The optimal nature of PCA has made the technique popular for repre- 
sentation and recognition of patterns and examples can be found in face representa- 
tion (Sirovich and Kirby, 1987; Kirby and Sirovich, 1990), detection (Turk and Pent- 
land, 1991), tracking (Black and Jepson, 1998) and recognition (Turk and Pentland, 
1991; Pentland et al., 1994). However, as can be seen from the two-dimensional ex- 
ample in Figure 6.1a, PCA does not preserve linear separability (see (Duda and Hart, 
1973) and (Belhumeur et al., 1997) for similar examples). This is because it maximises 
the sum of the between-class and the within-class scatter matrices (typically denoted 
the total scatter, see e. g. (Duda and Hart, 1973) and Section 7.1 for details) as opposed 
to the ratio between the two scatters which is the optimal criterion for linear class 
separability. Nevertheless, due to the widespread use of PCA in object recognition 
applications, we have chosen this method as a baseline for experimental comparison. 
An approach which is based on maximising the scatter ratio and which therefore pre- 
serves linear separability (see Figure 6.1b) is linear discriminant analysis, originally 
proposed by (Fisher, 1936) and described in (Duda and Hart, 1973). Although we can- 
not in general achieve the same degree of dimensionality reduction as with PCA, we 
can learn a projection which emphasises important attributes for discrimination and, 
at the same time, suppresses image areas corresponding to high within-class variabil- 
ity (see (Belhumeur et al., 1997) for a more in-depth discussion). Examples of phe- 
nomena which may cause this variability are self-shadowing, occlusion, facial defor- 
mations (e. g. facial expression changes) and specularities. Our application of LDA is 
based on two assumptions: the expected image variations are all present in the train- 
ing set and the linear transformation obtained with LDA provides a representation 
which is suitable for discrimination. Of course, there will be deviations from these 
assumptions and, in those cases, our approach is likely to fail. However, the results 
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Figure 6.1: The class separability of PCA and LDA. Example patterns of two classes 
projected onto the first basis vector of (a) the PCA subspace and (b) the LDA subspace. 
Note that linear separability is only preserved in (b). 
reported in Chapter 11 indicate that the linear learning scheme generates a representa- 
tion which is appropriate for face verification and recognition. The reader is referred 
to (Swets and Weng, 1996; Belhumeur et al., 1997; Zhao et al., 1998a; Liu and Wechsler, 
1998a; Li et al., 1999) for further examples of LDA applications within face recognition. 
For comparison, we have also evaluated a simple feature selection technique which is 
related to LDA. The main benefit of this method is that we can select discriminative 
features in the image space and then apply the robust correlation for verification. The 
similarity measure employed by the robust correlation does not distinguish between 
within-class and between-class variations which means that both clients and impos- 
tors may benefit from the robustness. However, the pixelwise feature selection allows 
us to concentrate on image areas which are important for discrimination and which 
are known to have a low within-class variance, and a high between-class variance. By 
evaluating the robust loss function in the selected image regions and using a low cut- 
off threshold, we can minimise the risk of suppressing between-class variations which 
may lead to an increase in the false acceptance rate. Assuming that the robust correla- 
tion is used for registration, the loss function has already been evaluated and we can 
simply sum up the responses over the selected image regions. This assumes, however, 
that the optimal cut-off threshold is the same for registration and verification. In any 
case, we avoid the projection required by the linear subspace techniques and the loss 
function can be efficiently evaluated on the low-dimensional representation provided 
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by the feature selection method. 
6.2 Related Work: Principal Component Analysis 
The very first application of PCA (in the context of face processing) was reported 
by. (Sirovich and Kirby, 1987). The primary objective of their study was to investi- 
gate the feasibility of representing faces in the PCA subspace. In their approach, nor- 
malised templates of the inner facial features (the eyes and the nose) are projected 
into the subspace using the standard technique detailed in Section 7.1. To measure 
the reconstruction quality, a subset of the original face ensemble is randomly selected 
and the average error is plotted versus the number of basis vectors (denoted eigenpic- 
hires here and eigenfaces in (Turk and Pentland, 1991), see below). From this analysis, 
Sirovich and Kirby make the observation that only a small number of basis vectors are 
necessary to provide an accurate reconstruction (as measured by the Euclidean norm) 
of the face images. Also, a similar study was carried out on images which were not 
used in the construction of the subspace including images captured under different 
illumination conditions. The results show that, although the reconstruction error is 
higher, the required number of basis vectors is still relatively low. 
In a later development, (Kirby and Sirovich, 1990) further improved the method by 
incl 
' 
uding mirrored versions of the original face images in the construction of the ba- 
sis. vectors. Intuitively, this should lead to a significant increase in the computational 
requirements since the size of the eigenvector problem grows quadratically with the 
number of ensemble images. However, Kirby and Sirovich present a technique for de- 
composing the eigenvector computations into two sub-problems, each with the same 
complexity as the original problem. The ensemble images are captured and photo- 
metrically normalised as described above. However, in this case, a larger proportion 
of the face is used including the cheeks and the forehead. In the experiments, one 
subspace is computed from the original set of face images and one from the extended 
set including the mirrored images. The results of a reconstruction analysis carried out 
on images excluded from the subspace computations show that the average error is 
lower for the latter subspace. 
Kirby and Sirovich showed that the PCA representation of face images is accurate and 
reconstructions which are both visually and numerically close to the original images 
can be obtained. (Turk and Pentland, 1991) took one step further and showed that 
the subspace representation can be used for the detection and recognition of faces. 
Their detection algorithm is based on scanning the input image and extracting boxes 
(possibly of several different sizes) which are then normalised and projected into the 
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subspace. The content of each box is then classified as "face" or "non-face" depending 
on the Euclidean distance to the space spanned by the eigenfaces. This distance mea- 
sure is typically referred to as the "distance-from-face-space" (DFFS). After detection, 
the face is recognised using a nearest neighbour classifier operating on the subsPace 
representation. The face is assigned to the nearest class as defined by the Euclidean 
distance. Experiments are carried out on face images captured under different illumi- 
nation conditions and with varying scale and orientation. Using only a small number 
of eigenspace coefficients, a high recognition rate is obtained despite changes in the 
illumination. However, the results indicate that the approach is (as expected) highly 
sensitive to changes in scale and orientation. 
Turk and Pentland also discuss a number of interesting extensions of the basic eigen- 
face recognition method. Firstly, if the face image is not sufficiently close to any of the 
pattern classes it can be assigned an "unknown" class. Later on, if several unknown 
faces cluster in the space spanned by the eigenfaces, a new class (without an associated 
identity) can be created automatically. Secondly, they propose an incremental update 
strategy to cope with variations which are difficult (or impossible) to model, e. g. those 
caused by facial hair and aging. The model update can be carried out either locally 
by adding more examples to the affected client classes or globally by recomputing the 
eigenfaces at regular intervals. 
The standard eigenface approach as described above is not invariant to changes in 
the viewpoint. However, (Pentland et al., 1994) developed two extensions of the ba- 
sic method which both feature viewpoint invariance. A number of face images are 
acquired for each person and viewpoint and these images are then segmented to gen- 
erate templates of the main facial features (the eyes, nose and mouth) including the 
whole face. In the first approach, one eigenspace is built for each feature but across 
viewpoints and the resulting basis vectors therefore encode both identity and view- 
point. In contrast, the second approach is based on generating one eigenspace for each 
combination of feature and viewpoint and the basis vectors therefore encode identity 
only. These two approaches are compared on the tasks of feature detection and recog- 
nition. In the former task, a distance map is generated for each eigenspace by scanning 
the input image and computing the DFFS value in each position. The facial features 
are then located by searching for prominent minima in these maps. In the latter task,, 
the face images are recognised using a nearest neighbour classifier applied to the Eu- 
clidean distance between the subspace representation of each image and the different 
client models. In both detection and recognition, the view-based approach outper- 
forms the combined method which is mainly due to the superior ability of the former 
method to accurately model the feature manifolds. Interestingly, the recognition per- 
formance is improved when the single-feature classifiers (including the whole-face 
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classifier) are combined which is consistent with the results obtained by (Brunelli and 
Poggio, 1993) (see Section 3.2 for details). Finally, a weighting scheme similar to the 
one proposed by Brunelli and Poggio is discussed. The contributions of the different 
feature classifiers can be weighted to reflect their general discriminability and stabil- 
ity as obtained from either psychophysical studies or a computational analysis of the 
training data. 
(Brunelli and Mich, 1996) described a PCA based system for browsing mug-shot 
databases and creating identikits (pictorial reconstructions of criminals). The database 
images are first registered using the eye detector proposed by (Brunelli and Poggio, 
1993) and then photometrically normalised. Eye, nose and mouth templates are ex- 
tracted from the normalised images and separate subspaces are built for each of these 
facial features. Starting with the mean face, a user of this system creates an identikit 
by adjusting the projection coefficients of the different facial features. To avoid arti- 
facts in the overlaying process, a blending technique based on computing a weighted 
average between a feature reconstructed from the coefficients and the background 
is employed. It is also possible to modify the face by warping the individual facial 
features and by displacing them in relation to each other. In this case, a tracking algo- 
rithm updates the projection coefficients to maintain a consistent representation in the 
corresponding subspaces. The system also supports browsing through a database of 
known criminals. Given an identikit, the database images are sorted according to their 
Euclidean distance from the reconstruction. An alternative function supports cluster- 
ing of the database images based on their similarities. The resulting tree structure can 
be traversed to find the desired person. 
6.3 Related Work: Linear Discriminant Analysis 
(Belhumeur et al., 1997) pioneered the use of LDA for face recognition and showed 
that the general approach is robust against changes in the illumination and facial de- 
formations (assuming that these variations are present in the training set). Their de- 
velopment starts from two observations. Firstly, if a surface obeys the Lambertian 
reflectance model, all images acquired from a given viewpoint will lie in a three- 
dimensional linear subspace independent of the intensity and direction of the light 
source. Secondly, facial surfaces are not truely Lambertian and self shadowing, spec- 
ularities and facial deformations will introduce non-linearities. Instead of explicitly 
modelling these deviations from the linear subspace, a learning technique based on 
Fisher's linear discriminant is applied. Facial areas of high variability are suppressed 
and the emphasis is put on stable areas important for discrimination. The superior 
performance of this method is established in a series of experiments using three other 
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standard techniques for benchmarking: a simple approach based on correlation, an 
eigenface method and a linear subspace technique. The fisherface method clearly out- 
performs the baseline techniques when both the illumination and the facial expression 
are varied. 
(Swets and Weng, 1996) compared PCA and LDA for face (and general object) recogni- 
tion using a self-organising hierarchical learning and inference framework. The pro- 
posed method is based on a decomposition of the recognition problem into smaller 
and more manageable tasks with the aim of improving the speed and accuracy of the 
decision-making process. This is achieved by building a tree structure in which each 
node is assigned a PCA or LDA subspace optimised for a subset of the training sam- 
ples. The algorithm starts by assigning a subspace computed from the whole training 
set to the root node. Then, in each iteration, the sample projections of the current node 
are partitioned among the child nodes of the next level and a separate subspace is built 
for each node. The algorithm continues in the same fashion and recursively builds a 
tree structure of subspaces. In classification, a probe image is assigned the class of the 
nearest subspace as defined by, a distance measure and obtained by traversing the tree 
starting from the root node. Apart from reducing the complexity of the recognition 
task to 0 (log n), the hierarchical learning method also improves the recognition rates. 
This is because the nodes at the lower levels of the tree are only responsible for a rel- 
atively low number of training samples and can therefore optimise the representation 
for those particular samples. The results of the comparison show that LDA is superior 
to PCA for recognition using the hierarchical tree approach. 
In face verification and recognition applications, the dimensionality of the feature 
space is typically high and the number of training samples is small. The resulting 
within-class scatter matrix used in the construction of the LDA basis vectors will there- 
fore be singular (see Section 7.1 for details). (Belhumeur et al., 1997) proposed a solu- 
tiop to this problem in which the images are first projected into the PCA subspace to 
reducd the dimensionality. The within-class scatter in this alternative representation 
space is non-singular which makes the solution of the generalised eigenvalue problem 
feasible. (Zhao et al., 1998a) argued that the PCA projection also improves the gener- 
alisation capabilities of the LDA approach (see also (Zhao et al., 1998b)). Two systems 
based on pure LDA and a combination of PCA and LDA, respectively, are compared 
on a large face database of registered and photometrically normalised images. Signifi- 
cantly lower error rates are obtained when the LDA basis vectors are derived from the 
PCA representation as opposed to the original intensity distributions. It is not clear, 
however, whether the inferior performance of the pure LDA based approach is due to 
worse generalisation capabilities or numerical instabilities. Finally, the combined ap- 
proach proved competitive in the FERET face recognition test as described in (Phillips 
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et al., 1998b). 
The performance of PCA based recognition systems typically peaks at a relatively 
low number of eigenvectors and the inclusion of additional basis vectors can actually 
worsen the results (see e. g. (Moon and Phillips, 1999) for an evaluation). The reason for 
this behaviour is that higher-order eigenvectors account for noise in the training sam- 
ples and will therefore not benefit the discrimination task. Since the standard LDA ap- 
proach (Belhumeur et al., 1997) operates in the PCA subspace, it is directly affected by 
the selection of the PCA basis vectors and the inclusion of "noisy" eigenvectors might 
lead to overfitting and consequently decreased generalisation performance. (Liu and 
Wechsler, 1998a) proposed two extensions of the standard LDA approach which ad- 
dress this problem. The objective of the first extension is to maximise the amount 
of image-space variance which is explained by the basis vectors while keeping the 
eigenvalues of the within-class scatter matrix (in the PCA subspace) above a certain 
threshold. The eigenvalue threshold prevents the inclusion of eigenvectors which are 
due to noise. The second extension is based on a decomposition of the LDA proce- 
dure (Fukunaga, 1991). A pre-whitening method is first applied to the within-class 
scatter and the samples are then projected into the subspace spanned by the dominat- 
ing eigenvectors of the resulting scatter. In a final processing step, the between-class 
scatter of the projected samples is diagonalised using PCA. The change of subspace 
before the application of PCA reduces the influence of noisy components. Experi- 
ments carried out on a large face database indicate that both of these extensions are 
superior to the standard LDA approach. 
From a theoretical point of view, the LDA basis should be superior to its PCA coun- 
terpart in verification and recognition applications since the former representation is 
optimised for discrimination whereas the latter is aimed at decorrelation and data re- 
duction. However, this performance advantage of the LDA basis is rarely reported 
in the literature and, typically, there is no significant difference between the two rep- 
resentations. (Li et al., 1999) suggested that this is partially due to sub-optimal im- 
plementations based on non-robust numerical algorithms for solving the associated 
eigenvalue problem. Three different algorithms are evaluated in the context of face 
verification: a method based on Cholesky factorisation and the QR algorithm, a tech- 
nique using the Kronecker canonical form and the QZ algorithm and an approach 
based on matrix transformation techniques. These algorithms are compared to the 
standard PCA based approach and the results obtained on a range of face databases 
show that the method using the Kronecker canonical form and the QZ algorithm is 
consistently producing lower error rates compared to the other candidates. Interest- 
ingly, the PCA based method is in several cases performing at the same level as the 
two inferior LDA methods. Similar results have been obtained in other studies (see 
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e. g. (Liu and Wechsler, 1998b)). 
6.4 Related Work: Other Feature Extraction Techniques 
A major limitation of the standard PCA technique is the global and non-topographic 
nature of the representation. An alternative and closely related subspace method 
which does not exhibit this limitation is the local feature analysis (LFA) technique pro- 
posed by (Penev and Atick, 1996). In this approach, a local and sparsely distributed 
representation is constructed from the global PCA basis vectors. This is achieved by 
computing a dense set of local feed-forward receptive fields which is optimised for 
the given training set and whose outputs are as decorrelated as possible. A neural 
network is then applied to reduce the dimensionality of the resulting representation 
and to further decorrelate the features. The number of active features is of the same 
order as the dimensionality of the PCA representation but the subset varies from one 
input image to another providing information about the spatial location of the input 
features. The experiments show that receptive fields are developed for the main facial 
features including the mouth, nose, eyebrows, jaw-line and cheek-bones. Only a few 
values are needed to accurately represent each facial feature and the LFA reconstruc- 
tions are both visually and numerically superior to their PCA counterparts. However, 
when background pixels of high variability are present these areas are densely sam- 
pled and it is not clear whether this will adversely affect the verification and recogni- 
tion performances. It is also shown that the method can be used for segmentation of 
roughly aligned faces. When the training images contain both face and background 
pixels, the majority of the features are located along the outline of the face and there- 
fore define a boundary separating the two areas. 
6.5 Concluding Remarks 
In this chapter, we motivated our approach to extraction and selection of facial fea- 
tures. We briefly described two linear subspace techniques based on PCA and LDA, 
respectively, and a simple method which applies the decorrelation in a separate post- 
processing step. The main benefit of the latter technique is that we can select discrim- 
inative features in the image space and then apply the similarity measure used by the 
robust correlation for verification. We also reviewed a number of related applications 
and extensions of PCA and LDA. In the following chapter, we present the basic theory 
underlying our feature extraction methods including details about the construction of 
the linear subspaces. 
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Chapter 7 
Extraction of Facial Features: 
Methods 
In this chapter, we present three different methods for the extraction and selection of 
facial features: two linear subspace techniques employing principal component analy- 
sis and linear discriminant analysis, respectively, and a simple method related to LDA 
but based on applying the decorrelation in a separate post-processing stage. We have 
carried out a number of experiments with these methods and the results are presented 
in Chapter 8. 
7.1 Principal Component and Linear Discriminant Subspaces 
The common objective of PCA and LDA, is to obtain a linear projection which maps 
the sample vectors from the high-dimensional input space to some low-dimensional 
feature space, the latter space being optimal with respect to some criteria. More for- 
mally, we are looking for a transformation matrix WOpT which will project our m- 
dimensional sample vectors xi, i=1, ---, q, xi E RI to an n-dimensional subspace: 
3,, = WT X, OPT (7.1) 
where yi, i=1, ---, q, yi E Rn are the transformed samples. In the case of PCA, the 
aim is to find the linear projection which is optimal with respect to dimensionality 
reduction and decorrelation. This can be achieved by maximising the total scatter of 
the projected samples. In the input space, the total scatter matrix is defined as: 
q 
ST ='-- L(Xi (Xi (7.2) 
i=l 
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where it is the grand mean of all sample vectors. Given a transformation matrix W, 
the total scatter of the projected samples becomes WT STW- The optimal linear pro- 
jectionWPCAis then obtained by maximising the following criterion function: 
JFCA (W) = IWT STWI (7.3) 
where I-I denotes the determinant. The orthonormal columns 01 WPCAare the eigen- 
vectorsOf STcorresponding to the n largest eigenvalues A. These can be obtained by 
solving the following eigenvalue problem: 
STWPCA - 
WPCAA 
=0 (7.4) 
In the context of face representation and recognition, the eigenvectorsOf STare typi- 
cally referred to as eigenfaces (Turk and Pentland, 1991). The classical representation of 
a face image is obtained by projecting it into the subspace defined by the eigenfaces 
(see Equation 7.1). 
In the case of LDA, the aim is to find the linear projection which is optimal with respect 
to discrimination rather than representation. This can be achieved by maximising the 
ratio of the between-class scatter and the within-class scatter of the projected samples. 
Suppose that we have k client classes Ci, i=k and 1i samples xij, j= 1i 
in class Ci. Then, in the input space, the between-class scatter matrix is defined as: 
SE, (7.5) 
where pi is the mean of class Ci. The corresponding scatter for the within-class case is 
defined as: k Ii 
SW =E E(X,, j _ ti)(X,, j tt, )T (7.6) 
i=1 j=1 
The sum of S,, and Sw equals the total scatter S, introduced in Equation 7.2. Given 
a transformation matrix W, the corresponding scatter matrices in the feature space 
are WTSEW and WTSwW. The optimal linear projection WL.,, is then obtained by 
maximising the following criterion function (the generalised Rayleigh quotient): 
DA 
(W) ý-- 
JWT SBWJ 
(7.7) IWTSWWI 
The columns Of WL,, Aare the generalised eigenvectors of S,, and S" corresponding to 
the n largest eigenvalues A. The associated eigenvalue problem is: 
SBWLDA - 
SWWLDAA 
=0 (7.8) 
In many pattern recognition applications including face verification and recognition, 
the dimensionality of the input space is typically high and the number of training 
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samples is low. This means that the within-class scatter matrix Sw will be singular 
and it is therefore possible to choose a transformation matrix W such that WTSWW 
will be exactly zero. This problem can be remedied by first projecting the samples into 
the PCA subspace to reduce the dimensionality. For this case, the criterion function 
becomes: 
IWTWT JLDA(W) "": PCASBWPCAWI (7.9) IWTWT 
PCASWWPCAWI 
whereWPCAis obtained as before. After solving the corresponding eigenvalue prob- 
lem, a face image can be projected into the combined subspace in the following way: 
,. =WT WT ýI LDA PCAXi (MO) 
In face verification and recognition, the columns Of WrCAWLDAare typically referred 
to asfisherfaces (Belhumeur et al., 1997). The projection of a face image into the system 
of fisherfaces corresponding to the largest eigenvalues yields a representation which 
emphasises the discriminatory content of the image. The solution of the generalised 
eigenvalue problem in Equation 7.8 is known but due to the high dimensionality many 
standard methods fail and the choice of a stable numerical algorithm is non-trivial. In 
our implementation of the. fisherface approach, we have chosen a robust method based 
on the Kronecker canonical form and the QZ algorithm described in (Li et al., 1999). 
In Chapter 11, we perform experiments with a different number of basis vectors taken 
from either the eigenface or fisherface systems. In the following, for the sake of nota- 
tional simplicity, we shall not distinguish between the two different basis systems, nor 
shall we explicitly denote the dimensionality of the representation space. The actual 
representation used will be clear from the experiment description. Thus, in each ex- 
periment we shall work with some transformation matrix W. A sample face image y 
will then be represented by a projection x obtained as x= WTy. Similarly, the client 
model Ilk will be projected into a vector Wk in the appropriate representation space. 
We have also evaluated a simple approach based on maximising a feature criterion 
related to the one used in LDA. However, in this case, we do not pool the within-class 
scatter matrices and the decorrelation is applied in a separate post-processing step. 
We define our feature criterion for class separability as: 
Ui(p) - Eli 
SB(p, p) 
where i=k and p=1, ..., m. Since we want to maximise the between-class 
scatter and, at the same time, minimise the within-class scatter, we are looking for 
local maxima in ui (viewed as a two-dimensional image). However, if we simply 
choose the features corresponding to the highest values, the resulting selection is likely 
to be highly correlated since our feature criterion does not consider the within-class 
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and between-class feature covariances (in the case of LDA, these are the off-diagonal 
entries of Sýv and SB). To avoid correlation due to spatial proximity, we apply a 
non-maximum suppression (or lateral inhibition) technique to the feature criterion ui I. 
Only features which are maxima in their local neighbourhood will be retained and 
subsequently considered for selection. 
7.2 Concluding Remarks 
In this chapter, we presented three different methods for the extraction and selection of 
facial features: two linear subspace techniques employing principal component analy- 
sis and linear discriminant analysis, respectively, and a simple method related to LIDA 
but based on applying the decorrelation in a separate post-processing stage. We have 
carried out a number of experiments with these methods and the results are presented 
in the following chapter. 
40, 
Chapter 8 
Extraction of Facial Features: 
Experimental Results 
In the previous chapter, we described three different methods for extraction and selec- 
tion of facial features. To illustrate the relative merits of these methods we have carried 
out a number of experiments and the results of these are presented in Section 8.1. In 
particular, we show the first few basis vectors and example reconstructions obtained 
with the linear subspace techniques (PCA and LDA). Also, we show the "most promi- 
nent" client features retrieved using the feature selection method which performs the 
decorrelation in a separate post-processing step. The experimental results presented 
here were all obtained on the extended M2VTS database. Finally, in Section 8.2, we 
draw conclusions and discuss future work. 
8.1 Results of Feature Extraction and Selection 
The first few eigenfaces, corresponding to the largest eigenvalues are shown in Fig- 
ure 8.1 for configuration 1 of the XM2VTSDB protocol'. These images were obtained 
by robustly mapping the eigenface values to the interval [0,255]: the values were 
scaled by a factor estimated from the truncated distribution of all eigenface values (the 
tails were discarded from the estimation to avoid low contrast due to outliers) and the 
zero point was shifted to the mid grey-level 127. Deviations from grey (both dark and 
bright regions) indicate high variance. As noted in (Kirby and Sirovich, 1990), we can 
always multiply an eigenvector with a scalar (e. g. -1) and the distinction between 
positive and negative (above and below 127) is therefore somewhat arbitrary. As can 
be seen from Figure 8.1, the first few eigenfaces encode variations due to changes in 
'The corresponding eigenfaces for configuration 2 are very similar and were therefore omitted. 
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the illumination and the hairstyle. Most of these variations are not directly related 
to the subject identities and studies have shown (see e. g. (Belhumeur et al., 1997)) 
that better recognition results can be obtained if these high-variance eigenfaces are re- 
moved from the representation. Also, some of these eigenfaces indicate that there are 
off-frontal views present in the training set. A rotation in depth (around the vertical 
centre axis of the head) results in an increased proportion of background pixels on the 
left or right hand side of the face. Even without such a rotation, there will be some 
non face pixels present in the registered image. However, since the background is a 
non- . : textured flat surface, this will only benefit the recognition: the transition between 
the iace and the background encodes the facial contour which is a powerful feature for 
discrimination (see e. g. (Belhumeur et al., 1997)). Looking at the last few eigenfaces, 
one can see that these encode variations due to the main facial features such as the 
eyes, eyebrows, mouth and nostrils. The corresponding fisherfaces are shown in Fig- 
ure 8.2. However, these are more difficult to interpret and there is no clear relationship 
between the basis vectors which can be verified visually. 
In Figure 8.3, we show a number of example reconstructions from the PCA sub- 
space corresponding to the different photometric normalisation techniques. These 
images were obtained by first projecting the normalised images into the PCA sub- 
space and then forming a linear combination using the projection coefficients and the 
high-variance eigenfaces. As expected, the first low-order reconstruction is similar to 
the global mean face and the client-specific features are not clearly visible. However, 
wheri additional eigenfaces are employed the resulting image resembles a smoothed 
(or fdiv-pass filtered) version of the original. An interesting feature in this specific 
example is the direction of gaze: the first reconstruction has a forward gaze whereas 
the latter ones have the correct side gaze. Clearly, the direction of gaze is one of the 
features which is encoded by high-order (or low-variance) eigenfaces. 
Some example LDA reconstructions corresponding to the different normalisation tech- 
niques are shown in Figure 8.4. The procedure is analogous to the PýZA reconstruction: 
the normalised images are first projected onto the fisherfaces and then reconstructed 
using the resulting projection coefficients. To be consistent with the PCA examples, we 
have used the same number of basis vectors where possible (the maximum number 
of fisherfaces is 199 since we have 200 client classes under the XM2VTSDB protocol). 
As expected, the LDA reconstructions are not as similar to the original images as their 
PCA counterparts. This reflects the different objective of LDA: instead of minimising 
the reconstruction error, we are emphasising facial attributes important for discrimi- 
nation. The LDA reconstructions can therefore be considered a form of caricature in 
which features contributing to the separation of the client classes are more heavily 
weighted. Further examples of reconstructions from the LDA subspace are shown in 
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(a) No normalisation: 0.16,0.12,0.07,0.07,0 0-1,0 (),,, 0,02,0.0-1 
4r 
(b) Zero nican and unit variance. (). 12,0.09,0.07,0.04,0.04,0.03,0.03,0.03 
Awl' jo 'k, 
(c) Histogram equalisation: 0.12,0.09,0.07,0.05,0.04,0.04,0.03,0.02 
Figure 8.1: The first eight eigenfaces computed from tile training Set as specified in 
configuration I of the extended M2VTS protocol. The photometric norinalisations are 
(a) no normalisation, (b) zero mean and unit variance and (c) histogram equalisation. 
The eigenfaces are ordered according to the magnitude of their corresponding eigen- 
values starting "'ith the most significant eigenface to the far left. The percentage of the 
total variance explained by each of the eigenfaces is also indicated. 
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(a) No normalisation: first 0.99, all others < 0.01 
(b) Zero mean and Ullit variance: 0.63,0.18,0.06,0.03,0.02,0.01,0.01,0.01 
(c) I listogram equalitation: first three 0.86,0.12,0.02, all others ý Wol 
Figure 8.2: The first eight fisherfaces computed from the training set as specified in 
configuration I of the extended M2VTS protocol. The photometric normalisations are 
(a) no normalisation, (b) zero mean and unit variance and (c) histogram equalisation. 
The fisherfaces are ordered according to the magnitude of their corresponding eigen- 
ValUes starting with the most significant fisherface to the far left. The percentage of 
the total variance explained by each of the fisherfaces is also indicated. 
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(a) No normaliý, ation: original, 20 W 70), 80 (O. Sl)), 140 
(b) Zero nican and unit variance: original, 20 (0.64), So ýO. Sw, 140 (0.92), 200 (0.95) 
(c) II istogram equa I isation: or igina 1,20 ý Ati 1), ýO. S4 1,1 -W (k) )I), 2oý) (t), o. 1) 1ý 
Figure 8.3: Example reconstructions fron-i the PCA subspace. The images are (from 
left to right) the original image after normalisation (if applicable) and the reconstruc- 
tions using 20,80,140 and 200 eigenfaces. The photometric normalisations are (a) no 
normalisation, (b) zero mean and unit variance and (c) histogram equalis'ation. The 
cumulative percentage of the total variance explained by the eigenfaces is also incli- 
cated. 
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Figures 8.5 and 8.6. In the second client example (Figure 8.5b), the deviating facial 
features (e. g. the nose and the face outline) are clearly visible in the reconstruction. In 
the impostor examples, we can observe the opposite phenomenon: since these sub- 
jects are not present in the training set, their discriminative features (e. g. the beard in 
Figure 8.6a and the eyes in Figure 8.6b) are not well represented in the reconstructions. 
An 
'e' 
xample feature selection obtained using the method based on separate decorre- 
lati 
' 
on (with feature criterion given in Equation 7.11) is shown in Figure 8.7c. In this 
casp,. the global registration was obtained automatically by first locating the faces in 
the training set using the robust correlation (version B, Section 4.1.9) and then apply- 
ing the graph reduction technique described in Section 4.1-8. The reference image was 
selected using the "maximum-average-score" approach. Given the registration, the 
most prominent features across all clients were retrieved by computing the average 
fealure criterion for each pixel and thresholding the resulting matrix (without apply- 
ing non-maximum suppression). The selection was then overlayed on the global mean 
image shown in Figure 8.7a. Note that the eyes, the nostrils and the mouth are densely 
sampled, supporting the hypothesis that these features are important for automatic, 
as well as human, face identification. 
8.2 Concluding Remarks and Future Work 
In fhi 
,s 
chapter, we showed the first few basis vectors and example reconstructions 
obiýined with the linear subspace techniques based on PCA and LDA. We also pre- 
sented the "most prominent" client features retrieved using the image-based feature 
selection method. The relative performances of the different feature extraction and 
selection techniques in the context of face verification and recognition are evaluated 
in the following chapters. In particular, we show that the LDA representation is supe- 
rior to its PCA counterpart, both in discriminating between the known clients and in 
rejecting potential impostors. 
There are several ways of improving the performance of the feature selection meth- 
ods presented in this chapter. For example, we can build separate subspaces for each 
of the main facial features which would allow us to more accurately model the lo- 
cal structures of the face with respect to both representation (PCA) and discrimina- 
tion (LDA). Also, we can make the feature extraction pose invariant by tessellating 
the view sphere and building a separate subspace for each view. The idea of using 
modular and view-based subspaces was explored in (Pentland et al., 1994) for PCA. 
Further improvements can be made by considering the two assumptions stated in 
Section 6.1: the expected image variations are all present in the training set and the 
8.2. Coiic]Li(-IiiigReiiiii-ksiii(IFtittireýVt)i-k 97 
(a) No no rma I isition: originil, 20,80,140,11)1) (, 111- (),! o) 
1: I¶z 14 
I 
1, 
Lt4 AA4 
(b) Zero nican and unit variance: original, 20,80,14(), 11)ý) (oll > (),! )! )) 
(c) Histogram equalisation: original, 20,80,140,199 (all > 0.99) 
Figure 8.4: Example reconstructions from the LIDA subspace. The images are (from 
left to right) the original image after normalisation (if applicable) and the reconstruc- 01 
tions using 20,80,140 and 199 fisherfaces. The photometric normalisations are (a) no 
normalisation, (b) zero mean and unit variance and (c) histogram equalisation. The 
Cumulative percentage of the total variance explained by the fisherfaces is also indi- 
cated. 
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(a) Client 00ý: original, 20,80,140,199 (all > 0.99) 
(b) Client 027: original, 20,80,140,199 (all > 0.99) 
FiL-Lire 8.5: Example client reconstructions from the LIDA subspace. The images are I-) 
(frorn left to right) the original image after normalisation and the reconstructions us- 
ing 20,80,140 and 199 fisherfaces. The photornetric normalisation is histogram eqUal- 
isation. The CLIMUlative percentage of the total variance explained by the fisherfaces 
is also indicated. 
linear transformation obtained with LIDA provides a representation which is suitable 
for discrimination. In a more general context (e. g. highly varying illumination), viola- 
tions of the firstassumption will be frequent unless we build the training set in a more 
systematic way by including samples to cover all of the expected variations (exclud- 
ing those whicli can be predicted by the learning method, see e. g. (Belhumeur et al., 
1997) for a discussion Of illumination invariance in linear SUbspaces). Violations of 
the second assumption can be addressed by applying other subspace techniques such 
-is the local feature analysis (Penev and Atick, 1996) or the independent component 
analysis (Corrion, 1994). An application of the former subspace method is reviewed in 
Section 6.4. 
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(a) Impostor 007: original, 20,80,140,199 (all - 0.99) 
(b) Impostor 070: origillill, 20,80,140,11)9 (ýill --0 ! )()) 
Figure 8.6: Example impostor reconstructions from the LIDA subspace. The images are 
(from left to right) the original image after normalisation and the reconstructions using n 
20,80,140 and 199 fisherfaces. The photometric normalisation is histogram equalisa- 
tion. The CUMUlative percentage of the total variance explained by the fisherfaces is 
al, , so indicated. 
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(a) Global mean 
I 
(b) Example client mean (c) Salient features 
Figure 8.7: Example feature selection obtained using the approach based on separate 
decorrelation. The images are (a) the global mean image p, (b) an example client mean 
image and (c) the global mean image overlayed with the thresholded average 
feature selection. 
Chapter 9 
Classification of Face Patterns: 
Motivation and Related Work 
In the foregoing chapters, we described feature extraction methods which provide 
subspace representations optimised for decorrelation, dimensionality reduction or 
discrimination. These methods make the subsequent decision-making stage compu- 
tationally feasible and effective by projecting the face images into a low-dimensional 
feature space which possibly emphasises facial attributes important for identification. 
The subsequent task of the biometric identification system is to classify the projected 
face image with the aim of verifying or recognising the client identity. To achieve 
this we need to find the subspace decision boundaries which separate the clients from 
each other, and from all potential impostors. Ideally, these decision boundaries should 
minimise the risk of mis-classification on previously unseen client face images. In the 
case of verification, we also need to establish the client-specific identification thresh- 
olds which control the trade-off between the false rejection and acceptance rates. These 
thresholds allow us to decide whether a claim is authentic or not, based on the distance 
between the projected face image and the decision boundary of the claimed identity. 
In the case of recognition, we do not use identification thresholds since we work with 
a "closed-universe model" (see Section 2.3.1). However, to allow comparison between 
distances to different client boundaries, we apply a client-specific normalisation pro- 
cedure. 
In our approach, the decision boundaries are learnt from the training data using the 
support vector machine algorithm. The motivations behind this approach and a gen- 
eral overview are given in Section 9.1. We also review a selection of recent applications 
and extensions of the SVMs which are related to our work on face identification. These 
methods are summarised in Section 9.2. In the following two chapters, we describe the 
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basic theory underlying the SVMs, the baseline techniques we have adopted for ex- 
perimental comparison and the procedures we have used to establish the verification 
thresholds and normalise distances. We also present results of verification and recog- 
nition experiments on the extended M2VTS database, draw conclusions and outline 
possible directions of future research. 
The chapters on classification of face patterns (Chapters 9,10 and 11) are partially 
based on the publications (jonsson et al., 1999a; jonsson et al., 1999b; Jonsson et al., 
2000b; Jonsson et al., 2000a; jonsson et al., 2000c). 
9.1 Why Support Vector Machines? 
In many pattern recognition applications including face verification and recognition, 
the dimensionality of the input space is high which means that a large number of 
samples is required to accurately model the pattern classes. However, the sampling 
process is typically limited by factors such as sampling cost, storage capacity and fre- 
quency of pattern occurrence. In the context of face identification, emphasis is placed 
on the latter problem since we are typically restricted to client samples acquired as 
part of the enrolment procedure. We therefore have to explicitly model the change 
in appearance over time or, alternatively, incrementally update the client model by 
acquiring complementary samples at regular intervals. The latter strategy effectively 
requires additional enrolment sessions since the client identity needs to be indepen- 
dently verified. 
The problem outlined above is typically referred to as "the curse of dimensionality" 
and it has been studied in the context of adaptive control processes (Bellman, 1961), ar- 
tificial neural networks (Bishop, 1995) and support vector machine classification (Vap- 
nik, 1995). Two obvious solutions are to either decrease the dimensionality of the pat- 
tern vectors or to increase the number of samples. (Duda and Hart, 1973) discuss the 
former strategy applied to the problem of covariance matrix estimation. The maxi- 
mum likelihood estimate of the sample covariance requires d+1 samples where d 
is the dimensionality of the input space. This is an algebraic requirement since any 
further reduction in the number of samples would result in a singular matrix. The 
singularity invalidates the operation of matrix inversion which is needed for the cal- 
culation of e. g. linear discriminants (see Chapter 7) or the Mahalanobis distance, a 
frequently-used distance measure in pattern recognition applications. However, the 
dimensionality can be reduced by applying feature selection techniques (Devijver and 
Kittler, 1982) or methods which decorrelate the representation (e. g. principal compo- 
nent analysis). Alternatively, we can assume that the within-class covariance matrices 
are essentially the same and pool the matrices across all pattern classes. 
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The alternative strategy is to increase the number of pattern samples. This approach 
was taken by (Kirby and Sirovich, 1990) (see Section 6.2) working in the field of face 
representation. An extended set of training samples is artificially generated by ex- 
ploiting the symmetrical nature of the face, i. e. by mirroring the original images with 
respect to the vertical axis. Although these patterns are not valid client faces, the clas- 
sification performance of the resulting system is improved. In the context of visual 
patterns, another way of increasing the number of samples is to acquire a sequence 
of images. For example, (Kwong and Gong, 1999) (see Section 9.2) systematically 
sampled faces undergoing pose changes with the aim of building a more accurate 
model of the three-dimensional facial appearance. Furthermore, image samples can 
be synthesised by interpolating between (or extrapolating beyond) the original sam- 
ples. For example, we can generate images of intermediate views by interpolating 
between the views of the training samples. This can be realised with (Vetter, 1996; Vet- 
ter and Blanz, 1998) or without (Ezzat and Poggio, 1996; Bichsel, 1996) an underlying 
three-dimensional model. 
In our application, it was not practically feasible to acquire additional samples and we 
did not consider the possibility of synthesising images. We were therefore restricted 
to the training samples provided in the extended M2VTS database. As described in 
the foregoing chapters, we have evaluated a number of techniques for dimensionality 
reduction. However, since we only have three samples per class (assuming config- 
uration one of the protocol), the required dimensionality is still high in comparison 
with the number of samples (see Chapter 11 for an evaluation of the relationship be- 
tween sample dimensionality and classification performance). We therefore depend 
on techniques which are less susceptible to the problem of small sample sizes in high- 
dimensional spaces. One such technique which has received significant attention over 
the last couple of years is the support vector machine. The reason why the SVMs are 
performing well is still an open research problem (Burges, 1998). However, their supe- 
rior generalisation performance on ill-behaved problems has been observed in numer- 
ous studies (see Section 9.2 for examples). Other benefits of the SVMs include efficient 
classification (Burges, 1996), guaranteed convergence to the global solution (cf. artifi- 
cial neural networks) and data reduction. The latter property is a consequence of the 
support vector learning algorithm. As described in Section 10, the SVM algorithm se- 
lects a subset of the training samples (denoted support vectors) which, together with a 
kernel function, uniquely define the decision boundary. Since the same solution is ob- 
tained if all other training samples are removed, we can represent our training set with 
a fraction of the samples. This may prove an important characteristic in an application 
with low storage capacity. 
In Chapter 11, we present the results of an extensive study of the SVM sensitivity to 
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various processes. In particular, we study the impact of the representation space, pho- 
tometric normalisation technique and registration accuracy on the SVM performance. 
Similar studies have been carried out in the context of face detection and recognition. 
Most notably, (Phillips, 1998) contrasted an SVM based face verification system with a 
standard eigenface method and the former was found to be significantly better. In this 
approach, a single SVM was trained to distinguish between the populations of within- 
client and between-client difference images, respectively, as originally proposed by 
(Moghaddarn et al., 1998). This method gives client non-specific support vectors. 
In contrast, we have adopted a client-specific solution which requires learning client- 
specific support vectors. However, this is not the main distinguishing feature of our 
work, it only reflects the choice of representation which is different from (Phillips, 
1998. ). Our primary motivation for carrying out a similar study was to establish why 
the performance of the SVM approach is superior. We want to investigate the inherent 
potential of the SVMs in extracting the relevant discriminatory information from the 
training data, irrespective of representation and pre-processing. In order to achieve 
this objective, we have designed experiments in which faces are represented in both 
the principal component and linear discriminant subspaces. The latter basis (fisher- 
faces) is used as an example of a face representation with focus on discriminatory fea- 
ture extraction while the former achieves simply data compression (see Section 6.1). 
As mentioned above, we also study the effect of image photometric normalisation on 
the performance of the SVM method. 
A number of criteria have been considered as a basis for the SVM approach evalu- 
ation, using other standard techniques as benchmarks. We have included as bench- 
mark verification and recognition methods not only the classical eigenface method 
with the LI norm and correlation coefficient, respectively, but also the fisherface tech- 
nique with the same two decision schemes. As criteria for evaluating the SVMs in 
relation to the benchmark methods we have concentrated on the following: ability to 
extract discriminatory information, robustness (sensitivity to input data conditioning) 
and performance in different identity classification scenarios (verification and recog- 
nition). These three criteria are expressed quantitatively in terms of the verification 
and recognition error rates. The results of the study are reported in Chapter 11. 
9.2 Related Work: Support Vector Machine Classification 
In recent years, the SVMs have been applied to a wide range of problems. Below 
we summarise a selection of example applications and extensions with an emphasis 
placed on developments which are related to our work. In particular, we review pa- 
pers on general issues such as how to reduce the computational complexity of the 
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SVM training procedure, extend the SVMs to the Multi-class pattern recognition case 
and incorporate prior knowledge. We also cover more application specific topics such 
as SVM based face detection and recognition. 
9.2.1 Applications of support vector machines: Object detection 
(Osuna et al., 1997) applied a modified SVM training algorithm to the problem of face 
detection. Training patterns are obtained by scanning the input images at several 
different scales and extracting sub-images representing faces and non-faces. These 
sub-images are then normalised by subtracting a best-fit plane and applying his- 
togram equalisation. The resulting patterns are processed by an SVM training al- 
gorithm which decomposes the quadratic programming QP) problem described in 
Section 10.1 into smaller tasks (see Section 9.2.3). This modification makes large-scale 
training feasible. Following the initial SVM training, images not containing faces are 
processed and the mis-classifications are used as negative examples for further train- 
ing sessions. The face detection system compares favourably with an implementation 
of (Sung and Poggio', 1994). The latter system uses the same pre-processing steps but 
the classification is carried out using neural networks instead of SVMs. 
The system described above can only cope with small rotations in depth. This prob- 
lem was addressed by (Kwong and Gong, 1999) who proposed a pose-invariant face 
detector based on a composite SVM classifier. It is observed that a single SVM cannot 
accurately model faces across different poses. This problem is remedied by combining 
an array of SVMs. ' each modelling a different segment of the view sphere. The SVMs 
are trained on patterns consisting of photometrically normalised images of faces and 
non-faces. The non-face examples are acquired using the same bootstrapping tech- 
nique as in (Osuna et al., 1997). In classification, the decision is taken by combining 
the outputs of the different SVMs. The system is also used for pose estimation by tag- 
ging the support vectors with pose information. A test pattern is then assigned the 
pose corresponding to the nearest support vector. 
9.2.2 Applications of support vector machines: Object recognition 
(Blanz et al., 1996) presented a rotation-invariant recognition technique applied to 
synthetic images of chairs. The computer generated images are represented by one- 
dimensional vectors obtained through a series of image processing operations. These 
include edge detection to preserve high-frequency information, subsampling to re- 
duce the computational complexity of the task and low-pass filtering to provide 
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some rotation invariance. The resulting set of images are then transformed to one- 
dimensional vectors and concatenated to form the training pattern. A Euclidean dis- 
tance classifier is compared to the SVMs on a set of test images of varying pose. The 
SVM based classifier is obtained by training one SVM for each object class and com- 
bining the outputs of the individual classifiers in the test phase. The experimental 
results show that the SVMs are superior to the Euclidean distance classifier (cf. results 
presented in Chapter 11). 
(Pontil and Verri, 1998) investigated how signal noise, spatial shifts and occlusion 
affect the performance of an SVM based object recognition system. One SVM is trained 
for each pair of object classes yielding a total of ! (2--11 different hyperplanes where n is 2 
the number of classes. In this application, a relatively large proportion of the training 
patterns end up as support vectors. This is mainly due to a low number of samples 
per class in combination with a dimensionality. As mentioned in Section 9.1, empirical 
evidence show that the SVMs perform well for this type of ill-posed problems. In the 
test phase, images are corrupted by adding noise, changing the spatial position of the 
object and occluding parts of the image. The degraded objects are then recognised 
by combining the outputs of the different classifiers using a voting scheme similar to 
a tennis tournament. The results show that the SVMs are robust against zero-mean 
random noise, small displacements and partial occlusions. It is also shown that the 
SVMs compare favourably with a system based on perceptrons. The main reason 
for the superior performance of the SVMs is the larger margin leading to a smaller 
generalisation error. 
The solution of the QP problem defines an optimal hyperplane separating the train- 
ing patterns of the two classes. This hyperplane maximises the margin and, therefore, 
minimises the generalisation error. However, in many applications we do not need 
such a general solution and we are only interested in minimising the number of mis- 
classifications on a particular test set. With this type of applications in mind, (Vapnik, 
1998) developed the transductive SVMs (TSVMs). The objective of the learning algo- 
rithm is now to find a labelling of the test patterns and a hyperplane which separates 
both the training and the test patterns with maximum margin. (Joachims, 1999) ap- 
plied the TSVMs to the problem of text categorisation. Documents are represented 
by frequency tables listing the number of occurrences of each word. This problem 
is characterised by a high dimensionality (the number of words that can exist in the 
documents under consideration) and sparse data vectors (only a small subset of all 
possible words are present in a given document). Also, in the applications considered 
here (filtering of internet news articles, reorganisation of document collections etc), 
the training set is typically small and the test set large. By analysing the location of the 
test patterns, the TSVMs can exploit prior knowledge such as co-occurrence patterns 
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(in a given type of document, some word combinations are more likely than others) 
leading to superior classification performance. However, it is also shown that, when 
the size of the training set increases, the difference between the standard SVMs and 
the TSVMs decreases. 
9.2.3 Extensions of support vector machines 
Incorporation of prior knowledge. In their original formulation, the SVMs cannot 
incorporate prior knowledge of the problem. This inherent deficiency can be ad- 
dressed by explicitly encoding the knowledge in the algorithm. However, depending 
on the particular machine and the type of invariances, the complexity of this task can 
be high. A much simpler technique is to generate artificial training patterns using the 
invariance transformations. This technique can be easily implemented for any ma- 
chine and type of invariance. However, a major disadvantage is the increased training 
time due to more samples and correlations between samples. A solution combining 
the benefits of both strategies was proposed by (Burges and Sch6lkopf, 1997). The 
invariance transformations are applied to the support vectors obtained through stan- 
dard SVM training. The, resulting set of vectors, denoted virtual support vectors, are 
not support vectors in the original sense and do not correspond to samples in the 
training set. However, they are localised close to the original support vectors and they 
encode known invariances. These two properties have a positive influence on the 
classification performance and the re-trained system using the virtual support vectors 
outperform standard SVM classifiers. , 
The approach outlined above reduces the generalisation error but it also increases the 
classification time. Since the virtual support vectors are positioned in the proximity of 
the original support vectors, many of these will end up as support vectors in the re- 
trained machine. Depending on the invariance transformations, the number of virtual 
vectors can significantly exceed the number of original vectors. This problem can be 
remedied using another technique proposed by (Burges and Sch6lkopf, 1997). The vir- 
tual support vectors are replaced by another set of vectors denoted a redliced set. The 
basic idea is to minimise the number of vectors used in the classification while main- 
taining the generalisation performance. This is achieved by minimising the Euclidean, 
distance between the exact value of the decision function and the value obtained us- 
ing the reduced set. The optimisation is carried out using an unconstrained conjugate 
gradient method. The resulting system performs at a similar level to the virtual SVM 
but the classification time is significantly reduced. 
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Computational complexity. The QP problem grows with the square of the number 
of training patterns. Since many standard QP solvers require the data structures to be 
memory resident this performance characteristic prohibits the solution of many large 
scale problems (e. g. face recognition applications with a database size exceeding 103 
or 104). (Joachims, 1998) (see also (Osuna et al., 1997)) proposed a technique in which 
the QP problem is decomposed into a series of smaller tasks. each with memory re- 
quirements linear in the number of training patterns and in the number of support 
vectors. In each iteration, the variables of the QP problem are split into two sets: a set 
of free variables which may change and a set of fixed variables. The size of the former 
set, the working set, is significantly smaller than the number of training patterns. The 
rate of convergence is highly dependent on the selection of the working set. Conse- 
quently, if the optimal set is chosen in each iteration, the total number of iterations will 
be minimal leading to a reduction in the execution time. This decomposition scheme 
was used in our experiments reported in Chapter 11. 
Multi-class support vector machines. In their original formulation, the SVMs are 
binary classifiers. The solution of the QP problem defines a hyperplane separating 
training patterns of two different classes. However, there are two simple approaches 
for extending the SVMs to n-class decision tools. In the first approach, we build one 
SVM for each class by finding the optimal hyperplane separating the training patterns 
of a given class from the patterns of all other classes. Typically, a majority vote is then 
applied to fuse the results of the n classifiers. The one-against-all approach is the most 
commonly used technique and an example application can be found in (Blanz et al., 
1996) (see Section 9.2.2). An alternative approach is to build one SVM for each pair of 
classes. This yields hyperplanes, each separating training patterns of one class 2 
from patterns of another class. The decision is again taken using a voting scheme. This 
one-against-one approach was used by (Pontil and Verri, 1998) in an object recognition 
application (for details see Section 9.2.2). Attempts have also been made to extend the 
basic theory of the SVMs to the n-class case. An example based on a generalisation of 
the optimisation problem can be found in (Weston and Watkins, 1998). Finally, in our 
experiments (see Chapter 11), we have applied the one-against-all technique in which 
one SVM is built for each client, using the other clients as impostors. 
Weighting of false positives and negatives. In many applications, the ability to con- 
trol the balance between false positives and false negatives is important. This is not 
possible in the original formulation of the SVMs and (Veropoulos et al., 1999b) there- 
fore proposed an extension featuring different loss functions for positively and nega- 
tively labelled patterns. As shown in Section 10.1, the objective function of the SVM 
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learning algorithm is: 
1 pW112 + C(Eý, )k 
i 
(9.1) 
where C is a factor controlling the cost of mis-classification. This function can be 
generalised to incorporate label-specific costs: 
1 pW112 + C+(EC, )k + C- (1: (9.2) 
By varying C+ and C- we can explicitly control the sensitivity of the SVM to false 
positives and false negatives. Using the modified objective function, we obtain a de- 
cision boundary which is more distant from the samples of the "'critical" class than 
from the samples of the other class. This weighting scheme was used in a system 
for medical decision support developed by (Veropoulos et al., 1999a). The aim is to 
automatically identify tubercle bacilli in images captured using an epi-flourescence 
microscope. The images are processed by an edge detector and the different regions 
are labelled and possibly removed depending on size. The boundaries of the different 
objects are linked and shape descriptors are extracted based on normalised Fourier 
coefficients. These shape patterns are then classified with high accuracy using the 
modified SVM. 
9.3 Concluding Remarks 
In this chapter, we motivated our approach to classification of face 
' 
patterns. In par- 
ticular, we discussed the problem of small sample sizes in high-dimensional feature 
spaces, the relative merits of the SVM approach to face identification, and the objec- 
tives of our study. We also reviewed a selection of recent applications and extensions 
of the SVMs which are related to our work on face verification and recognition. In the 
following chapter, we describe the basic theory underlying the SVMs and the baseline 
techniques we have adopted for experimental comparison. We also detail the proce- 
dures used to establiýh the verification thresholds and normalise distances. 
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Chapter 10 
Classification of Face Patterns: 
Methods 
In this chapter, we describe the classification methods which we have adopted for our 
study. The basic theory of the support vector machines is outlined in Section 10.1. We 
illustrate the theoretical concepts by showing a set of example decision boundaries 
for the two-dimensional case. For comparison, we have evaluated two frequently- 
used decision rules based on the Euclidean distance and normalised correlation. The 
details of these classification tools are given in Section 10.2. We have adopted a client- 
specific approach to face identification and we therefore derive separate verification 
thresholds for each client. The associated procedure is described in Section 10.3. In 
recognition, we do not use decision thresholds since we work with a "closed-universe 
model" (see Section 2.3.1). However, to allow comparison between distances or scores 
obtained on different client boundaries, we apply a client-specific normalisation pro- 
cedure. Again, the details are given in Section 10.3. 
10.1 Support Vector, Machines: The Basic Theory 
In this section, we briefly present the basic theory underlying the classification tools 
known as support vector machines. The reader is referred to the tutorial by (Burges, 
1998) for a more comprehensive introduction in the context of pattern recognition. The 
SVMs are based 'on the principle of structural risk minimisation as originally intro- 
duced by (Vapnik, 1979; Vapnik, 1995). Assume that we have acquired I observations 
(Xi, yi), i=I where xi E R' is a pattern and yi EI-1, + 11 is the corresponding 
label. These are drawn from some unknown probability distribution P(x, y). Ideally, 
ill 
112 ChapterlO. Classification of Face Patterns: Methods 
we seek to minimise the expected or actual risk defined asl: 
1 
R(a) =fj ly -f (x, a) ldP(x, y) (10.1) 
where a is a set of parameters defining the trained machine and f (x, a) a function 
providing a mapping from patterns to labels. Since P(x, y) is unknown we cannot 
compute R(a). However, using our observations sampled from P(x, y), we can deter- 
mine the mean error rate or the empirical risk: 
I 
Remp (Cc) 
2 
jyj -f (xil a) 1 (10.2) 
where the term I-f (xi, a) I is called the loss. Using the empirical risk we can 2 
IM 
establish a bound on R(a). If we choose some 77 such that 05 77 :ý1, then, with 
probability I- 77, the following bound holds(Vapnik, 1995): 
R(a) < R,,,, p (a) + 
h(log(21/h) + 1) - log(, q/4) (10.3) 
vI 
where h is a non-negative integer called the Vapnik Chervonenkis (VQ dimension. 
This. quantity is defined as the maximum number of patterns which can be correctly 
labelled by a given set of functions {f (x, a) I (independent of labelling). The second 
term on the right hand side of Equation 10.3 is typically referred to as the VC confi- 
dence and is a monotonically increasing function of h. 
The Principle of structural risk minimisation can be formulated directly in terms of 
the bound on the expected risk. Given a set of functions ff (x, a) I and some fixed 
sufficiently small 77, we choose the machine which minimises the right hand side of 
Equation 10.3. This machine gives the lowest upper bound on the expected risk. The 
procedure amounts to dividing the set of functions {f (x, a) I into nested subsets (re- 
ferred to as a stritchire) depending on their respective VC dimensions. We then train 
a machine for each subset, with the objective of minimising the empirical risk, and 
choose the machine whose sum of empirical risk and VC confidence is minimal. 
As a starting point, assume that the patterns are separable by a linear function. We 
will later generalise this to the non-separable and the non-linear cases. The objective 
of the SVM algorithm is to find the hyperplane in the set of separating hyperplanes 
which provides the "best" generalisation capabilities. This optimal hyperplane is the 
one which maximises the sum of the distances to the closest positive and negative 
patterns, a quantity referred to as the margin. Given the equation of the hyperplane 
w-x+b=0 where w is normal to the plane, this optimisation problem is equivalent 
to minimising 1 JJwJJ' subject to constraints 2 
yi(xi. w+b)-1>0 Vi (10.4) 
'The notation follows the one in (Burges, 1998). 
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This is a quadratic. programnung (QP) problem and can be solved, by standard tech- 
niques. The patterns for which the equality in Equation 10.4 holds are denoted support 
; i6ther define the ci'i boýuitýary and ill oth& patter mectors., These samples'tc de's on ns 
can be removed without affecting the solution.. Given the optimal hyperp ane, a new 
ipattern can be classified using the'decision functionýsg x+ b). 
-x 
, Togeneralise thý concepts presented above to'the non-separable case" we introduce 
sitive slack var'ia-bie'! s ýi; " i'=-- I, I in the constraints:, ý 
ýr b, +1 for. Yi +1 (10.5) 
-1 + +'b < for., -:, yi'= -1 (10.6) 
0 Vi (10.7) 
The objective function to be minimised is now 1W 
112 +C (Z, k where C is a user- 2 
controlled parameter stating the cost of mis-classification. For k=1,2, this optimisa- 
tion task is also a QP problem. 
In the training phase, the patterns only appear in the form of dot products xi - xj. This 
observation is the basis for the extension to the non-linear case. Using special kernel 
functions, we can map the training patterns to a high-dimensional space W (typically 
referred to as thefeature space) in which they are linearly separable. The kernel func- 
tions K (xi, xj) = -(D (xi) - -1) (xj) enable us to work in the low-dimensional input space 
, C, without knowing the explicit mapping 
function -(P :C '-+ W. The kernel func- 
tions evaluated in Section 11 are linear, polynomial and radial basis functions (RBFs) 
defined as 
K(xi, xj) = xi - xj (10.8) 
K(xi, xj) = (xi - xj + 1)d (10.9) 
K(xi, xj) = e-Il'i-'j 
112/2a2 (10.10) 
where d and a are user-controlled parameters. To simplify the notation and to be 
consistent with the results presented mi Chapter 11, the RBF kernel will be expressed 
as K(xi, xj) = exp(--t 11 xi - xj 111) wherey = 1/2a2. 
To illustrate the concepts of linear and non-linear decision boundaries, two simple 
two-dimensional examples are shown in Figure 10.1. The positive and negative train- 
ing patterns are represented by red and blue dots, respectively, and their distances 
from the decision boundary is given by the intensity of the background colour. The 
subset of patterns selected as support vectors by the SVM training algorithm are high- 
lighted by an extra circle. As can be seen from Figure 10.1, these samples are com- 
pletely separable and the QP problem with the original constraints given in Equa- 
tion 10.4 is solvable. Four examples of the non-separable case are shown in Figure 10.2. 
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0 
0 
0 
0 
(a) Linear (b) Non-linear 
Figure 10.1: Example SVM decision boundaries, separable case: (a) linear kernel (C 
10) and (b) non-linear kernel (RBF, C= 1000, ^ý = 1.0). 
The cost of mis-classification, the C parameter, is varied and the mis-classified pat- 
terns are highlighted with a cross. As can be seen in Figure 10.2, a decrease in C 
results in a less complex decision boundary but also an increase in the number of mis- 
classifications. Finally, four examples showing the impact of the RBF parameter -Y on 
the shape of the decision boundary and the number of mis-classifications is shown in 
Figure 10.3. An decrease in ^f (corresponding to a "stiffer" kernel) results in a worse 
fit and an increased number of mis-classifications. 
10.2 Euclidean Distance and Normalised Correlation 
For comparison, we have evaluated two standard decision rules based on the Eu- 
clidean distance and non-nalised correlation. These classifiers provide the baseline 
performance from which we can evaluate the SVMs. The details of the decision rules 
are presented below. For completeness, we also give the definition of the Mahalanobis 
distance which has been used extensively in the face recognition literature. 
Euclidean distance. The most commonly-used decision rule is based on the Eu- 
clidean distance between the sample projection x and the projection of the k-th client 
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(a) C 10' (b) C 10' 
(C) C 104 (d) C 102 
Figure 10.2: Example SVM decision boundaries, non-separable and non-linear case: 
(a) C= 108, (b) C= 106" (C) C= 104 , and (d) C= 
102. In all cases, an RBF kernel was 
used with -y = 1.0. 
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W- 
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(a) 10.00 (b) -y 1.00 
40 40 
0 
0 
00 00 0 
0 0 
0 0 C 0 
(C) 0.10 (d) 0.01 
Figure 10.3: Example SVM decision boundaries, non-separable and non-linear case: 
(a) -y = 10.00, (b) -y = 1.00, (c) -y = 0.10, and (d) 0.01. In all cases, an RBF kernel 
was used and C= 1000. 
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mean 14k: 
dE (X) t1k) -"": Vr(X - Pk)7(X - Ak) (10.11) 
In verification, the identity claim is accepted if d. E (x, pk) is below a threshold 7*Ek- 
Otherwise it is rejected. 
Normalised correlation. Alternatively, the decision *can be based on the correlation 
score: 
dc (x, Ak) -ý 
IX T Ad 
(10.12) IXIIAkI 
In the case of the correlation measure, the identity claim is accepted if dc(Xv. "k) ex- 
ceeds a pre-specified threshold TCk- 
Mahalanobis distance. Assuming that the samples are normally distributed, the op- 
timal decision rule is obtained from the Mahalanobis distance (Duda and Hart, 1973): 
dm (x, Pk) -' 
(X - tik )TE k 
1(X 
- 14k) 
where Ek is the covariance matrix of class k. Similarly to the Euclidean distance, 
the identity claim is accepted if dm (x, YJ is below a threshold TAlk- Otherwise it is 
rejected. In our application, the main drawback of this decision rule is the dependency 
on the class covariance matrix. As mentioned in Section 9.1, the maximum likelihood 
estimate of the covariance requires d+1 samples where d is the dimensionality of 
the input space. Since we only have three samples per class (in configuration 1 of 
the extended M2VTS protocol) and since the dimensionality is of the order 102, the 
covariance matrix will be singular which invalidates the inversion operation. 
10.3 - Client-Specific 
Thresholds 
The client-specific threshold rk is determined using an independent evaluation set. 
Given the mean Ak and the standard deviation O'k of the impostor distances in the 
evaluation set, the threshold is computed as 
Tk ýý ilk + ý' * ak (10.14) 
where -r is a global threshold. In the case of recognition, there are no thresholds in- 
volved but the distances are normalised in a similar client-specific way: 
d, 
d-Pk 
aA., 
where d and d,, are the original and normalised distances, respectively. 
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10.4 Concluding Remarks 
In this chapter, we described the classification methods we have adopted for our study. 
In particular, we presented the basic theory underlying the SVMs and we illustrated 
the theoretical concepts by showing a set of example decision boundaries for the two- 
dimensional case. Furthermore, we detailed the baseline techniques we have chosen 
for experimental comparison, i. e. the decision rules based on the Euclidean distance 
and normalised correlation. We also presented the method used for deriving client- 
specific thresholds and the corresponding normalisation procedure employed in the 
recognition scenario. In the following chapter, we apply the decision rules presented 
here to the tasks of face verification and recognition. The results of an extensive study 
of the SVM sensitivity to various processes are detailed. 
Chapter 11 
Classification of Face Patterns: 
Experimental Results 
In this chapter, we present the results of an extensive study of the SVM sensitivity to 
various processes. In particular, we study the impact of the representation space, pho- 
tometric normalisation technique and registration accuracy on the SVM performance. 
As described in Section 9.1, our primary motivation behind this study was to estab- 
lish why the performance of the SVM approach is superior. We want to investigate the 
inherent potential of the SVMs in extracting the relevant discriminatory information 
from the training data, irrespective of representation and pre-processing. In order to 
achieve this objective, we have designed experiments in which faces are represented 
in both the principal component and linear discriminant subspaces. A number of cri- 
teria have been considered as a basis for the SVM approach evaluation, using other 
standard techniques as benchmarks. We have included as benchmark verification and 
recognition methods not only the classical eigenface method with the L2 norm and 
correlation coefficient, respectively, but also the fisherface technique with the same 
two decision schemes. As criteria for evaluating the SVMs in relation to the bench- 
mark methods we have concentrated on the following: ability to extract discrimina- 
tory information, robustness (sensitivity to input data conditioning) and performance 
in different identity classification scenarios (verification and recognition). These three 
criteria are expressed quantitatively in terms of the verification and recognition error 
rates. 
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11.1 Verification performance: Semi-automatic registration 
We have carried out a number of verification experiments on images which have been 
registered using the semi-automatic method presented in Section 4.2. We started by 
establishing the optimal PCA and LIDA subspace dimensionalities and the SVM ker- 
nel parameters. As discussed in Section 9.1, a low dimensionality is desired to reduce 
the impact of the "curse of dimensionality" which may affect the verification perfor- 
mance adversely. Also, there are practical considerations involved such as computa- 
tional complexity and storage capacity. The optimal dimensionalities for the PCA and 
LDA subspaces were determined experimentally. The results of the PCA experiments 
are listed in Table 11.1. The corresponding verification rates for the LIDA subspace 
will be reported elsewhere (Li, 2000). However, the results suggest that the optimal 
dimensionality equals the maximum number of fisherfaces. In the extended M2VTS 
database, we have 200 client classes and the total number of fisherfaces is therefore 
199. 
The results reported in Table 11.1 were obtained by first determining the client-specific 
verification thresholds (see Section 10.3) and the corresponding FA and FR error rates 
on the evaluation set. We then determine the FA and FR rates on the test set corre- 
sponding to the EER threshold on the evaluation set. The same procedure has been 
used in all of the verification experiments reported in this section. In Table 11.1, we 
also, list the cumulative percentage of the total variance explained by the selected 
eigenfaces, the average number of support vectors per client and the norm of the 
weight vector w (see Section 10.1). In the linearly separable case, the latter quantity 
is inversely proportional to the margin of the separating hyperplane and the support 
vector algorithm therefore aims to minimise JJW112. As can be seen from Table 11.1, 
the norm of the weight vector has stabilised at 200 eigenfaces which parallels the be- 
haviour of the verification performance. However, it is not clear whether we can com- 
pare the norm JJwJJ across feature spaces of different dimensionalities. In any case, 
since the verification error reaches its minimum at this dimensionality, we choose to 
represent our face images in this subspace. Of course, for optimal performance, the 
RBF kernel parameter should be adjusted for each dimensionality. However, the re- 
sults reported in Table 11.3 show that the error rates do not vary significantly with 
the width of the Gaussian kernel. The results presented here were obtained on regis- 
tered images which had been photometrically normalised using histogram equalisa- 
tion. The reader is referred to Appendix B for results obtained with other normalisa- 
tion techniques. Finally, we also present results of experiments aimed at establishing 
the optimal SVM kernel parameters. In our study, we have used the linear, polyno- 
mial and RBF kernels and the latter two have one free variable each. The error rates 
listed in Tables 11.2 and 11.3 show that, within each normalisation, the variations are 
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mostly insignificant. We therefore choose to fix these parameters in the subsequent 
experiments to d=2 and -y = 0.01 for the polynomial and RBF kernels, respectively. 
We have performed a number of experiments with the different decision rules (Eu- 
clidean distance, normalised correlation and SVMs), subspaces (PCA and LDA) and 
photometric normalisation techniques (no normalisation, zero mean and unit vari- 
ance, and histogram equalisation). The results of these experiments are presented in 
Tables 11.4 and 11.5 for the PCA and LDA subspaces, respectively. There are a number 
of observations which can be made independently of the decision rule, subspace and 
normalisation technique. Firstly, looking at the relative performance characteristics of 
the two protocol configurations, we see that, without exception, the verification per- 
formance (as measured by the EER on the evaluation set and the WE on the test set) is 
higher for configuration 2. This is true for both the evaluation and test sets. Secondly, 
in the majority of the cases, we are better at predicting the test set performance of the 
impostors than the clients. For example, the average increase in FA from the evalu- 
ation set to the test set is 18 percent for configuration 1 and the PCA subspace. The 
corresponding decrease in FR is 32 percent. This is partly due to the thresholding tech- 
nique. Since we only have three client scores, it is difficult to draw any conclusions 
about the client distribution. We therefore discard these scores and determine our 
thresholds from the impostor distribution only. However, in some cases, the resulting 
thresholds are too conservative which, to some extent, explains the unbalanced pre- 
diction. Another reason can be found in the design of the protocol and the acquisition 
of the images. In configuration 1, the evaluation set consists of images from the second 
shot only. These images were all acquired from the middle of the rotation sequence 
and, in comparison with the training and test sets, a relatively high proportion of the 
images are slightly off-frontal. In configuration 2 on the other hand, the images in the 
training, evaluation and test sets are equally distributed over the two shots and the 
prediction of the FA and FR rates is therefore more balanced (the increase in FA is 22 
percent and the decrease in FR is 27 percent). 
Looking at the impact of photometric normalisation in the PCA subspace, we see that 
the verification performance of the baseline techniques (Euclidean distance and nor- 
malised correlation) increases monotonically with the data quality (no normalisation, 
zero mean and unit variance, and histogram equalisation). In the case of the SVMs, 
the performance is very similar on unnormalised images and images which have been 
processed with the zero-mean method. However, when histogram equalisation is ap- 
plied the error rates drop significantly. Similar results have been obtained by (Evge- 
niou et al., 2000) in the context of face detection and (Phillips, 1998) in face verification 
and recognition. In the LDA space, we can observe similar relationships for the nor- 
malised correlation and the SVMs but the performance of the Euclidean distance does 
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Dim Var I SV 11WIl Evaluation set I 
Thr EER 
Test se I 
FA IFRý 
7WE] 
20 63.1 13.0 47.3 3.96 5.63 6.54 5.50 6.02 
40 74.7 16.4 35.1 4.20 4.03 4.86 3.50 4.18 
60 80.6 18.2 31.6 4.33 3.33 4.14 3.25 3.69 
80 84.5 19.6 29.9 4.42 2.83 3.71 3.25 3.48 
100 87.3 20.5 28.8 4.44 2.83 3.66 2.75 3.20 
120 89.4 21.6 28.2 4.47 2.71 3.53 2.50 3.01 
140 91.0 22.2 27.8 4.44 2.83 3.70 2.50 3.10 
160 92.3 22.9 27.5 4.48 2.67 3.54 2.50 3.02 
180 93.4 23.3 27.3 4.49 2.60 3.49 2.50 3.00 
200 94.4 1 23.9 27.1 1 4.50 2.56 1 3.44 1 2.50 1 2.97 
Mean: 3.20 1 4.06 1 3.08 1 3.57 
(a) Configuration I 
Dim Var I SV I I 11WIl I Evaluation set 
Thr EEF 
Testset I 
FA I FR I WE 
20 63.4 14.4 53.0 4.14 4.04 4.74 4.25 4.50 
40 74.6 17.7 39.7 4.40 2.71 3.57 3.50 3.53 
60 80.3 19.7 35.3 4.51 2.25 3.07 2.88 2.98 
80 84.0 21.3 33.3 4.55 2.18 2.99 2.25 2.62 
100 86.6 22.5 32.1 4.61 2.00 2.77 1.75 2.26 
120 88.7 23.6 31.3 4.69 1.75 2.51 1.50 2.00 
140 90.3 24.5 30.8 4.73 1.65 2.38 1.50 1.94 
160 91.6 25.0 30.4 4.75 1.60 2.31 1.50 1.91 
180 92.6 25.6 30.1 4.78 1.50 2.19 1.50 1.84 
200 1 93.5 1 26.3 1 29.9 1 4.79 1.50 2.19 1.50 1.85 
Mean: 2.12 2.87 2.21 2.54 
(b) Configuration 2 
Table 11.1: Verification performance as function of PCA subsPace dimensionality. The 
verification threshold (Thr), equal error rate (EER), false acceptance (FA) and false re- 
jection (FR) are shown for a range of dimensionalities (Dim). The cumulative percent- 
age of the total variance (Var), the mean number of support vectors (SV) and the norm 
of the weight vector (11w1l) are also given. The photometric normalisation is histogram 
equalisation and the SVM kernel is the RBF function 0.01). See also Tables B. 1 
and B. 2 in Appendix B. 
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d Nrm Evaluation set Test set I I 
Thr EER FA FR 
2 x 4.71 3.50 4.19 2.75 3.47 
3 5.15 3.50 4.23 2.50 3.37 
4 5.52 3.64 4.33 2.50 3.41 
2 ZMn 4.63 3.90 4.52 2.25 3.39 
3 5.07 3.67 4.27 2.25 3.26 
41 1 5.45 3.73 4.32 2.25 3.28 
2 Eq 4.93 2.73 3.60 2.25 2.9 
3 5.48 2.67 3.43 2.00 2.72 
4 6.01 2.67 3.41 2.25 2.83 
dI Nrm I Evaluation set Test set 
Thr EER 
I 
- 
FA FR IWE 
2 x 4.83 3.00 3.63 1.75 2.69 
3 5.29 3.00 3.69 1.50 2.59 
4 5.67 3.15 3.82 1.50 2.66 
2 ZMn 4.80 3.00 3.57 1.75 2.66- 
3 5.24 2.98 3.64 1.75 2.70 
4 5.63 3.08 3.77 1 1.75 1 2.76 
2 HEq 5.37 1.50 2.23 2.00 2.11 
3 6.20 1.30 1.98 2.50 2.24 
41 1 6.69 1.59 2.33 2.25 2.29 
(a) Configuration 1 (b) Configuration 2 
Table 11.2: Verification performance as function of polynomial kernel parameters, 
PCA subspace. The verification threshold (Thr), equal error rate (EER), false accep- 
tance (FA) and false rejection (FR) are shown for different parameter values (d) and 
photometric normalisation techniques (Nrm). The normalisation techniques are no 
normalisation (x), zero mean and unit variance (ZMn) and histogram equalisation 
(HEq). 
not improve for histogram equalisation. In fact, the error rates are much worse than 
for zero mean and unit variance which is somewhat surprising. In general, the Eu- 
clidean distance is highly sensitive to deviations from the implicit model underlying 
the approach, e. g. client clusters being compact and roughly spherical. The correla- 
tion coefficient can cope better with deviations from the sphericity. However, once the 
data is of that form, as in the case of the LDA subspace with zero-mean normalised 
data, the inherent flexibility of the normalised correlation results in a slightly worse 
performance. 
We can also make a number of interesting observations regarding the relative perfor- 
mances of the different classifiers. In the PCA subspace, the verification performance 
increases monotonically with the complexity of the decision rule (Euclidean distance, 
normalised correlation and SVMs). The SVMs clearly outperform the baseline meth- 
ods independent of the photometric normalisation technique and the kernel function. 
In the LDA subspace, we observe the same relationship on unnormalised data. How- 
ever, the SVMs loose their superiority in comparison with the baseline techniques on 
zero-mean normalised images. In fact, in some cases, the Euclidean distance is the 
best performing classifier. These results suggest that, when the representation space 
already captures and emphasises the discriminatory information content (as in the 
case of the fisherface basis), the SVMs do not provide any additional performance 
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-Y I Nrm I Evaluation set Test set I 
Thr EER FA I FR I WE 
0.001 x 4.30 3.33 3.95 2.25 3.10 
0.010 4.26 3.50 4.16 2.25 3.20 
0.100 4.36 3.50 4.18 2.25 3.22 
1.000 5.31 3.50 4.19 2.50 3.35 
0.001 ZMn 4.35 3.44 3.98 2.50 3.24 
0.010 4.29 3.83 4.46 2.50 3.48 
0.100 4.36 3.83 4.46 2.50 3.48 
1.000 5.20 3.63 4.23 1 2.25 3.24 
0.001 HEq 4.46 2.80 3.66 2.25 2.96 
0.010 4.50 2.56 3.44 2.50 2.97 
0.100 4.58 2.67 3.54 2.50 3.02 
1.000 5.62 2.67 1 3.40 2.00 2.70 
(a) Configuration 1 
-1 1 Nrm I Evaluation set Test set I 
Thr EER FA I FR I WE 
0.001 x 4.35 3.00 3.76 2.25 3.00 
0.010 4.34 3.00 3.65 1.29 2.47 
0.100 4.47 2.85 3.49 1.50 2.49 
1.000 5.46 3.00 3.66 1.50 2.58 
0.001 ZMn 4.37 3.25 3.87 1.91 2.89 
0.010 4.40 3.00 3.64 2.00 2.82 
0.100 4.44 3.21 3.81 1.50 2.66 
1.000 5.36 3.00 3.67 1 1.77 2.72 
0.001 HEq 4.88 1.25 1.93 1.50 1.72 
0.010 4.79 1.50 2.19 1.50 1.85 
0.100 4.91 1.50 2.17 1.50 1.84 
1.000 1 6.43 1.35 2.00 2.50 2.25 
(b) Configuration 2 
Table 11.3: Verification performance as function of RBF kernel parameters, PCA sub- 
space. The verification threshold (Thr), equal error rate (EER), false acceptance (FA) 
and false rejection (FR) are shown for different parameter values (-y) and photometric 
normalisation techniques (Nrm. ). The normalisation techniques are no normalisation 
(x), zero mean and unit variance (ZMn) and histogram equalisation (HEq)ý 
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CIS Krn Nrm Confi guration 1 Configuration 2 
Evaluation set Test set Evaluation set Test set 
Thr EER FA I FR WE Thr FA FR WE 
ElDs N/A x 0.73 12.55 11.88 7.16 9.52 0.63 9.92 9.82 6.08 7.95 
NCr N/A 3.79 9.28 10.31 5.00 7.66 3.91 7.68 8.32 6.50 7.41 
SVM Lnr 4.25 3.50 4.16 2.25 3.21 4.33 3.00 3.63 1.25 2.44 
Ply 4.71 3.50 4.19 2.75 3.47 4.83 3.00 3.63 1.75 2.69 
RBF 1 4.26 3.50 4 . 16 2.25 3.20 4.34 1 3.00 3.65 1.29 2.47 
EDs N/A ZMn 0.46 9.50 10.37 5.25 7.81 0.40 8.45 9.39 4.50 6.95 
NCr NIA 3.97 8.17 9.21 3.50 6.35 4.13 6.60 7.39 4.25 5.82 
SVM Lnr 4.28 3.83 4.46 2.50 3.48 4.39 3.00 3.63 2.00 2.82 
Ply 4.63 3.90 4.52 2.25 3.39 4.80 3.00 3.57 1.75 2.66 
RBF 4.29 3.83 4.46 2.50 3.48 4.40 3.00 3.64 2.00 2.82 
EDs NIA HEq 0.25 7.25 8.44 5.00 6.72 0.09 5.36 6.46 4.00 5.23 
NCr N/A 4.24 5.51 6.67 3.75 5.21 4.45 4.32 5.01 3.75 4.38 
SVM Lnr 4.49 2.58 3.47 2.50 2.98 4.78 1.50 2.18 1.50 1.84 
Ply 4.93 2.73 3.60 2.25 2.93 5.37 1.50 2.23 2.00 2.11 
RBF 4.50 2.56 3.44 1 2.50 2.97 1 4.79 1.50 1 2.19 1.50 1.85 
Table 11.4: Verification performance as function of decision rule and photometric nor- 
malisation, PCA subspace. The verification threshold (Thr), equal error rate (EER), 
false acceptance (FA) and false rejection (FR) are shown for different classifiers (Cis) 
and normalisation techniques (Nrm). The classifiers are the Euclidean distance (EDs), 
normalised correlation (NCr) and support vector machines (SVM). The photomet- 
ric normalisation techniques are no normalisation (x), zero mean and unit variance 
(ZMn) and histogram equalisation (HEq). The SVM kernels (Krn) are linear (Lnr), 
polynomial (Ply, d= 2) and radial basis functions (RBF, -y = 0.01). 
advantages in comparison with standard techniques. In fact, since the SVMs require 
extensive training, the less sophisticated classification methods may prove more suit- 
able in some applications. 
Looking at the absolute performance of the SVMs, we see that the error rates are fairly 
similar between the two subspaces. Although the LDA subspace exhibit a slight per- 
formance advantage, the SVMs are doing surprisingly well on the PCA representation. 
The error rates for the low-quality data (unnormalised images represented in the PCA 
subspace) are not far behind those of the other extreme (images normalised with his- 
togram equalisation and represented in the LDA subspace). The results of this study 
show that the SVMs are robust and relatively insensitive to the representation space 
and pre-processing technique. The error rates listed in Tables 11.4 and 11.5 correspond 
to single points in the receiver operating characteristics (ROC). By varying the veri- 
fication threshold, we obtain a set of points showing the trade-off between the false 
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CIS Krn Nrm Con figuration 1 Configuration 2 
Evaluation se t Testset Evaluation set Testset 
Thr EER FA FR WE Thr EER FA FR WE 
EDs N/A x 0.66 9.86 11.05 10.25 10.65 0.66 9.47 10.29 -6.22 8.26 
NCr N/A 4.66 4.17 4.56 4.25 4.41 5.44 1.69 2.23 1.25 1.74 
SVM Lnr 4.34 3.67 4.29 3.50 3.90 5.07 1.18 1.53 1.25 1.39 
Ply 4.47 3.67 4.31 3.50 3.91 5.28 1.25 1.59 1.25 1.42 
RBF 1 4.35 3.67 4.29 3.50 . 3.90 5.07 1.18 1.54 1.25 1.40 
EDs N/A ZMn -0.40 3.67 3.81 3.25 3.53 -0.92 1.72 1.96 1.00 1.48 
NCr N/A 4.65 4.24 4.59 4.00 4.29 5.55 1.50 1.95 1.25 1.60 
SVM Lnr 4.37 3.60 4.13 3.75 3.94 5.02 1.25 1.59 1.75 1.67 
Ply 4.49 3.67 4.19 3.50 3.84 5.26 1.25 1.60 1.25 1.43 
RBF 4.37 3.59 4.12 3.75 3.94 5.03 1.25 1.58 1.62 1.60 
EDs N/A HEq 0.51 8.05 10.47 6.25 8.36 0.34 5.30 7.58 4.25 5.92 
NCr N/A 4.93 3.10 3.50 2.75 3.13 5.66 1.25 1.56 0.75 1.15 
SVM Lnr 4.48 2.83 3.33 2.50 2.91 5.06 1.00 1.37 0.75 1.06 
Ply 4.66 2.69 3.23 2.50 2.86 5.32 1.00 1.37 0.75 1.06 
RBF 4.48 2.83 3.33 2.50 2.91 5.07 1.00 1.37 0.75 1 1.06 
Table 11.5: Verification performance as function of decision rule and photometric nor- 
malisation, LIDA subspace. The verification threshold (Thr), equal error rate (EER), 
false acceptance (FA) and false rejection (FR) are shown for different classifiers (Cls) 
and normalisation techniques (Nrm). The classifiers are the Euclidean distance (EDs), 
normalised correlation (NCr) and support vector machines (SVM). The photomet- 
ric normalisation techniques are no normalisation (x), zero mean and unit variance 
(ZMn) and histogram equalisation (HEq). The SVM kernels (Krn) are linear (Lnr), 
polynon-dal (Ply, d= 2) and radial basis functions (RBF, -y = 0.01). 
rejection and acceptance rates. This is shown in Figures 11.1 and 11.2 for the PCA and 
LDA subspaces. In the case of the test set, we only plot the single point correspond- 
ing to the EER threshold obtained on the evaluation set. In Figure 11.1, we contrast 
the different decision rules in the PCA and LIDA subspaces, keeping the photometric 
normalisation fixed to histogram equalisation. In Figure 11.2, we show the impact of 
the photometric normalisation technique on the SVM performance. 
For comparison, we have evaluated a decision rule based on the robust correlation 
(version C, Section 4.1.9). The main objectives of this evaluation are to establish a link 
between our work on face registration and verification and to show that the similar- 
ity measure employed by the robust correlation is appropriate for verification in the 
image space. There are several benefits of using the robust correlation for verification. 
Firstly, the robust loss function suppresses the contributions of image areas which may 
affect the verification performance adversely (e. g. facial hair and glasses). However, 
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Figure 11-1: Verification performance as function of decision rule, configuration 2. 
False rejection versus false acceptance for the (a) PCA and (b) LDA subspaces. The 
photometric normalisation technique is histogram equalisation and the SVM kernel is 
the RBF function (y = 0.01). The error rates on the evaluation and test sets are shown 
with opaque and filled markers, respectively. 
as mentioned in Section 6.1, we do not distinguish between within-class and between- 
class variations which means that both clients and impostors may benefit from the 
robustness. This problem is addressed in Section 11.2 where we combine the robust 
correlation with a feature selection method operating in the image space. Secondly, 
assuming that we are using the robust correlation for registration, the loss function 
has already been evaluated and we can simply sum up the responses over the image. 
This assumes, however, that the optimal cut-off threshold is the same for registration 
and verification. In any case, we avoid the projection required by the linear subspace 
techniques and, if we combine the robust correlation with a feature selection method, 
the loss function can be efficiently evaluated on the resulting low-dimensional repre- 
sentation. , 
We start by evaluating the robust correlation on semi-automatically registered images. 
In these experiments, we vary the photometric normalisation technique (no normalisa- 
tion and histogram equalisation) and the cut-off threshold of the Tukey loss function. 
We have excluded the zero-mean normalisation from our analysis since it is carried 
out implicitly by the method: the robust correlation subtracts the median value from 
each image vector and then divides by the MAD scale estimate (see Section 4.1.9). The 
results of the experiments are shown in Table 11.6 and Figure 11.3. A comparison of 
128 Chapter1l. Classification of Face Patterns: Experimental Results 
0.10 
'. 0.08 
0.06 
0.04 
0.02 
alld 
. 
6--0 
No .. alisatio' .I 
0 --- 0 Z*4 moon and unit verianco 
*--0 Histogram equa! isation 
-'-b. 0o 0.02 0.04 0.06 0.08 0.10 
False Acceptance 
0.04 ' 
0--b No normalis tion nn rm "3 allis tio 
0 --- 
43 Zero mean apnd unit variance rianc 
0--0 Histogram e4ualisation 
0.03 .... .... ..... ..... . ................... . ....... 
Cc 
0.02 
16 
0.01 
0.00 
0. 00 0.01 0.02 0.03 0.04 
False Acceptance 
(a) PCA (b) LDA 
Figure 11.2: Verification performance as function of photometric normalisation, con- 
figuration 2. False rejection versus false acceptance for the (a) PCA and (b) LIDA 
subspaces. The SVM decision rule is used together with the RBF kernel function 
(, y = 0.01). The error rates on the evaluation and test sets are shown with opaque 
and filled markers, respectively. Note that the graphs in (a) and (b) are scaled differ- 
ently. 
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u, I Nrm I Evaluation set 
Thr EER 
Testset 
FA I FR WE 
0.50 x 4.06 6.00 7.23 5.50 6.36 
1.00 4.01 5.67 6.90 6.25 6.58 
2.00 3.80 7.19 8.71 6.75 7.73 
3.00 3.70 8.33 10.39 7.00 8.70 
0.25 HEq 3.88 6.67 7.57 6.47 7.02 
0.50 3.90 6.18 6.81 6.25 6.53 
1.00 3.77 6.83 7.43 6.50 6.96 
2.00 1 1 3.66 1 7.17 8.32 1 7.00 7.66 
Table 11.6: Verification performance of the robust correlation, configuration 1. Verifi- 
cation threshold (Thr), equal error rate (EER), false acceptance (FA), false rejection (FR) 
and weighted error rate (WE) as functions of cut-off threshold (u, ) and photometric 
normalisation (Nrm). The photometric normalisation techniques are no normalisation 
(x) and histogram equalisation (HEq). The robust loss function is the Tukey function. 
the error rates in Tables 11.4 and 11.6 reveals that the robust correlation is superior to 
the Euclidean distance in the PCA space, a performance characteristic which is inde- 
pendent of the photometric normalisation. Moreover, the results on the evaluation set 
are significantly better than those obtained with the normalised correlation on zero- 
mean normalised images. Surprisingly, the application of histogram equalisation does 
not yield any performance benefits. Finally, we note that a direct comparison of the 
different techniques would require a common representation space. This can realised 
by correlating with images reconstructed from the PCA subspace. 
11.2 Verification performance: Fully-automatic registration 
In this section, we present the results obtained on automatically registered images. As 
mentioned in Section 3.1, we only apply the robust correlation (viewed as a registra- 
tion method, cf. the discussion in the previous section) to the verification problem. The 
recognition results reported in Section 11.3 were obtained on semi-automatically regis- 
tered images. The robust correlation is based on pairwise matching with client-specific 
templates and this approach would be computationally expensive in the recognition 
scenario. An extension featuring generic templates is discussed in Section 5.2. 
We started by evaluating the face identification system based on the robust correla- 
tion (version C, see Section 4.1.9) for registration and the SVMs for classification. Due 
to time constraints, we only report the results obtained on the PCA representation. 
However, looking at the results presented in the previous section, we see that the 
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Figure 11.3: Verification performance of the robust correlation, configuration 1. False 
rejection versus false acceptance for different (a) cut-off thresholds of the robust loss 
function (uc E fO. 5,1.0,2.0,3.0,4.0}) and (b) photometric normalisation techniques. 
The normalisation techniques are no normalisation (u, = 1.0) and histogram equalisa- 
tion (uc = 0.5). The robust loss function is the Tukey function. The error rates on the 
evaluation and test sets are shown with opaque and filled markers, respectively. 
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Figure 11-4: Verification performance of the fully automatic systems, configuration 1. 
In (a) we show the ROC for the system based on the robust correlation (version Q and 
SVMs (PCA subspace, histogram equlisation, RBF kernel with -Y Cf0.01,0.10,1.00}). 
The error rates on the evaluation and test sets are shown with opaque and filled mark- 
ers, respectively. In (b) we show the ROCs for the system based on the robust cor- 
relation (Version B) combined with the image-based feature selection technique. The 
methods are no feature selection (NF) and selection (FS) followed by matching using 
individual model images (MI) and client mean images (CM), respectively. The thresh- 
olding techniques are client-specific (CT) and global (GT). 
LDA error rates typically are lower than the corresponding PCA rates. Assuming that 
the PCA and LDA representations are equally sensitive to registration errors, the re- 
lationship between the two representations is likely to remain the same. The ROC for 
the fully automatic case is shown in Figure 11.4a. The EER on the evaluation set is 
6.91% and the corresponding FA and FR rates on the test set are 7.70 and 6.31, respec- 
tively. Comparing these error rates with the ones presented in the previous section 
(e. g. Table 11.4), we see that the SVM performance is, as expected, severely affected 
by mis-registrations. Unless prior knowledge about the problem-specific invariances 
is incorporated into the SVM training algorithm, the performance is likely to suffer. 
Nevertheless, the fully automatic system based on the robust correlation and SVMs 
compares favourably with two standard methods based on the dynamic link architec- 
ture (Lades et al., 1993). The verification rates obtained with these methods are listed in 
Table 11.7. The methods differ in the choice of features: in the first technique (Abdel- 
jaoued, 1998), linear discriminants are used and, in the second method (Kotropoulos 
et al., 1999), the features are derived using mathematical morphology. 
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Partner I Method FA FR WE Reference 
EPFL DLA-LD 8.36 8.36 8.36 (Abdeljaoued, 1998) 
AUT DLA-Mm- 1 -8-00 i 8.11 8.06 (Kotropoulos et al., 1999) 
Table 11.7: Verification results obtained by other partners within the M2VTS project. 
False rejection (FR), false acceptance (FA) and weighted error rate (WE) for the dy- 
namic link architecture based on local discriminants (DLA-LD) and mathematical 
morphology (DLA-MM). The error rates are the FA and FR obtained on the test set 
using the EER verification threshold. 
In Figure 11.5, we show the relationship between the distance from the client-specific 
verification threshold and the registration error (cf. Figure 5.5). It is clear from these 
scatter diagrams that we register the client images with a significantly higher accuracy 
than the impostor images. As mentioned in Section 5.1, this is mainly due to the fact 
that we are using client-specific models in the registration process. For the verifica- 
tion scenario, this is not necessarily a disadvantage since our primary objective is the 
correct alignment of images corresponding to authentic identity claims. However, as 
can be seen from Figure 11.5, it is not always the case that a mis-registered impostor 
image is rejected (the points to the far right located above the verification threshold). 
The registration errors can sometimes be large and these images do not necessarily 
contain faces. Since the objective of our study was to investigate how sensitive the 
SVMs are to registration errors, we only used correctly aligned images in the training 
process. The SVM response to these non-face patterns is therefore not always the de- 
sired one. However, the mis-classified impostor images are dominated by correctly 
or nearly correctly aligned faces suggesting that these persons are similar and, there- 
fore, occupy neighbouring subspaces in the face space. In the case of the clients, this 
dominance is not as pronounced and a larger proportion of the mis-classifications are 
also mis-registrations. Further results on the impact of registration errors on the SVM 
performance can be found in (jonsson et al., 2000a). 
We have also evaluated an approach which combines the robust correlation with the 
image-based feature selection method presented in Chapter 7. As mentioned earlier, 
the main benefit of combining the robust correlation with feature selection are effi- 
ciency and possibly improved accuracy. In the experiments reported here, we have 
used an earlier version of the robust correlation (version B, see Section 4.1.9) which is 
less accurate than the most current version (version C). The results are therefore not 
directly comparable to the ones presented above. However, the general idea is illus- 
trated and we believe that a similar improvement would be obtained with the current 
implementation of the robust correlation. 
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Figure 11.5: Distance from verification threshold as function of registration error, coll- 
figuration 1. The scatter diagrams show the correlation between the verification and 
registration errors for the clients (upper left and right diagrams) and impostors (lower 
left and right diagrams) in the (a) evaluation and (b) test sets. 0 
We started by carrying out two baseline experiment,,;, both with tile feature selection 
module deactivated. In the first experiment, the probe image is compared to each of 
the model images corresponding to the claimed identity and, in the second experi- 
rrient, the probe image is compared to the mean of the model images. The ROC, " for 
these two cases are shown in Figure 11.4b. Tile EERs are 6.88% and 7.6-11; /(, for tile first 
and second experiments, respectively. Following these two experiments, another two 
were performed in which the feature selection was activated. The EERS when match- 
ing with individual model images and with the mean image of tile claimed identity 
are TVA and 7.23%, respectively (see Figure 11.4b). In the case of the mean image, we 
adjust the inter-class scatter by adding a correction factor (see (Jonsson et al., 1999a) 
for details). This adjustment has the effect of maximising the feature criterion with 
respect to the mean of the claimed identity rather than the overall mean. The error 
rates presented above were obtained using client-specific thresholds. For comparison, 
we also carried out an experiment using global thresholds and the EER for this case 
is 9.15'Y(, (using feature selection followed by the mean image for matching). As call 
be seen from the results, the verification rates are maintained even though just a frac- 
tion of the features is used. On average, the selection process reduced the number of 
features by 96X. 
10 20 30 40 
Registration error 
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11.3 Recognition performance 
We have also evaluated the SVM approach to face identification in the recognition 
scenario. Similarly to the verification case, we have performed a number of exper- 
iments with the different decision rules (Euclidean distance, normalised correlation 
and SVMs), subspaces (PCA and LDA) and photometric normalisation techniques (no 
normalisation, zero mean and unit variance, and histogram equalisation). The re- 
sults of these experiments are presented in Tables 11.8 and 11.9 for the PCA and LIDA 
subspaces, respectively. As described in Chapter 2, we follow the procedures devel- 
oped within the FERET face recognition program (Phillips et al., 1998a; Rizvi et al., 
1998; Phillips et al., 1998b). We use the same partitioning of the database but we ap- 
ply a "closed-universe model" which means that the impostor sets are excluded from 
the evaluation. In the FERET test, the recognition performance is reported using the 
cumulative match score, the percentage of the test images which are ranked among 
the top n (in our experiments n= {1,2,101). The rank is obtained by claiming each 
identity in turn, sorting the resulting list of match scores and retrieving the position 
corresponding to the correct identity. In contrast, to be consistent with the verification 
experiments, we report the cumulative match error. That is, 6, =1-s, where s, is the 
cumulative match score. 
Most of the performance characteristics observed in the verification scenario are also 
present here. For example, in the PCA subspace, the recognition performance of the 
baseline techniques (Euclidean distance and normalised correlation) increases mono- 
tonically with the data quality (no normalisation, zero mean and unit variance, and 
histogram equalisation). In the case of the SVMs, the performance is very similar 
on unnormalised images and images which have been processed with the zero-mean 
method. However, when histogram equalisation is applied the error rates drop signifi- 
cantly. In the LDA space, all classifiers benefit from histogram equalisation but there is 
no significant difference between the error rates obtained on unprocessed images and 
mean normalised images. In contrast to the verification scenario, the performance of 
the Euclidean distance classifier does improve for histogram equalisation. This is due 
to the ranking as opposed to the absolute thresholding used in verification. Another 
consequence of the ranking is that the Euclidean distance produces comparatively low 
error rates on unnormalised images. 
Looking at the relative performances of the different classifiers in the PCA subspace, 
we see that the recognition performance increases monotonically with the complexity 
of the decision rule (Euclidean distance, normalised correlation and SVMs). The SVMs 
clearly outperform the baseline methods independent of the photometric normalisa- 
tion technique and the kernel function. In the LDA space, the recognition rates are 
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CIS Nrm Evaluation set 1 Test set II I 
Rank 11 Rank 21 Rank 1 0 Rank 11 Rank 2 Rank 10] 0 
EDs x 26.67 - 18.50 7.67 23.50 16.00 - 5.75 
NCr 25.00 18.00 8.33 23.25 17.25 5.75 
SVm 9.83 6.67 2.83 9.25 6.50 2.25 
EDs ZMn 21.33 15.50 6.83 20.00 13.50 5.75 
NCr 20-83 16.67 8.33 17.25 12.00 4.75 
SVM 1 10.33 7.00 2.50 9.75 5.50 2.00 
EDs HEq 15.50 11.17 4.50 11.50 7.75 4.75 
NCr 15.33 9.83 5.33 11.75 8.75 3.25 
SVm 5.83 1 3.83 1.83 1 6.75 1 3.75 2.00 
(a) Configuration 1 
CIS Nrm Evaluation set Test set 
Rank 11 Rank 2 Rank 10 Rank 11 Rank 2 Rank 10 
EDs x 23-75 17.75 9.00 24.75 16.75 6.00 
NCr 24-75 17.75 8.75 21.75 15.25 7.00 
SVm 8.75 5.25 2.00 6.75 3.25 1.25 
EDs ZMn 19.75 14.00 6.75 18.50 14.75 5.00 
NCr 18.25 13.25 6.50 16.00 12.00 5.75 
SVm 9.00 1 5.00 2.25 7.00 4.50 1.50 
EDs HEq 13-00 9.50 4.25 13.00 10.00 3.50 
NCr 10.75 7.75 4.25 12.75 9.00 3.00 
SVM 1 3.50 2.25 0.50 3.75 2.00 0.75 
(b) Configuration 2 
135 
Table 11.8: Recognition performance as function of decision rule and photometric nor- 
malisation, PCA subspace. The cumulative rank errors are shown for different classi- 
fiers (Cls) and normalisation techniques (Nrm). The classifiers are the Euclidean dis- 
tance (EDs), normalised correlation (NCr) and support vector machines (SVM). The 
photometric normalisation techniques are no normalisation (x), zero mean and unit 
variance (ZMn) and histogram equalisation (HEq). The SVM kernel is the RBF func- 
tion (-y = 
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CIS Nrm Evaluation set Testset I I 
Rank 1 Rank 21 Rank 10 Rank 1 Rank 2 Rank 10 
EDs x 8.50 6.33 3.17 6.75 5.75 2.25 
NCr 8.67 6.50 3.50 6.75 5.75 3.75 
SVm 8.50 6.50 3.17 6.75 5.00 2.75 
EDs ZMn 8.50 6.50 3.50 6.75 5.25 2.50 
NCr 8.50 6.83 4.00 7.00 5.50 4.00 
SVm 8.67 6.83 3.67 7.00 5.25 3.00 
EDs HEq 5.67 4.50 1.83 5.25 4.00 1.75 
NCr 6.50 5.33 2.33 5.75 4.00 2.25 
SVm 5.50 4.67 2.00 5.25 4.00 1.75 
(a) Configuration 1 
CIS Nrm Evaluation set Test set I I 
Rank 1 Rank 21 Ra 10 Rank 1 Rank 21 Rank 10 
EDs x 3.25 1.75 0.75 2.50 1.75 0.50 
NCr 3.50 2.75 0.75 2.25 1.75 0.75 
SVm 3.75 2.25 0.75 2.50 1.75 0.50 
EDs ZMn 3.00 2.00 0.73 2.50 1.50 0.50 
NCr 3.25 2.7.5 1.00 3.25 2.25 0.75 
SVm 3.75 2.25 1.00 3.25 1.75 0.50 
ElDs HEq 2.00 1.25 0.75 2.25 0.75 0.25 
NCr 1.75 1.50 1.00 2.00 1.50 0.25 
SVm 2.00 1.25 1.00 2.25 1.25 0.25 
(b) Configuration 2 
Table 11.9: Recognition performance as function of decision rule and photometric nor- 
malisation, LDA subspace. The cumulative rank errors are shown for different classi- 
fiers (Cls) and normalisation techniques (Nrm). The classifiers are the Euclidean dis- 
tance (EDs), normalised correlation (NCr) and support vector machines (SVM). The 
photometric normalisation techniques are no normalisation (x), zero mean and unit 
variance (ZMn) and histogram equalisation (HEq). The SVM kernel is the RBF func- 
tion (-y = 
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Figure 11.6: Recognition performance as function of decision rule, configuration 2 (test 
set only). Cumulative rank error versus rank for the (a) PCA and (b) LDA subspaces. 
The photometric normalisation technique is histogram equalisation and the SVM ker- 
nel is the RBF function (-y = 0.01). 
very similar across all classifiers which reinforces the claim made in Section IM: when 
the representation space already captures and emphasises the discriminatory informa- 
tion content, the SVMs cease to be superior. Finally, by varying the rank threshold, we 
obtain a set of points showing the decrease in the cumulative rank error as a function, 
of the rank (corresponding to the ROCs in the verification scenario). In Figure 11.6, 
we contrast the different decision rules in the PCA and LDA subspaces, keeping the 
photometric normalisation fixed to histogram equalisation. In Figure 11.7 on the other 
hand, we show the impact of the photometric normalisation technique on the SVM 
performance. 
11.4 Concluding Remarks and Future Work 
We studied the SVMs in the context of face verification and recognition. Our study 
supports the hypothesis that the SVM approach is able to extract the relevant dis- 
criminatory information from the training data. 
This is the main reason for the large 
difference between the observed performance of the standard eigenface classification 
method used as a benchmark and the SVMs. However, when the representation space 
already captures and emphasises the discriminatory information content (e. g. the LDA 
subspace), the SVMs cease to be superior to the simple Euclidean distance or cor- 
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Figure 11.7: Recognition performance as function of photometric normalisation, con- 
figuration 2 (test set only). Cumulative rank error versus rank for the (a) PCA and (b) 
LDA subspaces. The SVM decision rule is used together with the RBF kernel function 
(, y = 0.01). 
relation decision rules. We also showed that the absolute performance of the SVM 
approach is relatively insensitive to the representation space and pre-processing tech- 
nique (e. g. photometric normalisation). In fact, the SVMs are performing surprisingly 
well on low-quality data (i. e. unnormalised images represented in the PCA subspace) 
and the error rates are not far behind those of the other extreme. 
We also showed that the similarity measure employed by the robust correlation is ap- 
propriate for verification in the image space. On images which had been registered 
using a semi-automatic method, the robust correlation measure outperformed the Eu- 
clidean distance operating in the PCA subspace. Furthermore, we illustrated the ben- 
efits of combining the robust correlation with the image-based feature selection tech- 
nique. The dimensionality reduction obtained through the feature selection leads to an 
improvement in efficiency while maintaining the verification performance. Finally, we 
evaluated a fully automatic system based on the robust correlation and SVMs. The im- 
pact of registration errors on the SVM performance was investigated and we showed 
that, unless prior knowledge about the problem-specific invariances is incorporated 
into the SVM training process, the performance is likely to suffer. Nevertheless, the 
automatic system compared favourably with two standard methods based on the dy- 
namic link architecture. 
In future studies of the SVM performance, we aim to extend the set of subspace rep- 
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resentations and photometric normalisation techniques. Alternative representation 
spaces and normalisation techniques were described in Sections 8.2 and 4.3, reSpec. 
tively. Also, the problem of unbalanced client and impostor representations will be 
addressed. Possible solutions are to generate additional client samples through image 
synthesis or mirroring (see Section 9.1). As described above, client mis-registrations 
invariably lead to classification errors. Consequently, any improvements in the regis- 
tration accuracy are likely to benefit the classification performance of the fully auto- 
matic system. We can also learn the expected invariances from the training data. This 
can be achieved by either explicitly encoding prior knowledge into the SVM algorithm 
or generating artificial training patterns using the invariance transformations. An ap- 
proach which combines the benefits of both strategies was proposed by (Burges and 
Schblkopf, 1997) and reviewed in Section 9.2.3. 
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Chapter 12 
Summary and Concluding Remarks 
In Chapters 3 and 4, we proposed a novel face registration technique based on a ro- 
bust form of correlation. In the general formulation of this method, the model and 
probe images are represented by feature sets extracted from the grey-level distribu- 
tions. The aim is to find the optimal correspondence between the model feature set 
and its projection into the probe image. We treat this pairwise matching problem as an 
optimisation task and estimate the optimal transformation parameters by maximising 
a similarity function. 'This function expresses the degree of correspondence between 
the model feature set and its projection into the probe image. To reduce the influence 
of signal noise, occluding objects and model inaccuracies, we apply robust estimation 
techniques. 
We presented a thorough evaluation of the registration performance of the robust cor- 
relation in Chapter 5. In particular, we showed that the prerequisites for a successful 
gradient search are present, i. e. the search space is sufficiently smooth to make the 
gradient search effective. We also showed that the error in the parameter estimate de- 
creases monotonically with the pyramid level. These results confirm that the search 
method is appropriate for the given task. Furthermore, the robustness of the approach 
was verified quantitatively by applying the robust correlation to images which had 
been contaminated with Gaussian noise. The registration accuracy was maintained 
up to a relatively high level of contamination. We also carried out a qualitative anal- 
ysis and presented examples of successful and unsuccessful client registrations. In 
the former case, the eyes were accurately located despite changes in the facial appear- 
ance. Finally, we investigated how the response of the similarity function varies with 
the pose. As expected, the robust correlation measure is sensitive to pose changes 
and, to make the method viewpoint invariant, we therefore require a range of models 
representing different views. 
In Chapter 11, we presented the results of an extensive study of the SVM sensitivity 
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to various processes. Our study supports the hypothesis that the SVM approach is 
able to extract the relevant discriminatory information from the training data. This 
is the main reason for the large difference between the observed performance of the 
standard eigenface classification method used as a benchmark and the SVMs. How- 
ever, when the representation space already captures and emphasises the discrimina- 
tory information content (e. g. the LDA subspace), the SVMs cease to be superior to 
the simple Euclidean distance or correlation decision rules. We also showed that the 
absolute performance of the SVM approach is relatively insensitive to the representa- 
tion space and pre-processing technique (e. g. photometric normalisation). In fact, the 
SVMs are performing surprisingly well on low-quality data (i. e. unnormalised images 
represented in the PCA subspace) and the error rates are not far behind those of the 
other extreme. 
We also showed that the similarity measure employed by the robust correlation is ap- 
propriate for verification in the image space. On images which had been registered 
using a semi-automatic method, the robust correlation measure outperformed the Eu- 
clidean distance operating in the PCA subspace. Furthermore, we illustrated the ben- 
efits of combining the robust correlation with the image-based feature selection tech- 
nique. - The dimensionality reduction obtained through the feature selection leads to an 
improvement in efficiency while maintaining the verification performance. Finally, we 
evaluated a fully automatic system based on the robust correlation and SVMs. The im- 
pact of registration errors on the SVM performance was investigated and we showed 
that, unless prior knowledge about the problem-specific invariances is incorporated 
into the SVM training process, the performance is likely to suffer. Nevertheless, the 
automatic system compared favourably with two standard methods based on the dy- 
namic link architecture. 
Finally, possible directions of future research were discussed in Sections 5.2 and 11.4 
in the context of face registration and classification, respectively. 
Appendix A 
Robust Face Registration: Further 
Results 
In this chapter, we summarise the experiments carried out with the early versions 
of the robust correlation (i. e. versions A and B, see Section 4.1.9). The experiments 
reported in Section A. 1 were all performed on images from the original M2VTS 
database (Pigeon, 1996). This publicly available database contains face images and 
speech recordings of 37 persons. The subjects were recorded in five separate sessions 
uniformly distributed over a period of several weeks, and within each session a num- 
ber of shots were taken including both frontal-view and rotation sequences. In the 
frontal-view sequences, the subjects read a pre-specified text (providing synchronised 
image and speech data), and in the rotation sequences the head was moved verti- 
cally and horizontally (providing information useful for 3D surface modelling of the 
head). The robust correlation was evaluated on frontal-view images selected from 
the rotation sequences of the first four sessions. In this chapter, we present example 
registrations and, in the subsequent chapter, we report the corresponding verification 
rates. Further details can be found in the publications (Matas et al., 1997; Matas et al., 
1999) and Gonsson et al., 1998; Jonsson et al., 1999a) for versions A and B of the robust 
correlation, respectively. 
A. 1 Version A: The early attempts 
An example client registration is shown Figure A. la-d. The response image in Fig- 
ure A. 1c was computed by applying the robust loss function to each pixel in the over- 
lapping region between the transformed model image and the probe image. The com- 
bined image in Figure A. 1d was obtained by transforming the model image and then 
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Figure A. 1: Examples of successful md unsuccessful client and impostor registrations. 
selecting, rows interchangeably from the transformed image and the probe image. Mis- 
matches appeal- in areas with hair change and non-rigid deformations (ie. the mouth 
region) as well is in the parts Of the face not visible in both frames. Due to the robust 
loss fLinctloil these mismatches do not have a disproportionate influence on the sim- 
ilarity ,; Col. (., '111(l tile client registration is successful. An example of a less successful 
cliciit registratioi-i is shown in Figure A-Ie-h- In this case, the registration failed since 
the stochastic search was not able to find the optimal transformation parameters us- 
ill19 tilt' fillitt-' Set Of perturbation,,. Finally, in example of an impostor registration is 
t, lVUll ill Fi,, 1, 'LllV A. I i-1. The impostor was wrongly accepted as a consequence of an 
aCCU1111-11,16011 Of S111,111 urrors over the hair and skin areas. 
A. 2. kcýi-sioiiB: Ftii-tliez-inipi-oý't, iiic, iit,, ý IT) 
(a) Session I (b) ', ossion 3 ýý ) lwýpow'c (d) I Ilict-h-ov III),, 
Fil'Lire A. 2: An example client registration. 0 
A. 2 Version B: Further improvements 
Ail example client registration is showii in Figure A. 2. The residual mwgcý, H) Fig- 
Lire A. 2c-d were obtained Lising the procedure described in tile previous section. %Mis- 
matches appear in areas with non-rigid deformations (e. g. the eyebrows) and local 
deviations in the intensitv pattern (e. g. the region Linder the glasses), as well as iii oc- 
cluded part,; of the face (e. g. the frame of the glasses). Due to the robust loss fLuiction 
these mismatches do not have a disproportionate influence oil the similaritv scoreand 
the client registration is successful. A more quantitative analysis of tilt., I -egistratioll 
performance was also performed. The accuracy of tile irriage-to-image aligilillent was 
estimated based oil the ELIClidean distance between the manualiv located eve coordi- 
nates of tile probe image and the corresponding coordinates predicted by the robust 
correlation. The median deviation is 1.44 pixels (cf. tile results presented in Chapter 5). 
The accuracy of the global registration can be evaluated by examining the mean image 
shown in FigUre 8.7a. This image was obtained using tile 
approach to reference-image selection (see Section 4.1.8). Note that tile main facial fea- 
tUres (the eyebrows, eyes, nose and mouth) are clearly outlined indicating ail accurate 
registration. An example spanning tree obtained oil the original N42VTS databa, C IS 
shown in Figure A-3. 
146 AppendixA. Robust Face Registration: FurtherResults 
ma 
CK 
C. 
cm e. 
me 
cm cc, 
c" 
w 
tA, 
a ff" 
- 
OF 
on 
L. 3 
m gAt 
cm tI 
ILI W4 
m cm cm 
M 
W4 m 
03 
Tm 
at 
P., 
vm an 
P" 
w 
Lm 
PU 
PL, PLO 
w 
Co. mmm 
m 
Do 
m 
03 
m 
m ppl 
P. " P04 
PCs 
w 
1. 
Figure A. 3: Global registration of the first four sessions in the original M2VTS 
database. 
Appendix B 
Classification of Face Patterns: 
Further Results 
B. 1 Verification performance: Semi-automatic registration 
As described in Section 11.1, we have carried out a number of experiments with the 
aim of establishing the optimal PCA subspace dimensionality. In this section, we 
report the results obtained on unnormalised images and images which have been 
processed using the zero-mean method. The error rates listed in Tables B. 1 and B. 2 
were obtained by first determining the client-specific verification thresholds (see Sec- 
tion 10.3) and the corresponding FA and FR error rates on the evaluation set. We then 
determine the FA and FR rates on the test set corresponding to the EER threshold on 
the evaluation set. Apart from the error rates, we also list the cumulative percentage of 
the total variance explained by the selected eigenfaces, the average number of support 
vectors per client and the norm of the weight vector w (see Section 10.1). 
B. 2 Verification performance: Fully-automatic registration 
In this section, we report the verification performance of the very first version of the 
robust correlation (version A, see Section 4.1.9). As described in Appendix A, these 
experiments were all performed on images from the original M2VTS database. The 
image selection consisted of frontal-view images chosen from one of the two rota- 
tion sequences of the first four shots. Several different search methods were imple- 
mented and evaluated: the technique baýed on random perturbations described in 
Section 4.1.4, the Simplex algorithm proposed by Nelder and Mead (Press et al., 1992), 
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Dim Var I SV I 11WIl I Evaluation set 
Thr EER 
Test set 
FA I FR I WE 
20 70.2 13.6 50.3 3.76 7.45 8.08 5.73 6.92 
40 80.4 16.2 38.8 3.98 5.15 6.04 3.00 4.52 
60 85.4 18.3 34.8 4.06 4.67 5.42 2.52 3.97 
80 88.5 19.5 33.0 4.16 4.00 4.72 2.25 3.49 
100 90.7 20.4 31.8 4.17 4.00 4.71 2.50 3.61, 
120 92.3 21.0 31.1 4.17 4.00 4.72 2.50 3.61 
140 93.6 21.6 30.6 4.23 3.72 4.39 2.50 3.44 
160 94.6 22.1 30.2 4.23 3.72 4.41 2.33 3.37 
180 95.4 22.5 30.0 4.24 3.65 4.34 2.25 3.30 
200 1 96.1 1 22.9 29.8 4.26 3.50 4.16 2.25 1 3.20 
Mean: 4.38 5.10 2.5 ý 
(a) No normalisation 
Dim Var sv I 11WIl Evaluation se 
Thr EER 
Testse I 
FA I FR WE 
20 63.6 134 47.5 3.80 7.31 8.23 6.50 7.37 
40 75.6 16.6 36.7 4.02 5.40 6.23 5.25 5.74 
60 81.7 18.4 33.1 4.17 4.47 5.17 4.75 4.96 
80 85.6 20.0 31.2 4.20 4.33 4.99 3.75 4.37 
100 88.3 21.1 30.2 4.20 4.30 5.03 3.20 4.12 
120 90.3 21.8 29.5 4.22 4.21 4.85 2.50 3.68 
140 91.9 22.7 29.0 4.25 4.07 4.69 2.50 3.60 
160 93.2 23.2 28.7 4.29 3.83 4.47 2.50 3.48 
180 94.2 23.7 28.4 4.28 3.83 4.53 2.50 3.52 
200 1 95.0 1 24.1 1 28.2 4.29 3.83 1 4.46 1 2.50 1 3.48 
Mean: 4.56 5.27 1 3.6 ý 
(b) Zero mean and unit variance 
Table BA: Verification performance as function of PCA subspace dimensionality, con- 
figuration 1. The verification threshold (Thr), equal error rate (EER), false acceptance 
(FA) and false rejection (FR) are given for a range of dimensionalities (Dim). The cu- 
mulative percentage of the total variance (Var), the mean number of support vectors 
(SV) and the norm of the weight vector (11wil) are also given. The SVM kernel is the 
RBF function (-y = 0.0 1). 
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Dim I Var I SV 11WIl Evaluation set 
Thr EER 
Test set 
FA FR WE 
20 71.1 14.8 56.5 3.81 6.91 7.75 4.08 5.91 
40 80.8 17.6 44.5 4.15 3.84 4.80 3.25 4.02 
60 85.5 20.0 39.7 4.12 4.25 5.16 2.24 3.70 
80 88.5 21.4 37.3 4.19 3.75 4.49 2.36 3.42 
100 90.5 22.6 36.0 4.25 3.41 4.15 2.00 3.07 
120 92.0 23.4 35.1 4.29 3.19 3.84 1.75 2.80 
140 93.2 24.3 34.5 4.33 3.00 3.66 1.75 2.71 
160 94.2 24.9 34.0 4.31 3.15 3.79 1.50 2.65 
180 95.0 25.3 33.7 4.34 3.00 3.63 1.50 2.56 
200 1 95.6 1 25.7 33.4 4.34 3.00 3.65 1.29 2.47 
Mean: 3.75 4.49 2. 
(a) No normalisation 
Dim I Var I SV I 11WIl Evaluation set 
Thr EER 
Test set 
FA I FR WE 
20 63.5 14.8 53.3 3.92 6.00 6.75 4.50 5.62 
40 75.3 18.2 41.1 4.16 4.20 4.95 3.75 4.35 
60 81.2 20.6 36.7 4.24 3.77 4.53 2.50 3.52 
80 84.9 22.1 34.5 4.29 3.50 4.24 2.50 3.37 
100 87.6 23.3 33.3 4.26 3.70 4.40 2.25 3.33 
120 89.6 24.0 32.5 4.30 3.49 4.15 2.00 3.07 
140 91.1 24.9 32.0 4.35 3.25 3.86 1.75 2.80 
160 92.3 25.5 31.6 4.41 3.00 3.53 2.25 2.89 
180 93.4 26.1 31.3 4.40 3.00 3.62 2.00 2.81 
200 1 94.2 1 26.7 1 31.1 4.40 3.00 3.64 2.00 2.82 
Mean: 3. '69 4.37 2. 
(b) Zero mean and unit variance 
Table B. 2: Verification performance as function of rCA subspace dimensionality, con- 
figuration 2. The verification threshold (Thr), equal error rate (EER), false acceptance 
(FA) and false rejection (FR) are given for a range of dimensionalities (Dim). The cu- 
mulative percentage of the total variance (Var), the mean number of support vectors 
(SV) and the norm of theweight vector (JJwJJ) are also given. The SVM kernel is the 
RBF function (-y = 
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Figure BA: Verification performance of the robust correlation (version A). The false 
rejection is shown as a function of the false acceptance for different (a) search methods 
(random perturbations and Simplex) and (b) number of probe images. 
a direction set method due to Powell (Press et al., 1992) and simulated annealing com- 
bined with Simplex (Press et al., 1992). Only two of these, the random perturbations 
and the Simplex, fulfill the near real-time requirements and the results obtained us- 
ing these techniques are presented here. The verification performance was estimated 
using the leave-one-out methodology in which training and test sets are disjoint. The 
ROCs are shown in Figure B. 1a. The EERs for the random perturbations and the Sim- 
plex are 5.4% and 9.6%, respectively. 
To illustrate the benefits of applying the method to image sequences, an experiment 
was performed using several probe images per shot. Since a single image-to-image 
comparison is completed in near real-time (see (Matas et al., 1999) for details), it is 
possible to repeatedly apply the method to a continuous stream of probe images. 
For standard video equipment the method allows every fourth or fifth frame to be 
matched. By combining the similarity scores obtained on the sequence, this approach 
will on average outperform the one in which a single, randomly-chosen probe image 
is used. For this experiment the images were selected from the frontal-view sequences 
of the first four shots. A lip tracker described in (M. U. Ramos Sdnchez and Kittler, 
1997) was used to select "shut-mouth" images. The ROC curves obtained when using 
sequences of test images and single, randomly-chosen ones are shown in Figure B. 1b. 
The EERs for the two cases are 3.1% and 4.8%, respectively. Note that this approach 
effectively incorporates normalisation for rotation in depth (assuming that the state of 
the model image with respect to rotation will always be present in the probe sequence) 
0.05 0.10 0.15 
False Acceptance 
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and changes in facial expression. Thus, the method may be used for selection of the 
best image for frontal-face recognition, eg. as a front-end to a more reliable, but slower, 
method. 
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