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Introduction générale
Contexte
Depuis l’apparition des systèmes de commande de vol électrique à bord desavions – que l’on peut situer au milieu des années 1980 – le développement
de méthodes de synthèse de lois de pilotage automatique s’est avéré essentiel. Il a
été motivé par une volonté – toujours actuelle – d’améliorer les performances en vol
de l’avion, tout en assurant une sécurité accrue pour ses occupants et en permettant
aux pilotes de se focaliser principalement sur la navigation. Le concepteur de ces
lois doit accorder autant d’importance à la phase de modélisation, qu’à la méthode
utilisée pour les élaborer, ainsi qu’à leur validation. Il se confronte alors à un certain
nombre de problématiques rendant leur synthèse délicate. Tout d’abord, un aéronef
évolue généralement dans un grand domaine de fonctionnement qui impose une
adaptation des lois au point de vol considéré (dépendant par exemple de l’altitude
ou du nombre de Mach). De plus, la modélisation contient de nombreuses sources
d’incertitudes qui, si elles ne sont pas ou peu prises en considération, peuvent
impacter de façon négative le comportement général de l’avion en vol. Il en résulte
un nombre d’itérations conséquent afin de recaler les modèles et ajuster les lois de
pilotage, en fonction des résultats d’essais en vol. Ce processus peut s’avérer alors
coûteux en temps et en ressources.
Du pilotage robuste sur un large domaine d’évolution
Pour pallier le large domaine d’évolution et permettre un pilotage robuste
de l’appareil, la technique standard de séquencement de gains (voir par exemple
[Shahruz et Behtash 1990; Shamma et Athans 1990]) permet de dimensionner plu-
sieurs lois de pilotage à différents points de vol. Ceci fournit un ensemble de lois
de pilotage linéaires qui, une fois interpolées, couvrent tout le domaine de vol.
Même si cette technique est encore de nos jours très utilisée dans l’industrie aéro-
nautique, elle demande d’une part un temps de développement très long du fait
des nombreux modèles linéarisés à traiter, et d’autre part elle pose un souci de
vérification de stabilité entre les points de fonctionnement. Seules l’expérience et
des vérifications par simulations de Monte-Carlo, ainsi que de nombreux essais en
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vol, permettent de garantir – de façon empirique donc – la validité de ces lois. Il
est d’ailleurs parfois extrêmement délicat d’obtenir une bonne interpolation des
correcteurs synthétisés, notamment quand ces derniers sont d’ordre élevé.
Il existe de nombreuses alternatives aux techniques de séquencement de gains
que nous venons d’évoquer. Parmi ces alternatives, on peut citer les techniques de
synthèse LPV (Linéaire à Paramètres Variants) [Becker et al. 1993; Packard 1994;
Apkarian et Gahinet 1995; Biannic et Apkarian 1995], dont la plupart reposent
sur une modélisation générique sous forme LFT (Transformation Fractionnaire Li-
néaire) parfois conservative et difficile à obtenir, ou bien sur des modèles polyto-
piques [Daafouz 2008].
Dans le domaine de la commande non-linéaire, la technique de linéarisation
entrée-sortie robuste (voir par exemple [Isidori 1985; Slotine et Li 1991; Vidyasa-
gar 1993]), aussi appelée communément inversion dynamique, semblent être une
alternative intéressante aux techniques classiques de commande LPV. Elle consiste
à obtenir un modèle linéaire générique en utilisant une loi de commande qui va
annuler partiellement les non-linéarités du système. Ceci permet non seulement
de découpler une grande classe de modèles non-linéaires, mais aussi d’adapter la
loi automatiquement au point de fonctionnement. En la couplant à une méthode
de synthèse linéaire robuste, comme la synthèse H∞, elle permet d’apporter une
solution alternative très intéressante aux techniques de séquencement de gains, et
a montré ses bénéfices dans de nombreuses applications aéronautiques (voir par
exemple [Snell et al. 1992; Adams et Banda 1993; Reiner et al. 1995; 1996; Kara Mo-
hamed et Lanzon 2012; Biannic et al. 2014]). Cependant, elle manque encore de
robustesse vis à vis des dynamiques négligées ou des incertitudes de modélisation,
qui doivent d’une façon ou d’une autre être prises en compte lors de la synthèse.
Des solutions sont proposées dans ces travaux de thèse, notamment par l’évalua-
tion de leur impact et par l’analyse de robustesse qui en découle.
De la prise en compte des incertitudes de modélisation et des dynamiques
négligées
L’évaluation de l’impact des dynamiques négligées et des incertitudes de modé-
lisation sur le comportement général de l’avion est ainsi essentielle à l’élaboration
et à la validation des lois de pilotage. L’analyse de stabilité robuste des systèmes li-
néaires et non-linéaires repose sur de nombreuses théories qui ne seront pas toutes
exposées ici. On s’intéressera particulièrement aux cas d’incertitudes linéaires à
temps invariant (LTI) qui suffisent à représenter des incertitudes de modélisation
ou des dynamiques négligées. La µ-analyse, introduite par [Doyle 1982], permet
d’évaluer la marge de robustesse – par calcul de la valeur singulière structurée
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µ – d’un système vis-à-vis de telles incertitudes. Évitant ainsi des simulations de
Monte Carlo longues et coûteuses, elle constitue une technique intéressante pour
analyser la stabilité robuste d’un système commandé. Le calcul exact de la valeur
singulière structurée µ est cependant NP-difficile (voir [Braatz et al. 1994]). Seules
des bornes inférieures et supérieures sont calculées. Les techniques de calcul de
bornes inférieures de µ sont aujourd’hui très matures et ont été éprouvées sur des
applications très complexes [Ferreres et Biannic 2001; Roos et Biannic 2015]. Dans
nos travaux, nous allons donc principalement nous focaliser sur les techniques de
calcul de bornes supérieures.
Dans [Fan et al. 1991; Young et al. 1992; 1995] est développée la formulation
dite des matrices (D,G). Elle permet de calculer une borne supérieure de µ avec
un temps de calcul très raisonnable notamment par l’utilisation d’une technique
de descente de gradient, ce qui la rend très intéressante pour des applications réa-
listes. Cependant, il arrive dans certains cas que la borne obtenue soit très conser-
vative, i.e. très éloignée de la valeur exacte de µ, rendant l’analyse de robustesse
imprécise. L’utilisation d’outils numériques de résolution de LMIs peut parfois pal-
lier ce problème (voir [Beck et Doyle 1992]). Cependant, elle devient coûteuse en
temps de calcul si le nombre d’incertitudes de modélisation augmente. De plus la
formulation par matrices (D,G) peut tout simplement être la cause de l’excès de
conservatisme de la borne supérieure de µ, montrant alors ses limites.
Dans [Newlin et Young 1997] est exposée une technique couplant la formula-
tion par matrices (D,G) avec un algorithme de branch-&-bound qui permet théo-
riquement de réduire l’écart entre les bornes inférieure et supérieure de µ à une
tolérance fixée par l’utilisateur. Là encore, bien que la technique soit théoriquement
attractive, le temps de calcul augmente de façon exponentielle avec le nombre d’in-
certitudes présentes dans le système à analyser, d’autant plus si l’écart souhaité
entre les bornes est faible.
L’approche par multiplieurs, développée dans [Fu et Barabanov 1997], généra-
lise quant à elle l’approche par matrices (D,G). Elle est moins conservative, mais
nécessite la résolution d’un système de LMIs pour calculer une borne supérieure, ce
qui est problématique encore une fois pour le temps de calcul. En effet, le nombre
de LMIs à résoudre croît exponentiellement avec le nombre d’incertitudes dans le
système, ce qui rend cette méthode peu attractive pour des problèmes réalistes.
Une autre alternative, proposée dans [Scorletti et al. 2007], consiste à généraliser
la caractérisation par matrices D et G par l’ajout d’une troisième matrice L, tout en
conservant une complexité polynomiale de résolution.
Enfin, d’autres alternatives existent et seront évoquées dans cette thèse.
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Résumé du contexte de la thèse
En résumé, le pilotage automatique robuste d’un avion sur un large domaine
de vol est un sujet délicat. Les techniques actuelles nécessitent généralement un
temps d’élaboration très long, et peuvent s’avérer peu robustes aux incertitudes
de modélisation et aux dynamiques négligées, ces dernières n’étant pas ou peu
prises en compte lors de la synthèse. L’évaluation de la robustesse vis-à-vis de ces
incertitudes est essentielle pour pallier les défauts précédents. Celle-ci peut être
réalisée par des approches déterministes, mais l’excès de conservatisme ou bien
le temps de calcul nécessaire freinent son intégration dans un processus global de
synthèse de lois.
Ainsi, les deux problématiques de synthèse de lois de pilotage et d’analyse de
robustesse font partie intégrante des objectifs de cette thèse.
Objectifs et Démarche
Étant données les deux problématiques principales introduites précédemment,
les objectifs de cette thèse sont les suivants :
– Développer une technique de synthèse robuste, suffisamment générique,
pour le pilotage d’un aéronef sur l’ensemble de son domaine de vol, en pré-
sence d’incertitudes de modélisation et de variations paramétriques,
– Améliorer les techniques existantes d’analyse de robustesse par µ-analyse,
afin d’évaluer une borne supérieure de µ moins conservative – et donc une
marge de robustesse plus précise – tout en assurant un temps de calcul rai-
sonnable,
– Appliquer les techniques développées à l’atterrissage automatique d’un avion
civil, ainsi qu’au pilotage automatique d’un drone à voilure fixe.
Afin de répondre à ces objectifs, la thèse s’est articulée autour de deux grands
axes, qui sont présentés dans ce mémoire selon un ordre jugé le plus adapté pour
la compréhension du lecteur.
Dans un premier temps les travaux ont consisté à développer et à valider sur
une liste de benchmarks réalistes des techniques de réduction du conservatisme et
du temps de calcul d’une borne supérieure de µ. Pour ce faire, trois méthodes ont
été développées :
– résolution partielle de LMIs dans le cadre de la caractérisation par matrices
(D,G), afin de réduire le temps de calcul en présence d’un grand nombre
d’incertitudes,
Introduction générale 5
– utilisation de l’approche par multiplieurs, introduite par [Fu et Barabanov
1997], sur un nombre limité d’incertitudes, avec une méthode de validation
de la borne et du multiplieur obtenus sur de larges intervalles fréquentielles,
– nouvel algorithme de branch-&-bound, où le domaine d’incertitudes est sub-
divisé non plus selon sa plus grande dimension mais selon la dimension
correspondant à l’incertitude la plus influente sur la valeur de la borne supé-
rieure de µ.
Toutes ces méthodes utilisent les µ-sensibilités pour sélectionner les incertitudes
qui ont le plus d’impact sur la valeur de la borne supérieure de µ, réduisant ainsi
la taille des LMIs à résoudre, ou permettant de subdiviser de manière pertinente le
domaine d’incertitudes. Ceci permet d’améliorer sensiblement le temps de calcul.
Ces développements ont donné lieu à deux publications [Lesprier et al. 2015c]
[Lesprier et al. 2015b].
Les résultats obtenus permettant de pallier certains défauts de la µ-analyse,
celle-ci peut maintenant être intégrée dans un processus itératif de synthèse et de
validation de lois de commande non-linéaires. Basée sur les techniques d’inversion
dynamique, une structure de correcteur constituée de deux boucles imbriquées est
développée. La première boucle vise à linéariser partiellement le système et à re-
jeter ses principales non-linéarités. Le modèle linéaire obtenu est alors utilisé pour
synthétiser la seconde boucle d’asservissement robuste par synthèseH∞ structurée.
Après avoir calculé la LFR du système commandé, on évalue ensuite sa robustesse
par µ-analyse et, dans le cas où la marge de robustesse n’est pas satisfaisante, un
pire-cas est extrait. Ce pire-cas est ajouté au modèle linéaire de synthèse, afin de
calculer un nouveau correcteur robuste par synthèse H∞ multi-modèles. Ce pro-
cédé est alors itéré jusqu’à ce qu’un correcteur stabilisant toutes les configurations
soit obtenu. Cette technique a donné lieu à une publication [Lesprier et al. 2014],
et à un article de revue en attente de décision pour le journal Aerospace Science and
Technology.
Afin de valider la méthode développée précédemment, la suite de l’étude a
consisté à l’appliquer à un modèle d’avion civil et à développer des lois de gui-
dage, afin de simuler la phase complète d’atterrissage automatique d’un avion en
présence d’incertitudes pour diverses configurations de vol.
Enfin, la généricité de l’approche proposée a été évaluée via une mise en œuvre
sur un drone à voilure fixe dont les dimensions et le domaine de vol diffèrent
considérablement de l’avion civil. Pour cela, un modèle représentatif d’un drone
de type aile volante, dénommé "Avion Jaune" et disponible à l’ONERA, a été établi,
puis la méthode de synthèse a été mise en œuvre et validée en simulations, dans le
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but final d’être implantée sur le système réel. Cette étude a donné lieu également
à une publication [Lesprier et al. 2015a].
Organisation du manuscrit
Le manuscrit est organisé en trois parties permettant de distinguer l’analyse
de robustesse des systèmes LTI (chapitres 1 et 2), la synthèse de lois de pilotage
(chapitres 3 et 4), et les deux applications aéronautiques (chapitres 5, 6 et 7).
Le premier chapitre vise à exposer les principales notions théoriques sur la µ-
analyse, allant des définitions aux considérations algorithmiques pour le calcul
des bornes de µ. Il s’attarde particulièrement sur la caractérisation de la borne
supérieure à l’aide de la formulation par matrices (D,G), dont les limites sont mises
en évidence.
Le deuxième chapitre présente les premières contributions réalisées au cours de
cette thèse sur la réduction du conservatisme et du temps de calcul de la borne
supérieur de µ. Trois nouveaux algorithmes sont proposés. Des exemples, tirés
d’une liste de benchmarks réalistes où le conservatisme de la borne supérieure de
µ est important, permettent d’illustrer et de valider les méthodes.
Le troisième chapitre introduit les méthodes de commande non-linéaire par in-
version dynamique robuste. Il présente donc les principaux éléments théoriques
liés aux techniques de linéarisation entrée-sortie et à la détermination de la boucle
externe par synthèse H∞.
Le quatrième chapitre est dédié au développement d’une technique de synthèse
de lois de commande non-linéaire robuste, prenant notamment en compte des
incertitudes paramétriques. Ce chapitre constitue la clé de voute de ces travaux
de thèse, en associant la synthèse de lois de pilotage aux techniques d’analyse de
robustesse développées dans les chapitres 1 et 2. Il présente donc la contribution
de ces travaux sur la synthèse de lois.
Le cinquième chapitre donne quelques notions de mécanique du vol au lecteur
non familier de la dynamique des engins aéronautiques. Il présente les principales
équations qui servent de base aux deux applications exposées dans les chapitres
suivants.
Le sixième chapitre porte sur une première application aéronautique des mé-
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thodes développées. Après avoir décrit le modèle physique d’un avion civil de
transport de passagers, des lois de pilotage longitudinale et latérale sont calculées
en utilisant la technique développée au chapitre 4. L’objectif est l’atterrissage auto-
matique par suivi d’ILS. Les lois de guidage ainsi que les phases d’arrondi et de
décrabe en présence de vent latéral sont exposées, et de nombreuses simulations
permettent de valider la méthode complète.
Enfin, le septième chapitre présente une application à un drone à voilure fixe type
aile volante, afin de démontrer la forte adaptabilité de la méthode de synthèse. En
plus du développement des lois de pilotage, il présente également la modélisation
du drone considéré, allant de la détermination des coefficients aérodynamiques à
la vérification du modèle par des essais en vol en boucle ouverte. L’objectif final est
l’implantation des lois sur le système réel.
Conseils de lecture
Chaque chapitre se veut le plus indépendant possible, mais le lecteur doit être
conscient que le chapitre 4 fait résolument appel aux résultats et connaissances
exposés dans la première partie de ce manuscrit. Il est donc conseillé de parcourir
le chapitre 1 pour acquérir les notions de base sur l’analyse de robustesse des
systèmes LTI. La troisième partie du document, purement applicative, met en relief
les atouts des méthodes développées aux parties 1 et 2.
Enfin, dans un souci de concision, seuls les résultats nécessaires à la compréhen-
sion des techniques développées sont rappelés, généralement au premier chapitre
de chacune des trois parties. Les contributions personnelles sont quant à elles dé-
taillées.

Première partie
Analyse de robustesse des
systèmes LTI
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Résumé
L’analyse de robustesse des systèmes LTI est un thème qui a suscité denombreuses études au cours des dernières décennies. Afin d’évaluer
la stabilité robuste d’un système commandé, en présence d’incertitudes de
modélisation ou de dynamiques négligées, la µ-analyse s’avère être un outil
puissant qui a su montrer ses preuves. Une étape préliminaire et générique
consiste à représenter dans un premier temps le système bouclé par une
LFR. Ce chapitre vise à rappeler quelques notions sur ce point, ainsi qu’à
présenter un bref état de l’art sur la µ-analyse, en s’attardant notamment sur
le calcul des bornes de la valeur singulière structurée et le conservatisme de
la borne supérieure.
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La µ-analyse, introduite par [Doyle 1982], est considérée aujourd’hui comme
une technique mature pour l’analyse de robustesse d’une large classe de systèmes
linéaires à temps invariant (ou LTI), en présence d’incertitudes paramétriques et de
dynamiques négligées. Elle est suffisamment efficace pour être applicable sur des
problématiques industrielles, ce qui accentue son intérêt dans notre étude.
Ce chapitre a pour objectif de présenter un état de l’art sur les notions clés liées
à la µ-analyse. Tout d’abord la section 1.1 présente le formalisme à utiliser afin
de pouvoir évaluer la stabilité robuste d’un système : la transformation linéaire
fractionnaire, ou LFT. La valeur singulière structurée µ est ensuite introduite à la
section 1.2. Elle permet de calculer théoriquement une marge de stabilité afin d’éva-
luer le domaine maximal admissible d’incertitudes avant que le système devienne
instable. Cependant, le calcul de la valeur singulière structurée est un problème
NP-difficile, ce qui pose des difficultés numériques en pratique. Il faut donc éva-
luer ses bornes inférieure et supérieure, et les principales méthodes de calcul de ces
dernières sont rappelées au sein de cette même section. Enfin, la section 1.3 s’at-
tarde sur un des problèmes inhérents à ce calcul de bornes : le conservatisme de la
borne supérieure. Celle-ci est en effet souvent surévaluée, entraînant un écart trop
important avec la borne inférieure, qui est quant à elle généralement plus proche de
la valeur exacte de µ. Bien qu’une marge de stabilité soit obtenue, cet effet peut em-
pêcher de conclure précisément sur la stabilité robuste d’un système. Des solutions
à ce problème seront proposées dans le chapitre 2.
1.1 Modélisation LFT et incertitudes structurées
1.1.1 Quelques rappels sur la transformation linéaire fractionnaire
Définition
Les LFTs (acronyme de l’anglais Linear Fractional Transformations) jouent un rôle
important dans la théorie de la commande robuste. Ce sont des objets qui sont
particulièrement utiles pour l’analyse de robustesse car ils permettent de mettre
en évidence les incertitudes dynamiques et paramétriques. Une expression de type
LFT entre un système augmenté et le correcteur est également introduite lors de la
formulation du problème H∞ standard (voir chapitre 3), ce qui rend cette notion
pertinente aussi en synthèse.
Pour reprendre ce qui est exposé dans [Zhou et al. 1996], un opérateur F : C 7→
C, transformant une variable complexe s ∈ C en :
F(s) =
a + bs
c + ds
(1.1)
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Figure 1.1 – LFTs inférieure (gauche) et supérieure (droite).
où a, b, c et d sont des scalaires complexes, est une transformation linéaire frac-
tionnaire. En considérant c 6= 0, on peut écrire F(s) de manière équivalente sous la
forme :
F(s) = α+ βs(1− γs)−1 (1.2)
où les scalaires complexes α, β et γ peuvent être exprimés en fonction de a, b, c
et d. Il est possible de généraliser cette expression pour des matrices. Soit M ∈
C(n1+n2)×(m1+m2) la matrice complexe partitionnée comme suit :
M =
[
M11 M12
M21 M22
]
(1.3)
et soient N1 ∈ Cm2×n2 et N2 ∈ Cm1×n1 deux autres matrices complexes. On peut
définir deux opérateurs représentant les transformations linéaires fractionnaires
inférieure et supérieure :
Fl(M, •) : Cm2×n2 7→ Cn1×m1 (1.4)
Fu(M, •) : Cm1×n1 7→ Cn2×m2 (1.5)
possédant les expressions suivantes :
Fl(M, N1) = M11 + M12N1(I −M22N1)−1M21 (1.6)
Fu(M, N2) = M22 + M21N2(I −M11N2)−1M12 (1.7)
et représentant respectivement les transferts entre w1 et z1 d’une part, et entre w2
et z2 d’autre part (voir Figure 1.1). Il est bien entendu supposé dans les expressions
précédentes que les inverses existent, on parle alors de LFT bien-posée.
Définition 1.1
La LFT Fl(M, N1) (resp. Fu(M, N2)) est dite bien-posée si (I −M22N1) (resp. (I −
M11N2)) est inversible.
On suppose désormais que toute LFT introduite est bien posée. L’expression utili-
sée dépend quant à elle du type de problème considéré. Dans le cadre de la com-
1.1. Modélisation LFT et incertitudes structurées 15
mande des systèmes ou de l’analyse de robustesse, il est convenu que la matrice M
peut être remplacée par M(s) ∈ RHn×n∞ , un système linéaire temps invariant stable
(i.e. possédant tous ses pôles dans le demi-plan complexe gauche), et les expres-
sions précédentes restent bien entendu valides. Souvent, lorsqu’il s’agit d’analyse
de robustesse on préfère la LFT supérieure, alors que pour la synthèse d’un correc-
teur on préfère la LFT inférieure. En ce qui concerne l’interprétation, par exemple
pour la LFT supérieure Fu(M(s), N2), on considère que le système nominal, repré-
senté par M22(s), est perturbé par N2. Ainsi M12(s), M21(s) et M11(s) reflètent la
connaissance de comment la perturbation N2 affecte le système nominal M22(s). Du
point de vue de l’analyse de robustesse, on remplace généralement la matrice N2
par un opérateur ∆(s) dynamique, structuré ou non, de même dimensions que N2.
On obtient alors une représentation où toute la dynamique fixée et connue est re-
groupée dans le système M(s), alors que les incertitudes et les paramètres variants
sont stockés au sein de cet opérateur ∆(s). Divers outils existent pour analyser la
stabilité de tels systèmes, comme la µ-analyse introduite dans la section 1.2.
On s’intéresse à partir de maintenant, dans le cadre de l’analyse de robustesse
de systèmes LTI, à la forme standard M(s) − ∆(s) représentée sur la figure 1.2,
qu’on dénomme LFR (Représentation Fractionnaire Linéaire).
L’obtention d’une LFR n’est pas chose aisée, d’autant plus lorsque le système
considéré contient un certain nombre d’incertitudes plus ou moins répétées. Il est
important de comprendre que l’analyse de robustesse dépend très fortement de
cette étape de modélisation. Une LFR qui possède une complexité trop importante
peut être source de conservatisme ou bien poser des problèmes numériques tels
qu’il n’est pas possible de trouver une solution au problème d’analyse.
De l’obtention d’une LFR
Il n’est pas question de détailler toutes les façons d’obtenir une LFR, mais plutôt
de donner quelques pistes et outils pour son calcul numérique. Dans un contexte
applicatif et méthodologique, on ne cherche pas en effet à évaluer une expression
formelle pour tout type de problème rencontré. Le lecteur pourra trouver notam-
ment dans Zhou et al. [1996] de nombreux détails à ce sujet.
On se place ici dans le contexte de l’analyse de robustesse en présence de di-
verses configurations paramétriques et incertitudes de modélisation. Il est impor-
tant d’avoir un moyen numérique pour que, à partir d’une banque de données ou
de modèles multivariables LTI, ou encore à partir de fonctions non-linéaires (issues
par exemple d’équations représentant la dynamique d’un système complexe), une
LFR puisse être générée. Pour ce faire, il existe deux étapes :
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1. obtenir une formulation rationnelle (ou, à moindre niveau, polynomiale) en
les paramètres du système considéré, puis :
2. transformer cette formulation rationnelle en LFR.
Etape 1 La première étape est souvent la plus critique, puisqu’elle est fortement
dépendante du problème considéré et des données possédées. Il y a plusieurs pos-
sibilités :
– lorsqu’on possède des données tabulées (par exemple, des coefficients aéro-
dynamiques ou des gains de correcteur dont les valeurs sont données pour
diverses configurations de vol), il faut trouver une expression polynomiale
ou rationnelle de ces coefficients en fonction de paramètres. Dans le cas po-
lynomial, l’approche la plus efficace est l’approximation des moindres carrés
linéaires surtout lorsqu’elle intègre un processus préliminaire d’orthogonali-
sation. Ce dernier permet de réduire sensiblement le nombre de monômes
et donc la complexité de l’expression obtenue (voir par exemple [Döll et al.
2008; Roos 2009]). Dans le cas rationnel, on peut citer les moindre-carrés non-
linéaires (une implémentation sur Matlab est disponible via la Curve Fitting
Toolbox [The MathWorks 2015a]), la programmation quadratique (voir [Celis
et al. 2007]), ou encore des méthodes plus récentes comme les algorithmes
génétiques (voir [Hardier et al. 2013a]) ou les modèles de substitution (voir
[Hardier et al. 2013b]). Toutes ces techniques sont disponibles dans la librai-
rie APRICOT (Approximation of Polynomial and Rational-type for Indeterminate
Coefficients via Optimization Tools), détaillée dans Roos et al. [2014], de la boîte
à outils Matlab SMAC (Systems Modeling Analysis and Control) (voir SMAC
[2012-2015]).
– dans le cas où l’on possède des fonctions non-linéaires analytiques de pa-
ramètres variants ou incertains (équations de la dynamique du vol par
exemple), il existe deux méthodes.
1. Une banque de modèles LTI est générée par linéarisations successives
autour de différents points de fonctionnement, puis une approxima-
tion rationnelle est générée par les méthodes décrites ci-dessus (puisque
l’on possède une série de données tabulées). La méthode proposée dans
[Poussot-Vassal et Roos 2012] ajoute une surcouche afin de s’assurer que
tous les modèles LTI obtenus sont bien exprimés dans une même base
(modale ou compagne par exemple).
2. Les fonctions non-linéaires sont remplacées par leurs approximations ra-
tionnelles (par exemple par développements limités à un certain ordre).
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Etape 2 Une fois une expression polynomiale ou rationnelle obtenue, la seconde
étape consiste à générer une LFR correspondante. Des outils puissants compatibles
avec Matlab permettent de réaliser cette étape de façon automatique et efficace,
même si aucune garantie de minimalité n’est assurée (voir notamment la LFR Tool-
box de Magni [2006] et la documentation associée).
1.1.2 Théorème du faible gain et structure des incertitudes
Figure 1.2 – Interconnexion standard pour l’analyse de stabilité robuste.
On considère l’interconnexion standard représentée sur la figure 1.2, où M(s) ∈
RHp×p∞ désigne un système LTI stable, modélisant par exemple un système bouclé
nominal. ∆(s) ∈ RHp×p∞ est un opérateur borné en gain mais de phase aléatoire,
qui représente l’écart entre le modèle M(s) et le système réel. Il est pour le moment
non-structuré. Le théorème suivant fournit une condition nécessaire et suffisante
de stabilité robuste dans ce cas.
Théorème 1.1 (Théorème du faible gain, version non structurée)
Soit M(s) un système LTI stable. L’interconnexion de la figure 1.2 est stable pour toute
incertitude LTI stable ∆(s) telle que ‖∆(s)‖∞ ≤ 1 si et seulement si ‖M(s)‖∞ ≤ 1.
Le problème de cette caractérisation est qu’elle peut s’avérer très conservative.
En effet, les incertitudes qui affectent le système M(s) correspondent généralement
à des paramètres physiques. Elles agissent en des points bien précis et de façon
très structurée. Avoir ∆(s) non-structuré revient à considérer une incertitude dy-
namique globale uniquement bornée en gain, ce qui est donc peu représentatif du
système réel. La classe des systèmes incertains considérée dans ce cas est donc
beaucoup trop grande.
Il est par conséquent important de structurer ∆(s) en le remplaçant par un
opérateur bloc-diagonal :
∆(s) = diag
(
δ1 Ik1 , . . . , δr Ikr ,∆1(s), . . . ,∆q(s)
)
(1.8)
où les δi peuvent être des scalaires réels ou complexes (éventuellement répétés si
ki > 1), alors que les ∆j(s) correspondent généralement à des dynamiques négli-
gées, sous la forme de fonctions de transfert stables non structurées. Sans perte
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de généralité, les δi seront toujours considérés comme réels, un scalaire complexe
n’ayant en effet aucun sens physique et présentant donc peu d’intérêt dans ces
travaux. Il faut cependant noter qu’il serait aisé de les considérer si besoin. On
introduit alors la structure ∆ :
∆ =
{
diag
(
δ1 Ik1 , . . . , δr Ikr ,∆1, . . . ,∆q
)
, δi ∈ R, ∆j ∈ Clj×lj
}
(1.9)
avec p = ∑ri=1 ki + ∑
q
i=1 lj, où p est tel que ∆(jω) ∈ ∆ ⊂ Cp×p, ∀ω ∈ R. Enfin on
note B∆ = {∆ ∈ ∆ : σ¯(∆) ≤ 1} et plus généralement kB∆ = {∆ ∈ ∆ : σ¯(∆) ≤ k},
où σ¯(.) représente la plus grande valeur singulière.
1.2 Valeur singulière structurée et µ-analyse
1.2.1 Introduction à la valeur singulière structurée
Après avoir défini une structure d’incertitudes pour modéliser au mieux les
systèmes LTI incertains, la notion de valeur singulière structurée, dénotée µ∆, est
introduite dans cette section. C’est le fondement de la µ-analyse, qui cherche à
déterminer la marge de robustesse, dénotée kmax. Cette dernière correspond à la
plus grande valeur de k telle que l’interconnexion de la figure 1.2 est stable pour
toute incertitude structurée ∆ ∈ kB∆.
Il est facile d’observer que l’interconnexion de la figure 1.2 devient instable
lorsque det(I − ∆(s)M(s)) = 0, pour un certain s imaginaire pur. Afin d’introduire
la définition de la valeur singulière structurée, on se place à une pulsation ω et on
note M = M(jω) ∈ Cn×n la réponse fréquentielle de M(s) à cette fréquence. On
cherche alors la plus petite valeur k pour laquelle il existe une incertitude ∆ ∈ kB∆
telle que det(I − ∆M) = 0. Dans le cas où ∆ n’est pas structurée (∆ = Cp×p),
on montre que k correspond à l’inverse de la plus grande valeur singulière, soit
k = σ¯(M)−1. On se ramène alors bien au cas du théorème 1.1 du faible gain. Pour
le cas où ∆ ∈ ∆ avec ∆ défini selon l’équation (1.9), on remplace la plus grande
valeur singulière par la notion de valeur singulière structurée, qui a été introduite
par Doyle [1982].
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Définition 1.2 (Valeur singulière structurée)
Soit M = M(jω) la réponse fréquentielle du système LTI stable M(s) à une fréquence
ω. Si aucune matrice ∆ ∈ ∆ ne rend la matrice I − ∆M singulière, alors la valeur
singulière structurée est définie par µ∆(M) = 0. Sinon :
µ∆(M) =
1
min {k ∈ R+ : ∃∆ ∈ kB∆, det (I − ∆M) = 0} (1.10)
L’inverse de la valeur singulière structurée donne donc, à une fréquence, la taille
de la plus petite perturbation structurée ∆ telle que l’interconnexion de la figure
1.2 est en limite de stabilité. En généralisant ceci à tout le continuum fréquentiel,
la marge de robustesse correspond à l’inverse de la plus grande valeur singulière
structurée évaluée à toutes les fréquences réelles positives :
Définition 1.3 (Marge de robustesse)
L’inverse de la valeur maximale de µ∆(M(jω)) sur la plage de fréquence R+ donne la
marge de robustesse kmax :
kmax =
[
sup
ω∈R+
µ∆ (M(jω))
]−1
(1.11)
Ceci permet d’introduire la version structurée du théorème du faible gain, dont
la marge de robustesse définie précédemment découle tout naturellement.
Théorème 1.2 (Théorème du faible gain, version structurée)
Soit M(s) un système LTI stable. L’interconnexion de la Figure 1.2 est stable pour toute
incertitude LTI stable ∆(s) ∈ B∆ si et seulement si :
max
ω∈R
µ∆(M(jω)) ≤ 1 (1.12)
Il existe toutefois un problème majeur avec la valeur singulière structurée µ∆.
Son calcul exact est NP-difficile dans le cas général (voir Braatz et al. [1994]). Cepen-
dant des algorithmes à temps polynomial ou exponentiel permettent d’évaluer des
bornes inférieures et supérieures pour encadrer la valeur exacte. Les prochaines
sections visent à donner quelques notions sur le calcul de ces bornes, utiles aux
travaux qui suivront au chapitre 2.
1.2.2 Considérations sur la borne inférieure de µ
Le calcul d’une borne inférieure de µ∆ pour toutes les fréquences ω ∈ R+
permet de déterminer une configuration déstabilisante du système d’une part, et
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surtout d’évaluer l’écart avec la borne supérieure d’autre part. Plus l’écart entre les
deux bornes est faible, plus la connaissance de la vraie valeur de µ∆ est précise. Un
écart trop important est généralement problématique, signifiant que la marge de
robustesse calculée est bien trop pessimiste. On reviendra sur cette question lors
du chapitre 2.
De nombreux algorithmes existent afin de calculer une borne inférieure de µ∆.
Basée sur les résultats de Fabrizi et al. [2014], une liste des principales méthodes
est proposée ci-après. Pour la plupart (sauf la technique de migration de pôles), la
fréquence est fixée durant l’optimisation, signifiant ainsi que M(jω) et ∆(jω) sont
des matrices constantes, qui seront notées M et ∆. Il conviendra donc d’utiliser
un maillage fréquentiel. Il n’y a pas de risques, contrairement à l’évaluation de
la borne supérieure de µ∆, de manquer une fréquence critique pour la marge de
stabilité, puisqu’une borne inférieure obtenue sur un maillage sera forcément une
borne inférieure sur R+ tout entier. Le seul risque concerne une évaluation trop
conservative si le maillage est mal choisi.
Méthodes de complexité exponentielle
Les premières méthodes qui ont été développées pour le calcul d’une borne in-
férieure de µ∆(M) sont à temps exponentiel. Une des plus connues, dans le cas d’in-
certitudes réelles non-répétées (ki = 1 et q = 0 dans (1.9)), est celle de [De Gaston et
Safonov 1988; Sideris et Sanchez Pena 1990]. Elle utilise le mapping theorem [Zadeh
et Desoer 1963], qui montre que l’image de kB∆ par l’opérateur ∆ 7→ det(I − ∆M)
est incluse dans l’enveloppe convexe des images des 2r sommets de kB∆. On peut
alors déterminer une borne inférieure de µ∆(M) en étudiant la position de l’image
de ces sommets par rapport à l’origine du plan complexe. Des extensions ont été
proposées par [Sideris et De Gaston 1986; Sideris et Sanchez Pena 1989] pour le cas
d’incertitudes réelles répétées. Cependant la limitation majeure de cette approche
est le calcul des 2r images des sommets de kB∆, qui peut entraîner un temps de
calcul prohibitif dans le cas d’un grand nombre d’incertitudes.
Pour le même cas d’incertitudes réelles non-répétées, une méthode algébrique
est proposée par [Dailey 1990]. Elle consiste à rechercher des incertitudes désta-
bilisantes ∆ ∈ kB∆ dont toutes les composantes δi sauf deux atteignent la valeur
maximale k. Elle utilise des manipulations algébriques matricielles simples, et une
dichotomie est réalisée pour déterminer la plus petite valeur de k. Il y a r(r− 1)/2
façons de choisir 2 incertitudes parmi les r, et 2r−2 façons de fixer les r− 2 autres
à −k ou k. Pour chaque valeur de k, il y a donc r(r − 1)2r−3 recherches qui sont
exécutées, ce qui montre la complexité exponentielle de cette approche.
Enfin, une méthode pour le cas d’incertitudes réelles éventuellement répétées
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(ki ≥ 1) est proposée dans [Matsuda et al. 2009]. Elle introduit b = ∏ri=1(ki + 1)− 1
incertitudes fictives δ¯1, . . . , δ¯b qui sont exprimées en fonction de δ1, . . . , δr, et réécrit
det(I − M(s)∆) comme une fonction f (s) = pˆ(s) + [δ¯1 . . . δ¯b][p1(s) . . . pb(s)]T, où
pˆ(s), p1(s), . . ., pb(s) sont des polynômes réels fixés. La stabilité de f (s) est ensuite
analysée grâce à l’outil dénommé Stability Feeler de [Matsuda et Mori 2009], per-
mettant ainsi d’obtenir des bornes supérieure et inférieure de µ.
Il est évident que ces méthodes doivent être utilisées uniquement dans le cas
d’un nombre limité d’incertitudes pour ne pas obtenir des temps de calcul trop
prohibitifs, ce qui limite leur application. Par la suite, nous nous intéresserons donc
uniquement aux méthodes à temps polynomial afin de pouvoir les utiliser dans le
cas d’applications réalistes.
Power algorithm
Introduit par [Packard et al. 1988] dans le cas purement complexe, et adapté
dans le cas des incertitudes mixtes réelles/complexes par [Young et Doyle 1990;
1997], cette technique vise à résoudre le problème d’optimisation non-concave :
µ∆(M) = max
Q∈Q
ρR(QM) (1.13)
où ρR(M) désigne la plus grande valeur propre réelle de M en valeur absolue, et
Q =
{
Q ∈ ∆ : δi ∈ [−1 1],∆∗j ∆j = Ilj
}
. Le problème n’étant pas concave, il n’est
pas possible de déterminer un maximum global (qui serait alors la valeur exacte
de la valeur singulière structurée), mais seulement des maxima locaux. Le calcul
d’un de ces maxima peut être exécuté en utilisant un algorithme du point fixe, ce
qui conduit à une borne inférieure de µ∆(M). Cette approche fonctionne bien dans
le cas purement complexe ou mixe réel/complexe, et des améliorations pour le cas
purement réel ont été proposées dans [Tierno et Young 1992; Newlin et Glavaski
1995]. Cependant, dans ce dernier cas des problèmes de convergence apparaissent
fréquemment.
Ajout d’une petite quantité d’incertitudes complexes
Lorsque les incertitudes présentes dans le bloc ∆ sont purement réelles, il arrive
que la fonction ω 7→ µ∆(M(jω)) ne soit plus continue. Ceci peut conduire à une
forte surestimation de la marge de robustesse en cas de résolution sur un maillage
fréquentiel. Ce risque est bien plus faible dans le cas des incertitudes complexes ou
mixtes du fait de la disparition de ce problème de discontinuité. L’idée, proposée
par [Packard et Pandey 1993], est donc d’ajouter une petite quantité e > 0 d’incer-
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titudes complexes au problème purement réel, de telle sorte que l’interconnexion
M− ∆ de la figure 1.2 soit remplacée par une interconnexion Me − ∆a, avec :
Me =
[
M
√
eM√
eM eM
]
(1.14)
et ∆a = diag (∆,∆c), où ∆ ∈ ∆ et ∆c est une matrice complexe de la même taille
et de la même structure que ∆. On montre alors que µ∆a(Me) ≥ µ∆(M) pour tout
e > 0, et que µ∆a(Me) →
e→0
µ∆(M).
Bien que donnant parfois de bons résultats, la principale difficulté vient du
choix de e. Pris trop grand, il change drastiquement le problème initial, et la marge
de robustesse peut être très sous-estimée. Pris trop petit, le calcul d’une borne in-
férieure de µ∆a(Me) peut être délicat numériquement. Un autre problème concerne
aussi la taille du problème, qui est tout de même multiplié par deux. Même si le
power algorithm présente un temps de calcul relativement rapide, ce dernier peut
augmenter considérablement avec la nouvelle formulation.
Gain-based algorithm
Dans [Seiler et al. 2010], le calcul de µ∆(M) est reformulé comme un problème
de performance H∞ pire-cas. Pour les incertitudes réelles, l’algorithme proposé
dans [Packard et al. 2000] est utilisé pour déterminer une suite de perturbations ∆
faisant tendre la norme H∞ d’un certain transfert à l’infini, ce qui traduit l’appari-
tion d’une instabilité dans l’interconnexion de la figure 1.2. Le power algorithm est
quant à lui appliqué sur les incertitudes complexes.
Migration de pôles vers l’axe imaginaire
La migration de pôles a été proposée par [Magni et Döll 1997; Magni et al. 1999].
Elle est principalement dédiée aux problèmes purement réels – le cas complexe
amenant généralement des problèmes de formulation du problème d’optimisation,
ou de temps de calcul. Contrairement aux autres techniques, elle ne cherche pas à
déterminer un profil de borne inférieure en fonction de la fréquence, mais à iden-
tifier directement des perturbations déstabilisantes dont la norme est la plus petite
possible, et les fréquences qui y sont associées. Son principe est relativement intui-
tif, puisque l’idée consiste à déplacer une valeur propre de l’interconnexion entre
M(s) et ∆ vers l’axe imaginaire. En considérant les matrices de la réprésentation
d’état de M(s), notées (A, B, C, D), la matrice d’état de l’interconnexion M(s)− ∆
est donnée par A0 = A+ B∆(I−D∆)−1C. La marge de robustesse définie en (1.11)
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peut alors être donnée de façon équivalente par :
kmax = min
∆∈∆
{σ¯(∆),λmax(A0) = 0} (1.15)
où λmax(A0) représente la plus grande partie réelle des valeurs propres de A0.
Une première approche consiste à utiliser une caractérisation du premier ordre
de la variation des pôles du système incertain causée par une petite variation d∆ de
∆. Le calcul d’une série de plusieurs petites perturbations d∆ permet de déplacer
progressivement les pôles vers l’axe imaginaire. Il existe deux algorithmes pour
résoudre ce problème.
– Le premier consiste à déterminer une perturbation de norme de Frobenius
la plus petite possible conduisant un pôle sur l’axe imaginaire. Ensuite, une
perturbation de norme infinie la plus petite possible qui maintient le système
en limite de stabilité est déterminée. Du fait que cet algorithme ne nécessite
pas de balayage en fréquences, il est beaucoup plus rapide que ceux exposés
précédemment.
– Le deuxième algorithme vise à utiliser le power algorithm sur une intercon-
nexion régularisée afin de ne pas subir les problèmes de convergence dans
le cas purement réel. Ainsi trois étapes sont proposées. La première consiste
à ajouter une petite quantité d’incertitudes complexes comme expliqué pré-
cédemment. La deuxième applique le power algorithm sur un maillage fré-
quentiel grossier au problème ainsi régularisé. Un pôle du système initial est
généralement amené à proximité de l’axe imaginaire une fois cette étape réa-
lisée. La perturbation déstabilisante obtenue sert ensuite d’initialisation à la
dernière étape, qui résout un problème de programmation linéaire afin de
faire migrer ce pôle sur l’axe imaginaire. La valeur ∆ˆ de ∆ obtenue est la per-
turbation de norme σ¯ minimum qui permet de déstabiliser une valeur propre
de l’interconnexion. La borne inférieure est alors donnée par σ¯(∆ˆ)−1. Cette
méthode est globalement très efficace et rapide.
Enfin et plus récemment, une approche directe a été proposée par [Iordanov et al.
2003; Iordanov et Halton 2014]. Elle considère le problème d’optimisation :
min
∆∈∆
σ¯(∆) tel que λmax(A0) = 0 (1.16)
qui peut être reformulé comme un problème de programmation quadratique sé-
quentielle et résolu à l’aide de la boîte à outils Matlab Optimization Toolbox
[The MathWorks 2015b]. Afin d’éviter des problèmes de convergence, la condition
λmax(A0) = 0 peut être remplacée par λmax(A0) ≤ e avec un e défini assez petit
par l’utilisateur. Il faut enfin noter qu’étant donné que le problème (1.16) est non
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convexe, les résultats dépendent grandement du choix initial de ∆. Cette technique
est assez efficace mais relativement lente (l’algorithme utilisé est plus lent qu’un
algorithme de programmation linéaire).
Techniques d’optimisation directe
Plusieurs méthodes utilisent directement l’expression classique de la valeur sin-
gulière structurée présentée dans la définition 1.2. Elles sont bien adaptées au cas
d’incertitudes purement réelles. Par contre, les temps de calcul augmentent de ma-
nière significative en présence d’incertitudes complexes.
La première consiste à résoudre le problème non-convexe suivant :
min
∆∈∆
σ¯(∆) tel que det(I −M∆) = 0 (1.17)
via l’utilisation d’outils d’optimisation non-linéaire comme la routine fmincon de
la Matlab Optimization Toolbox [The MathWorks 2015b]. Afin d’éviter des pro-
blèmes de convergence, il est proposé dans [Hayes et al. 2001; Bates et Mannchen
2004] de remplacer la contrainte égalité par σ(I −M∆) ≤ e, ou dans [Halton et al.
2008] par |det(I −M∆)| ≤ e, où e est une petite tolérance définie par l’utilisateur.
Une autre formulation est donnée dans [Yazıcı et al. 2011] dans le cas d’incerti-
tudes purement réelles éventuellement répétées :
min
∆ ∈ ∆
λ1,λ2 ∈ R
σ¯(∆) + (λq1 + λ
q
2)λ tel que
{
Re(det(I −M∆)) = λp1
Im(det(I −M∆)) = λp2
(1.18)
où p et q sont des entiers impair et pair respectivement, et λ ≥ 105 est une pénalité
suffisamment large. Les scalaires réels λ1 et λ2 permettent à la fois de contribuer
positivement à la fonction objectif avec leurs puissances paires, et de relâcher les
contraintes selon des directions négatives ou positives du fait des puissances im-
paires. Ce problème peut être résolu par un algorithme modifié de descente de
gradients introduit par [Kasimbeyli et al. 2009].
[Brito et Kim 2010] propose une variation qui consiste dans un premier temps
à résoudre le problème suivant pour différentes valeurs de k et pour un petit e
prédéfini :
g(k) = min
∆∈kB∆
Re(det(I −M∆)) tel que |Im(det(I −M∆))| ≤ e (1.19)
en utilisant la fonction fmincon de la Matlab Optimization Toolbox. Une variante
de la méthode de Newton-Raphson est ensuite appliquée afin de déterminer la plus
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petite valeur k de k telle que g(k) = 0. L’inverse de k donne une bonne inférieure
de µ∆(M).
Enfin, il est à noter que l’objectif est de minimiser la fonction non-lisse (1.17),
et il n’existe aucune garantie que l’utilisation d’outils d’optimisation non-linéaire
classiques comme proposé ci-avant permette d’obtenir un minimum local. [Lemos
et al. 2014] propose donc d’utiliser des techniques spécifiques d’optimisation non-
lisse qui assurent la convergence vers un minimum local de la résolution de (1.17).
Exploitation de propriétés géométriques
Dans le cas d’incertitudes réelles éventuellement répétées, une approche géo-
métrique est proposée dans [Kim et al. 2008]. Elle combine tirages aléatoires et
optimisation. Elle consiste à calculer les signes des parties réelle et imaginaire de
det(I − ∆M) pour différentes incertitudes ∆ choisies aléatoirement sur la frontière
d’un hypercube donné contenu dans l’espace d’incertitudes Rr. L’hypercube est
agrandi jusqu’à ce que les quatre combinaisons de signes soient rencontrées, à sa-
voir (−1,−1), (−1,+1), (+1,−1) et (+1,+1), ce qui signifie qu’il peut contenir des
valeurs δ1, . . . , δr telles que det(I − ∆M) = 0. Des contractions et expansions sont
ensuite exécutées jusqu’à ce que la taille de l’hypercube contenant une perturbation
déstabilisante devienne plus petite qu’une tolérance prédéfinie.
La méthode repose principalement sur la probabilité de détecter une incerti-
tude déstabilisante, qui elle-même dépend du nombre de tirages réalisés. Le temps
de calcul de la technique est ainsi très dépendant de ce nombre de tirages, et
est une fonction polynomiale du nombre d’incertitudes réelles. Il est cependant
indépendant du nombre de répétitions de ces dernières.
Toutes ces méthodes de calcul de borne inférieure de µ∆ permettent de traiter
un bon nombre de systèmes et d’obtenir une borne satisfaisante dans la majorité
des cas : par exemple, le power algorithm donne d’excellents résultats dans le cas
purement complexe ou mixte, alors que la migration de pôles est la plus efficace
dans le cas purement réel. Il sera indiqué plus en détails, à la section 1.3 traitant
du conservatisme des bornes de µ∆, quelles sont les méthodes qui fonctionnent le
mieux suivant le type d’incertitudes rencontré.
1.2.3 Borne supérieure de µ : approche par matrices (D,G)
Cette sous-section vise à présenter la méthode la plus communément utilisée
afin de calculer une borne supérieure de µ. Elle est en effet à temps polynomial
ce qui en fait une méthode particulièrement intéressante pour des applications
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réalistes. Il existe de plus des méthodes efficaces permettant de l’évaluer sur l’en-
semble du domaine fréquentiel considéré sans l’utilisation d’un maillage. On re-
viendra cependant sur son principal défaut – le conservatisme – à la fin de ce
chapitre. Des alternatives à temps exponentiel seront également exposées à la sous-
section suivante.
Calcul de la borne supérieure à une fréquence
L’approche la plus classique et la plus utilisée pour le calcul d’une borne su-
périeure de µ à une fréquence donnée nécessite d’introduire deux ensembles de
matrices de scaling :
Dn = {D ∈ Cn×n, D = D∗ > 0 : ∀∆ ∈ ∆, D∆ = ∆D}
Gn =
{
G ∈ Cn×n, G = G∗ : ∀∆ ∈ ∆, G∆ = ∆∗G} (1.20)
La borne associée, initialement proposée par [Fan et al. 1991] et reprise par
[Young et al. 1995], est alors rappelée dans la proposition suivante :
Proposition 1.1
Soit β un scalaire positif. Soient M = M(jω) la réponse fréquentielle de M(s) à une
pulsation ω, et ∆ une structure donnée. S’il existe des matrices D ∈ Dn et G ∈ Gn
telles que :
M∗DM + j(GM−M∗G) ≤ β2D (1.21)
ou, de façon équivalente, avec D˜ = D1/2 et G˜ = β−1D−1/2GD−1/2 :
σ¯
((
D˜MD˜−1
β
− jG˜
) (
I + G˜2
)− 12) ≤ 1 (1.22)
ou encore, avec Dˆ = P et Gˆ = V∗G˜V, où P est une matrice hermitienne définie positive
et V une matrice unitaire telles que D˜ = VP :
σ¯
((
I + Gˆ2
)− 14 ( DˆMDˆ−1
β
− jGˆ
) (
I + Gˆ2
)− 14) ≤ 1 (1.23)
alors µ∆(M) ≤ β.
La minimisation de β dans la précédente proposition donne donc une borne
supérieure de µ∆(M), que l’on dénotera µ¯∆(M) dans la suite. Afin de calculer
cette borne, on utilise généralement un solveur LMI via la caractérisation (1.21)
[Beck et Doyle 1992], ou un algorithme de descente de gradient en utilisant les
caractérisations (1.21)-(1.23) [Young et al. 1992; 1995]. Cette dernière approche se
révèle très intéressante du point de vue de la complexité numérique, mais est sous-
optimale par rapport à la résolution de LMIs. Cette sous-optimalité amène donc
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dans certains cas à une marge de robustesse trop pessimiste. Ce problème sera
traité plus en détails lors du chapitre 2.
Il existe également d’autres méthodes pour calculer µ¯∆(M) :
– [Fransson 2004] propose d’utiliser une stratégie d’optimisation à deux ni-
veaux. Le principe consiste à déterminer des valeurs Dopt et Gopt solutions
de (1.21) par SDP (Semi-Definite Programming), et ensuite à utiliser une tech-
nique de dichotomie sur β, en exploitant le fait que la fonction définie à partir
de (1.21) par V(β, Dopt, Gopt) = β2Dopt −M∗Dopt M− j(Gopt M−M∗Gopt) est
singulière pour la valeur optimale βopt que l’on cherche à déterminer. Cette
méthode est simple à mettre en œuvre mais peut amener un temps de calcul
plus long que les techniques classiques.
– Une alternative au solveur LMI qui cherche à résoudre un problème aux va-
leurs propres généralisé (routine gevp sur Matlab), consiste à utiliser la mé-
thode de Newton avec une technique de dichotomie [Chen et al. 2010], ce qui
permet d’améliorer le temps de calcul.
– Enfin, une extension de la formulation (D,G) est proposée dans [Scorletti et al.
2007]. Une autre matrice de scaling notée L est introduite afin de mieux
prendre en compte la structure réelle des incertitudes, tout en gardant une
complexité polynomiale de résolution. Ceci permet de réduire le conserva-
tisme de la formulation classique, notamment dans le cas où la matrice ∆
possède un très grand nombre d’incertitudes réelles répétées.
Evaluation de µ¯∆(M(jω)) pour toute pulsation ω ∈ R+
La proposition 1.1 permet seulement de calculer µ¯∆(M) à une fréquence don-
née. Le calcul de µ¯∆(M(jω)) pour toute fréquence ω ∈ R+ est cependant nécessaire
afin d’obtenir une borne inférieure de la marge de robustesse kmax, et ainsi une ga-
rantie (pessimiste) de stabilité robuste. Il s’agit d’un problème de dimension infinie
qui ne peut être résolu en l’état.
Une solution consiste à utiliser un maillage fréquentiel, mais cette méthode pré-
sente de nombreux inconvénients. Le premier est qu’aucune garantie ne peut être
donnée quant à la validité de la marge de robustesse obtenue. En effet, rien n’as-
sure qu’une fréquence critique n’est pas laissée de côté, correspondant à la valeur
maximale de µ∆(M(jω)). Dans le cas des systèmes flexibles notamment, la fonc-
tion ω 7→ µ∆(M(jω)) peut être discontinue et posséder des pics très élevés et très
étroits. On risque donc d’évaluer une marge de robustesse trop optimiste, voire de
manquer certains cas critiques pouvant révéler une instabilité. De plus, l’utilisation
d’un maillage fin amène des temps de calcul prohibitifs lorsqu’un grand nombre de
fréquences est pris en considération. Cette méthode du maillage fréquentiel n’est
28 Chapitre 1. Notions théoriques sur l’analyse de robustesse des systèmes LTI
donc pas envisageable en pratique. Afin de pallier les défauts précédents, il existe
principalement deux stratégies.
La première consiste à considérer la fréquence comme une incertitude réelle ré-
pétée. On introduit donc un bloc d’incertitudes augmenté ∆˜(s) = diag(ωIn,∆(s)),
où n représente l’ordre du système [Sideris 1992]. Une telle approche dépend forte-
ment de l’ordre du système considéré. En effet, si n est petit, elle fonctionne assez
bien, mais si n est grand, alors des problèmes de conservatisme peuvent se pré-
senter tout comme un temps de calcul élevé du fait du grand nombre de variables
d’optimisation dans les matrices (D, G) associées au bloc ωIn. La résolution de ce
problème augmenté nécessite d’introduire la valeur singulière structurée dissymé-
trique [Ferreres et Fromion 1997; Holland et al. 2005; Halton et al. 2008] et fournit
une marge de robustesse sur une plage de fréquences donnée.
La seconde stratégie est basée sur des techniques de balayage fréquentiel, no-
tamment présentées dans [Biannic et Ferreres 2005; Roos et Biannic 2010]. Ces der-
nières permettent de déterminer les intervalles de fréquences pour lesquels β et les
matrices (D,G), évalués par la résolution de (1.21), (1.22), ou (1.23) restent valables.
Cette stratégie est ensuite répétée pour un certain nombre de fréquences, jusqu’à
ce que l’union de tous les intervalles soit égale à R+. Ceci permet d’obtenir une
borne supérieure de µ∆ sur l’ensemble du continuum fréquentiel, sans le risque de
manquer une fréquence critique, et avec un temps de calcul relativement faible (car
le nombre de fréquences à considérer est généralement peu élevé).
On rappelle ici la méthode pour déterminer l’ensemble des fréquences pour les-
quelles β, et les matrices de scaling restent valables. On considère le triplet
(βi, Dˆ(ωi), Gˆ(ωi)) qui vérifie l’inégalité (1.23) pour une fréquence donnée ωi avec
M = M(jωi). Le but est de déterminer le plus grand intervalle I(ωi) 3 ωi pour
lequel le triplet précédent reste valable, i.e. tel que ∀ω ∈ I(ωi) :
σ¯
(
F(ωi)−
1
4
(
Dˆ(ωi)M(jω)Dˆ(ωi)−1
βi
− jGˆ(ωi)
)
F(ωi)−
1
4
)
≤ 1 (1.24)
avec F(ωi) = I + Gˆ(ωi)2. On a alors la proposition suivante, extraite de [Roos et
Biannic 2010].
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Proposition 1.2
Soit (AM, BM, CM, DM) une représentation d’état de M(s). On pose alors la matrice
Hamiltonienne suivante :
H =
[
AH 0
−C∗HCH −AH
]
+
[
BH
−C∗HDH
]
X
[
D∗HCH B
∗
H
]
(1.25)
où X = (I − D∗HDH)−1 et :
[
AH BH
CH DH
]
=
I 0
0 F
− 14√
βi
 [AM − jωi I BMDˆ−1
DˆCM DˆDMDˆ−1 − jβiGˆ
] I 0
0 F
− 14√
βi
 (1.26)
où la dépendance en ωi a été omise par soucis de clarté. Soit δωi− et δωi+ tels que :
δωi− = max{λ ∈ R− : det(λI + jH) = 0}
= −ωi si jH n′a aucune valeur propre positive
δωi− = min{λ ∈ R+ : det(λI + jH) = 0}
= ∞ si jH n′a aucune valeur propre ne´gative
Alors la condition (1.24) reste vraie ∀ω ∈ I(ωi) où :
I(ωi) = [ωi + δωi−,ωi + δωi+] (1.27)
Ainsi, il suffit d’utiliser cette proposition pour plusieurs fréquences ωi jusqu’à
ce que l’union de tous les intervalles soit égale à R+ . Cette approche de type
hamiltonien permet de balayer très rapidement l’ensemble des fréquences et de dé-
terminer une borne supérieure de µ sur R+, sans manquer de fréquences critiques.
Le principe sera repris lors du chapitre 2 pour une autre caractérisation de la borne
supérieure de µ.
1.2.4 Borne supérieure de µ : autres approches
La sous-section précédente a présenté la formulation la plus communément
utilisée de la borne supérieure de µ. Cependant il existe de nombreuses autres
méthodes, dont une grande partie sera brièvement introduite ici.
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Généralisation de la formulation (D,G) par l’approche des multiplieurs
Il a été proposé dans [Fu et Barabanov 1995; 1997; Meinsma et al. 1996] une
approche basée sur des multiplieurs, qui se révèle en fait être une généralisation de
la formulation par matrices (D,G). Elle est basée sur le lemme suivant :
Lemme 1.1
Une famille de matrices A est non-singulière s’il existe une autre matrice C, appelée
multiplieur, telle que He CA < 0 pour tout A ∈ A, avec He X la partie hermitienne
de la matrice X.
Ainsi, en reprenant la définition 1.2 de la valeur singulière structurée, il est clair
que l’on cherche à trouver la plus grande taille k des incertitudes ∆ telle que
la matrice F = I − ∆M(jω0) pour une fréquence ω0 donnée est non-singulière,
∀∆ ∈ kB∆, avec k > 0. Le lemme précédent peut donc être utilisé afin de calculer
une borne supérieure de µ, par la maximisation de k tout en calculant un multi-
plieur non-structuré complexe C telle que He CF < 0. La condition précédente doit
être vérifiée pour tous les ∆ appartenant aux sommets de l’ensemble d’incertitudes
kB∆, entraînant bien une complexité numérique exponentielle. Il est cependant
prouvé que la borne qui en résulte est moins conservative que celle obtenue par la
formulation (D,G), ce qui en fait une méthode intéressante pour des problèmes de
taille raisonnable. De plus il existe des techniques permettant de réduire la taille
du multiplieur à optimiser, ainsi que le nombre de LMIs à résoudre, afin d’amé-
liorer le temps de calcul. Cette méthode sera largement reprise et exploitée dans
le chapitre 2, afin de réduire ses défauts et également de proposer une technique
pour valider la borne supérieure de µ sur le continuum fréquentiel (car c’est à la
base une technique appliquée sur un maillage avec tous les inconvénients que cela
entraîne).
Une extension de cette technique des multiplieurs a été proposée dans [Chen
et Sugie 1996; 1997; 1998]. Plutôt que de considérer le multiplieur comme constant,
il est dans cette extension considéré comme dépendant de ∆, permettant ainsi de
relâcher un peu plus les contraintes et d’obtenir finalement une borne supérieure
encore moins conservative. Le problème devient non-convexe, mais il est possible
de se ramener à une formulation LMI grâce à [Gahinet et al. 1995]. La complexité
numérique est cependant accrue, et il n’est pas proposé de façon simple de réduire
le nombre de LMIs contrairement à l’approche par multiplieurs constants.
Utilisation des multiplieurs de Popov généralisés
Une autre technique basée sur les multiplieurs a également été proposée. Elle
utilise les multiplieurs de Popov qui sont contenus dans une classe P définis-
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sant l’ensemble des matrices de transfert diagonales P(s) qui satisfont 12 (P(jω) +
P∗(jω)) ≥ 0, ∀ω ∈ R+. Ces multiplieurs ont également la propriété intéressante
que pour toute matrice diagonale ∆˜, P∆˜ est dans le secteur [0,+∞[ si et seule-
ment si ∆˜ est dans le secteur [0,+∞[. Ceci permet donc d’une certaine façon de
prendre en compte la structure –réelle ou complexe– des incertitudes, pour les-
quelles le multiplieur P(s) a alors une structure prédéfinie. Ainsi, il est intéressant
d’évoquer la transformation de secteur qui permet de passer du secteur [−1, 1]
sur lequel sont définies les incertitudes (ensemble B∆), au secteur [0,+∞[ sur le-
quel peuvent être utilisés les multiplieurs de Popov. L’avantage est un éventuel
gain sur le conservatisme lorsque ∆ est constitué d’incertitudes réelles. On note
sectf(X(s)) := (I − X(s)(I + X(s))−1, pour toute matrice de transfert carrée X(s),
cette transformation bilinéaire. Ainsi, en utilisant le lemme positif réel, le principe
consiste à calculer une borne inférieure de la marge de robustesse kmax directement
en résolvant le problème suivant :
max k tel que
{
P(s) ∈ P
He (P(jω) sectf(kG(jω))) > 0, ∀ω ∈ R+ (1.28)
Le multiplieur P(s) peut également être pris polynomial sans restriction, ce qui
amène la notion du multiplieur de Popov généralisé.
Afin de résoudre le problème d’optimisation précédent de dimension infinie, il
est possible de le transformer de façon à obtenir une caractérisation LMI [Ly et al.
1994; 1998; Sparks et Bernstein 1995]. L’avantage est que cette formulation est à
temps polynomial.
Remarque 1.1
Il est important de souligner que l’approche par multiplieurs de Popov est sur le fond
équivalente à l’approche par matrices (D,G). Les différences pratiques existantes entre
ces deux approches concernent principalement leur validation. L’approche par matrices
(D,G) est vérifiée traditionnellement fréquence par fréquence (ou par balayage fréquen-
tiel), alors que l’approche par multiplieurs utilise le lemme Kalman Yakubovich Popov
(ou KYP). Ces deux approches ne sont cependant pas exclusives de chacune des deux
méthodes.
Séparateurs quadratiques
[Iwasaki et Hara 1998] propose un cadre de travail pour l’analyse de robustesse
des systèmes LTI, en se basant sur la notion d’interconnexion dite bien-posée, dont
la définition est donnée ci-après.
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Figure 1.3 – Schéma d’interconnexion.
Définition 1.4
L’interconnexion Σ (M1(s), M2(s)) de la figure 1.3 est dite bien-posée si pour toute
entrée bornée
[
v
u
]
, il existe une unique paire
[
z
w
]
et un scalaire γ > 0 tels que :
∥∥∥∥∥
[
z
w
]∥∥∥∥∥
∞
≤ γ
∥∥∥∥∥
[
v
u
]∥∥∥∥∥
∞
(1.29)
Dans le cas où on se place à une fréquence donnée ω telle que M1 = M1(jω),
et où M2(s) = ∆ ∈ ∆, la notion d’interconnexion bien-posée est équivalente à la
stabilité robuste de celle-ci.
Remarque 1.2
En exprimant la relation entrée-sortie de la figure 1.3, avec M1 = M1(jω) et M2(s) =
∆, on a : [
I −M1
−∆ I
] [
z
w
]
=
[
v
u
]
(1.30)
Ainsi, la condition d’existence et d’unicité de la définition d’un système bien-posé est
équivalente à det(I − ∆M1) 6= 0, montrant bien le lien avec la valeur singulière struc-
turée (définition 1.2).
Afin de rendre la notion de système bien-posée exploitable, et également de
faire le lien avec la valeur singulière structurée, le théorème suivant introduit les
séparateurs quadratiques, qui donne une autre caractérisation de la stabilité robuste
(en notant bien que les incertitudes sont cette fois-ci normalisées).
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Théorème 1.3
Soient M1 = M1(jω) ∈ Cp×p la réponse fréquentielle de M1(s) à une fréquence ω.
Les trois affirmations suivantes sont équivalentes :
1. L’interconnexion Σ(M1,∆) est bien posée pour tout ∆ ∈ B∆.
2. Il existe une matrice Hermitienne Θ ∈ C2p×2p telle que :
[
I M1
]
Θ
[
I
M∗1
]
< 0 (1.31)
[
∆ I
]
Θ
[
∆∗
I
]
≥ 0, ∀∆ ∈ B∆ (1.32)
3. µ∆(M1) < 1.
On remarque aisément que ce cadre de travail permet de faire un lien direct avec
la notion des contraintes quadratiques intégrales (IQC, en anglais) [Megretski et
Rantzer 1997], dans le cas où la matrice d’incertitudes est constante. Θ est ici appelé
séparateur quadratique car il établit la séparation topologique du graphe de M1 et
du graphe inverse de ∆, donnant une condition nécessaire et suffisante de stabilité
robuste (ou d’interconnexion bien posée). Ainsi, afin d’assurer la stabilité robuste,
il est nécessaire et suffisant de trouver un séparateur quadratique Θ ∈ Θ tel que[
I M1
]
Θ
[
I
M∗1
]
< 0, où :
Θ :=
{
Θ : Θ = Θ∗,
[
∆ I
]
Θ
[
∆∗
I
]
≥ 0, ∀∆ ∈ B∆
}
(1.33)
et la valeur singulière structurée est ainsi donnée par :
µ∆(M1) = inf
γ>0,Θ∈Θ
{
γ :
[
γI M1
]
Θ
[
γI
M∗1
]
< 0
}
(1.34)
Bien qu’étant un problème de faisabilité convexe, il est difficile à résoudre à cause
de l’ensemble Θ. En prenant un ensemble plus exploitable compris dans Θ, il est
possible de rendre le problème faisable, mais ceci introduit également du conser-
vatisme et donne donc une borne supérieure de µ∆(M1). La sous-classe Θv ⊂ Θ
proposée par [Iwasaki et Hara 1998], dans le cas d’incertitudes purement réelles
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∆ ∈ B∆ := {diag(δ1 Ik1 , . . . , δr Ikr), δi ∈ R, |δi| ≤ 1}, est la suivante :
Θv(B∆) :=
{
Θ =
[
R S
ST Q
]
: Rii ≤ 0, i = 0, . . . , r,
[
∆j I
]
Φ
[
∆j
I
]
≥ 0, j = 1, . . . , 2r
}
(1.35)
où R, S et Q sont des matrices réelles avec R = RT, Q = QT, Rii représente le i-ème
bloc de taille ki × ki situé sur la diagonale de R, et ∆j (j = 1, . . . , 2r) correspondent
aux sommets de B∆.
Remarque 1.3
Une fois encore, il existe un fort lien entre cette approche et l’approche par matrices
(D,G). En effet, en choisissant la sous-classe :
ΘDG :=
{
Θ =
[
−D G
G∗ D
]
: D ∈ Dn, G ∈ Gn
}
(1.36)
on retombe sur la caractérisation présentée à la section 1.2.3. On prouve également que
la borne supérieure de µ obtenue en utilisant la sous-classe Θv est au moins aussi bonne
que celle utilisant ΘDG, montrant l’avantage en terme de conservatisme de l’approche
par séparateurs quadratiques telle que présentée ici.
Même si cette méthode permet à une fréquence donnée d’obtenir un conserva-
tisme moindre que la méthode classique par matrices (D,G), il faut cependant être
conscient qu’il s’agit d’une méthode de résolution à temps exponentiel, puisque
le nombre de contraintes croît exponentiellement avec le nombre d’incertitudes. De
plus si l’on souhaite se ramener à un problème de dimension finie pour évaluer une
borne valable sur toute la plage de fréquence, le lemme de Kalman-Yakubovich-
Popov (KYP, généralisé dans [Anderson 1967]) introduit de façon équivalente un
problème LMI de taille importante.
D-stabilité et Stability Feeler
La D-stabilité implique que tous les zéros d’une famille de polynômes caracté-
ristiques soient dans une région ouverte imposée D, symétrique par rapport à l’axe
des réels du plan complexe (par exemple, le demi-plan gauche du plan complexe).
En réécrivant det(I−M(s)∆) comme une série de polynômes réels, [Matsuda et al.
2009; Matsuda et Mori 2009] proposent d’étudier la stabilité de systèmes incertains
LTI avec l’introduction de leur outil nommé Stability Feeler. Le principe ne sera
pas rappelé ici puisque la méthode a brièvement été expliquée à la sous-section
concernant le calcul d’une borne inférieure de µ (voir sous-section 1.2.2, puis pa-
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ragraphe "Méthodes de complexité exponentielle"). Il convient juste d’insister sur
le fait qu’il s’agit d’une méthode à temps exponentiel, qui peut également utili-
ser des techniques d’expansion ou de division type branch-&-bound de l’espace
d’incertitudes, afin de réduire le conservatisme. Cette méthode peut donc s’avé-
rer intéressante pour la précision de la borne supérieure obtenue, mais elle est de
complexité exponentielle et donc d’usage limité.
Évaluation sans le formalisme LFT
Récemment, il a été proposé par [Zhao et al. 2011] une approche pour évaluer
les bornes inférieure et supérieure de µ sans avoir à mettre le système incertain
sous la forme LFR (Figure 1.2). Ceci peut être intéressant lorsqu’il n’est pas pos-
sible d’isoler les incertitudes car elles n’apparaissent pas de façon rationnelle. On
peut par exemple citer le cas d’une dépendance trigonométrique des paramètres
incertains, où seules des approximations polynomiales permettent d’obtenir une
LFR, au prix d’une modification du problème initial.
Pour un système incertain dont la dynamique est exprimée par x˙ = A(δ)x,
avec δ le vecteur d’incertitudes, le principe consiste à écrire x˙ = A(0)x + A∆(δ)x,
avec A∆(δ) := A(δ) − A(0), puis à évaluer A∆(δ) pour un certain nombres de
valeurs de δ appartenant à l’espace d’incertitudes admissibles. L’analyse de robus-
tesse est ensuite exprimée par la recherche de la plus petite perturbation δ telle
que |I − M(jω)A∆(δ)| = 0, pour tout ω ∈ R+ et avec M(jω) = (jωI − A(0))−1.
Une approche géométrique similaire à celle de [Kim et al. 2008] pour la borne infé-
rieure est utilisée, avec un tirage aléatoire pour évaluer plusieurs A∆(δ), ainsi que
des étapes de contraction et d’expansion pour approcher la région singulière de
l’espace d’incertitudes.
Cette méthode est donc fortement dépendante du nombre de tirages réalisés,
tant pour la précision que pour le temps de calcul, ce dernier pouvant vite deve-
nir prohibitif. Elle doit de plus être réalisée sur un maillage fréquentiel. Elle peut
cependant être intéressante dans le cas où il est difficile d’obtenir une LFR. Il faut
également noter que la méthode est applicable dans le cas d’incertitudes variant
dans le temps.
1.3 Du conservatisme de la borne supérieure de µ
Dans l’étude proposée par [Fabrizi et al. 2014] qui a consisté à tester de nom-
breuses méthodes de calcul de borne inférieure de µ sur un nombre conséquent de
benchmarks réalistes, il a été montré que les algorithmes existants sont générale-
ment très satisfaisants. On en tire notamment les conclusions suivantes :
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– Dans le cas purement complexe ou mixte, le power algorithm de [Young et
Doyle 1997] donne d’excellents résultats, fournissant quasiment à chaque fois
la meilleure borne inférieure en un temps de calcul très faible. Des améliora-
tions ont de plus été introduites dans la boîte à outils Matlab SMAC ([SMAC
2012-2015]). Elles consistent à appliquer une première fois le power algorithm
sur un maillage fréquentiel grossier, puis à raffiner le maillage autour des
fréquences pour lesquelles la borne inférieure est la plus élevée.
– Dans le cas purement réel, la technique de migration des pôles de [Ferreres et
Biannic 2001] est de loin la plus efficace, que ce soit en précision ou en temps
de calcul. Des améliorations ont également été proposées pour augmenter
encore plus la précision, en combinant plusieurs méthodes selon les trois
étapes suivantes :
1. La technique de migration de pôles est tout d’abord appliquée,
2. Le gain-based algorithm de [Seiler et al. 2010] est ensuite exécuté pour
quelques fréquences en utilisant les résultats de l’étape précédente
comme initialisation. Ces fréquences peuvent être celles pour lesquelles
le système est instable suite à l’application de la technique précédente,
ou bien celles pour lesquelles la plus grande borne supérieure de µ est
obtenue.
3. Des outils d’optimisation par essaim de particules sont finalement utili-
sés, en utilisant les résultats précédents comme initialisation.
Cette stratégie est également implantée dans la boîte à outils Matlab SMAC
([SMAC 2012-2015]).
Il existe donc des algorithmes efficaces pour calculer une borne inférieure de µ dans
quasiment tous les cas de figures en un temps très raisonnable. Quant à la borne
supérieure, la caractérisation présentée à la sous-section 1.2.3 est la plus commu-
nément utilisée, avec des routines présentes notamment dans la Robust Control
Toolbox de Matlab [The MathWorks 2010]. Dans de nombreux cas, elle s’avère être
pertinente pour fournir une borne supérieure de µ de façon rapide. Les autres
méthodes présentées à la sous-section 1.2.4 permettent certes d’améliorer la préci-
sion de la borne obtenue, mais ne sont viables que pour des systèmes assez petits
puisqu’elles possèdent bien souvent une complexité exponentielle en fonction du
nombre de paramètres incertains. Cependant, un certain nombre de benchmarks is-
sus de la littérature et regroupés dans l’étude de [Fabrizi et al. 2014], révèlent l’exis-
tence d’un écart plus ou moins important entre les bornes inférieure et supérieure
lorsque la formulation (D,G) est utilisée pour la borne supérieure. Il est important
de souligner que ces benchmarks ont la particularité d’être constitué uniquement
d’incertitudes paramétriques réelles, puisque dans le cas général le conservatisme
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est faible en présence d’incertitudes complexes. La liste des benchmarks considérés
est présentée dans le tableau 1.1, avec :
– la description du système,
– le nombre d’états,
– la structure de la matrice d’incertitudes, selon la forme m× p, signifiant qu’il
y a m blocs réels diagonaux de taille p× p.
– la meilleure borne inférieure µ
∆
parmi tous les algorithmes existants,
– la meilleure borne supérieure µ¯∆ par la formulation des matrices (D,G),
– l’écart η entre les bornes inférieure et supérieure.
N◦ Description États Structure de ∆ µ
∆
µ¯∆ Écart η
1 Exemple académique 4 2×2 1.2517 2.4131 92.79%
2 Véhicule aéronautique 8 4×1 1.6200 1.9757 21.96%
3 Véhicule "Drive-by-wire" 4 2×1+7×2 0.9966 1.1332 13.71%
4 Véhicule de rentrée 7 3×1+1×4+1×6 0.9947 1.0156 2.10%
5 Avion rigide 9 14×1 0.1842 0.2283 23.94
6 Avion militaire 10 7×1+1×2+1×3+1×15 1.6668 2.1572 29.42%
7 Télescope 70 20×1 46.3722 46.5977 0.49%
8 Disque dur 29 19×1+4×2 1.2134 1.2144 0.00%
9 Lanceur 30 16×1+10×2+1×3+1×6 0.8619 2.7232 215.95%
10 Réseau biochimique 7 13×39 733.4645 899.98 22.70%
11 Satellite 95 3×1+8×2+1×3+3×4 0.1006 0.3839 281.61%
Tableau 1.1 – Liste des benchmarks considérés.
On remarque que sur l’ensemble de ces benchmarks, l’écart est effectivement plus
ou moins important.
Remarque 1.4
Pour les benchmarks N◦ 4, 7 et 8, l’écart est relativement faible. Cependant le problème
réside dans le temps de calcul de la borne supérieure qui a nécessité d’utiliser un solveur
LMI. En effet, l’utilisation d’un algorithme de descente de gradient, bien que plus rapide,
donne une borne supérieure très sous-optimale.
Remarque 1.5
Pour tous les benchmarks du tableau 1.1, les incertitudes sont normalisées. Ainsi, leur
stabilité robuste est prouvée si µ∆ < 1.
Une question légitime peut maintenant se poser : quelle borne est générale-
ment responsable d’un écart conséquent entre les bornes supérieure et inférieure
de µ ? Afin d’introduire et de justifier les travaux qui vont suivre, un algorithme
de branch-&-bound, introduit par [Newlin et Young 1997] dans le cadre de la µ-
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analyse et permettant théoriquement de faire tendre l’écart entre les bornes vers
zéro, révèle que la borne supérieure est quasiment tout le temps sur-évaluée. La
borne inférieure reste en effet inchangée, alors que la borne supérieure diminue
au fur et à mesure que le domaine d’incertitudes est partitionné. Bien entendu,
l’utilisation systématique du branch-&-bound n’est pas conseillée dans sa version
classique, puisque le temps de calcul augmente exponentiellement en fonction du
nombre d’incertitudes. Ce problème sera traité lors du chapitre 2.
Conclusion du chapitre
Dans ce chapitre, les notions clés concernant la µ-analyse ont été introduites.
Cette technique d’analyse de robustesse des systèmes LTI est aujourd’hui bien ma-
ture et permet de traiter de nombreux problèmes. Au fil des années de nouveaux
algorithmes sont apparus permettant d’évaluer avec plus de précision les bornes
inférieure et supérieure de la valeur singulière structurée. Cependant il existe tou-
jours des cas plus ou moins pathologiques, où soit l’écart entre les bornes est trop
important, soit le temps de calcul nécessaire pour évaluer la borne supérieure est
excessif.
De façon empirique, il a été montré que les algorithmes servant à évaluer une
borne inférieure donnent bien souvent la valeur exacte de µ. Le conservatisme
semble donc dû au calcul de la borne supérieure lorsque la formulation classique
par matrices (D,G) est utilisée. Les autres algorithmes qui ont été présentés briève-
ment dans ce chapitre ont soit un temps de calcul à complexité exponentielle, soit
n’apportent aucun avantage en terme de conservatisme par rapport à la formula-
tion (D,G). La méthode des multiplieurs de [Fu et Barabanov 1997] sera cependant
exploitée dans la suite, car elle permet une maîtrise du temps de calcul et est tou-
jours moins conservative que l’approche classique.
Dans ce contexte, le prochain chapitre présentera une première partie des contri-
butions de ces travaux de thèse. Il proposera trois nouvelles méthodes permettant
soit de réduire le temps de calcul nécessaire pour calculer une borne supérieure
de µ lorsque le conservatisme est faible, soit de diminuer l’écart avec la borne in-
férieure. Les algorithmes utilisés serviront ensuite lors de la deuxième partie de ce
manuscrit traitant de la synthèse de lois de pilotage.
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Résumé
Trois nouvelles méthodes sont proposées dans ce chapitre afin de réduirel’écart entre la valeur singulière structurée µ et ses bornes supérieures,
tout en maintenant un temps de calcul raisonnable. La première est basée sur
la caractérisation classique par matrices (D,G), la deuxième sur une approche
plus générale à base de multiplieurs, et la troisième sur une technique de
type branch-&-bound. Toutes ces méthodes utilisent les µ-sensibilités pour
sélectionner les incertitudes ayant le plus d’influence sur la marge de stabi-
lité, permettant soit d’obtenir des LMI avec un nombre limité de variables de
décision, soit de subdiviser intelligemment le domaine d’incertitudes. Elles
sont testées avec succès sur une liste de benchmarks réalistes.
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La µ-analyse, introduite lors du précédent chapitre, est considérée aujourd’hui
comme une technique efficace pour évaluer la stabilité robuste d’une très large
classe de systèmes LTI, en présence d’incertitudes paramétriques et de dynamiques
négligées. Cependant, étant donné que le calcul de la valeur singulière structurée
est un problème NP-difficile, seules des bornes de cette dernière sont obtenues. La
borne supérieure fournit une marge de stabilité garantie, souvent pessimiste, du
système. La borne inférieure quant à elle permet d’évaluer le conservatisme de la
borne supérieure.
L’étude de [Fabrizi et al. 2014], reprise partiellement au précédent chapitre, a
montré que les méthodes existantes pour le calcul d’une borne inférieure se ré-
vèlent généralement très satisfaisantes (voir aussi [Ferreres et Biannic 2001]). Les
résultats sont plus contrastés pour ce qui est de la borne supérieure. La caractérisa-
tion classique par matrices (D,G) peut être évaluée de façon rapide en utilisant un
algorithme de descente de gradient, mais elle s’avère parfois très conservative. Des
méthodes existent pour améliorer ce point, comme par exemple :
– utiliser un solveur LMI pour résoudre le problème d’optimisation lié à la
caractérisation par matrices (D,G) de [Young et al. 1995],
– employer l’approche moins conservative dite des multiplieurs de [Fu et Bara-
banov 1997],
– utiliser une technique de branch-&-bound comme proposé dans [Newlin et
Young 1997].
Cependant ces méthodes, bien que pouvant fortement réduire le conservatisme
de la borne supérieure, présentent un problème commun : le temps de calcul peut
devenir prohibitif lorsque le nombre d’incertitudes est trop élevé. Afin de pallier
cette difficulté, une idée consiste à se concentrer sur un nombre réduit d’incerti-
tudes. Ainsi, en optimisant les matrices (D,G) ou les multiplieurs uniquement pour
certaines incertitudes bien choisies, ou en subdivisant le domaine d’incertitudes
suivant certaines directions seulement pour le branch-&-bound, on peut s’attendre
à une amélioration sensible du temps de calcul sans trop dégrader le conservatisme.
Les µ-sensibilités, introduites par [Braatz et Morari 1991], permettent de détermi-
ner ces incertitudes, et sont la clé de voûte de ce chapitre dédié à l’amélioration des
méthodes évoquées ci-dessus.
Le chapitre est organisé de la façon suivante. La section 2.1 présente les µ-
sensibilités et la façon de les calculer. La section 2.2 introduit deux nouveaux al-
gorithmes pour diminuer le conservatisme de la borne supérieure de µ∆ lorsque
l’approche par les matrices (D,G) est utilisée. La section 2.3 détaille l’approche
moins conservative des multiplieurs, en proposant un algorithme qui veille à la
fois à réduire le temps de calcul et à valider la borne obtenue sur l’ensemble de la
plage de fréquences sans utiliser de maillage fréquentiel. Enfin, la dernière section
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conclut en insistant tout particulièrement sur l’intérêt d’utiliser les µ-sensibilités
pour toutes ces méthodes.
Remarque 2.1
Dans tout ce chapitre, et afin d’éviter d’éventuelles confusions, µ¯∆(M) dénote la borne
supérieure de µ évaluée à une fréquence donnée ω0, à l’aide de l’approche par matrices
(D,G), avec M = M(jω0), alors que µ¯∆ correspond à sup
ω∈R+
µ∆(M(jω)), i.e. à l’inverse
de la marge de robustesse kmax (voir définition 1.3).
2.1 Introduction aux µ-sensitibilités
On s’intéresse dans cette section à la notion de µ-sensibilités, qui servira dans
chacun des algorithmes proposés par la suite pour améliorer le conservatisme de
la borne supérieure de µ∆ ainsi que son temps de calcul.
2.1.1 Définition des µ-sensibilités
Les µ-sensibilités ont été introduites par [Braatz et Morari 1991], afin d’identifier
quelles parties d’un système doivent être mieux modélisées pour améliorer son
identification, en vue d’une synthèse de loi de commande robuste. Si cette dernière
ne permet pas d’obtenir une boucle fermée stable (on a alors kmax < 1 dans le
cas d’incertitudes normalisées), soit les spécifications en performance ne sont pas
adaptées, soit le modèle n’est pas suffisamment affiné pour la synthèse. Dans ce
dernier cas, comment être sûr que les incertitudes mieux identifiées apporteront
une amélioration significative pour la synthèse de la loi ? C’est dans ce contexte
que les µ-sensibilités ont été introduites, et leur définition est rappelée ci-après.
Remarque 2.2
Afin de ne pas surcharger les notations, on se place dans le cas où les incertitudes sont
uniquement paramétriques réelles, potentiellement répétées, de telle sorte que le bloc
d’incertitudes ∆ soit de la forme :
∆ = diag(δ1 Ik1 , . . . , δr Ikr) (2.1)
où les δi sont des scalaires réels ki-répétés. Il faut insister sur le fait que c’est de toute
façon la configuration la plus critique en termes de conservatisme de la borne supérieure
de µ∆. On observe en effet en pratique que la présence de blocs complexes tend à le
diminuer.
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Définition 2.1
Soit M = M(jω) la réponse fréquentielle de M(s) à une certaine fréquence ω.
On suppose que ∆ est pré- et post-multiplié par une matrice diagonale A(ej) =
diag(Ik1 , . . . , (1− ej)Ik j , . . . , Ikr), de façon que la jème incertitude est réduite d’un petit
facteur (1− ej)2 alors que les autres gardent leur valeur nominale. La jème µ-sensitibilité
est alors définie par :
Sµj =
∂
∂ej
µ¯∆(Mej) = lim
ej→0+
|µ¯∆(M)− µ¯∆(Mej)|
ej
(2.2)
avec Mej = A(ej)MA(ej) (en remarquant que M0 = M), et µ¯∆(.) la borne supérieure
évaluée à une fréquence à l’aide de l’approche par matrices (D,G).
Remarque 2.3
Puisque le calcul exact de la valeur singulière structurée µ∆(Mej) (ou µ∆(M)) est
un problème NP-difficile, et que dans ces travaux de thèse seul le calcul de la borne
supérieure nous intéresse, la définition 2.1 est adaptée ici, présentant les µ-sensibilités
comme la dérivée de la borne supérieure µ¯∆(Mej) par rapport à ej.
La signification concrète des µ-sensibilités est la suivante : plus la valeur de Sµj est
élevée, plus l’incertitude correspondante a de l’influence sur la valeur de µ¯∆(M).
Dans l’étude de [Braatz et Morari 1991], les plus fortes µ-sensibilités indiquent les
incertitudes les plus critiques pour le système modélisé, sur lesquelles il faudra
améliorer les connaissances afin d’augmenter la marge de stabilité et le niveau de
performance lors de la synthèse.
Dans le contexte de cette thèse, les incertitudes possédant les µ-sensibilités les
plus élevées sont à priori les plus responsables du conservatisme de µ¯∆(M). Les
contributions utilisant cet outil afin d’améliorer l’écart entre µ∆ et ses bornes supé-
rieures en un temps raisonnable seront détaillées dans les sections 2.2 et 2.3. Ce-
pendant, il reste tout d’abord à expliciter un peu mieux le calcul des µ-sensibilités,
la formulation (2.2) étant sensible numériquement. La sous-section suivante vise à
donner quelques informations à ce sujet.
2.1.2 Considérations numériques
L’utilisation de la formulation (2.2) repose sur le calcul de différences finies,
en choisissant un ej le plus faible possible. Le problème inhérent à cette méthode
est sa forte sensibilité numérique. En effet, elle amène à faire le rapport entre une
différence de nombres proches mais assez grands, par un nombre très faible. Étant
donné de plus que le calcul de µ¯∆(M) peut s’avérer inexact, les valeurs des µ-
sensibilités peuvent être faussées, et il peut être difficile de choisir une valeur ap-
44 Chapitre 2. Techniques de réduction du conservatisme de la borne supérieure de µ
propriée pour ej. Fort heureusement, une solution a été apportée dans [Douglas
et Athans 1995] qui relève d’ailleurs ce problème numérique, et cette sous-section
vise à détailler les grandes lignes de l’algorithme proposé.
La première étape consiste à choisir une fréquence à laquelle le calcul des µ-
sensibilités sera réalisé. La fréquence la plus naturelle est celle où la valeur de µ¯∆ est
maximale. On note alors ωc cette fréquence, et M = M(jωc) la réponse fréquentielle
associée. On introduit également Mej = A(ej)MA(ej), selon les notations de la
définition 2.1. Le but est donc de calculer la dérivée partielle suivante :
∂
∂ej
µ¯∆(Mej) (2.3)
sans utiliser l’approximation des différences finies. Pour ce faire, on réécrit la for-
mulation (1.21) du chapitre 1 de façon à se ramener à un problème de calcul de
plus grande valeur propre :
µ¯∆(Mej) = infD∈Dn,G∈Gn
[
min
β≥0
{β : λ¯(M∗Dej MDej + j(GMDej −M
∗
Dej
G)) ≤ β2}
]
(2.4)
où λ¯(.) représente la plus grande valeur propre, et MDej = DA(ej)MA(ej)D
−1.
On suppose qu’il existe, pour chaque ej, des matrices D¯ et G¯ telles que l’infi-
mum est atteint, et on note :
(β¯(ej))
2 = λ¯(M∗¯Dej MD¯ej + j(G¯MD¯ej −M
∗¯
Dej
G¯)) (2.5)
Afin d’introduire globalement la méthode proposée par [Douglas et Athans
1995] pour calculer les µ-sensibilités sans surcharger les notations, on considère le
problème précédent comme un problème du type :
min
x
f (x, ej) (2.6)
En notant x¯(ej) la valeur qui permet d’atteindre le minimum global de la fonction
pour un ej donné, le but est donc de calculer :
d
dej
f (x¯(ej), ej) (2.7)
Le problème est qu’il n’est pas possible de connaître la variation de la fonction
ej 7→ x¯(ej), et donc une telle dérivée est ici impossible à évaluer simplement. Il
existe cependant un lemme qui permet de contourner le problème, et dont les
hypothèses ne sont aucunement restrictives (voir [Douglas et Athans 1995]) :
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Lemme 2.1
On suppose que :
∇x f (x, ej)
∣∣
x=x¯(ej)
= 0 (2.8)
∇2x f (x, ej)
∣∣
x=x¯(ej)
> 0 (2.9)
où ∇x est l’opérateur gradient selon x, et ∇2x le hessien. Alors :
d
dej
f (x¯(ej), ej) =
∂
∂ej
f (x, ej)
∣∣∣∣
x=x¯(ej)
(2.10)
En prenant x comme un vecteur contenant les variables d’optimisation des matrices
D et G, et f (x, ej) = µ¯(Mej), le lemme précédent est alors applicable. Il reste ainsi
à déterminer les dérivées partielles de valeurs propres d’un opérateur symétrique
linéaire. Il faut souligner tout d’abord que de telles dérivées existent, comme il est
prouvé dans [Douglas et Athans 1995] ou dans le chapitre 2 de [Kato 1976]. Leur
calcul peut ensuite être réalisé grâce au théorème suivant dont la preuve consiste en
de simple manipulations algébriques et suit celle donnée dans [Freudenberg et al.
1982].
Théorème 2.1 ([Douglas et Athans 1995])
Soient α ∈ R appartenant à un voisinage B(α¯) ouvert de α¯ ∈ R, et X(α) ∈ Cn×n
une matrice symétrique. Soit λ1 une valeur propre de X(α¯) répétée m fois. Pour tout
α appartenant au voisinage B(α¯), X(α) admet une décomposition en éléments propres
associée X(α) = U(α)Λ(α)U∗(α), telle que :
U(α) =
[
U1(α) U2(α)
]
, U1(α) ∈ Cn×m, U2(α) ∈ Cn×(n−m) (2.11)
Λ =
[
Λ1(α) 0
0 Λ2(α)
]
, Λ1(α) ∈ Cm×m, Λ2(α) ∈ C(n−m)×(n−m) (2.12)
où Λ1(α¯) = λ1 Im. Alors les dérivées des valeurs propres de Λ1(α) évaluées en α = α¯
sont données par les valeurs propres de la matrice :
U∗1 (α¯)
∂
∂α
X(α)
∣∣∣∣
α=α¯
U1(α¯) (2.13)
Ainsi, dans notre contexte, en remplaçant α par ej contenu dans un voisinage
de 0, et la matrice X(α) par :
M∗¯Dej MD¯ej + j(G¯MD¯ej −M
∗¯
Dej
G¯) (2.14)
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on obtient un moyen de calculer les dérivées selon ej des plus grandes valeurs
propres de la matrice définie par (2.14), autrement dit les dérivées de β¯2(ej)
(voir équation (2.5)). L’algorithme suivant est alors proposé afin de calculer les
µ-sensibilités sans utiliser les différences finies.
Algorithme 1: Calcul des µ-sensibilités
Entrées : M, ∆
Sorties : Sµ =
[
Sµ1 . . . S
µ
r
]T
1 Résoudre (2.4) pour ej = 0. Soient D¯ et G¯ les matrices optimales obtenues, et
β¯ la valeur de β correspondante ;
2 Calculer la structure propre composée de U et Λ telle que :
UΛU∗ = M∗¯D MD¯ + j(G¯MD¯ −M∗¯DG¯) (2.15)
où MD¯ = D¯MD¯−1. On suppose que la plus grande valeur propre est répétée
m fois, et on note U1 la matrice constituée des m premières colonnes de U ;
pour j = 1 à r
3 Définir la matrice A(ej) comme dans la définition 2.1 ;
4 Définir la matrice Z, correspondant à la dérivée selon ej de la matrice
exprimée par (2.14), évaluée en ej = 0 :
Z =
∂
∂ej
M∗¯Dej
∣∣∣∣
ej=0
MD¯ +M
∗¯
D
∂
∂ej
MD¯ej
∣∣∣∣
ej=0
+ j
(
G¯
∂
∂ej
MD¯ej
∣∣∣∣
ej=0
− ∂
∂ej
M∗¯Dej
∣∣∣∣
ej=0
G¯
)
5 En utilisant le résultat du théorème 2.1, calculer :
Sµj =
λ¯(−U∗1 ZU1)
2β¯
(2.16)
où λ¯ représente la plus grande valeur propre ;
6 Sµ =
[
Sµ1 . . . S
µ
r
]T
est un vecteur constitué des µ-sensibilités de chacune
des r incertitudes ;
Remarque 2.4
Quelques explications méritent d’être fournies notamment concernant l’étape 5 de l’al-
gorithme 1, qui donne l’expression de la jeme µ-sensibilité :
– le signe négatif représente le fait que l’on s’intéresse à la décroissance de µ¯∆(Mej),
afin de respecter la convention de la définition 2.1 où chaque incertitude est ré-
duite d’un petit facteur,
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– la plus grande valeur propre est considérée puisque toutes les valeurs propres ne
décroissent pas à la même vitesse, et on s’intéresse ici à celle qui décroît le plus,
– enfin la division par 2β¯ provient du fait que l’on souhaite obtenir la µ-sensibilité
de µ¯∆(M) et non de µ¯2∆(M).
L’algorithme 1 est ensuite comparé avec les différences finies sur le benchmark
5 du tableau 1.1, correspondant à un modèle d’avion rigide possédant 14 incer-
titudes non-répétées. Les résultats sont donnés dans le tableau 2.1. Les valeurs
des µ-sensibilités sont relativement proches entre les méthodes, mais il est impor-
tant de noter que l’utilisation des différences finies peut amener des écarts impor-
tants lorsque la valeur de ej est changée, l’incertitude possédant la plus grande
µ-sensibilité pouvant même être différente d’un cas à l’autre. Ici on observe que
l’incertitude δ14 est la plus influente sur la valeur de µ¯∆(M), mais un ej trop faible
tend à rendre l’incertitude δ9 plus influente, confirmant bien la grande sensibilité
numérique des différences finies vis-à-vis du choix de ej. Enfin, toujours pour les
différences finies et pour avoir de bons résultats, il faut une estimation très pré-
cise de µ¯∆(M), entraînant un temps de calcul souvent bien plus important que la
méthode proposée par l’algorithme 1.
Incertitude
Calcul des µ-sensibilités
Différences finies
Algorithme 1
ej = 10−4 ej = 10−6
δ1 0.0372 0.0300 0.0272
δ2 0.0087 0.0080 0.0053
δ3 0.0264 0.0281 0.0044
δ4 0.0132 0.0087 0.0070
δ5 0.0369 0.0322 0.0258
δ6 0.0388 0.0407 0.0289
δ7 0.0422 0.0422 0.0537
δ8 0.0255 0.0254 0.0197
δ9 0.0756 0.0839 0.0735
δ10 0.0185 0.0161 0.0168
δ11 0.0062 0.0063 0.0021
δ12 0.0429 0.0432 0.0373
δ13 0.0111 0.0111 0.0048
δ14 0.0913 0.0817 0.0852
Tableau 2.1 – Calcul des µ-sensibilités pour le benchmark N◦ 5 de l’avion rigide : comparaison
entre l’utilisation des différences finies et de l’algorithme 1
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On se propose lors des paragraphes suivants d’utiliser ces notions de µ-
sensibilités pour améliorer le calcul d’une borne supérieure de µ∆.
2.2 Amélioration des approches basées sur la formulation
par matrices (D,G)
Il est proposé dans cette section d’améliorer le calcul de la borne supérieure
de µ∆ utilisant la formulation par matrices (D,G), introduite à la proposition 1.1
du chapitre précédent. Cette caractérisation communément utilisée est attractive
car elle permet, en utilisant une technique de descente de gradient, d’obtenir une
borne supérieure très rapidement. Cependant, cette dernière s’avère dans certains
cas très conservative. Il est alors possible :
– d’utiliser un solveur LMI et la formulation (1.21),
– d’employer une technique de branch-&-bound comme proposé dans [Newlin
et Young 1997].
Cependant ces deux méthodes augmentent sensiblement le temps de calcul qui
peut vite s’avérer prohibitif dans le cas d’un trop grand nombre d’incertitudes.
Cette section propose d’améliorer ce point sur chacune de ces deux méthodes, en
utilisant notamment les µ-sensibilités introduites lors du paragraphe précédent.
Remarque 2.5
Les calculs présentés dans les pages suivantes ont été réalisés sur un ordinateur possé-
dant 6 Go de RAM, et un processeur quatre cœurs Intel R© Xeon(R) W3530 cadencé à
2.80Ghz, tournant sur Ubuntu 12.04 64bits.
2.2.1 Résolution partielle des LMIs de la caractérisation par matrices (D,G)
Parfois, l’utilisation d’une technique de descente de gradient pour calculer
µ¯∆ donne une valeur trop conservative. A l’opposé, le conservatisme est souvent
amélioré si un solveur LMI est employé, au détriment du temps de calcul. Ceci est
illustré sur le tableau 2.2, reprenant une partie des benchmarks présentés dans le
tableau 1.1. µ¯LMI∆ correspond à la borne supérieure obtenue en utilisant un solveur
LMI, alors que µ¯GD∆ est évaluée par une technique de descente de gradient. On
observe bien sur cette liste de benchmarks que l’écart entre les deux méthodes
est grand et que le temps de calcul de µ¯LMI∆ est très important lorsque le nombre
d’incertitudes, et surtout le nombre de répétitions, est élevé.
Afin d’améliorer la complexité numérique en présence d’incertitudes ∆ de
grande taille, l’idée est d’initialiser les matrices D et G en utilisant une approche par
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Benchmark
µ¯LMI∆ µ¯
GD
∆
Valeur Temps de calcul Valeur Écart avec µ¯LMI∆ Temps de calcul
3 1.1332 26s 1.2893 12.56% 5s
4 1.0156 122s 1.6912 66.52% 4s
7 46.5977 63s 56.1098 20.41% 9s
8 1.2144 306s 1.4618 20.47% 6s
9 2.7232 3546s 4.4489 63.37% 36s
11 0.3839 2555s 1.2687 230.48% 22s
Tableau 2.2 – Liste de benchmarks présentant un écart important entre µ¯LMI∆ et µ¯
GD
∆ , ainsi qu’un
temps de calcul élevé pour µ¯LMI∆ .
descente de gradient, puis d’en optimiser certaines parties seulement en utilisant
un solveur LMI. Le nombre de variables de décision ndec est choisi par l’utilisateur,
permettant un compromis entre temps de calcul et précision de la borne obtenue
µ¯
pLMI
∆ . Les µ-sensibilités sont calculées afin de déterminer les incertitudes ayant le
plus d’influence sur la valeur de la borne supérieure, et donc les blocs des matrices
D et G à optimiser. On peut alors s’attendre à :
– faire tendre la valeur de la borne supérieure obtenue vers µ¯LMI∆ ,
– obtenir un temps de calcul modérément supérieur à celui nécessaire pour
évaluer µ¯GD∆ .
L’algorithme 2 est proposé dans ce contexte.
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Algorithme 2: Calcul d’une borne supérieure de µ¯∆ par optimisation LMI
partielle des matrices D et G
Entrées : M(s), ∆, ndec
Sorties : µ¯pLMI∆
1 Initialiser I = {R+}, la liste des intervalles fréquentiels sur laquelle la borne
supérieure doit être évaluée ;
2 Initialiser βmax = 0 ;
tant que I 6= ∅
3 Choisir un intervalle I ∈ I et une fréquence ω ∈ I. Définir M = M(jω) ;
4 Calculer Dgd et Ggd minimisant β dans (1.21)-(1.23), par une approche de
descente de gradient ;
5 Calculer les µ-sensibilités pour chaque δj ∈ ∆ en utilisant l’algorithme 1.
Trier ces incertitudes selon un ordre décroissant des valeurs des
µ-sensibilités. Calculer les matrices M, Dgd et Ggd correspondantes par
manipulations de lignes et de colonnes ;
6 Définir Dlmi = Dgd et Glmi = Ggd ;
7 Minimiser β dans (1.21) en optimisant les premiers ndec éléments de Dlmi
et Glmi, et en laissant les autres inchangés ;
8 Définir βmax = max(β, βmax) ;
9 Exécuter la technique de balayage de fréquences de [Roos et Biannic
2010] – rappelée brièvement au chapitre 1 – afin de déterminer le plus
grand intervalle fréquentiel Iv pour lequel la borne supérieure βmax et les
matrices Dlmi et Glmi sont valables ;
10 Mettre à jour I ← I \ Iv ;
11 µ¯
pLMI
∆ = βmax est une borne supérieure de µ∆ qui vérifie µ¯
LMI
∆ ≤ µ¯pLMI∆ ≤ µ¯GD∆ .
Remarque 2.6
Le nombre de variables de décision ndec doit être choisi avec précaution. Une valeur
petite améliorera sensiblement le temps de calcul mais ne permettra pas de réduire suf-
fisamment la valeur de la borne supérieure par rapport à µ¯GD∆ . Une valeur trop élevée
risque à l’inverse de considérablement augmenter le temps de calcul même si la borne
obtenue sera proche de µ¯LMI∆ . Cependant un compromis est facilement déterminé, per-
mettant d’obtenir de bons résultats dans quasiment tous les cas.
Les résultats sont présentés dans le tableau 2.3, pour les benchmarks sélection-
nés dans le tableau 2.2. Le nombre de variables de décision est fixé à ndec = 80,
afin de garder un temps de calcul raisonnable. L’écart entre µ¯LMI∆ et µ¯
pLMI
∆ est faible
(troisième colonne), en comparaison avec l’écart initial entre µ¯LMI∆ et µ¯
GD
∆ (cinquième
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colonne). Le temps de calcul est fortement diminué, tendant vers celui nécessaire
pour évaluer µ¯GD∆ . Ces résultats prouvent bien la capacité de la méthode à calcu-
ler une borne supérieure proche de µ¯LMI∆ avec un temps de calcul assez proche de
l’approche par descente de gradient.
Benchmark
µ¯LMI∆ µ¯
pLMI
∆ (algorithme 2) µ¯
GD
∆
Temps CPU Écart avec µ¯LMI∆ Temps CPU Écart avec µ¯
LMI
∆ Temps CPU
3 26s 0.43% 17s 12.56% 5s
4 122s 14.60% 30s 66.52% 4s
7 63s 0.01% 20s 20.41% 9s
8 306s 0.57% 30s 20.47% 6s
9 3546s 26.58% 100s 63.37% 36s
11 2555s 97.34% 49s 230.48% 22s
Tableau 2.3 – Résultats de l’utilisation de la résolution partielle de LMIs avec aide des
µ-sensibilités (algorithme 2)
.
Remarque 2.7
Pour le Benchmark N◦ 11, l’écart semble encore assez élevé. Cependant il faut remarquer
que la valeur de µ¯pLMI∆ < 1 permet de conclure sur la stabilité robuste du système en
un temps très court, alors que le fort conservatisme de µ¯GD∆ > 1 ne le permet pas.
2.2.2 Nouvel algorithme de branch-&-bound
Lorsque le conservatisme entre les bornes supérieure et inférieure reste élevé,
même malgré l’utilisation d’un solveur LMI, la technique de branch-&-bound peut
être très appropriée. Elle a été introduite par [Newlin et Young 1997] dans le
cadre de la µ-analyse et appliquée à l’approche par matrices (D,G). Le branch-&-
bound est une méthode générale applicable à des problèmes d’optimisation, où l’on
cherche à calculer des bornes supérieure et inférieure qui dépendent du domaine
d’optimisation : plus le domaine est petit, plus l’écart entre les bornes diminue. La
technique consiste donc à partitionner le domaine en des sous-ensembles de plus
en plus petits jusqu’à ce que l’écart entre les bornes soit inférieur à une tolérance
prédéfinie.
Clairement, le problème du branch-&-bound se situe au niveau de son temps
de calcul qui peut devenir vite prohibitif si le nombre d’incertitudes s’avère trop
élevé, et si la tolérance définie est trop petite. En effet, à chaque itération, le domaine
d’incertitudes est divisée en deux nouveaux sous-domaines, ce qui en fait une tech-
nique à temps exponentiel. Elle est donc à utiliser très ponctuellement et ne consiste
pas en une approche systématique pour calculer une borne supérieure de µ∆, du
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moins dans sa version classique. Il est proposé dans cette sous-section d’amélio-
rer le temps de convergence, grâce à l’utilisation des µ-sensibilités. Le principe est
simple : plutôt que de subdiviser à chaque itération le domaine d’incertitudes – qui
dans le cadre de la µ-analyse est un hyperrectangle – suivant sa plus grande di-
mension, la dimension possédant la µ-sensibilité la plus forte est considérée. Dans
ce contexte, un nouvel algorithme 3 de branch-&-bound est proposé, qui nécessite
seulement à l’utilisateur de définir la tolérance η correspondant à l’écart final entre
les bornes supérieure et inférieure de µ∆.
Algorithme 3: Calcul d’une borne supérieure de µ∆ par branch-&-bound avec
utilisation des µ-sensibilités
Entrées : M(s), ∆, η
Sorties : µ¯bb∆ ,µ
bb
∆
1 Calculer une borne inférieure de µ∆, dénotée µbb
∆
, par l’utilisation des
algorithmes cités dans les sections 1.2.2 et 1.3 ;
2 Définir µ¯test∆ = (1+ η)µ
bb
∆
la valeur candidate de la borne supérieure de µ∆ ;
3 Définir E = {(S0,Ω0)} comme la liste initiale des éléments à tester, avec
S0 = 1µ¯test∆ B∆ et Ω0 = R
+ ;
tant que E 6= ∅
4 Choisir un élément (S ,Ω) de E ;
5 Calculer M˜(s) à partir de M(s) tel que les interconnexions (M(s),∆ ∈ S)
et (M˜(s),∆ ∈ B∆) soient équivalentes ;
6 Déterminer les fréquences Ωok ⊂ Ω pour lesquelles µ¯∆ < 1 pour
l’interconnexion normalisée (M˜(s),∆ ∈ B∆) calculée lors de l’étape
précédente ;
si Ωok 6= Ω alors
7 Calculer les µ-sensibilités pour une fréquence ω ∈ Ωnok = ΩrΩok, en
utilisant l’algorithme 1 ;
8 Partitionner S selon la direction de µ-sensibilité maximale afin
d’obtenir deux nouveaux sous-domaines S1 et S2 ;
9 Ajouter((S1,Ωnok) et (S2,Ωnok) à E ;
sinon
Enlever (S ,Ω) de E ;
10 µ¯bb∆ = µ¯
test
∆ est une borne supérieure de µ∆.
Remarque 2.8
Toutes les 10 ou 20 itérations, une borne inférieure de µ∆ est réévaluée. Si µbb
∆
augmente,
alors µ¯test∆ est mis à jour comme décrit à l’étape 2, et le domaine S associé à chaque
élément de E est également ajusté en fonction. Ceci permet d’assurer la convergence
de l’algorithme dans le cas où l’écart entre la valeur initiale de µbb
∆
et celle de µ∆ est
supérieure à η.
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Remarque 2.9
Le paramètre η, correspondant à l’écart désiré entre les bornes, permet un compromis
entre la précision désirée et un temps de calcul raisonnable.
Les résultats sont présentés dans le tableau 2.4, pour une liste de benchmarks
issus du tableau 1.1, dont le conservatisme est initialement très élevé, même avec
l’utilisation d’un solveur LMI pour calculer les matrices D et G. Le branch-&-bound
est donc une solution à plébisciter dans ces cas-ci, mais il est important de noter
que l’utilisation de la technique de branch-&-bound classique basée sur [Newlin
et Young 1997] entraîne un temps de calcul très important, comme le montre la
3me colonne du tableau 2.4. Avec l’utilisation de l’algorithme 3, le temps nécessaire
pour que l’écart entre les bornes soit inférieur à la tolérance η est bien plus court.
Le temps de convergence est donc fortement diminué grâce à l’utilisation des µ-
sensibilités. Il est intéressant de remarquer notamment que pour le benchmark 9,
le branch-&-bound classique ne permet pas de converger en un temps raisonnable
(inférieur à 24 heures) lorsqu’un écart entre les bornes inférieure et supérieure de
µ∆ de 10% est souhaité, alors que l’algorithme 3 converge en 900 secondes. Tous
ces résultats démontrent la capacité de ce nouvel algorithme à diminuer drastique-
ment le conservatisme de la borne supérieure de µ∆ tout en assurant un temps de
convergence raisonnable.
Benchmark η désiré
Branch & bound classique Algorithme 3
Temps CPU Temps CPU
3 2% 1787s 104s
5 5% 348s 180s
6 5% 688s 481s
9
10% ∞ 901s
85% 280s 10s
10 10% 36269s 1485s
Tableau 2.4 – Résultats de l’utilisation du branch-&-bound sur une liste de benchmarks, avec ou
sans l’utilisation des µ-sensibilités.
2.3 Une borne supérieure de µ moins conservative par l’ap-
proche par multiplieurs
Dans cette section, il est proposé d’utiliser une autre approche pour le calcul de
la borne supérieure de µ∆, moins conservative que celle par matrices (D,G) décrite
à la section précédente. L’approche dite par multiplieurs, introduite par [Fu et Ba-
rabanov 1997], est en fait une généralisation de la formulation par matrices (D,G),
et fournit donc en théorie une borne supérieure de µ∆ moins conservative. Cepen-
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dant, deux problèmes majeurs limitent l’utilisation de cette technique notamment
pour des applications réalistes :
– la complexité numérique augmente exponentiellement avec le nombre d’in-
certitudes,
– la borne supérieure de µ∆ fournie est seulement calculée à une fréquence
donnée, et il n’existe pas de méthodes pour valider cette borne sur R+. Il est
alors nécessaire d’utiliser un maillage fréquentiel, avec tous les inconvénients
évoqués à la section 1.2.3.
Ces deux principaux problèmes sont traités dans cette section, afin de rendre l’ap-
proche par multiplieurs plus attrayante pour des applications réalistes.
2.3.1 Rappels de l’approche
Définition
Une fois encore, on considère l’interconnexion de la figure 1.2, où M(s) ∈
RHn×n∞ représente un système nominal bouclé LTI, stable, et ∆(s) = ∆ est une ma-
trice diagonale par blocs regroupant les incertitudes de modélisation. Sans perte
de généralité, on se focalise ici uniquement sur le cas particulier entraînant le plus
de conservatisme, celui où les incertitudes sont uniquement paramétriques réelles.
Les incertitudes complexes tendant à réduire le conservatisme, elles ne sont pas
considérées ici. La matrice ∆ a donc la structure suivante :
∆ = diag(δ1 Ik1 , . . . , δr Ikr) (2.17)
où les δi sont des scalaires réels répétés ki-fois, et ∑ri=1 ki = n. On rappelle que ∆
contient l’ensemble des matrices de taille n× n possédant la même structure que ∆
dans (2.17), et on définit deux nouvelles notations pour cette section :
B∆ = {∆ ∈ ∆ : |δi| ≤ 1} (2.18)
B¯∆ = {∆ ∈ ∆ : |δi| = ±1} (2.19)
On introduit tout d’abord le lemme suivant, qui constitue la base de l’approche
par multiplieurs :
Lemme 2.2
Une famille de matrices A est non-singulière s’il existe une autre matrice C, appelée
multiplieur, telle que He CA < 0 pour tout A ∈ A, avec He X la partie hermitienne
de la matrice X.
Démonstration : Par contraposée, supposons qu’il existe A ∈ A telle que A est sin-
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gulière. Alors il existe un vecteur v 6= 0, tel que Av = 0. On obtient donc que
v∗(CA + A∗C∗)v = 0, ce qui signifie que He CA n’est pas définie négative.
Le théorème suivant découle de l’utilisation du lemme 2.2 et de la définition
1.2.
Théorème 2.2
Soit α un scalaire positif, et M = M(jω) la réponse fréquentielle de M(s) à une
fréquence donnée ω. S’il existe un multiplieur C ∈ Cn×n tel que :
He C∗(In − ∆M) < 0 (2.20)
pour tout ∆ ∈ 1αB∆, alors µ∆(M) ≤ α.
Puisque l’équation (2.20) est linéaire en δi, l’ensemble B∆ peut être remplacé de fa-
çon équivalente par l’ensemble B¯∆. Afin d’évaluer une borne supérieure de µ∆(M),
le but est donc de calculer l’infimum α > 0 tel que l’équation (2.20) est valide pour
tout ∆ ∈ 1α B¯∆. Ceci peut être formulé comme un problème aux valeurs propres
généralisé (en anglais, GEVP) :
ν∆(M) = min
α∈R+,C∈Cn×n
α
tel que He C∗ (αIn − ∆M) < 0, ∀∆ ∈ B¯∆
(2.21)
où ν∆(M) est appelé la borne supérieure de µ∆(M) basée sur l’approche par mul-
tiplieurs. La résolution du GEVP (2.21) demande de résoudre un ensemble de 2r
LMIs, correspondant à chaque sommet de l’hypercube B¯∆. Il est donc important
de souligner que l’approche par multiplieurs est de complexité exponentielle. Le
multiplieur C, complexe, non-structuré, et de taille n× n, est quant à lui constitué
de 2n2 variables de décision. Cependant, il existe de nombreux cas pratiques où la
matrice M n’est pas de range plein, de sorte qu’on peut écrire :
M = AB∗ (2.22)
avec A, B ∈ Cn×q et q = rang(M) < n. On peut alors remplacer la formulation
(2.20) de façon équivalente par :
He Cˆ∗(Iq − B∗∆A) < 0 (2.23)
où Cˆ ∈ Cq×q. L’utilisation de l’équation (2.23) est bien plus avantageuse puisque la
taille du multiplieur à optimiser passe de n× n à q× q.
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Du conservatisme de l’approche par multiplieurs
Le théorème suivant vise à démontrer que la borne supérieure de µ∆(M) obte-
nue par l’approche par multiplieurs, notée ν∆(M), est moins conservative que celle
issue de l’approche par matrices (D,G), notée µ¯∆(M).
Théorème 2.3
Pour toutes les structures ∆ et matrices M, on a :
ν∆(M) ≤ µ¯∆(M) (2.24)
Afin de démontrer ce théorème, on introduit dans un premier temps le lemme
suivant, issu de [Gahinet et Apkarian 1994] et aussi connu sous le nom du lemme
de projection :
Lemme 2.3
Soient U, V ∈ Cn×n et Q = Q∗ ∈ Cn×n. Il existe T ∈ Cn×n tel que :
Q +U∗TV +V∗T∗U < 0 (2.25)
si et seulement si les deux conditions suivantes sont satisfaites :
U∗⊥QU⊥ < 0, U
∗
⊥QV⊥ < 0 (2.26)
où U⊥ et V⊥ sont n’importe quelles matrices dont les colonnes forment des bases des
noyaux de U et V, respectivement.
On peut donc donner la démonstration du théorème 2.3, inspirée de [Fu et Baraba-
nov 1997].
Démonstration du théorème 2.3 : Soit Φβ(D, G) = M∗DM + j(GM − M∗G) − β2D.
Deux étapes sont nécessaires afin de démontrer que Φβ(D, G) < 0 implique que
He C∗(In − ∆M) < 0 pour tout ∆ ∈ (1/β)B¯∆, prouvant ainsi que ν∆(M) ≤ µ¯∆(M).
Étape 1) Montrons que Φβ(D, G) < 0 si et seulement si il existe C ∈ Cn×n tel
que :
W(C, D, G) =
[
C + C∗ + M∗DM C∗ + jM∗G
C− jGM −β2D
]
< 0 (2.27)
Pour ce faire, réécrivons tout d’abord (2.27) comme suit :
W(C, D, G) =
[
M∗DM jM∗G
−jGM −β2D
]
+
[
In
In
]
C
[
In 0
]
+
[
In
0
]
C∗
[
In In
]
< 0 (2.28)
Il est facile de remarquer que
[
0
In
]
et
[
−In
In
]
forment des bases des noyaux de
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[
In 0
]
et
[
In In
]
respectivement. En utilisant le lemme 2.3, (2.28) est vérifié si et
seulement si −β2D < 0 et :
M∗DM + j(GM−M∗G)− β2D < 0 (2.29)
La première condition est redondante et (2.29) correspond à Φβ(D, G) < 0.
Étape 2) Soit Z =
[
In
−∆M
]
. Il apparaît clairement que :
Z∗WZ = C∗(In − ∆M) + (In − ∆M)∗C + M∗D1/2(I − β2∆2)D1/2M (2.30)
puisque D∆ = ∆D et G∆ = ∆G. Ainsi, Φβ(D, G) < 0 ⇔ W(C, D, G) < 0 im-
plique que He C∗(In − ∆M) < 0 pour tout ∆ ∈ (1/β)B¯∆, ce qui démontre bien que
ν∆(M) ≤ µ¯∆(M).
Maintenant que les principales notions de l’approche par multiplieurs pour
calculer une borne supérieure de µ∆ à une fréquence donnée ont été rappelées, la
sous-section suivante se focalise sur la réduction du temps de calcul de cette borne,
en utilisant – comme pour les solutions proposées pour l’approche par matrices
(D,G) – les µ-sensibilités.
2.3.2 µ-sensibilités et réduction du temps de calcul
La résolution du problème aux valeurs propres généralisé (2.21) nécessite de
considérer 2r LMIs. Ainsi, l’évaluation de ν∆(M) peut être extrêmement coûteuse
si le nombre d’incertitudes est élevé. Dans l’esprit de ce qui a été proposé pour la
résolution des LMIs dans l’approche par matrices (D,G), l’idée ici est de résoudre
(2.21) uniquement pour un nombre limité r1 < r d’incertitudes, et d’utiliser la for-
mulation basée sur les matrices (D,G) pour les r− r1 restantes. La borne supérieure
obtenue, notée νp∆(M), sera nécessairement comprise entre ν∆(M) et µ¯∆(M), soit
légèrement plus conservative mais bien plus attrayante en terme de temps de cal-
cul que ν∆(M). Cette solution est déjà envisagée dans [Fu et Barabanov 1997], mais
sans aucune indication sur comment choisir efficacement les r1 blocs d’incertitudes
de ∆ de telle sorte que l’augmentation du conservatisme soit la plus faible possible.
On se propose ici d’utiliser les µ-sensibilités introduites à la section 2.1, afin de
sélectionner les r1 blocs les plus critiques de ∆. M et ∆ sont réarrangés de façon à
ce que ∆ = diag(∆1,∆2) avec ∆1 ∈ ∆1 ⊂ Rp×p contenant les r1 blocs d’incertitudes
(et p = ∑r1i=1 ki), et ∆2 les autres r− r1 blocs. Dans le cas où M est de rang réduit,
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on peut également décomposer M de la façon suivante :
M =
[
A1
A2
] [
B∗1 B
∗
2
]
(2.31)
avec A1, B1 ∈ Cp×q, A2, B2 ∈ C(n−p)×q, et q = rang(M). Ainsi, le problème suivant
doit être résolu :
ν
p
∆(M) = min
α∈R+,Cˆ∈Cq×q,G∈Gn−p,D∈Dn−p
α
tel que
L11 Cˆ∗B∗2 + jA∗2G
∗ −α2D
 < 0, ∀∆1 ∈ 1
α
B¯∆1
avec L11 = 2He Cˆ∗(Iq − B∗1∆1A1) + A∗2 DA2
(2.32)
Il n’implique plus la résolution de 2r LMIs, mais uniquement de 2r1 où r1 < r
est fixé par l’utilisateur. Les µ-sensibilités permettent de plus de sélectionner les
incertitudes les plus pertinentes pour ne pas augmenter de façon trop significative
le conservatisme par rapport à ν∆(M).
Il est également important de noter qu’une solution du problème (2.32) est éga-
lement une solution du problème initial (2.23), comme le prouve le théorème sui-
vant.
Théorème 2.4
Soient α > 0 et Cˆ ∈ Cq×q solutions du problème (2.32). Alors He Cˆ∗(Iq− B∗∆A) < 0
pour tout ∆ ∈ (1/α)B¯∆.
Démonstration du théorème 2.4 : Soient α > 0, Cˆ ∈ Cq×q, D ∈ Dn−p et G ∈ Gn−p tels
que :
L(Cˆ, D, G) =
[
L11 Cˆ∗B∗2 + jA∗2G
∗ −α2D
]
< 0, ∀∆1 ∈ 1α B¯∆1
Soit Y =
[
Iq
−∆2 A2
]
. De simples calculs permettent d’obtenir que :
Y∗LY = Cˆ∗(Iq − A∗∆B)∗ + (Iq − A∗∆B)Cˆ + A∗2 D1/22 (I − α2∆22)D1/22 A2 (2.33)
Ainsi, He Cˆ∗(Iq − B∗∆A) < 0 pour tout ∆ ∈ (1/α)B¯∆.
Une méthode a donc été proposée pour réduire la complexité numérique du calcul
d’une borne supérieure de µ à une fréquence donnée à l’aide de l’approche par
multiplieurs. Elle utilise d’une part les µ-sensibilités pour n’appliquer la caracté-
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risation la moins conservative qu’aux incertitudes les plus pertinentes, réduisant
ainsi le nombre de LMIs, et d’autre part le rang souvent réduit en pratique de la
matrice M, réduisant cette fois le nombre de variables de décision du multiplieur.
Cependant il reste le problème de l’évaluation de ν∆(M) sur R+ tout entier
sans utiliser un maillage fréquentiel. La sous-section suivante propose une solution,
basée sur une approche hamiltonienne, comme ce qui a été fait pour l’approche par
matrices (D,G) (voir sous-section 1.2.3 du chapitre 1).
2.3.3 Validation des multiplieurs sur de larges intervalles fréquentiels
Le calcul d’une marge de robustesse sur R+ n’est pas évident. L’utilisation d’un
maillage fin peut impliquer un temps de calcul trop important sans avoir la certi-
tude qu’une fréquence critique n’est pas manquée, conduisant à une surestimation
non acceptable de la marge de robustesse kmax.
Cette sous-section présente une méthode qui détermine pour quels intervalles
de fréquences le multiplieur C (ou Cˆ) et ν∆(M) (ou ν
p
∆(M)) évalués à une fréquence
donnée restent valides. Les résultats sont basés sur le théorème suivant.
Théorème 2.5
Soient (AM, BM, CM, DM) les matrices de la représentation d’état de M(s) avec AM
Hurwitz. Soient α > 0 et C ∈ Cn×n tels que, pour une fréquence donnée ω et une
matrice ∆ ∈ 1α B¯∆ :
He C∗(In − ∆M(jω)) < 0 (2.34)
Soit X = 2He C∗(In − ∆DM). Si X est non-singulière, alors He C∗(In − ∆M(jω˜))
est singulière si et seulement si jω˜ est une valeur propre de la matrice Hamiltonienne
suivante :
H =
[
AM 0
0 −A∗M
]
+
[
BM
C∗M∆C
]
X−1
[
C∗∆CM −B∗M
]
(2.35)
Le théorème 2.5 peut être utilisé afin de calculer les intervalles fréquentiels
Iv pour lesquels l’équation (2.34) est satisfaite pour la matrice d’incertitudes ∆
et le multiplieur C considérés. Soient jω˜1, . . . , jω˜N les valeurs propres purement
imaginaires de H telles que 0 < ω˜1 < . . . < ω˜N . Il est évident que [0 ω˜1]∪ [ω˜1 ω˜2]∪
. . . ∪ [ω˜N−1 ω˜N ] ∪ [ω˜N +∞[= R+. Ainsi il suffit de prendre une fréquence ωt au
sein de chacun de ces N + 1 intervalles et de tester si He C∗ (In − ∆M(jωt)) < 0.
Iv est composé de tous les intervalles pour lesquels cette condition est satisfaite.
Remarque 2.10
Dans le théorème 2.5, la condition de non-singularité sur la matrice X n’est pas tant
restrictive en pratique. En effet, il arrive souvent que la matrice de transmission directe
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DM soit nulle lorsqu’on considère des applications réalistes. Dans ce cas, la matrice X
est toujours non-singulière, puisqu’on a alors X = 2He C∗ < 0. De plus, pour tous les
benchmarks qui ont été étudiés afin de valider la méthode où la matrice DM n’était pas
identiquement nulle, cette condition de non-singularité était satisfaite.
Afin de démontrer le théorème 2.5, le lemme suivant et sa preuve sont tout
d’abord introduits.
Lemme 2.4
Soit P =
[
P11 P12
P21 P22
]
une matrice avec P11 et P22 inversibles. Les égalités suivantes
sont satisfaites :
det(P) = det(P11)det(P22 − P21P−111 P12)
= det(P22)det(P11 − P12P−122 P21) (2.36)
Démonstration du lemme 2.4 : On a les égalités suivantes :
P
[
I −P−111 P12
0 I
]
=
[
P11 0
P21 P22 − P21P−111 P12
]
(2.37)
En prenant le déterminant de (2.37), on obtient :
det(P) = det
([
P11 0
P21 P22 − P21P−111 P12
])
= det(P11)det(P22 − P21P−111 P12) (2.38)
La seconde égalité est obtenue de la même manière en post-multipliant P par[
I 0
−P−122 P21 I
]
.
La démonstration du théorème 2.5 peut maintenant être introduite.
Démonstration du théorème 2.5 : Soient α > 0 et C ∈ Cn×n tels que F(jω) =
2He C∗(In − ∆M(jω)) < 0. On a alors l’égalité suivante :
F(jω) =
[
(jωI − AM)−1BM
I
]∗ [
0 −C∗M∆C
−C∗∆CM X
] [
(jωI − AM)−1BM
I
]
(2.39)
avec X = 2He C∗(In − ∆DM). Soit alors la matrice suivante :
Q =

jω˜I − AM 0 −BM
0 jω˜I + A∗M −C∗M∆C
−C∗∆CM B∗M X
 (2.40)
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Puisque AM est Hurwitz, jω˜I − AM et jω˜I + A∗M sont non-singulières. Par hypo-
thèse, X est également non-singulière. L’application du lemme 2.4 implique finale-
ment que :
det(Q) = det(jω˜I − H)det(X)︸ ︷︷ ︸
6=0
= det(jω˜I + A∗M)︸ ︷︷ ︸
6=0
det(F(jω˜))det(jω˜I − AM)︸ ︷︷ ︸
6=0
après quelques manipulations matricielles. Ainsi, F(jω˜) est singulière si et seule-
ment si jω˜ est une valeur propre de H.
Il est important de noter que le théorème 2.5 est seulement valide dans le cas où
le multiplieur C est de rang plein, soit de taille n × n. Or lors des sous-sections
précédentes, il a été montré qu’il était possible de réduire la taille du multiplieur
en prenant en considération une dégénérescence éventuelle du rang de M, faisant
passer ainsi la taille du multiplieur C de n × n au multiplieur Cˆ de taille q × q,
où q = rang(M) < n. Ceci constitue un avantage non négligeable en termes de
complexité numérique qu’il serait dommage de laisser de côté. C’est pourquoi le
théorème 2.6 est proposé ci-après afin de calculer un multiplieur de rang plein
C ∈ Cn×n valide, à partir du multiplieur Cˆ ∈ Cq×q.
Théorème 2.6
Soit M = M(jω) la réponse fréquentielle de M(s) à une fréquence donnée ω telle que
M = AB∗, avec A, B ∈ Cn×q et q = rang(M). Soient Cˆ ∈ Cq×q et α > 0 tels que :
He Cˆ∗(Iq − B∗∆A) < 0, ∀∆ ∈ 1
α
B¯∆ (2.41)
Soit C = BCˆB∗ − eEE∗ ∈ Cn×n, avec e > 0 assez petit, et E ∈ Cn×(n−q) tel que[
B E
]
soit de rang plein. Alors :
He C∗(In − ∆M) < 0, ∀∆ ∈ 1
α
B¯∆ (2.42)
Démonstration du théorème 2.6 : Soit C = BCˆB∗ − eEE∗. On a l’égalité suivante :
C∗(In − ∆M) =
[
B E
] [Cˆ∗(Iq − B∗∆A) 0
eE∗∆A −eI
] [
B∗
E∗
]
(2.43)
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Ainsi :
He C∗(In − ∆M) =
[
B E
] [He Cˆ∗(Iq − B∗∆A) e2 A∗∆E
e
2 E
∗∆A −eI
]
︸ ︷︷ ︸
R
[
B∗
E∗
]
(2.44)
Après application du complément de Schur, on obtient :
R< 0⇔
{
−eI< 0
He Cˆ∗(Iq − B∗∆A) + e4 (A∗∆E)(A∗∆E)∗< 0
(2.45)
La première condition de la partie droite de (2.45) est redondante, et la seconde
est de toute évidence satisfaite pour un e > 0 assez petit, entraînant R < 0. Et
puisque par hypothèse
[
B E
]
est de rang plein, il peut alors être affirmé que
He C∗(In − ∆M) < 0.
Remarque 2.11
Pour appliquer le théorème 2.6, il faut veiller à choisir e assez petit pour ne pas violer
la condition (2.45) en dégradant trop le multiplieur, et avoir E tel que
[
B E
]
soit de
rang plein. Numériquement, il est en fait très facile de satisfaire cette dernière condition
sur E en choisissant une matrice pleine générée aléatoirement, et en testant la condition
sur le rang.
L’algorithme 4 est maintenant proposé afin de calculer une borne supérieure de
µ∆, garantie sur tout l’intervalle de fréquences R+, utilisant à la fois les théorèmes
précédents ainsi que les µ-sensibilités.
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Algorithme 4: Calcul d’une borne supérieure de µ∆ par l’approche par multi-
plieurs
Entrées : M(s), ∆, r1
Sorties : νp∆
1 Initialiser I = {R+} la liste des intervalles fréquentiels sur laquelle la borne
supérieure doit être évaluée ;
2 Initialiser νmax = 0 ;
tant que I 6= ∅
3 Choisir un intervalle I ∈ I et une fréquence ω ∈ I ;
4 Résoudre le problème (2.32) afin de calculer νp∆(M(jω)) et un multiplieur
Cˆ ∈ Cq×q ;
si q < n alors
5 Utiliser le théorème 2.6 afin de calculer un multiplieur de rang plein
C ∈ Cn×n ;
sinon
6 Poser C = Cˆ ;
7 Définir νmax = max(νmax, ν
p
∆(M(jω))) ;
8 Appliquer le théorème 2.5 pour chaque ∆j ∈ 1νmax B¯∆ afin d’évaluer les
intervalles fréquentiels Ivj pour lesquels la borne supérieure νmax et le
multiplieur C sont valides ;
9 Calculer Iv = ⋂j Ivj ;
10 Mettre à jour I ← I \ Iv;
11 ν
p
∆ = νmax est une borne supérieure de µ∆ qui vérifie ν∆ ≤ νp∆ ≤ µ¯LMI∆ .
2.3.4 Résultats
Cette sous-section présente les résultats obtenus à l’aide de l’algorithme 4, sur
une liste de benchmarks pertinents extraits du tableau 1.1. Ces derniers ont point
commun que l’approche par matrices (D,G) ne donne pas une borne supérieure de
µ∆ satisfaisante. Les résultats sont présentés sur le tableau 2.5, qui contient :
– le numéro du benchmark (ses caractéristiques sont regroupées dans le tableau
1.1),
– la meilleure borne inférieure µ
∆
de µ∆ sur R+ parmi tous les algorithmes
existants,
– la borne supérieure µ¯LMI∆ obtenue par l’approche par matrices (D,G) sur R
+
avec le temps de calcul correspondant, et l’écart η entre µ
∆
et µ¯LMI∆ ,
– la borne supérieure νp∆ obtenue par l’approche par multiplieurs avec l’algo-
rithme 4, avec le nombre de blocs incertains r1 optimisés, le temps de calcul,
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le nombre d’itérations nécessaire pour valider la borne sur R+, et l’écart entre
µ
∆
et νp∆.
Benchmark µ
∆
Matrices (D,G) Multiplieurs
µ¯LMI∆ Temps (s) η r1 ν
p
∆ Temps (s) Itérations η
1 1.711 2.413 1 41.03% 2 1.732 42 27 1.23%
2 1.620 2.067 6 27.59%
2 1.850 120 50 14.20%
4 1.622 477 89 0.09%
5 0.184 0.229 11 24.46%
3 0.222 100 4 20.38%
5 0.208 133 4 12.88%
9 0.194 1190 6 5.34%
Tableau 2.5 – Calcul d’une borne supérieure de µ∆ en utilisant l’approche par multiplieurs
(algorithme 4), et comparaison avec l’approche par matrices (D,G)
Les résultats montrent bien une forte réduction du conservatisme avec un temps
de calcul qui reste très raisonnable. Pour le benchmark 5 il est important de souli-
gner que, bien que la taille du modèle soit grande, l’utilisation de la dégénérescence
du rang permet de fortement diminuer la complexité numérique.
Il est également intéressant d’insister sur le faible nombre d’itérations néces-
saires afin de valider νp∆ sur la plage entière de fréquences, sans risque de manquer
une fréquence critique. S’il avait fallu appliquer la méthode standard de [Fu et
Barabanov 1997] avec un maillage fréquentiel, au moins 100 fréquences auraient
du être utilisées pour obtenir des résultats relativement précis. Ceci aurait impli-
qué un temps de calcul bien supérieur à ce qui est mentionné dans le tableau 2.5.
Cette affirmation est illustrée sur le benchmark 1 par le tableau 2.6, où sont utilisés
un maillage fin (100 fréquences) et un maillage grossier (30 fréquences). Dans le
premier cas, le temps de calcul est clairement supérieur par rapport au tableau 2.5.
Dans le second cas, le temps de calcul est plus raisonnable mais la borne supérieure
de µ∆ obtenue n’est pas valide puisque inférieure à la meilleure borne inférieure
de µ∆ connue.
Benchmark Maillage νp∆ Temps (s)
1
Fin (100 fréquences) 1.7255 115
Grossier (30 fréquences) 1.5715 38
Tableau 2.6 – Calcul d’une borne supérieure de µ∆ par l’approche par multiplieurs sur un
maillage fréquentiel.
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Conclusion du chapitre
Pour beaucoup d’applications réalistes, les techniques les plus communément
utilisées afin de calculer une borne supérieure de µ∆ sont soit conservatives, soit
lourdes en termes de temps de calcul. Dans ce chapitre, trois nouveaux algorithmes
ont été proposés afin de pallier ces problèmes. Ils sont à utiliser dans les cas sui-
vants :
– la résolution partielle des LMIs pour l’approche par matrices (D,G) de [Young
et al. 1995] est conseillée si la valeur de la borne supérieure de µ∆ change
drastiquement selon qu’elle est calculée avec un solveur LMI, ou avec une
approche de descente de gradient,
– la nouvelle technique de branch-&-bound peut être utilisée lorsque le conser-
vatisme de la borne supérieure utilisant l’approche classique par matrices
(D,G) est trop élevé,
– l’approche par multiplieurs avec validation sur l’ensemble des intervalles fré-
quentiels est également à employer lorsqu’un trop fort conservatisme de la
borne supérieure de µ∆ est révélé, mais sur des modèles qui restent de taille
modérée car l’approche, bien que rendue plus rapide grâce aux µ-sensibilités
et à l’utilisation d’un éventuel rang réduit du système, reste de complexité
exponentielle.
Ces trois techniques utilisent toutes un outil commun permettant de détecter les
incertitudes les plus significatives : les µ-sensibilités. Cependant rien n’a montré
jusqu’ici que l’utilisation des µ-sensibilités permet effectivement une nette amélio-
ration par rapport à un choix "aléatoire" des incertitudes. Ce point est clarifié dans
le tableau 2.7.
Méthode
Grandeur
Bench
Avec les Choix aléatoires (50 tirages)
comparée µ-sensibilités Min Moyenne Max
LMIs partielles
µ¯
pLMI
∆ −µ¯LMI∆
µ¯LMI∆
7 0.01% 3.00% 8.80% 15.06%
(matrices (D,G)) 8 0.57% 5.54% 10.19% 17.50%
Algorithme 2 11 97.34% 117.66% 183.94% 208.91%
Branch & bound Temps CPU 5 180s 374s 1654s 3689s
Algorithme 3 (η = 5%) 6 481s 1751s 2439s 3571s
Multiplieurs νp∆−µ∆
µ
∆
2 14.20% 20.55% 20.84% 20.93%
Algorithme 4 5 5.34% 5.34% 11.49% 17.88%
Tableau 2.7 – Résultats montrant l’intérêt d’utiliser les µ-sensibilités
Il contient :
– la méthode appliquée : résolution partielle de LMIs (sous-section 2.2.1),
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branch-&-bound (sous-section 2.2.2), ou approche par multiplieurs (section
2.3),
– la grandeur pertinente à comparer suivant la méthode : l’écart entre µ¯LMI∆ et
µ¯
pLMI
∆ pour la résolution partielle de LMIs, le temps de calcul pour le branch-
&-bound avec un écart désiré entre les bornes de 5%, et l’écart entre µ
∆
et νp∆
pour l’approche par multiplieurs,
– le benchmark considéré,
– les valeurs obtenues en utilisant les µ-sensibilités,
– les valeurs minimale, moyenne, et maximale lorsque 50 tirages aléatoires des
incertitudes à considérer sont effectués, afin de réaliser une étude statistique
lorsque les µ-sensibilités ne sont pas utilisées.
Il est intéressant de remarquer que sur tous les exemples considérés, l’utilisation
des µ-sensibilités permet d’obtenir les meilleurs résultats. Lorsque des choix aléa-
toires des incertitudes sont réalisés, les valeurs minimales ne sont généralement pas
aussi bonnes. Ceci permet donc de parfaitement illustrer l’intérêt des µ-sensibilités.
Deuxième partie
Synthèse de lois de commande
non-linéaires robustes
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Résumé
Ce chapitre propose, sous forme d’état de l’art ciblé en fonction des be-soins de cette thèse, une introduction aux techniques d’inversion dyna-
mique. Cette méthode de commande des systèmes non-linéaires présente de
nombreux avantages : possibilité de compenser les principales non-linéarités,
de découpler une large classe de systèmes, et d’adapter la loi automatique-
ment au point de fonctionnement. Son efficacité dépend cependant beaucoup
de la boucle externe, dont la synthèse utilise généralement des méthodes is-
sues de la commande linéaire robuste. Il est proposé à ce propos de présenter
notamment un bref rappel des techniques de synthèse H∞, et notamment sa
version structurée. Tout ceci servira de base pour les améliorations proposées
au chapitre 4.
69

3.1. Cas des systèmes carrés affines en la commande 71
Les techniques de linéarisation entrée-sortie, introduites dans les années 1980
par [Isidori et al. 1981] et reprises dans de nombreux ouvrages et publications [Isi-
dori 1985; Fliess 1985; Slotine et Li 1991; Vidyasagar 1993], permettent de linéariser
et de découpler une large classe de systèmes non-linéaires. Elles ont été mises en
œuvre sur des applications variées parmi lesquelles la commande des systèmes
aéronautiques et spatiaux occupe une place de choix [Snell et al. 1992; Adams et
Banda 1993; Reiner et al. 1995; 1996; Schumacher et Khargonekar 1998; Ito et al.
2002; Hernandez Lopezomoza 2012; Kara Mohamed et Lanzon 2013; 2012; Bian-
nic et al. 2014]. L’inversion dynamique repose sur une structure à double boucles :
une boucle interne de linéarisation visant à éliminer autant que possible les non-
linéarités du système, et une boucle externe qui permet d’imposer les dynamiques
du système découplé résultant.
Ce chapitre vise à présenter un bref état de l’art sur les techniques d’inver-
sion dynamique, synthétisant la plupart des références mentionnées ci-avant. La
section 3.1 introduit la technique sur un cas simple : la classe des systèmes non-
linéaires carrés affines en la commande. Cette version simplifiée permet d’illustrer
clairement la structure à double boucles imbriquées, où la boucle interne permet
notamment d’obtenir une forme linéaire standard appelée forme de Brunovsky
(constituée d’une chaine d’intégrateurs). Les limitations de la méthode, qu’on cher-
chera à corriger dans le chapitre 4, seront également mentionnées. La section 3.2
généralise la méthode à une plus large classe de systèmes, en présentant succinc-
tement les techniques de linéarisation entrée-sortie. Une attention particulière sera
portée sur le fait qu’il est parfois difficile d’inverser complètement le système, lais-
sant des dynamiques non-commandées dont il faudra veiller à vérifier la stabilité
(dynamique des zéros). Enfin dans la section 3.3 on s’attardera sur une technique
de commande robuste linéaire : la synthèse H∞, qui permet d’améliorer la robus-
tesse de la boucle externe. Sa version structurée sera particulièrement intéressante,
amenant des possibilités d’imposer l’ordre du correcteur, sa structure, ou encore de
l’inclure dans un schéma de synthèse multi-canaux et multi-modèles.
3.1 Cas des systèmes carrés affines en la commande
Afin d’illustrer brièvement de façon simple les principes de l’inversion dyna-
mique non-linéaire, il est proposé ici de se focaliser sur une classe de systèmes
particulière : les systèmes carrés, c’est-à-dire possédant autant d’entrées que de va-
riables d’état, affines en la commande. Ils sont représentés par l’équation suivante :
x˙ = f (x) + G(x)u (3.1)
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où :
– x ∈ Rn est le vecteur d’états,
– u ∈ Rn est la commande,
– f (x) ∈ Rn et G(x) ∈ Rn×n sont deux fonctions non-linéaires.
Afin de pouvoir appliquer les techniques d’inversion dynamique, l’hypothèse sui-
vante doit être vérifiée.
Hypothèse 3.1
La fonction matricielle G est supposée non-singulière, signifiant que :
det(G(x)) 6= 0, ∀x ∈ D ⊂ Rn (3.2)
où D représente l’ensemble des états admissibles du système.
3.1.1 Principe général
Le principe de l’inversion dynamique non-linéaire (qui sera désormais nommée
sous l’abréviation NDI, pour Nonlinear Dynamic Inversion en anglais) consiste à uti-
liser la commande u(x) afin de découpler et linéariser le système non-linéaire (3.1).
Pour ce faire, il suffit d’utiliser explicitement les fonctions f (x) et G(x) afin d’éli-
miner les dynamiques non-linéaires, et ensuite de forcer la dynamique du système
résultant. La loi est donc constituée de deux boucles, une boucle interne linéa-
risante, et une boucle externe stabilisante et permettant de répondre à certaines
spécifications.
Boucle interne linéarisante
La boucle interne est définie par la loi de commande suivante :
u(x) = G−1(x) (− f (x) + v) (3.3)
en supposant bien entendu que tout l’état est accessible à la mesure.
Ainsi, en utilisant la commande (3.3) sur le système non-linéaire carré (3.1), on
obtient le système résultant représenté par l’équation suivante :
x˙ = v (3.4)
Ainsi, le système précédent est linéaire et est constitué d’une série de n intégrateurs.
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Boucle externe
Une fois que les principales non-linéarités du système initial ont été compensées
par la loi interne linéarisante, la commande v apparue à l’équation (3.4) peut être
utilisée afin d’imposer une dynamique désirée au système bouclé. La structure
suivante est généralement employée :
v = K(s)
[
xc
x
]
(3.5)
où xc représente le vecteur de consignes à suivre, et K(s) est le correcteur qui doit
être dimensionné afin d’imposer une dynamique au système résultant ainsi qu’un
suivi des consignes. La loi de commande complète est alors donnée par :
u(x) = G−1(x)
(
− f (x) + K(s)
[
xc
x
])
(3.6)
Puisque le système ()3.4) est linéaire, toute méthode de synthèse linéaire peut
être employée afin de synthétiser le correcteur K(s). On peut citer le placement de
pôles, la commande par PI/PD/PID, optimale LQ, ou des techniques plus avancées
comme la commande robuste par synthèse H∞ qui sera décrite à la section 3.3.
3.1.2 Limitations
La commande par inversion dynamique non-linéaire classique, telle qu’expo-
sée dans la présente section, semble assez attrayante et simple à mettre en place,
et permet de traiter efficacement les non-linéarités et le découplage sur un sys-
tème non-linéaire. Cependant il existe plusieurs limitations qui peuvent s’avérer
gênantes pour son utilisation dans des applications réalistes :
– le système (3.1) est loin d’être représentatif de tous les cas de figure et peut
s’avérer extrêmement simplifié,
– aucune dynamique des actionneurs n’est prise en compte, tout comme les
retards et dynamique des capteurs, qui peuvent entraîner des limitations en
pratique, comme empêcher une linéarisation exacte du système initial,
– il n’est pas non plus évident de savoir si toutes les non-linéarités doivent être
compensées, certaines pouvant en effet être bénéfiques pour la dynamique du
système : dépenser de l’énergie de commande afin de les rejeter peut s’avérer
peu recommandable,
– la NDI nécessite l’accès complet à l’état du système, ce qui peut s’avérer
restrictif dans de nombreux cas,
– un des points les plus critiques concerne surtout la validité des fonction f (x)
74 Chapitre 3. Introduction à l’inversion dynamique non-linéaire
et G(x) qui ne sont que des modélisations. En pratique, diverses incertitudes
affecteront ces deux termes, rendant d’une part impossible toute linéarisation
exacte et d’autre part nécessaire la robustesse de la loi externe.
Ainsi un gros effort peut être demandé à la boucle externe afin de compenser ces
limitations, qui doit alors s’avérer extrêmement robuste tout en assurant un bon
suivi de consignes.
Dans la section suivante, on s’intéresse au cas un peu plus général où le système
considéré n’est plus nécessairement carré, c’est-à-dire que le nombre d’entrées n’est
plus égal au nombre d’états du système. Des notions sur la technique de linéarisa-
tion entrée-sortie sont à cet effet introduites afin d’obtenir autant que possible une
boucle interne linéarisante.
3.2 Extension : technique de linéarisation entrée-sortie
3.2.1 Cas des systèmes non-linéaires SISO
Dans cette sous-section, un rappel sur la théorie de la commande par linéarisa-
tion entrée-sortie est introduit, appliquée aux système mono-entrée / mono-sortie
(Single Input Single Output en anglais, i.e. SISO).
On considère la classe des systèmes non-linéaires SISO affines en la commande
décrits sous la forme générale suivante :
x˙ = f (x) + g(x)u
z = h(x)
(3.7)
où x ∈ Rn est le vecteur d’état, z ∈ R est la sortie, u ∈ R est la commande, f et
g sont des champs de vecteurs et h est une fonction à valeurs dans R. Le but de
la commande par linéarisation entrée-sortie est de déterminer un changement de
coordonnées x˜ = Φ(x) et un retour d’état statique transformant le système (3.7) en
un système linéaire, découplé et commandable.
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Définition 3.1 (Linéarisation entrée-sortie)
Le système non-linéaire (3.7) peut être transformé en un système linéaire par une com-
mande par linéarisation entrée-sortie s’il existe un difféomorphisme x˜ = Φ(x) et une
commande :
u(x) = a(x) + b(x)v (3.8)
où a(x) et b(x) 6= 0 sont des fonctions scalaires réelles assurant l’existence d’une
matrice A ∈ Rn×n et de vecteurs B ∈ Rn×1, C ∈ R1×n tels que la boucle fermée
s’écrive : {
˙˜x = Ax˜ + Bv
z = Cx˜
(3.9)
Il reste maintenant à déterminer une telle commande linéarisante. Le principe
consiste à dériver successivement la sortie régulée z jusqu’à faire apparaître de
façon explicite l’entrée u. On définit tout d’abord la dérivée de Lie, dénotée L f h(x),
afin d’exprimer la dérivée d’une fonction scalaire h(x) par rapport à un champ de
vecteurs f (x).
Définition 3.2 (Dérivée de Lie)
Soient un champ de vecteurs f (x) ∈ Rn et une fonction scalaire h(x) ∈ R, avec
x ∈ Rn. On définit la dérivée de Lie de h(x) par rapport à f (x) par :
L f h(x) =
∂h(x)
∂x
f (x) (3.10)
L f h(x) correspond à la dérivée de h le long des trajectoires du système défini par x˙ =
f (x).
Le nombre minimum r de dérivations successives de z nécessaires à l’apparition
de la commande u est appelé degré relatif.
Définition 3.3 (Degré relatif d’un système non-linéaire)
Le système non-linéaire (3.7) a un degré relatif r si :
– pour tout entier i < r− 1, LgLif h(x) = 0
– LgLr−1f h(x) 6= 0
En supposant que le degré relatif du système (3.7) vaut r, les r dérivées succes-
sives de la sortie régulée z s’écrivent de la façon suivante :
z = h(x)
z˙ = L f h(x)
...
z(r−1) = Lr−1f h(x)
z(r) = Lrf h(x) + LgL
r−1
f h(x)u
(3.11)
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On observe bien l’apparition de la commande u lors de la r-ième dérivée de z. On
peut donc introduire le changement de variable x˜ = Φ(x) tel que :
x˜ = Φ(x) =

x˜1(x)
x˜2(x)
...
x˜r−1(x)
x˜r(x)

=

z
z˙
...
z(r−2)
z(r−1)

=

h(x)
L f h(x)
...
Lr−2f h(x)
Lr−1f h(x)

(3.12)
conduisant le système non-linéaire (3.7) au nouveau système dont la dynamique
est donnée par : 
˙˜x1 = x˜2
˙˜x2 = x˜3
...
˙˜xr−1 = x˜r
˙˜xr = Lrf h(x) + LgL
r−1
f h(x)u
η˙ = ψ(x˜, η)
z = x˜1
(3.13)
Les non-linéarités se trouvent à présent dans l’équation de ˙˜xr, où la commande u
est présente. Il est à noter également que le degré relatif r pouvant être inférieur
à l’ordre du système n, il peut persister une dynamique interne, représentée par
l’équation η˙ = ψ(x˜, η) avec ψ(x˜, η) ∈ Rn−r, qui ne dépend pas de la commande
et qui ne peut par conséquent pas être commandée. Ce sujet est discuté plus en
détails dans la remarque 3.1.
Puisque LgLr−1f h(x) 6= 0, on peut utiliser la commande u afin de compenser les
non-linéarités de (3.13) avec :
u(x) =
1
LgLr−1f h(x)
(
−Lrf h(x) + v
)
(3.14)
En identifiant dans l’équation (3.8), la structure de la loi peut être récupérée avec :
a(x) =
−1
LgLr−1f h(x)
Lrf h(x), b(x) =
1
LgLr−1f h(x)
(3.15)
Ceci permet donc d’établir une relation linéaire entre la nouvelle entrée v et la sortie
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régulée z. Le système résultant est le suivant :
˙˜x1 = x˜2
˙˜x2 = x˜3
...
˙˜xr−1 = x˜r
˙˜xr = v
η˙ = ψ(x˜, η)
z = x˜1
(3.16)
qui est constitué d’une chaîne de r intégrateurs. La forme du système représenté
par (3.16) est appelée forme canonique de Brunovsky. La commande v peut alors
être déterminée en utilisant des techniques de la théorie de la commande linéaire,
afin de stabiliser et d’imposer une dynamique désirée au système linéaire résultant.
Remarque 3.1
Puisque le système obtenu est d’ordre r, il est important de le comparer à l’ordre n du
système d’origine, ce qui permet d’en tirer 3 cas :
1. r = n : il est possible de reconstituer totalement le système non-linéaire (3.7) à
partir de la seule sortie z, sans ignorer d’éventuelles dynamiques internes. C’est
le cas le plus adapté à la commande par linéarisation entrée-sortie. Le terme dans
(3.16), η˙ = ψ(x˜, η), n’est donc pas présent dans ce cas.
2. r < n : le système non-linéaire d’origine contient des dynamiques internes re-
présentées par l’équation η˙ = ψ(x˜, η) dans (3.16), qui ne sont pas observables.
En particulier, la dynamique correspondant à η˙ = ψ(0, η) correspond à la dy-
namique des zéros du système. Elle représente la dynamique interne du système
(3.7) lorsque la commande u contraint la sortie z = h(x) à être nulle. Deux cas
peuvent alors se présenter :
– Si la dynamique des zéros est asymptotiquement stable, la loi de commande
décrite par l’équation (3.14) linéarise et découple le système (3.7) entre l’entrée
v et la sortie régulée z.
– Si la dynamique des zéros est instable, le système (3.7) est dit à non-minimum
de phase et la dynamique inverse est instable. Il n’est alors pas possible d’uti-
liser une commande par linéarisation entrée-sortie garantissant la stabilité in-
terne du système résultant. Un changement de la sortie régulée peut éventuel-
lement permettre d’observer toutes les dynamiques internes et peut être une
solution à adopter dans ce cas.
3. r > n : il est impossible de faire apparaître la commande à partir des sorties, et
une commande par linéarisation entrée-sortie ne peut être déterminée.
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Exemple 3.1
Afin d’illustrer la technique de linéarisation entrée-sortie pour un système SISO, on
introduit le modèle longitudinal d’avion de chasse à 2 états suivant :{
α˙ = wα(α) + q
q˙ = wq(α, q) + mδδe
(3.17)
où α représente l’angle d’incidence, q la vitesse de tangage, δe la commande de déflec-
tion des gouvernes de profondeur, mδ 6= 0 l’efficacité de la gouverne, et wα et wq des
fonctions non-linéaires de α et q.
On cherche à commander l’angle d’incidence α, on a donc la sortie régulée z = α. On
obtient par dérivations successives :
z = α
z˙ = wα(α) + q
z¨ = w˙α(α) + wq(α, q) + mδδe
(3.18)
Puisque la commande δe apparaît dans l’expression de z¨, le degré relatif est de 2 et
est égal à l’ordre du système. Il est donc possible de déterminer une commande par
linéarisation entrée-sortie. La commande linéarisante est donnée par :
δe = − 1mδ
(
w˙α(α) + wq(α, q) + v
)
(3.19)
En utilisant la matrice de changement de variable :
Φ(α, q) =
[
x˜1
x˜2
]
=
[
α
wα(α) + q
]
(3.20)
on obtient le système bouclé transformé suivant :[
˙˜x1
˙˜x2
]
=
[
0 1
0 0
] [
x˜1
x˜2
]
+
[
0
1
]
v (3.21)
qui correspond à un système linéaire avec deux intégrateurs et une nouvelle entrée v. Il
suffit alors d’utiliser une méthode de synthèse linéaire afin de dimensionner v (placement
de pôles, correcteur PID, ...).
3.2.2 Systèmes avec échelles de temps multiples
Sur certains systèmes SISO, il est possible de décomposer leur dynamique en
deux voire plusieurs sous-systèmes qui peuvent être alors traités en cascade par
inversion dynamique. Il faut dans ce cas que les échelles de temps de ces sous-
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systèmes soient suffisamment séparées, afin de les commander successivement. On
représente cette classe de systèmes par le système dynamique suivant :
x˙1 = f1(x1) + g1(x1)x2
x˙2 = f2(x1, x2) + g2(x1, x2)x3
...
x˙k−1 = fk−1(x1, . . . , xk−1) + gk−1(x1, . . . , xk−1)xk
x˙k = fk(x) + gk(x)u
(3.22)
où la dynamique de x1 est considérée la plus lente, alors que celle de xk est la plus
rapide, et x =
[
x1 . . . xk
]T
est le vecteur d’états. Étant donné que la commande
u apparaît au niveau de la dynamique de l’état xk, il est possible d’utiliser une
commande par NDI :
u = g−1k (x)
(
− fk(x) + Kk(s)
[
xkc
xk
])
(3.23)
Une dynamique peut alors être imposée sur l’état le plus rapide, qui influence de
façon cascadée les états les plus lents. Le correcteur Kk(s) assurant la convergence
de xk vers la consigne xkc , on obtient donc xk ≈ xkc au bout d’un temps suffisant.
L’état précédent xk−1 a donc ensuite comme dynamique :
x˙k−1 = fk−1(x1, . . . , xk−1) + gk−1(x1, . . . , xk−1)xkc (3.24)
On peut alors voir xkc comme la nouvelle commande pour contrôler la dynamique
de l’état xk−1, afin d’amener l’état xk−1 à l’état commandé x(k−1)c par inversion
dynamique non-linéaire :
xkc = g
−1
k−1
(
− fk−1(x1, . . . , xk−1) + Kk−1(s)
[
x(k−1)c
xk−1
])
(3.25)
Et on procède ainsi de suite jusqu’à l’état x1 qui peut finalement être commandé.
L’avantage de cette technique est sa relative simplicité, et le fait qu’un bon nombre
de systèmes puisse être décomposé en dynamiques lente et rapide. Il faut cepen-
dant que la commande affecte directement la dynamique rapide, ce qui n’est pas du
tout acquis dans beaucoup d’applications. De plus il est nécessaire également que
l’état le plus lent soit celui qu’il est souhaitable de commander. L’exemple suivant,
reprenant l’exemple 3.1, propose d’appliquer cette stratégie.
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Exemple 3.2
On reprend le modèle longitudinal d’avion de chasse à 2 états illustré lors de l’exemple
3.1. La commande de braquage de gouvernes δe affecte directement la dynamique de
la vitesse de tangage q, qui elle même affecte la dynamique de l’angle d’attaque α. De
plus, la dynamique de vitesse de rotation étant plus rapide que la dynamique en position
angulaire, on est alors bien situé dans le cadre de la séparation d’échelles de temps. On
peut ainsi choisir dans un premier temps la commande suivante, afin d’imposer une
dynamique du premier ordre de constante τq sur la vitesse de tangage q :
δe = m−1δ
(
−wq(α, q) + 1
τq
(qc − q)
)
(3.26)
On a alors q˙ = 1τq (qc − q). La dynamique étant suffisamment rapide, on va supposer
que q a convergé vers la consigne qc, menant alors à l’équation de la dynamique plus
lente en α suivante :
α˙ = wα(α) + qc (3.27)
qc peut alors être utilisé afin de commander l’angle d’attaque, par :
qc = −wα(α) + ki
∫
(αc − α) + kp(αc − α) (3.28)
où αc est la consigne, et ki et kp sont des gains correspondants à une commande PI,
afin d’imposer une dynamique sur l’angle d’attaque de type second ordre, avec comme
amortissement ξ = kp2√ki , et comme fréquence propre ω =
√
ki.
La loi de commande permettant de commander l’angle d’attaque est donc la sui-
vante :
δe = m−1δ
(
K(s)
[
α q
]T
+ H(s)
[
αc wα wq
]T)
(3.29)
avec :  K(s) =
1
τq
[
2ξω+ ω
2
s 1
]
H(s) =
[
−ω2
τqs
1
τq
−1
] (3.30)
La structure de la loi de commande précédente est intéressante. Le correcteur K(s)
amène des degrés de liberté supplémentaires en possédant comme entrées l’état complet
du système. Quant au correcteur H(s), il assure le suivi de consigne et également une
rejection de perturbations mesurées, constitué des termes non-linéaires wα et wq. Le
principe de cette stratégie de commande sera notamment exploitée au chapitre 4.
3.2.3 Systèmes non-linéaires MIMO
On s’intéresse dans cette section à la commande par linéarisation entrée-sortie
dans le cas multi-entrées / multi-sorties (Multiple Inputs Multiple Outputs en anglais,
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i.e. MIMO). Le système non-linéaire considéré est alors le suivant :
x˙ = f (x) +∑pi=1 gi(x)ui
z = h(x) =
[
h1(x) . . . hp(x)
]T (3.31)
où x ∈ Rn est le vecteur d’état, z ∈ Rp est la sortie, ui ∈ R sont les commandes
du système avec i = 1, . . . , p, f et gi sont des champs de vecteurs et les hj sont des
fonctions à valeurs dans R, avec j = 1, . . . , p. Par soucis de clarté, la dynamique des
zéros est ici négligée afin de ne pas surcharger les équations qui vont suivre. Ce-
pendant, l’analyse sur celle-ci est la même que celle sur les systèmes non-linéaires
SISO.
Afin de transformer le système (3.31) en un système découplé et totalement
(ou partiellement dans le cas où la dynamique des zéros est présente) linéarisé, la
même procédure que pour les systèmes non-linéaires SISO est appliquée, à chaque
transfert entre les entrées ui et les sorties zj. Il suffit donc d’appliquer le change-
ment de variable représenté précédemment par le difféomorphisme Φ(x) à chaque
sortie j. En notant ri le degré relatif associé, correspondant au nombre minimum
de dérivations de la sortie zj requis pour faire apparaître au moins une des entrées
ui à la rj-ème dérivation, la nouvelle application est donc de la forme suivante :
X˜ =

x˜1
...
x˜p
 =

x˜11(x)
...
x˜1r1(x)
...
x˜p1 (x)
...
x˜prp(x)

=

z1
...
z(r1−1)1
...
zp
...
z(rp−1)p

=

h1(x)
...
Lr1−1f h1(x)
...
hp(x)
...
Lrp−1f hp(x)

(3.32)
et conduit au système dont la dynamique est décrite par :
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
˙˜x1
...
˙˜xp
 =

˙˜x11
. . .
˙˜x1r1
...
˙˜xp1
...
˙˜xprp

=

x˜12
...
Lr1f h1(x) +
[
Lg1 L
r1−1
f h1(x) . . . Lgp L
r1−1
f h1(x)
] 
u1
...
up

...
x˜p2
...
Lrpf hp(x) +
[
Lg1 L
rp−1
f hp(x) . . . Lgp L
rp−1
f hp(x)
] 
u1
...
up


(3.33)
Après avoir regroupé toutes les équations de (3.33) contenant la commande, on
peut en déduire la loi de linéarisation entrée-sortie qui linéarise le système (3.31) :
u =

u1
...
up
 =

Lg1 L
r1−1
f h1(x) . . . Lgp L
r1−1
f h1(x)
...
. . .
...
Lg1 L
rp−1
f hp(x) . . . Lgp L
rp−1
f hp(x)

−1
︸ ︷︷ ︸
G(x)−1

−Lr1f h1(x) + v1
...
−Lrpf hp(x) + vp
 (3.34)
Le système linéarisé résultant de l’application de la loi de commande précédente
est donc finalement donné par :

˙˜x1
...
˙˜xp
 =

˙˜x11(x)
...
˙˜x1r1(x)
...
˙˜xp1 (x)
...
˙˜xprp(x)

=

x˜12
...
v1
...
x˜p2
...
vp

(3.35)
Il est donc constitué d’une chaîne de r = ∑pi=1 ri intégrateurs. Il a bien entendu été
supposé que la matrice G(x) ∈ Rp×p était inversible, ce qui est généralement le cas
dans la plupart des applications. Certains problèmes peuvent cependant apparaître
si les termes de la matrice G(x) deviennent petits, pouvant entraîner un signal de
commande trop élevé. De plus, la matrice G(x) est également ici considérée carrée,
du fait que l’on a autant d’entrées que de sorties, mais ce n’est généralement pas le
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cas en pratique. Une solution à ce problème est d’utiliser de nouveau la séparation
en échelle de temps introduite à la sous-section précédente.
Enfin il reste, tout comme le cas SISO, à choisir une commande v =[
v1 . . . vp
]
par des techniques linéaires, afin d’assurer les performances désirées
en boucle fermée.
3.3 Technique de robustification : synthèse H∞
On s’intéresse dans cette section à la technique de synthèse H∞, introduite ini-
tialement par [Zames 1981] et développée ensuite par [Doyle et al. 1989]. Cette
technique, inscrite dans le domaine de l’automatique linéaire, et plus particuliè-
rement dans les méthodes de commande robuste (voir [Zhou et al. 1996; Zhou et
Doyle 1998]), est traduit sous la forme un problème de rejection de perturbations
externes tout en assurant la stabilisation interne du système commandé. Cette tech-
nique s’avère efficace et très flexible pour fixer des spécifications, via l’utilisation de
fonctions de pondérations fréquentielles sur certains transferts notamment, qui tra-
duisent des contraintes temporelles. Elle sera ainsi très fortement considérée dans
ces travaux de thèse lorsqu’il s’agira de dimensionner la loi de commande externe
après la phase de linéarisation par inversion dynamique. On s’attardera notam-
ment sur la présentation de la version structurée qui permettra à la fois de considé-
rer plusieurs canaux et objectifs, et également plusieurs modèles de synthèse afin
d’améliorer la robustesse de la loi synthétisée sans excès de conservatisme.
Cette section ne se veut pas exhaustive mais propose quelques bases pour la
compréhension de la technique mise en œuvre au chapitre 4. Le lecteur intéressé
trouvera dans [Zhou et Doyle 1998; Alazard et al. 1999; Apkarian et Noll 2006] des
compléments.
3.3.1 La problème H∞ standard
Figure 3.1 – Problème H∞ standard
On considère le problème H∞ standard représenté sur la figure 3.1, où :
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– P(s) représente le système linéaire augmenté, comprenant notamment le sys-
tème nominal, des pondérations fréquentielles, et d’éventuels modèles de ré-
férence,
– w est le vecteur des entrées exogènes, qui peut contenir les consignes et les
perturbations externes,
– z est le vecteur des sorties exogènes pondérées, qui peut contenir notamment
l’erreur entre la sortie régulée et la sortie d’un modèle de référence.
Il est à noter que l’interconnexion de la figure 3.1 correspond à la LFT inférieure
Fl(P(s), K(s)) telle que définie dans le chapitre 1.
Le problème de synthèse H∞ consiste donc à minimiser le transfert entre w et
z, noté Tw→z(s), au sens de la norme H∞, définie comme suit :
Définition 3.4 (NormeH∞)
Soit G(s) la fonction de transfert d’un système stable, ayant comme vecteur d’entrée w
et comme vecteur de sortie z. Sa norme H∞, notée ‖G(s)‖∞ est donnée par :
‖G(s)‖∞ = sup
ω∈R
σ¯(G(jω)) = sup
w∈L2
‖z‖2
‖w‖2 (3.36)
où L2 désigne l’espace de Hilbert pour les fonctions de carré intégrable au sens de
l’intégrale de Lebesgue.
Ainsi la minimisation de ce transfert implique un impact limité des perturba-
tions w considérées bornées en énergie sur les sorties exogènes z. Déterminer le
correcteur :
Kˆ(s) = argmin
K(s)
‖Fl(P(s), K(s))‖∞ (3.37)
permet donc de réaliser de la rejection de perturbations tout en assurant par
exemple un suivi de modèle de référence selon la nature des signaux exogènes
w et z.
La théorie du faible gain et ses variantes donnent aussi un autre sens à la syn-
thèse H∞, justifiant son appartenance à la classe des techniques de commande
robuste. Supposons en effet que les signaux w et z soient reliés via l’opérateur in-
certain ∆, de sorte que w = ∆(z), et que le correcteur K(s) garantisse la propriété :
‖Fl(P(s), K(s))‖∞ < γ (3.38)
Alors, la boucle fermée non-linéaire incertaine reste stable pour tout opérateur ∆
γ−1-Lipschitzien tel que :
‖∆(z)‖∞ < 1
γ
‖z‖∞ (3.39)
Autrement dit, plus la norme H∞ d’un transfert est faible, pour la tolérance aux
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incertitudes vues par ce transfert est grande.
La combinaison des deux aspects que nous venons de citer offre des possibilités
multiples de synthèse de lois de commande performantes et robustes, qui ont fait
le succès de cette méthodologie depuis la fin des années 80.
Sur le plan numérique pourtant, cette approche souffre jusqu’en 2006 d’un point
faible majeur qui rend son utilisation parfois difficile. Ce point faible concerne
l’ordre souvent élevé (celui de la forme standard pondérée P(s)) et le manque de
lisibilité des correcteurs obtenus.
En effet, le problème d’optimisation (3.37) n’est convexe (et donc admet une
solution globale que l’on sait calculer par résolution d’équations de Ricatti couplées
(DGKF, [Doyle et al. 1989]) ou par approche LMI [Gahinet et Apkarian 1994]) que
si le correcteur K(s) est non-structuré avec un nombre d’états identique à celui du
modèle de synthèse. Dans certaines applications il se peut aussi que le correcteur
optimal soit instable, ce qui est critique en présence de saturations voire de panne
d’un ou de plusieurs actionneurs.
Depuis 2006 la synthèse H∞ connait cependant un regain d’intérêt dans l’in-
dustrie avec la mise au point d’algorithmes de résolution utilisant les techniques
d’optimisation non-lisses. Ces algorithmes permettent de déterminer très effica-
cement des optima locaux de très bonne qualité au problème d’optimisation H∞
structuré, d’ordre fixé. Nous y reviendrons dans la sous-section 3.3.3.
3.3.2 Quelques notes sur les fonctions de pondération
Jusqu’ici, rien n’a été vu par rapport à ce qui permet de fixer des spécifica-
tions fréquentielles afin de répondre à des contraintes temporelles, pour obtenir un
système commandé satisfaisant à certaines exigences. Le système augmenté P(s)
comprend pour ce faire des fonctions de pondérations fréquentielles, qu’il est es-
sentiel de convenablement dimensionner. Afin de donner quelques notions sur le
choix de telles fonctions de pondération, on se place dans le cas classique d’un
suivi de modèle de référence, représenté sur la figure 3.2 où :
– Σ(s) est la fonction de transfert du système à commander, ayant pour sorties
régulées zr, pour mesures accessibles à la loi de commande y, et pour entrée
u + d, u étant la commande et d un vecteur de perturbations,
– R(s) est le modèle de référence, qui a pour entrées les consignes wc,
– Wu(s), Wd(s) et Wp(s) sont les fonctions de pondération fréquentielles à di-
mensionner afin de répondre à des exigences sur le système bouclé.
Pour se ramener au schéma du problèmeH∞ standard figure 3.1, on a ici le vec-
teur d’entrées exogènes w =
[
wc wd
]T
et le vecteur de sorties exogènes pondérées
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Figure 3.2 – Schéma de synthèse H∞
z =
[
zp zu
]T
. Ainsi en minimisant la norme H∞ du transfert Tw→z, on minimise
la norme H∞ de toutes les entrées vers toutes les sorties exogènes. Le système aug-
menté P(s) sera de l’ordre du système Σ(s), additionné avec les ordres de R(s) et
des 3 fonctions de pondération.
Le réglage des 3 fonctions de pondération nécessite généralement plusieurs
essais afin de trouver le meilleur compromis. Il n’existe pas de règles absolues qui
fonctionneront dans tous les cas. Cependant il est possible de donner quelques
lignes directrices.
– La fonction Wp(s), qui pondère l’erreur sur le suivi de modèle de référence
R(s), correspond à l’inverse du gabarit souhaité de la fonction de sensibilité.
Elle doit être choisie comme un filtre passe-bas afin d’assurer une bonne
précision à basses fréquences (typiquement la bande passante souhaitée du
système).
– La fonction Wu(s) permet de limiter l’activité de la commande. En choisis-
sant un filtre passe-haut, les dynamiques hautes fréquences non-modélisées
ne seront pas sollicitées, et la commande évitera notamment d’atteindre les
saturations. Les choix concernant les valeurs du filtre dépendent essentielle-
ment des capacités des actionneurs.
– La fonction Wd(s) vise à réduire l’impact des perturbations externes sur le
système et la commande. Le choix d’un gain statique dont la valeur est pro-
gressivement ajustée suffit amplement. Dans certains cas cependant, le profil
fréquentiel de la perturbation est connu et peut être utilisé pour définir un
filtre plus réaliste et moins conservatif.
Dans le cas MIMO, même si l’aspect directionnel peut intervenir, il est généra-
lement préférable de choisir des matrices de pondération diagonales, où chaque
terme correspondra à un transfert particulier.
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3.3.3 La synthèse H∞ structurée
Les avantages de la synthèse H∞ sont clairs : elle tient compte dès la synthèse
des perturbations externes, tout en permettant de spécifier des critères en perfor-
mance (écart par rapport à un modèle de référence) et sur la commande (limitation
de l’activité de celle ci à hautes fréquences).
Il existe cependant une limitation principale qui peut s’avérer gênante à son
application pratique. L’ordre du correcteur obtenu est égal à l’ordre du système
augmenté P(s), qui contient celui du système auquel il faut ajouter ceux des pon-
dérations. Un ordre de correcteur trop élevé peut poser des problèmes au moment
de l’implantation sur le système réel, ou bien lorsqu’il faut interpoler plusieurs
correcteurs notamment dans le cadre du séquencement de gains. Fixer l’ordre et
la structure du correcteur rend le problème non-convexe. Diverses heuristiques ont
été proposées pour calculer des solutions locales ne coïncidant par toujours avec
un optimum local.
Assez récemment, des avancées ont été réalisées dans le domaine de l’optimi-
sation non-lisse appliquée à la stabilisation [Burke et al. 2006] et la synthèse H∞
[Apkarian et Noll 2006; 2007] structurée à ordre fixé. Ces avancées ont permis le
développement de nouveaux algorithmes aujourd’hui disponibles sous Matlab et
grâce auxquels des optima locaux de très bonne qualité sont souvent obtenus.
Plus récemment les algorithmes ont été étendus pour prendre en compte simul-
tanément plusieurs canaux et plusieurs modèles [Gahinet et Apkarian 2011b;a].
Synthèse H∞ multi-canaux
Considérons le cas où le système P(s) contient N entrées exogènes et N sorties
exogènes pour simplifier les notations, de telle sorte que :
w =

w1
...
wN
 z =

z1
...
zN
 (3.40)
Le problème H∞ standard cherche à minimiser γ tel que :∥∥∥∥∥∥∥∥
Fl(P, K)11 . . . Fl(P, K)1N
...
. . .
...
Fl(P, K)N1 . . . Fl(P, K)NN
∥∥∥∥∥∥∥∥
∞
< γ (3.41)
Ceci implique de considérer tous les termes, même les termes croisés. Or il peut
s’avérer que tous les termes ne traduisent pas une spécification physique quel-
conque utile. Un des intérêts de la synthèse H∞ structurée est justement de pou-
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voir fixer certains transferts nuls dans (3.41). On peut ainsi par exemple avoir à
minimiser γ tel que, dans le cas où les termes croisés sont imposés nuls :∥∥∥∥∥∥∥∥
Fl(P, K)11 0
. . .
0 Fl(P, K)NN
∥∥∥∥∥∥∥∥
∞
< γ (3.42)
Ceci revient à minimiser : max(‖Fl(P, K)11‖∞, . . . , ‖Fl(P, K)NN‖∞). Il est également
possible d’utiliser cette propriété afin d’exécuter une synthèse H∞ multi-objectifs,
en imposant par exemple sur un autre canal séparé certaines contraintes au niveau
du correcteur (roll-off via un filtre passe-haut par exemple).
Synthèse H∞ multi-modèles
L’un des principaux intérêts de la synthèse H∞ structurée telle qu’introduite
dans ce chapitre concerne également la possibilité de considérer plusieurs réalisa-
tions LTI (P1(s), . . . , PN(s)) du système à commander, en même temps. Le schéma
de principe est donné à la Figure 3.3.
Figure 3.3 – Synthèse H∞ multi-modèles.
Ceci a comme avantage principal de pouvoir considérer plusieurs configura-
tions paramétriques dans le cas où le système initial dépend d’un vecteur de para-
mètres, afin d’assurer la robustesse de la loi externe vis-à-vis de ces configurations.
Ces paramètres peuvent également inclure d’éventuelles incertitudes. Il est aussi
possible d’introduire des pondérations plus fortes sur certains modèles afin d’ac-
centuer l’importance que devra accorder le solveur à la minimisation des transferts
sur ces réalisations précisément (afin d’accorder par exemple une importance ac-
crue aux performances nominales).
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Cette propriété sera fortement intéressante et plus particulièrement exploitée
dans le chapitre 4, lorsque des modèles pire-cas issus de l’analyse de robustesse
seront progressivement ajoutés à la synthèse.
Conclusion du chapitre
Ce chapitre a permis de donner quelques notions sur l’inversion dynamique
non-linéaire. Cette technique possède l’avantage de pouvoir mêler une partie de
commande non-linéaire ainsi que des techniques du monde linéaire, ces dernières
pouvant notamment assurer une augmentation de la robustesse de l’ensemble. Du
fait de son format et de la classe de systèmes qu’elle peut traiter, cette technique
de compensation peut être particulièrement bien adaptée au pilotage robuste d’un
avion sur un large domaine de fonctionnement. Une boucle interne de linéarisation
permet de compenser les non-linéarités et d’adapter la loi au point de vol, et la
boucle externe par synthèse H∞ structurée permet, par un correcteur d’ordre fixé,
d’assurer les exigences en terme de dynamiques du système commandé.
Il existe cependant quelques points qui ont, jusqu’ici, été peu ou rarement abor-
dés dans la littérature :
– la forme canonique obtenue après inversion dynamique, connue sous le nom
de forme de Brunovsky, constituée d’une chaîne d’intégrateurs, peut poser
des soucis de robustesse étant donné que toute la dynamique du système
initiale n’est plus représentée,
– aucun moyen efficace, sans augmentation ni du conservatisme ni de la com-
plexité du problème, a été développé afin de prendre en compte explicitement
les éventuelles incertitudes structurées ou approximations du système.
Ces deux points constitueront les clés de voute de l’approche proposée au chapitre
suivant, reprenant les bases de ce qui a été présenté dans ce chapitre introductif
sur l’inversion dynamique robuste.
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Résumé
Dans ce chapitre est présentée une nouvelle technique de synthèse de loide commande non-linéaire robuste basée sur l’inversion dynamique.
Cette technique combine une boucle interne amenant le système d’origine à
sa linéarisation Jacobienne, avec une boucle externe robuste rejetant les non-
linéarités restantes, vues comme des perturbations mesurées. Cette dernière
est dimensionnée en utilisant les dernières avancées en terme d’optimisa-
tion non-lisse, par synthèse H∞ structurée. La méthode ainsi développée
inclue également un schéma d’analyse de robustesse qui permet d’extraire
les configurations pire-cas, afin d’enrichir une banque de modèles. Les pos-
sibilités multi-modèles de la synthèse H∞ structurée sont alors exploitées au
sein d’une procédure itérative de synthèse/analyse permettant d’améliorer
les propriétés de robustesse de l’ensemble.
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La technique de linéarisation entrée-sortie, introduite lors du précédent cha-
pitre, permet à la fois de linéariser et de découpler une large classe de systèmes
non-linéaires, et à la fois d’adapter automatiquement la loi de commande au point
de fonctionnement. Ainsi elle constitue une alternative très intéressante notamment
aux techniques de séquencement de gains, ou à d’autres méthodes de synthèse
LPV qui, bien souvent, nécessitent des modèles à complexes et difficiles à élaborer
[Marcos et Balas 2004].
Cependant les techniques d’inversion dynamique classiques sont souvent criti-
quées pour plusieurs raisons.
Tout d’abord, le problème le plus apparent est leur manque de robustesse face
aux dynamiques négligées ou aux incertitudes de modélisation. La solution retenue
dans ce cas est l’utilisation d’une loi de commande externe robuste, obtenue par
exemple via une synthèse H∞. Malgré cela, il est nécessaire d’évaluer la stabilité
robuste de l’ensemble a posteriori [Bing-Yu et Blaise 1998; Papageorgiou et Glover
2004; 2005], ce qui généralement nécessite beaucoup de ressources et peut entraîner
des ajustements par la suite, sans qu’aucune méthode ne permette réellement de
pallier d’éventuels soucis de stabilité.
De plus, un autre problème non négligeable concerne l’absence de prise en
compte de la dynamique des actionneurs. Cette dernière empêche en effet une com-
pensation exacte des non-linéarités, ce qui peut entraîner une dégradation notable
des performances de la loi. Il est donc important de considérer ces dynamiques lors
de la phase de synthèse [Kara Mohamed et Lanzon 2013].
Enfin, et cette raison est un peu plus subtile, il a été observé notamment dans
[Franco et al. 2006] que l’une des principales raisons pour laquelle les techniques
d’inversion dynamique présentent des propriétés de robustesse assez pauvres
concerne la forme trop générique obtenue, dite de Brunovsky, telle qu’exposée
dans le chapitre précédent. Toute l’information de la dynamique du système d’ori-
gine est en effet perdue, ce qui empêche de la prendre explicitement en compte lors
de la synthèse de la boucle externe. Il est alors proposé dans [Franco et al. 2006]
de dimensionner la boucle interne linéarisante de façon à ce que le système résul-
tant converge vers la linéarisation Jacobienne du système non-linéaire d’origine,
autrement dit sa forme linéarisée autour d’un point d’équilibre donné. Ainsi, la
synthèse de la boucle externe n’est plus basée sur un modèle générique mais bien
sur un modèle dépendant explicitement des dynamiques linéarisées du système
original.
Il est alors proposé dans ce chapitre une nouvelle méthodologie basée sur ces
constats. Dans un premier temps à la section 4.1 est introduite la classe des systèmes
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affines en la commande et dépendant de paramètres, sur laquelle la méthode de
synthèse va être développée. On s’y intéresse particulièrement puisqu’elle est très
représentative des systèmes d’aéronefs sur lesquels les applications seront portées.
Puis à la section 4.2 sont exposées les étapes concernant la boucle interne de linéa-
risation d’une part, qui permet au système non-linéaire de se comporter comme sa
linéarisation autour d’un voisinage, et la boucle externe de robustification d’autre
part, qui vise notamment à rejeter les non-linéarités restantes pour étendre le do-
maine de fonctionnement, en plus d’assurer les performances du système bouclé.
La section 4.3 introduit un moyen d’augmenter la robustesse de l’ensemble vis-à-
vis d’incertitudes de modélisation, grâce à l’utilisation d’un schéma d’analyse de
robustesse qui permet l’extraction de modèles pire-cas. Ces derniers sont exploités
pour enrichir de façon itérative la banque de modèles de synthèse, sur laquelle
un nouveau correcteur est dimensionné à chaque itération par synthèse H∞ multi-
modèles et multi-objectifs. Un algorithme est proposé, constituant la clé de voute
de l’ensemble de ces travaux, à la section 4.4. Enfin la section 4.5 vise à fournir
quelques pistes supplémentaires pour améliorer le schéma d’analyse en prenant en
compte plus explicitement la nature des perturbations et incertitudes.
4.1 Des systèmes affines en la commande et dépendant de pa-
ramètres
4.1.1 Description du système
Dans cette section on se propose de définir la classe de systèmes considérée, qui
vise à décrire correctement des applications du monde aéronautique.
Soit le système à temps continu, affine en la commande, et dépendant de para-
mètres suivant : {
ξ˙(t) = f (ξ(t), θp(t)) + G(ξ(t), θp(t))u(t)
u(t) = LA(uc(t))
(4.1)
où ξ(t) ∈ Rn correspond aux états physiques du système évoluant au sein du
domaine opérationnel X ⊂ Rn. La dynamique des actionneurs est traduite par
l’opérateur linéaire à temps invariant et à gain unitaire LA(.), qui convertit les
entrées commandées uc(t) ∈ Rm en entrées physiquement réalisées sur le sys-
tème u(t) ∈ Rm. Les non-linéarités ainsi que les variations paramétriques du sys-
tèmes sont décrites par les fonctions f (., .) ∈ Rn et G(., .) ∈ Rn×m, qui dépendent
toutes deux non seulement du vecteur d’états, mais également d’un ensemble de
paramètres θp(t) ∈ Θ ⊂ Rr. Ces paramètres peuvent représenter aussi bien des
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configurations structurelles du système (masse, centrage, ...), que des variations de
paramètres physiques (vitesse, altitude, nombre de Mach, ...).
Les notations et changements suivants sont introduits afin de faciliter l’applica-
tion de la méthode, et notamment de la boucle interne partiellement linéarisante.
4.1.2 Notations et hypothèses
Soit (ξ¯, θ¯p, u¯) ∈ Rn×Rr×Rm un point d’équilibre du système (4.1), qui satisfait
donc la relation suivante :
f (ξ¯, θ¯p) + G(ξ¯, θ¯p)u¯ = f¯ + G¯u¯ = 0 (4.2)
En réécrivant f (ξ(t), θp(t)) sous la forme :
f (ξ(t), θp(t)) = f¯ + Ax(t) + ∆ f (t) (4.3)
avec :
A =
∂ f
∂ξ
∣∣∣∣
ξ¯,θ¯p
et x(t) = ξ(t)− ξ¯(t) (4.4)
on introduit ainsi sa linéarisation Jacobienne, où le terme supplémentaire ∆ f (t)
représente l’écart entre la fonction non-linéaire f (., .) et son approximation linéaire.
Considérons maintenant l’hypothèse suivante dont la seconde relation (4.6) sera
commentée dans la remarque 4.1.
Hypothèse 4.1
Il existe une matrice constante B ∈ Rn×m telle que, pour tout (ξ(t), θp(t)) ∈ X ×Θ,
une matrice non singulière Λ ∈ Rm×m et une matrice d’erreur résiduelle ∆G ∈ Rn×m
peuvent être extraites telles que :
G(ξ(t), θp(t)) = BΛ+ ∆G (4.5)
∀υ(t) ∈ Rm, LA(Λ−1υ(t)) ≈ Λ−1LA(υ(t)) (4.6)
Remarque 4.1
La matrice Λ peut être assimilée à l’efficacité de la commande. L’hypothèse concernant sa
non-singularité n’est généralement pas restrictive pour des applications aéronautiques,
notamment lorsqu’on considère le domaine d’évolution standard d’un aéronef lié à la
notion de commandabilité du système. De plus, les termes diagonaux de la matrice
varient lentement dans le temps, étant donné qu’ils dépendent principalement de la
pression dynamique. Enfin, il arrive souvent que la matrice Λ ait ses termes diagonaux
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numériquement prépondérants sur les autres, amenant à l’approximer par une matrice
diagonale. Tout ceci justifie en pratique la propriété de commutativité de la relation (4.6)
entre la matrice Λ−1 et la dynamique rapide des actionneurs représentée par l’opérateur
LA(.). Cependant un moyen de relâcher les contraintes de la relation (4.6) sera discuté
dans la section 4.3.
4.2 Une nouvelle approche basée sur l’inversion dynamique
robuste
4.2.1 Boucle interne de linéarisation
Il est proposé dans cette section d’appliquer une technique de commande ba-
sée sur l’inversion dynamique. Celle-ci permettra de compenser une partie des
non-linéarités du système, tout en permettant à la loi externe de s’adapter automa-
tiquement au point de fonctionnement.
Soient les deux signaux v(t) ∈ Rm et ζ(t) ∈ Rm. On définit la loi de commande
intermédiaire linéarisante suivante :
uc(t) = Λ(ξ(t), θp(t))−1(v(t)− ζ(t)) + u¯ (4.7)
En combinant cette dernière avec l’équation du système (4.1), tout en considérant
les notations de l’hypothèse 4.1, on obtient le système suivant :
x˙ = Ax + BLA(v) + w f + wu (4.8)
avec :
w f = ∆ f − BLA(ζ) (4.9)
wu = (G− G¯)u¯ + ∆GΛ−1LA(v− ζ) (4.10)
Il est important de noter que la dépendance en temps a été omise afin d’alléger les
notations. Ainsi, grâce à la loi de commande (4.7), le système (4.1) a été transformé
en un système linéaire représenté par l’équation (4.8), où :
– l’état x représente des faibles variations autour de la position d’équilibre
considérée,
– les matrices A et B sont constantes, et correspondent donc aux matrices d’état
du système linéarisé autour d’un point de fonctionnement donné,
– une nouvelle entrée, qui sera considérée comme la nouvelle commande du
système, est représentée par v,
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– w f et wu, décrits par les équations (4.9) et (4.10), sont traités comme deux
perturbations mesurées, et contiennent les non-linéarités restantes non com-
pensées par la loi (4.7).
Remarque 4.2
Un des premiers intérêts de la méthode concerne la forme du système linéarisé (4.8).
Contrairement aux méthodes classiques de linéarisation entrée-sortie, la forme obtenue
n’est pas une série d’intégrateurs (communément appelée la forme de Brunovsky). Ceci
permet de pallier les défauts inhérents à la forme classique, notamment son manque
de robustesse puisque l’information des dynamiques du système initial est dans ce cas
perdue. La loi de commande linéarisante (4.7) permet donc d’obtenir le modèle linéarisé
autour d’un point de fonctionnement choisi, et si la nouvelle commande v rejette les
perturbations mesurées w f et wu (qui contiennent les non-linéarités restantes), on peut
s’attendre à obtenir une réponse dynamique qui reste assez proche du comportement
linéarisé.
4.2.2 Boucle externe de robustification
L’objectif premier de la nouvelle commande v consiste donc à rejeter les per-
turbations w f et wu afin de garder le plus possible le comportement du système
linéaire représenté par les matrices d’état A et B dans (4.8).
Hypothèse 4.2
En notant w = w f + wu, il est possible d’obtenir une mesure de w accessible à la
commande. On note alors wˆ = wˆ f + wˆu l’estimation de ces perturbations obtenue.
Classiquement (voir la remarque 4.3 suivante), le terme w f de l’équation (4.9) peut
être partiellement compensé en utilisant un choix optimal du signal d’entrée ζ(t),
de la façon suivante :
ζˆ(t) = Arg min
ζ(t)∈Rm
‖∆ f (t)− BLA(ζ(t))‖ (4.11)
La commande ζ doit être évaluée hors-ligne, et est en pratique souvent choisie très
simplement de façon analytique, comme il sera montré dans le chapitre 6.
Remarque 4.3
Dans le cas spécial des systèmes carrés (m = n), avec une dynamique d’actionneurs
parfaite (LA(u(t)) = u(t)), on obtiendrait w f = 0 en utilisant la commande ζˆ(t) =
B−1∆ f (t). Ceci correspond typiquement à ce qui est fait dans un schéma d’inversion
dynamique classique.
Afin maintenant de compenser les autres termes estimés contenus dans wˆ, au
moins sur une bande limitée de fréquences, la nouvelle commande v peut être
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utilisée. La structure de la boucle externe de commande suivante est considérée
pour la suite, en introduisant le nouveau correcteur K(s) qu’il faudra déterminer :
v = K(s)

wˆ
wc
y
 (4.12)
où wc représente le vecteur de consignes à suivre du système, et y les signaux de
mesures accessibles à la commande. On note z les sorties du système qui corres-
pondent aux données à commander (le but étant que z suive les consignes wc).
Hypothèse 4.3
Sans grande perte de généralités dans la plupart des applications réalistes, on suppose
que y et z dépendent linéairement de l’état x, de façon à ce que y(t) = Cx(t) ∈ Rp et
z(t) = Lx(t) ∈ Rq.
Il reste maintenant à dimensionner la boucle externe, et plus particulièrement le
correcteur K(s). Il doit être obtenu de façon à ce que :
1. un bon suivi d’un modèle de référence soit réalisé, en minimisant l’erreur
entre le signal de sortie z et le signal de référence zr = R(s)wc, où le modèle
LTI R(s) décrit la dynamique nominale de référence du système bouclé,
2. l’activité de commande soit raisonnable, afin que les saturations des action-
neurs du système ne soient pas atteintes. Ceci est obtenu en limitant indirec-
tement le signal d’entrée v,
3. les perturbations estimées wˆ = wˆ f + wˆu, qui n’ont pas pu être compensées
par la loi linéarisante décrite par l’équation (4.7), soient rejetées, afin d’élargir
le domaine d’action de la loi en s’assurant de rester le plus proche possible
du comportement dynamique décrit par le système linéaire (4.8).
Remarque 4.4
Un quatrième point crucial sera également abordé au cours du développement de la
méthode, afin que la loi de commande reste robuste face aux incertitudes de modélisation
et aux éventuelles dynamiques négligées. Il sera traité en détails aux sections 4.3 et 4.4.
En notant ΣA(s) la matrice de transfert associée à l’opérateur linéaire LA(s) (re-
présentant la dynamique des actionneurs), et Σ(s) le système linéarisé de l’équation
(4.8) :
Σ(s) =
[
L
C
]
(sI − A)−1
[
I B
]
(4.13)
les 3 points précédents pour la synthèse du correcteur K(s) peuvent être traduits en
un problème de minimisationH∞ multi-objectifs. En se basant sur les notions abor-
dées lors du chapitre 3, et en considérant l’interconnexion linéaire de la figure 4.1,
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le correcteur K(s) peut ainsi être évalué en résolvant le problème de minimisation
suivant :
Kˆ(s) = argmin
K(s)∈K
‖Twc→zp(s)‖∞ (4.14)
avec :  ‖Twc→zu(s)‖∞ ≤ γu‖Tw→zp(s)‖∞ ≤ γr (4.15)
Figure 4.1 – Schéma de synthèse H∞ multi-objectifs.
Ainsi, la minimisation de la norme H∞ dans l’équation (4.14) correspond au
critère de performance, permettant d’obtenir un bon suivi du modèle de référence
R(s). Comme décrit lors du chapitre 3, à la section 3.3, un filtre passe-base Wp(s)
est introduit à ce propos afin de spécifier la plage de fréquences pour laquelle les
performances de suivi doivent être accrues. Ceci permet de répondre au point 1
énuméré ci-dessus.
Les points 2 et 3 sont respectivement pris en compte par les deux contraintes
additionnelles représentées en (4.15). La première implique notamment d’utiliser
un filtre passe-haut Wu(s) afin de limiter l’action de la commande à hautes fré-
quences, pour ainsi éviter une trop forte sollicitation des actionneurs qui amènerait
à les saturer, d’abord en vitesse puis en amplitude. De telles saturations (en parti-
culier les saturations de vitesse qui introduisent un déphasage) sont généralement
à proscrire car elles vont induire des dégradations fortes de performance voire de
stabilité du système. Quand elles ne peuvent être évitées, en raison d’un cahier
des charges exigeant, on devra compléter le correcteur Kˆ(s) par un dispositif anti-
windup [Biannic et Apkarian 2011].
Notons enfin la présence d’un filtre passe-bas F(s) à gain statique unitaire dans
le schéma 4.1. Ce filtre, moins classique, a une double fonction :
– il permet de limiter la plage de fréquences sur laquelle doit s’opérer la rejec-
tion des perturbations w, limitant ainsi les dynamiques du correcteur à des
valeurs raisonnables,
– il traduit aussi le fait que les signaux w et wˆ ne coïncident que dans les basses
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fréquences. Autrement dit, l’estimation wˆ utilisée par le correcteur n’est fiable
que sur un domaine limité.
Afin de résoudre le problème d’optimisation (4.14)-(4.15) qui est non-convexe
et non-lisse, les dernières avancées en optimisation non-lisse, développées notam-
ment dans [Apkarian et Noll 2006; Gumussoy et Overton 2008], sont utilisées. Il
est également possible de fixer à la fois la structure du correcteur K(s), ce qui peut
être intéressant dans de nombreux cas pratiques, ainsi que son ordre afin d’éviter
des complications lors de l’implantation. Un autre point crucial de ces méthodes –
qui visera à répondre notamment à la remarque 4.4 – est la possibilité de prendre
en compte plusieurs modèles lors de la synthèse du correcteur. Ceci permet d’in-
troduire encore plus de flexibilité afin de répondre aux objectifs et d’améliorer les
propriétés de robustesse de la loi, notamment face aux incertitudes de modélisa-
tion. La section suivante aborde ce point de façon plus détaillée. Ce sera également
l’opportunité de reprendre les notions abordées à la première partie (chapitres 1 et
2) de ce mémoire.
4.3 Modélisation LFT et Analyse de robustesse
Dans la section précédente, on a développé une méthode de synthèse de loi
de commande fondée sur les techniques d’inversion dynamique robuste, avec les
particularités suivantes :
– le modèle linéarisé obtenu n’est pas sous la forme canonique standard de
Brunovsky, permettant de garder l’information sur la dynamique du système,
– les non-linéarités non-compensées sont considérées comme des perturbations
mesurées ou estimées pouvant être rejetées par la boucle de commande ex-
terne afin d’élargir le domaine de fonctionnement,
– la boucle externe est synthétisée par synthèse H∞ structurée multi-objectifs,
permettant d’assurer un bon suivi de modèle de référence, une commande
limitée, ainsi qu’un rejet de perturbations.
Il reste cependant un point à aborder : comment valider la stabilité robuste
de l’ensemble vis-à-vis des approximations introduites notamment lors de la syn-
thèse ? Cette section développe ce point, en utilisant des outils d’analyse de robus-
tesse des systèmes LTI, mettant en œuvre les techniques de µ-analyse développées
dans la Partie I du manuscrit. Il existe en effet trois principales sources d’incerti-
tudes.
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4.3.1 Incertitudes de modélisation
En combinant les équations (4.7) et (4.1) afin d’obtenir (4.8), il a été supposé
que les fonctions f et G étaient parfaitement connues. En réalité, issues d’une mo-
délisation, elles contiennent des incertitudes, impliquant que la boucle interne de
linéarisation n’a accès qu’à des estimations de ces fonctions. L’équation (4.8) devrait
finalement s’écrire :
x˙ = A(δ)x + B(δ)LA(v) + w (4.16)
où δ =
[
δ1 . . . δl
]T ∈ Rl est un vecteur de paramètres incertains. Afin de pouvoir
obtenir une LFT du système précédent, il est supposé sans grande perte de généra-
lité que les matrices A et B dépendent de δ de façon rationnelle. Il est alors possible
d’utiliser des techniques mentionnées lors du chapitre 1 (voir [SMAC 2012-2015;
Roos et al. 2014]), afin de transformer le système Σ(s) en la LFT suivante (repré-
sentée notamment à la figure 1.2) :
Σ(s) = Fu(M(s),∆M) (4.17)
où Fu(.) représente l’opérateur de la transformation linéaire fractionnaire supé-
rieure (voir équation (1.7)), M(s) est un système stable LTI, et :
∆M ∈ ∆M =
{
diag(δ1 Ik1 , . . . , δl Ikl ), δi ∈ R
}
(4.18)
4.3.2 Incertitudes au niveau des actionneurs
Afin d’obtenir le modèle linéarisé (4.8) (réécrit désormais sous la forme présen-
tée en (4.16)), l’hypothèse 4.1 a du être employée afin d’assurer la commutativité
entre l’opérateur LA(.) et la matrice Λ−1. En pratique cette hypothèse est loin d’être
toujours vérifiée, et on se propose alors d’introduire la relaxation suivante.
Hypothèse 4.4
Il existe un opérateur non-linéaire borné Γ(.) et un réel positif kΓ ∈ R+ tels que,
∀υ(t) ∈ Rm :
LA(Λ−1υ(t)) = Λ−1LA(υ(t)) + Γ(υ(t)) (4.19)
‖Γ(υ(t))‖L2 ≤ kΓ‖υ(t)‖L2 (4.20)
Ainsi, en utilisant cette dernière hypothèse, il est possible de remplacer le modèle
linéaire de l’actionneur ΣA(s) de la figure 4.1 par la version non-linéaire ΣA(s) +
Γ(.), comme il est montré dans la figure 4.2. Afin de se ramener à un paramètre LTI,
quitte à rajouter un peu de conservatisme dans la formulation, la borne kΓ pourra
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être utilisée à la place de Γ(.). Ceci permet donc de prendre en compte par l’ajout
d’une incertitude bornée l’éventuelle non-commutativité de LA(.) avec Λ−1.
4.3.3 Incertitudes sur les perturbations mesurées
Une dernière source d’incertitudes (du moins sur la modélisation approchée
considérée dans cette étude), concerne les perturbations mesurées que la boucle
externe doit rejeter. Ces perturbations représentent les termes non-linéaires que la
boucle interne de linéarisation ne peut pas compenser. Initialement notées w, il est
important de noter que seules des estimations de ces termes wˆ sont accessibles à la
loi de commande externe Kˆ(s). Bien que lors de la synthèse de cette loi l’estimation
est prise en compte grâce au filtre F(s) (tel que wˆ = F(s)w, voir figure 4.1), cela peut
paraître encore optimiste. Il est donc également important de vérifier la stabilité de
l’ensemble en cas d’incertitudes d’estimation. Pour ce faire, un bloc diagonal ∆w est
considéré afin d’introduire des incertitudes multiplicatives sur le signal de façon à
ce que wˆ devienne (I + ∆w)wˆ. Ce terme est une fois de plus visible sur le schéma
d’analyse, figure 4.2.
Figure 4.2 – Schéma d’analyse de stabilité robuste de la boucle fermée.
4.3.4 Forme LFT standard du système bouclé
Afin d’obtenir désormais la forme LFT standard pour appliquer des outils
d’analyse de robustesse, les trois blocs d’incertitudes décrits ci-avant sont d’une
part normalisés, et d’autre part regroupés afin de former une seule matrice ∆ dia-
gonale par blocs telle que :
∆ = diag(∆M, Γ(.),∆w) (4.21)
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Une fois isolé, le modèle linéaire augmenté correspondant P(s) peut ainsi être gé-
néré, afin d’obtenir la forme standard représentée à la figure 4.3. Ces opérations
peuvent être réalisées une fois de plus en utilisant la librairie APRICOT de la Tool-
box Matlab SMAC (voir [SMAC 2012-2015]), en utilisant une banque de modèles
LTI calculés pour diverses valeurs des incertitudes. Des techniques de µ-analyse,
comme celles décrites dans la Partie I du manuscrit, sont alors utilisées afin d’éva-
luer des bornes inférieure µ
∆
et supérieure µ¯∆ de la valeur singulière structurée sur
toute la plage de fréquences. Puisque le bloc ∆ est normalisé, le système est stable
vis-à-vis d’incertitudes LTI si la borne supérieure µ¯∆ vérifie µ¯∆ < 1. Sinon, il existe
une perturbation déstabilisante pire-cas ∆∗ telle que σ¯(∆∗) < 1.
Remarque 4.5
Il faut noter que l’opérateur Γ(.), introduit à l’hypothèse 4.4, doit être remplacé par
sa borne kΓ afin que le bloc de perturbations ∆ soit considéré LTI. Il sera proposé à la
section 4.5 un moyen de limiter l’ajout d’un tel conservatisme dans la formulation.
Remarque 4.6
Bien entendu, grâce aux améliorations proposées dans le chapitre 2, l’écart entre les
bornes inférieure et supérieure de la valeur singulière structurée pourra être maîtrisé et
gardé relativement faible. Du fait que le bloc ∆ ne contienne que des incertitudes pa-
ramétriques réelles possiblement répétées, un fort conservatisme peut être attendu dans
certains cas en utilisant les méthodes classiques. Le risque ici d’un fort conservatisme
de la borne supérieure est une évaluation garantie mais pessimiste de la marge de robus-
tesse, évitant de garantir la stabilité alors qu’elle est en fait assurée. Ce point sera très
important pour la méthode itérative proposée à la section suivante.
Figure 4.3 – Forme LFT du système bouclé pour l’analyse de robustesse.
4.4 Synthèse multi-modèles
Une méthode pour analyser la stabilité robuste du système ayant été dévelop-
pée, il est proposé ici d’utiliser ces résultats pour la synthèse. Il peut exister pour
ce faire deux méthodes.
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Puisque le correcteur Kˆ(s) a été dimensionné au sein d’un schéma de synthèse
H∞, une des façons les plus naturelles consisterait à employer des techniques de
µ-synthèse (voir par exemple [Doyle 1985; Balas et al. 1991; Young 1996]. Des outils
existent déjà au sein de la Robust Control Toolbox de Matlab (voir [The MathWorks
2010]). Cependant, il y a deux principales limitations à l’utilisation de cette tech-
nique. La première est très similaire à celle rencontrée pour la µ-analyse : dans le
cas d’incertitudes purement réelles et répétées, il existe des problèmes numériques
lors de la résolution par (D,G)-K itérations. Seul le cas d’incertitudes complexes
fonctionne convenablement. De plus, la deuxième limitation concerne un risque
fort de conservatisme de la loi de commande obtenue. Si un tel correcteur est cal-
culé, il permet de stabiliser toutes les configurations pour l’ensemble du domaine
admissible d’incertitudes ∆. On obtient donc une condition suffisante de stabilité
robuste. Néanmoins, est-il nécessaire de stabiliser tout l’ensemble du domaine d’in-
certitudes ? Un tel correcteur pourrait alors s’avérer en pratique certes robuste, mais
probablement trop conservatif.
Une solution alternative consiste alors à utiliser une technique de synthèse
multi-modèles. Celle-ci a tout d’abord été considérée par [Ackermann 1985], mais
dans le cas de la synthèse H∞ elle amène des problèmes d’optimisation non-
convexes. Néanmoins le chapitre 3 a montré qu’il était possible désormais de ré-
soudre ce type de problèmes grâce aux dernières avancées en optimisation non-
lisse, qui sont introduites au sein des outils de synthèse H∞ structurée. Ainsi et
pour notre problème, un algorithme simple est proposé. A partir d’un modèle de
synthèse nominal, une première loi de commande robuste est évaluée. La robus-
tesse de celle-ci est testée en reprenant la méthode proposée lors de la précédente
section. Dans le cas où le correcteur ne permet pas de stabiliser toutes les configura-
tions admissibles, un pire-cas (associé à la matrice de perturbations ∆∗) est extrait et
ajouté au premier modèle de synthèse. Un nouveau correcteur est synthétisé grâce
aux possibilités multi-modèles de la synthèse H∞ structurée. La robustesse est à
nouveau évaluée, et le principe général consiste donc à un schéma de synthèse ité-
ratif, enrichissant au fur et à mesure la banque de modèles afin d’obtenir à la fin un
correcteur capable de stabiliser toutes les configurations admissibles. L’algorithme
5 résume la procédure.
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Algorithme 5: Synthèse H∞ multi-modèles avec analyse de robustesse
Entrées : Modèle de synthèse nominal Σ0(s), en utilisant la loi interne
linéarisante (4.7), menant à (4.8)
Sorties : Correcteur Kˆ(s)
1 Initialiser i = 0 ;
2 Résoudre (4.14)-(4.15) afin de calculer un premier correcteur nominal Kˆ0(s) ;
3 Calculer la forme LFT normalisée du problème en suivant la méthode
expliquée en section 4.3, et particulièrement la sous-section 4.3.4 ;
4 Évaluer la stabilité robuste du système bouclé avec le correcteur Kˆ0(s), en
calculant µ
∆
et µ¯∆ par µ-analyse (avec les améliorations proposées au
chapitre 2) ;
tant que µ¯∆ ≥ 1
5 Extraire une perturbation pire-cas ∆∗i telle que σ¯(∆
∗
i ) < 1, en utilisant les
outils proposés dans [SMAC 2012-2015]. Former le modèle de synthèse
pire-cas correspondant Σi(s) ;
6 Enrichir la banque de modèles avec Σi(s) ;
7 Incrémenter i← i + 1 ;
8 Calculer Kˆi(s) par synthèse H∞ multi-modèles ;
9 Calculer la forme LFT normalisée du problème avec le nouveau
correcteur Kˆi(s) ;
10 Évaluer la stabilité robuste du système bouclé correspondant et calculer
µ
∆
et µ¯∆ par µ-analyse ;
11 Kˆ(s) = Kˆi(s) est un correcteur qui stabilise toutes les configurations
admissibles ;
Remarque 4.7
Contrairement aux techniques de µ-synthèse, l’algorithme 5 amène des conditions uni-
quement nécessaires de stabilité robuste vis-à-vis de perturbations LTI, qui deviennent
suffisantes une fois que la borne supérieure vérifie µ¯∆ < 1.
Remarque 4.8
Comme il a été mentionné au chapitre précédent à la sous-section 3.3.3, il est également
possible d’introduire des pondérations sur les modèles de synthèse, et notamment une
pondération plus forte sur le modèle nominal Σ0(s) afin de garder le plus possible les
performances nominales. Par exemple, une pondération 5 fois plus importante est géné-
ralement un choix intéressant pour ne pas trop dégrader les performances du correcteur
obtenu.
Il est important de souligner que l’arrêt de l’algorithme 5 est assuré unique-
ment lorsque la borne supérieure de la valeur singulière structurée est strictement
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inférieure à 1. Or lorsqu’on est en présence d’incertitudes paramétriques réelles
possiblement répétées (comme ce sera le cas dans nos applications aéronautiques),
il arrive très souvent que la valeur de la borne supérieure µ¯∆ soit erronée. En effet
l’écart avec la valeur de la borne inférieure correspondante µ
∆
est dans ce cas très
élevé, ce qui est généralement dû à un trop fort conservatisme de la borne supé-
rieure (voir chapitre 1). Ainsi, dans le cas où µ
∆
< 1 et µ¯∆ > 1, il peut être difficile
de conclure. L’algorithme régénérerait un pire-cas à partir de là, augmentant ainsi
le nombre d’itérations et ajoutant inutilement du conservatisme dans la nouvelle
loi de commande obtenue.
C’est pourquoi il est fortement conseillé et intéressant d’utiliser les améliora-
tions proposées au chapitre 2 afin de réduire cet écart entre les bornes pour s’assu-
rer de leur précision. Il est notamment proposé :
– d’utiliser l’algorithme 2 pour calculer à chaque fois une borne supérieure
par la formulation LMI partielle de la caractérisation par matrices (D,G), afin
d’avoir une borne assez précise tout en n’ayant pas un temps de calcul exces-
sif,
– d’utiliser l’algorithme 3 de branch-&-bound amélioré à chaque fois que l’écart
entre les bornes est trop important et ne permet pas de conclure, ce qui amène
souvent à obtenir une nouvelle borne supérieure proche de la borne inférieure
et de valider la stabilité robuste de la loi, sans générer un nouveau modèle
pire-cas. Les améliorations proposées à l’algorithme 3 permettent en outre de
ne pas augmenter significativement le temps de calcul à cette étape.
4.5 Vers une analyse globale
Jusqu’ici, une forte hypothèse simplificatrice a été introduite afin de pouvoir
considérer un schéma d’analyse de robustesse LTI permettant d’employer des tech-
niques de µ-analyse. Dans l’approche proposée à la section 4.3 du présent chapitre,
le signal d’entrée non-linéaire w est traité en tant que perturbation externe à re-
jeter par la loi de commande. Il est pourtant clair, considérant les équations (4.9)
et (4.10), que ce signal possède une structure propre qu’il est possible d’évaluer. Il
dépend en effet très clairement de x et θp, mais d’une façon certes assez complexe.
Il est difficile de considérer une telle dépendance lors de l’analyse, d’où le schéma
simplifié mais finalement assez conservatif.
Pourtant, il serait raisonnable de considérer une dépendance assez simple de w
en θp et x, une fois de bonnes connaissances acquises sur ses variations, de façon à
obtenir une relation approchée de la forme suivante :
w = H(θp)x +W(x) (4.22)
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où H(.) et W(.) sont des fonctions non-linéaires aux dimensions appropriées, res-
pectant les deux hypothèses suivantes.
Hypothèse 4.5
H(.) dépend rationnellement de θp, permettant ainsi une expression sous la forme d’une
LFT (voir chapitre 1).
Hypothèse 4.6
L’opérateur non-linéaire W(x) satisfait aux conditions de Lipschitz.
Ainsi, la LFT Fu(P(s),∆) représentée à la figure 4.2, peut être modifiée en étant
désormais notée Fu(P˜(s), ∆˜), de façon à ce que le nouveau bloc de perturbations ∆˜
soit maintenant exprimé par :
∆˜ = diag(∆M, Γ(.),∆w, W(.),Θp) (4.23)
afin de ne plus considérer w comme une perturbation externe. Il contient alors :
– des incertitudes paramétriques réelles ∆w et ∆M, qui sont des paramètres
invariants dans le temps et sont issus d’une partie du vecteur θp,
– des paramètres variants dans le temps Θp, comprenant également certains
paramètres de θp qui avaient été supposés LTI alors qu’ils peuvent avoir une
vitesse de variation non nulle (exemple de la masse ou de l’altitude sur un
avion),
– des non-linéarités sans mémoire, éventuellement de secteur, W(.) et Γ(.), plu-
tôt que de considérer leurs bornes qui amènent là encore un ajout non négli-
geable de conservatisme.
Le problème est qu’il n’est alors plus possible d’utiliser les outils de µ-analyse
dans ce cas étendu, cette dernière n’étant valable que dans le cas de perturbations
uniquement LTI. Il existe cependant un formalisme plus général pour analyser la
stabilité robuste d’une telle configuration : le formalisme IQC (Contraintes Qua-
dratiques Intégrales). Le lecteur pourra trouver dans [Megretski et Rantzer 1997;
Körog˘lu et Scherer 2007; Jönnson et Rantzer 1996; Scorletti 1997] quelques notions
théoriques sur les IQC, et dans [Jönnson et al. 2004; Demourant 2013; Vuillemin
et al. 2014] des considérations pratiques et algorithmiques. Bien que des améliora-
tions aient été proposées récemment, l’un des principaux problèmes de l’utilisation
des IQC est sa complexité numérique, qui entraînerait un temps de calcul assez pro-
hibitif pour l’analyse de stabilité. Cependant, la reformulation du problème avec la
réécriture de w selon l’équation (4.22), ainsi que la considération de non-linéarités
de secteur et de paramètres variants dans le temps, peuvent être des pistes inté-
ressantes à creuser à l’avenir afin d’améliorer sensiblement la phase d’analyse de
robustesse et donc la détection de pire-cas pour la synthèse du correcteur.
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Conclusion du chapitre
Inspirée des techniques d’inversion dynamique, la méthode proposée dans ce
chapitre permet de synthétiser une loi de commande non-linéaire robuste adaptée
à des systèmes ayant également des variations paramétriques. Elle utilise les prin-
cipaux atouts des techniques d’inversion dynamique tels que la compensation des
non-linéarités, le découplage, l’adaptation automatique de la loi au point de fonc-
tionnement, et sa capacité à traiter une large classe de systèmes non-linéaires, tout
en corrigeant ses principaux défauts que sont :
– l’obtention d’une forme trop générique composée d’une série d’intégrateurs,
dite de Brunovsky, qui entraîne la perte des informations concernant la dy-
namique du système d’origine ; la structure de la boucle interne linéarisante
permet en effet désormais d’aboutir à la linéarisation Jacobienne du système,
avec les non-linéarités restantes considérées comme perturbations externes,
– le manque de robustesse vis-à-vis d’incertitudes de modélisation, en asso-
ciant les possibilités de synthèse multi-modèles des récents algorithmes de
synthèse H∞ structurée, à l’utilisation d’un schéma d’analyse de robustesse
pour l’extraction de modèles pire-cas par µ-analyse,
– le manque de flexibilité quant à la gestion des systèmes non-carrés, sans avoir
recours au calcul du degré relatif, tout simplement en sélectionnant les états
pour lesquels les entrées ont le plus d’efficacité pour obtenir une matrice
carrée généralement inversible Λ dans (4.5).
Cette stratégie de synthèse de loi se situe donc à la frontière des domaines de
la commande non-linéaire et linéaire, tout en exploitant des outils puissants d’ana-
lyse de robustesse et les améliorations proposées au chapitre 2. Elle est de plus
relativement aisée à mettre en œuvre, puisque la boucle interne de linéarisation est
générique (lorsqu’un choix de la matrice Λ est réalisé, voir remarque 4.1), et qu’il
ne reste ensuite plus qu’à exprimer le signal d’entrée ζ (souvent analytiquement en
fonction de ∆ f ), et à dimensionner le correcteur K(s) de la commande v par syn-
thèse H∞ réalisée sur le modèle linéarisé du système d’origine. La partie itérative
avec la synthèse multi-modèles est facilement automatisable de telle sorte à ce que
l’utilisateur ait peu de réglages à ajuster.
Bien que non restreintes à ce type d’applications, les techniques d’inversion
dynamique classique sont particulièrement bien adaptées au monde des applica-
tions aéronautiques, et c’est d’ailleurs pour cette raison que ces travaux de thèse
s’y sont focalisés, afin d’exploiter au mieux leurs avantages. La partie suivante
vise donc à illustrer la méthode exposée uniquement de façon méthodologique et
théorique dans ce chapitre, sur un problème de pilotage robuste d’un aéronef sur
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l’ensemble de son domaine de fonctionnement, en présence d’incertitudes paramé-
triques. Avant d’entrer cependant dans l’application directe de la méthode de syn-
thèse, quelques notions de mécanique de vol, essentielles pour mieux comprendre
les aspects physiques des modèles considérés, seront introduits au premier chapitre
de la partie suivante.

Troisième partie
Applications aéronautiques
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5Équations générales de la
mécanique du vol
Sommaire
5.1 Notations physiques et définition des repères . . . . . . . . . . . . . 115
5.1.1 Notations physiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.1.2 Définition des repères . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.2 Équations générales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
5.2.1 Équations de la dynamique . . . . . . . . . . . . . . . . . . . . . . . . 119
5.2.2 Équations de la cinématique . . . . . . . . . . . . . . . . . . . . . . . 120
5.3 Forces et moments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
5.3.1 Expression des forces . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
5.3.2 Expression des moments . . . . . . . . . . . . . . . . . . . . . . . . . . 122
5.4 Modèle atmosphérique et turbulences . . . . . . . . . . . . . . . . . . 124
5.5 Coefficients aérodynamiques . . . . . . . . . . . . . . . . . . . . . . . . 126
Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
Résumé
Quelques notions de mécanique du vol sont rappelées dans ce chapitre,qui vise tout particulièrement à décrire les équations générales du
mouvement d’un avion. Après avoir donné les principales notations ainsi
que les définitions des différents repères utilisés, les équations de la dyna-
mique et de la cinématique sont introduites afin d’obtenir un modèle à 12
états, caractéristique de ce genre de système. Puis les expressions des forces
et moments sont détaillées, introduisant notamment la notion clé de coeffi-
cients aérodynamiques. Enfin quelques éléments sont apportés concernant
la modélisation des perturbations atmosphériques et des turbulences.
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L’obtention d’un modèle précis est capital en vue du pilotage automatique d’un
avion. La mécanique du vol est la discipline qui étudie le mouvement des véhicules
aériens, composé du déplacement d’un corps rigide et de la rotation de ce dernier
autour de son centre de gravité. Elle s’appuie donc sur la mécanique du solide
de Newton afin de décrire leur comportement dynamique et cinématique. Il existe
cependant quelques particularités qui n’existent que pour les aéronefs : on peut no-
tamment citer l’aérodynamique, qui permet de modéliser la génération de portance
ou de traînée à partir d’une aile d’avion.
Avant d’expliciter clairement les équations générales de la mécanique du vol, la
section 5.1 décrit dans un premier temps les diverses notations physiques utilisées
pour le lecteur qui ne serait pas familier des applications aéronautiques. La section
5.2 présente quant à elle les équations de la cinématique et de la dynamique. Il en
résulte le modèle dynamique classique d’un avion, exprimé par ses 12 variables
d’état. Les sections 5.3 et 5.5 décrivent précisément l’expression des forces et des
moments, ainsi que celle des coefficients aérodynamiques, qui apparaissent dans
les équations générales. La section 5.4 rappelle également quelques notions sur les
phénomènes de turbulences et propose un modèle atmosphérique simplifié, afin
de prendre en compte des perturbations extérieures dans la modélisation.
5.1 Notations physiques et définition des repères
Cette section vise à introduire certaines notations qui seront utiles pour les
deux chapitres qui suivront, ainsi que les principaux repères dans lesquels seront
exprimées les équations de la mécanique du vol.
5.1.1 Notations physiques
Les équations générales de la dynamique d’un avion, qui sont présentées à la
section 5.2, font appel à un grand nombre de notations, dont les principales sont
présentées dans le tableau 5.1, et illustrées sur la figure 5.1. La plupart des don-
nées sont mesurables et accessibles au pilote et/ou à la loi de commande grâce à
différents capteurs. Le pilotage longitudinal est réalisé par le braquage des gou-
vernes de profondeur δe et de poussée moteur δx. Le pilotage latéral est quant à lui
composé d’une part du pilotage en roulis, réalisé par le braquage antisymétrique
des ailerons δa, et d’autres part du pilotage en lacet, réalisé par le braquage de la
gouverne de direction δr.
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Notation Description du paramètre Unité
α Angle d’incidence (ou d’attaque) deg
β Angle de dérapage deg
δa Angle de braquage des ailerons deg
δe Angle de braquage des gouvernes de profondeur deg
δr Angle de braquage de la gouverne de direction deg
p Vitesse de roulis deg/s
q Vitesse de tangage deg/s
r Vitesse de lacet deg/s
γ Pente deg
φ Angle de roulis (inclinaison) deg
θ Angle de tangage (assiette) θ = α+ γ deg
ψ Angle de lacet (azimut) deg
ρ Masse volumique de l’air (ρ0 = 1.225 kg/m3) kg/m3
Va Vitesse air m/s
Vc Vitesse calibrée (ou conventionnelle) =
√
ρ
ρ0
Va m/s
qd Pression dynamique = 12ρV
2
a Pa
Tableau 5.1 – Liste des principales notations utilisées en mécanique du vol.
5.1.2 Définition des repères
Il existe plusieurs repères pour la modélisation du mouvement d’un avion (voir
par exemple [Boiffier 1998] pour une description complète avec schémas). Cette
sous-section vise à en introduire 3, ainsi que les matrices de changement de repère
intervenant dans les équations de la mécanique du vol. Chacun d’eux trouve son
utilité afin de simplifier l’expression des relations fondamentales. Tous les repères
sont orthogonaux et à 3 dimensions, caractérisés par un centre, et 3 axes xi, yi et zi.
Repère terrestre
Le repère terrestre, ou également appelé repère vertical, permet d’exprimer l’at-
titude de l’avion ainsi que la position par rapport à un autre repère inertiel. Il est
défini par les caractéristiques suivantes :
– centre : centre de gravité G de l’avion,
– axe xt : fixe, orienté vers le nord terrestre,
– axe yt : fixe, orienté vers l’est.
– axe zt : orthogonal à xt et yt, pointé vers la surface de la Terre,
Repère avion
Le repère avion est basé sur la géométrie de l’avion (il est représenté en bleu
sur la figure 5.1). Ses caractéristiques sont les suivantes :
– centre : centre de gravité G de l’avion,
– axe xb : orienté vers le nez de l’avion,
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Figure 5.1 – Repère avion et description des diverses notations angulaires.
– axe zb : orthogonal à xb, dans le plan de symétrie de l’avion, et pointé vers la
surface de la Terre,
– axe yb : orthogonal à xb et zb, et dirigé vers l’aile droite.
Repère aérodynamique
Le repère aérodynamique est basé sur le vecteur vitesse Va. Ses caractéristiques
sont les suivantes :
– centre : centre de gravité G de l’avion,
– axe xa : orienté selon le vecteur vitesse Va,
– axe za : orthogonal à xa, dans le plan de symétrie de l’avion, et pointé vers la
surface de la Terre,
– axe ya : orthogonal à xa et za, dirigé vers la droite.
C’est donc un repère non fixé puisque dépendant de l’orientation du vecteur vi-
tesse. Il est utilisé pour décrire l’attitude de l’avion par rapport au vecteur vitesse.
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Relations entre les repères
Quelques relations entre les repères, utiles pour la suite, sont données ici.
Du repère avion au repère terrestre Ce passage entre ces deux repères est utile
lorsqu’il s’agit d’exprimer l’attitude de l’avion et ses vitesses de rotation. Le repère
terrestre est obtenu à partir du repère avion par trois rotations d’angle −φ autour
de l’axe x, puis d’angle −θ autour de l’axe y, et enfin d’angle −ψ autour de l’axe z,
décrites par les matrices :
Rx(−φ) =

1 0 0
0 cos φ sin φ
0 − sin φ cos φ
 (5.1)
Ry(−θ) =

cos θ 0 − sin θ
0 1 0
sin θ 0 cos θ
 (5.2)
Rz(−ψ) =

cosψ sinψ 0
− sinψ cosψ 0
0 0 1
 (5.3)
La matrice de changement de repère est donc donnée par Rb→t =
Rz(ψ).Ry(θ).Rx(φ), i.e. :
Rb→t =

cos θ cosψ sin φ sin θ cosψ− sinψ cos φ sin φ sinψ+ sin θ cos φ cosψ
cos θ sinψ cos φ cosψ+ sin θ sin φ sinψ sin θ cos φ sinψ− sin φ cosψ
− sin θ cos θ sin φ cos θ cos φ

(5.4)
La matrice Rb→t étant orthogonale, le changement de base inverse est simplement
donné par Rt→b = RTb→t.
Du repère aérodynamique au repère avion Le repère avion est obtenu à partir
du repère aérodynamique par deux rotations d’angle −β autour de l’axe z puis
d’angle α autour de l’axe y, décrites par les matrices :
Rz(−β) =

cos β sin β 0
− sin β cos β 0
0 0 1
 (5.5)
Ry(α) =

cos α 0 sin α
0 1 0
− sin α 0 cos α
 (5.6)
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La matrice de changement de repère est donc donnée par Ra→b = Ry(−α).Rz(β),
i.e. :
Ra→b =

cos α cos β − cos α sin β − sin α
sin β cos β 0
sin α cos β − sin α sin β cos α
 (5.7)
Remarque 5.1
Une variante du repère aérodynamique existe, appelée "repère de stabilité". Ce dernier
est centré en G, mais son axe xs est orienté selon le projeté du vecteur vitesse Va sur le
plan (G, xb, zb). Il est donc obtenu à partir du repère avion par simple rotation d’angle
−α autour de l’axe yb. La matrice de changement de repère Rs→b pour passer du repère
de stabilité au repère avion est donc définie par :
Rs→b =

cos α 0 − sin α
0 1 0
sin α 0 cos α
 (5.8)
Cette dernière sera notamment utilisée pour exprimer les forces aérodynamiques dans le
repère avion, alors que les coefficients aérodynamiques sont généralement exprimés dans
le repère de stabilité (voir section 5.3).
Il existe d’autres changements de repère, mais seuls ceux jugés utiles pour la
suite ont été fournis dans cette section. Les équations générales peuvent maintenant
être exposées à la prochaine section.
5.2 Équations générales
Les équations générales du mouvement d’un avion sont données dans cette
section, et sont extraites de [Boiffier 1998; Biannic et Roos 2015]. Le modèle dyna-
mique décrit les interactions existantes entre les accélérations en translation et en
rotation d’une part, et les divers forces et moments d’autre part. Le modèle cinéma-
tique exprime quant à lui le mouvement de l’avion, en position et rotation, dans le
repère terrestre. L’ensemble des relations dynamiques et cinématiques permettent
d’obtenir les équations générales de la dynamique d’un aéronef.
5.2.1 Équations de la dynamique
Les vitesses de rotation et de translation sont notées respectivement :
Ω =

p
q
r
 (5.9)
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et :
V =

u
v
w
 (5.10)
Elles sont exprimées dans le repère avion. Les équations de la dynamique sont alors
données par :
Ω˙ = I−1(M−Ω× IΩ) (5.11)
et :
V˙ =
F
m
−Ω×V (5.12)
où m représente la masse de l’avion et I la matrice d’inertie exprimée par :
I =

Ixx Ixy Ixz
Iyx Iyy Iyz
Izx Izy Izz
 (5.13)
Les deux vecteurs F et M correspondent respectivement aux forces et aux mo-
ments. Ils sont tous deux exprimés dans le repère avion et leurs expressions seront
détaillées à la section 5.3.
Remarque 5.2
Pour les systèmes aéronautiques, certains termes non diagonaux de la matrice d’iner-
tie I donnée par l’équation (5.13) sont souvent négligeables par rapport aux termes
diagonaux. Ceci permettra notamment de simplifier le problème de détermination de la
matrice d’inertie d’un drone à voilure fixe au chapitre 7.
5.2.2 Équations de la cinématique
Les positions angulaires (angles d’Euler) et les coordonnées du centre de gravité
G, exprimées dans le repère terrestre, sont notées respectivement :
Φ =

φ
θ
ψ
 (5.14)
et :
X =

x
y
z
 (5.15)
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Les équations de la cinématique et de navigation sont alors données respectivement
par les deux relations suivantes :
Φ˙ =

1 sin φ tan θ cos φ tan θ
0 cos φ − sin φ
0 sin φcos θ
cos φ
cos θ

︸ ︷︷ ︸
T(Φ)
Ω (5.16)
et :
X˙ =

cos θ cosψ sin φ sin θ cosψ− sinψ cos φ sin φ sinψ+ sin θ cos φ cosψ
cos θ sinψ cos φ cosψ+ sin θ sin φ sinψ sin θ cos φ sinψ− sin φ cosψ
− sin θ cos θ sin φ cos θ cos φ

︸ ︷︷ ︸
Rb→t(Φ)
V
(5.17)
On obtient finalement un modèle à 12 états représentant complètement la dyna-
mique et la cinématique de l’avion. Il est exprimé par :
V˙ = 1m F−Ω×V
Ω˙ = I−1(M−Ω× IΩ)
X˙ = Rb→v(Φ)V
Φ˙ = T(Φ)Ω
(5.18)
Une fois ce modèle dynamique défini, il faut déterminer les expressions des forces
et des moments. Cette partie est détaillée à la section suivante.
5.3 Forces et moments
5.3.1 Expression des forces
Les forces résultantes F appliquées à un aéronef peuvent être décomposées en
3 termes : la poussée moteur Fe, la gravité Fg et les forces aérodynamiques Fa. On
obtient ainsi :
F = Fe + Fg + Fa (5.19)
Il est important de noter que ces composantes doivent être exprimées dans le repère
avion.
Poussée moteur
Il est supposé que la force de poussée Fe est alignée avec l’axe longitudinal xb,
ce qui permet de simplifier les équations tout en restant très réaliste. On a donc :
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Fe =

Fex
0
0
 (5.20)
Force de gravité
La force de gravité Fg est alignée avec l’axe vertical zt. Elle doit être exprimée
dans le repère avion, d’où la nécessité de considérer la matrice de changement de
repère Rt→b(Φ) :
Fg = Rt→b(Φ)

0
0
mg
 = Rb→t(Φ)T

0
0
mg
 = mg

− sin θ
cos θ sin φ
cos θ cos φ
 (5.21)
où g = 9.81N/kg représente l’accélération de la pesanteur.
Forces aérodynamiques
Les coefficients aérodynamiques sont généralement exprimés dans le repère de
stabilité. Ainsi, afin de passer dans le repère avion, il faut effectuer une rotation
d’angle α (voir remarque 5.1). L’expression des forces aérodynamiques est alors
donnée par :
Fa =
1
2
ρV2a S

cos α 0 − sin α
0 1 0
sin α 0 cos α

︸ ︷︷ ︸
Rs→b(α)

CX
CY
CZ
 (5.22)
où S représente la surface de référence (qui dépend de l’application considérée).
Les expressions des coefficients aérodynamiques de traînée CD = −CX, de force
latérale CY et de portance CL = −CZ, seront détaillées à la section 5.5.
5.3.2 Expression des moments
Le moment total M autour du centre de gravité G est dû au moteur Me et aux
effets aérodynamiques Ma, de sorte que :
M = Me +Ma (5.23)
Ces deux composantes sont exprimées dans le repère avion.
5.3. Forces et moments 123
Moment dû à la poussée moteur
Le point où s’exerce la poussée moteur, noté E, est différent du centre de gravité
G. Il existe donc une contribution de celle-ci sur le moment total exercé au centre
de gravité de l’avion, exprimée par :
Me = GE× Fe =

0
zGEFex
0
 (5.24)
avec GE le vecteur reliant le centre de gravité G et le point d’application E de la
poussée moteur Fe, qui a comme coordonnées :
GE =

xGE
0
zGE
 (5.25)
Puisque la poussée moteur a été supposée alignée avec l’axe xb du repère avion, le
moment dû à la poussée moteur ne possède qu’une seule composante selon l’axe
latéral yb.
Remarque 5.3
Il apparait clairement à l’équation (5.24) que la position verticale du moteur par rapport
à celle du centre de gravité, autrement dit le signe de zGE, entraîne soit un moment
positif (à cabrer) soit un moment négatif (à piquer) de l’avion.
Moment dû aux forces aérodynamiques
Le moment dû aux forces aérodynamiques Ma s’exprime par :
Ma =
1
2
ρV2a SL

Cl
Cm
Cn
+GA× Fa (5.26)
où :
– L = diag(La, Lo, La) contient les longueurs de référence, avec :
– La la longueur de référence latérale, qui peut être par exemple égale à
l’envergure ou à la demi-envergure de l’aile,
– Lo la longueur de référence longitudinale, souvent prise comme la corde
aérodynamique moyenne,
– Cl , Cm et Cn sont les coefficients de moment respectivement autour des axes
de roulis, de tangage et de lacet. Ils seront détaillés à la section 5.5, et leurs
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expressions tout comme la façon de les obtenir définissent les conventions à
utiliser pour les longueurs de référence La et Lo.
Le second terme de (5.26) provient du fait que les forces aérodynamiques ne s’ap-
pliquent généralement pas au centre de gravité G, mais au centre de poussée A.
Empiriquement, ce dernier est généralement situé au tiers de la corde aérodyna-
mique moyenne (en partant du bord d’attaque), mais ceci reste une approximation,
et il n’est pas rare de négliger ce terme devant la contribution due aux coefficients
de moment (terme de gauche de (5.26)).
Remarque 5.4
Il ne faut pas confondre le centre de poussée où s’appliquent les forces aérodynamiques
avec le foyer aérodynamique qui correspond au point où le moment total ne varie pas
quelque soit l’angle d’incidence α.
5.4 Modèle atmosphérique et turbulences
Les forces aérodynamiques et les moments dépendent de la pression dyna-
mique qd = 12ρV
2
a . Ils dépendent donc de la masse volumique de l’air, qui elle-
même est fonction de l’altitude et de la température, mais également du vent, via
la vitesse air.
La variation de la masse volumique de l’air ρ peut être modélisée assez simple-
ment notamment à basse altitude. Les applications des deux prochains chapitres
traitant respectivement de l’atterrissage automatique d’un avion de ligne et du pi-
lotage d’un drone à voilure fixe, tous deux étant donc à des altitudes assez faibles,
cette modélisation semble raisonnable. Ceci permet donc de négliger sans perte de
précision les variations en fonction de l’altitude et de la température. La densité de
l’air ρ dépend ainsi uniquement de l’altitude de la piste Hpis , de la température au
niveau de la mer T0, et de la température au niveau de l’emplacement de la piste
ou zone de départ/arrivée Tpis exprimée par :
Tpis = T0 − 6.5× 10−1Hpis (5.27)
Ainsi, l’expression approximée de la variation de la masse volumique de l’air peut
être donnée par :
ρ =
353
Tpis
(
Tpis
T0
)5.25
(5.28)
Le terme Va correspond à la norme du vecteur de vitesse air, soit Va = ‖Va‖,
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avec :
Va =

Vax
Vay
Vaz
 (5.29)
Ces composantes permettent notamment d’exprimer les angles d’attaque α et de
dérapage β :
α = arctan
(
Vaz
Vax
)
(5.30)
et
β = arcsin
(
Vay
Va
)
(5.31)
La vitesse air est généralement mesurée, mais il est important de comprendre
sa provenance et ce qui l’influence. En notant V le vecteur vitesse de l’avion, et W
le vecteur vitesse du vent exprimé dans le repère terrestre, la relation suivante est
vérifiée dans le repère avion :
Va = V− Rt→b(Φ)W = V− Rb→t(Φ)TW (5.32)
La vitesse air est donc clairement affectée par le vent.
On peut décomposer le vecteur vitesse du vent W en deux termes :
W = WM +WT (5.33)
dont le premier désigne le vent moyen tandis que le second correspond à des écarts
induits par la turbulence atmosphérique. Il existe une modélisation largement re-
connue pour cette dernière, utilisée lors des processus de certification : le modèle
de Dryden. Étant donné que la turbulence est un phénomène stochastique défini
par son spectre, il convient d’obtenir une modélisation fiable et représentative de
celui-ci. Il est généralement donné selon les trois axes xt, yt et zt respectivement
afin de définir les trois composantes du vent turbulent, par les équations suivantes,
fonctions de la fréquence ω :
Φu(ω) = σ2u
Lu
piV
1(
1+ (Lu ωV )
2
) (5.34)
Φv(ω) = σ2v
Lv
piV
1+ 3
(
Lv ωV
)2(
1+ (Lu ωV )
2
)2 (5.35)
Φw(ω) = σ2w
Lw
piV
1+ 3
(
Lw ωV
)2(
1+ (Lw ωV )
2
)2 (5.36)
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où σu, σv, σw, Lu, Lv et Lw sont des constantes, dont de nombreuses tables pour les
choisir existent, notamment dépendant de l’altitude considérée.
5.5 Coefficients aérodynamiques
Dans les expressions des forces et moments aérodynamiques sont apparus di-
vers coefficients aérodynamiques. Les coefficients de portance, de force latérale, et
de traînée sont respectivement donnés par les expressions suivantes :
CL = CL0 + CLαα+ CLq
q
Va
+ CLδe δe + CLH e
−λL HLG︸ ︷︷ ︸
effet de sol
(5.37)
CY = CYββ+ CYp
p
Va
+ CYr
r
Va
+ CYδa δa + CYδr δr (5.38)
CD = CD0 + CDαα+ CDα2α
2 (5.39)
dont les termes constants "CXy " sont appelés dérivées de stabilité, et sont détermi-
nés par des essais en soufflerie ou par l’utilisation d’outils de soufflerie numérique,
puis éventuellement recalés par des essais en vol et des procédés d’identification.
De façon similaire, les coefficients de moment autour des axes de roulis, tan-
gage, et lacet sont donnés par :
Cl = Clββ+
La
Va
(
Clp p + (Clr0 + Clrαα)r
)
+ Clδa δa + Clδr δr (5.40)
Cm = Cm0 + Cmαα+
Lo
Va
Cmq q + Cmδe δe + (CmH0 + CmHαα)e
−λm HLG︸ ︷︷ ︸
effet de sol
(5.41)
Cn = (Cnβ0 + Cnβαα)β+
La
Va
(
Cnr r + (Cnp0 + Cnpαα)p
)
+ Cnδa δa + Cnδr δr (5.42)
Les derniers termes de (5.37) et (5.41) représentent l’effet de sol, qui devient
actif lorsque l’avion se trouve à proximité de la piste. Ce phénomène devient as-
sez conséquent lorsque la hauteur HLG du train d’atterrissage par rapport au sol
devient sensiblement égale à l’envergure de l’avion. Bien que n’étant pas dimen-
sionnant lors d’un vol en palier à une altitude d’approche ou de croisière, il est
important de le considérer au cours de la phase d’arrondi, qui sera notamment dé-
taillée au chapitre 6 lors de l’étude de l’atterrissage automatique. Bien que difficile
à modéliser et à comprendre, il entraîne une modification de la courbe de portance
de l’engin, de façon à ce qu’à angle d’attaque fixé, un avion près du sol aura une
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portance plus élevée. Ainsi, à portance égale, l’angle d’attaque d’un avion subis-
sant l’effet de sol sera plus faible, limitant donc la traînée induite, et augmentant
par ailleurs la finesse de l’appareil. Par conséquent, ce phénomène crée un effet de
perturbation qui change le comportement dynamique de l’avion.
Remarque 5.5
Il est important de souligner que les expressions des coefficients aérodynamiques données
précédemment sont des approximations au premier ordre, valables autour d’un point de
fonctionnement donné. Elles restent valables sur l’ensemble du domaine de vol, mais les
dérivées de stabilité deviennent alors des fonctions assez complexes de divers paramètres,
tels le nombre de Mach et l’altitude. Étant données les applications considérées dans ce
mémoire, les approximations (5.37)-(5.42) sont cependant largement satisfaisantes.
Conclusion du chapitre
Ce chapitre a présenté les équations générales de la mécanique du vol, qui
permettent notamment d’établir un modèle précis d’un avion volant à relativement
basse altitude (avec prise en compte de l’effet de sol). Ce modèle sera exploité dans
les deux chapitres suivants, d’une part pour réaliser des objectifs de commande et
de navigation pour un avion civil en phase d’atterrissage, et d’autre part afin de
piloter automatiquement un drone à voilure fixe.
Il est proposé sur le site web de la boîte à outils Matlab SMAC [SMAC 2012-
2015] un modèle Simulink qui regroupe l’ensemble des éléments détaillés dans
ce chapitre, et qui peut servir à la fois pour la commande et pour la simulation.
L’interface correspondante est présentée sur la figure 5.2 et est détaillée notamment
dans [Biannic et Roos 2015].
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Figure 5.2 – Modèle Simulink générique d’un avion civil pour la simulation et la commande,
présent dans la boîte à outils Matlab SMAC [SMAC 2012-2015].
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Résumé
La méthode de compensation non-linéaire du chapitre 4, associant uneboucle interne partiellement linéarisante (inspirée de l’inversion dyna-
mique) à une boucle externe robuste dimensionnée par synthèse H∞ multi-
modèles est mise en œuvre dans ce chapitre dédié au pilotage d’un avion
civil en phase d’atterrissage. Des lois de pilotage longitudinales et latérales
sont d’abord optimisées afin d’asservir pente et vitesse air d’une part, puis
les angles de roulis et de dérapage d’autre part. Finalement, des lois de gui-
dage assurant le suivi du faisceau ILS, puis l’arrondi et l’alignement sont
déterminées afin de permettre un atterrissage complet jusqu’au toucher des
roues du train principal malgré la présence d’incertitudes et de vent.
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La méthode de synthèse de lois par compensation non-linéaire robuste, déve-
loppée au chapitre 4, est appliquée ici pour le pilotage d’un avion civil (type Air-
bus A330) en phase d’atterrissage. Dans un premier temps la méthode complète
permettra de synthétiser deux lois de commande à bas niveau afin de piloter en
longitudinal la vitesse air Va et pente γ, et en latéral les angles de roulis φ et de
dérapage β. Ceci est détaillé aux sections 6.1 et 6.2, avec en plus des validations par
des simulations temporelles sur le modèle non-linéaire complet, en présence de va-
riations paramétriques et d’incertitudes de modélisation. La section 6.3 présentera
la stratégie de guidage (boucle de commande plus haut niveau) afin de réaliser
l’atterrissage automatique comprenant l’approche ainsi que la phase d’arrondi et
l’éventuel décrabe en cas de vent latéral. Elle exposera également les notions prin-
cipales concernant le guidage par ILS (Instrument Landing System), et des simula-
tions temporelles pour vérifier si les diverses spécifications du cahier des charges
sont tenues.
6.1 Synthèse du correcteur longitudinal
6.1.1 Modèle dynamique et objectifs
Un modèle représentant la dynamique longitudinale d’un avion doit d’abord
être déterminé. Plusieurs choix existent lorsqu’il s’agit d’exprimer des composantes
longitudinales à partir des équations (5.18) présentées au chapitre précédent. Il est
supposé tout d’abord que l’avion n’a aucune dynamique latérale active, autrement
dit que la dynamique longitudinale est totalement découplée. Ceci impose donc
p = r = β = φ = 0. En exprimant la dynamique de la vitesse air Va menant
respectivement aux équations de force et de sustentation exprimées dans le re-
père aérodynamique, puis en gardant les relations des moments et cinématiques
exprimées dans le repère avion, on arrive respectivement aux deux couples d’équa-
tions formant le modèle longitudinal à 4 états suivant (voir [Boiffier 1998], pages
131− 133 pour de plus amples détails sur l’obtention de ce modèle) :
mV˙a = −qdSCD −mg sinγ+ Fex cos α
mVaγ˙ = qdSCL −mg cosγ+ Fex sin α
Iyyq˙ = qdSLoCm + zGEFex
θ˙ = q
(6.1)
où tous les paramètres ont été introduits au chapitre précédent, avec notamment
l’expression des coefficients aérodynamiques CD, CL et Cm donnés respectivement
aux équations (5.39), (5.37) et (5.41). On notera cependant C˜L et C˜m les parties res-
pectivement de CL et Cm qui ne contiennent pas l’entrée en braquage de gouverne
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δe, soit :
C˜L = CL0 + CLαα+ CLq
q
Va
+ CLH e
−λL HLG (6.2)
C˜m = Cm0 + Cmαα+
Lo
Va
Cmq q + (CmH0 + CmHαα)e
−λm HLG (6.3)
Pour reprendre la formulation de la méthode de synthèse du chapitre 4, et
notamment des équations (4.1)-(4.6), on a :
– le vecteur d’état ξ =
[
Va γ q θ
]T
, l’entrée u =
[
Fex δe
]T
et le vecteur
de paramètres θp =
[
m xcg Va0
]T
où m représente la masse de l’appareil,
xcg la position du centre de gravité G en pourcentage de la longueur totale
du fuselage par rapport au nez de l’appareil sur l’axe xb, et Va0 la vitesse air
initiale qui variera lorsque des simulations seront faites à différents points de
fonctionnement. Le domaine admissible Θ pour cette application est tel que
Va ∈ [60 90] m/s, m ∈ [123 180] tonnes, et xcg ∈ [15 41] %,
– la dynamique des entrées de poussée moteur Fex et de braquage de gouverne
de profondeur δe est modélisée par un système d’actionneurs du premier
ordre ΣA(s) tel que :
ΣA(s) =
[
1
2s+1 0
0 10.07s+1
]
(6.4)
de façon à ce que l’actionneur de la poussée ait une constante de temps de 2
secondes et celui du braquage de la profondeur de 0.07 secondes.
– les autres notations sont données par :
f =

−qdSCD
m − g sinγ
qdSC˜L
mVa −
g
Va cosγ
qdSLo
Iyy C˜m
q
 , B =

1 0
0 0
0 1
1 0
 (6.5)
Λ =
 cos αm 0
zGE
Iyy
qdSL
Iyy Cmδe
 , ∆G =

0 0
sin α
mVa
qdS
mVa CLδe
0 0
0 0
 (6.6)
Remarque 6.1
En considérant le domaine admissible Θ donné précédemment pour cette application,
il apparaît clairement que la matrice Λ est non-singulière, et donc inversible. De plus,
les termes de Λ varient lentement puisqu’ils dépendent principalement de la pression
dynamique qd. Enfin, ses termes hors diagonaux sont numériquement très largement
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négligeables devant ses termes diagonaux, rendant possible son approximation par une
matrice diagonale. De ce fait, et étant donné que la matrice ΣA(s) est elle-même diago-
nale, toutes ces conditions vérifient bien l’hypothèse 4.1.
Remarque 6.2
Il est intéressant de discuter du choix de la matrice B, puisqu’il n’est pas unique, comme
discuté lors de la méthode au chapitre 4. Ici, son choix a été fait en se basant sur l’effi-
cacité maximale des commandes d’entrée Fex et δe sur les états du système. En effet, il
apparaît nettement que la poussée Fex affecte tout particulièrement la dynamique de la
vitesse air Va, et que le braquage des gouvernes de profondeur δe agit largement dans
un premier temps sur la taux de tangage q, celui-ci agissant ensuite sur l’angle de vol γ
et sur le tangage θ (principe de séparation des échelles de temps, comme introduit lors
de la sous-section 3.2.2 du chapitre 3).
Concernant enfin les objectifs de commande, il s’agira de piloter la vitesse air
Va et l’angle de pente (ou de vol) γ, en supposant que tout l’état soit accessible au
correcteur. Le modèle de référence R(s) est donné par :
R(s) =
 16.5s+1 0
0 0.35
2
(2s+1)(s2+2∗0.7∗0.35s+0.352)
 (6.7)
et permet d’imposer une dynamique du premier ordre sur la vitesse et une dy-
namique du troisième ordre sur l’angle de vol. Ce choix est fait compte tenu de
l’étude de la dynamique longitudinale d’un avion et des capacités des actionneurs
sur ce modèle.
6.1.2 Application de la méthode de compensation non-linéaire
Maintenant que les notations du problème ont été introduites, il est possible
d’appliquer la première étape de la méthode consistant à développer une loi interne
linéarisante avec une première boucle externe visant à rejeter notamment les non-
linéarités non compensées. Le problème de synthèse multi-modèles sera traité plus
loin.
Il est d’abord considéré une configuration nominale, définie par :
θ¯ =

m¯
x¯cg
V¯a0
 (6.8)
telle que m¯ = 150 tonnes, x¯cg = 21% et V¯a0 = 70 m/s. Ce choix provient principale-
ment du fait que cette configuration est "centrale" en ce qui concerne le placement
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des pôles du système, permettant ainsi grâce aux propriétés de robustesse de la
loi développée d’englober dès la première synthèse un certain nombre de configu-
rations. A l’opposé, choisir comme configuration nominale une configuration dite
"pire-cas" risquerait de fortement dégrader les performances sans assurer que les
configurations opposées sur l’hypercube du domaine admissible soit stabilisables,
ce qui ne constitue pas un choix a priori acceptable.
Concernant la première boucle interne de linéarisation, dont l’expression est
donnée à l’équation (4.7) et permettant d’obtenir le modèle linéarisé (4.8), il faut
dans un premier temps choisir la commande définie par ζˆ permettant de minimiser
l’impact de la perturbation mesurée w f , tel qu’il est décrit par la condition (4.11).
Un choix assez simple consiste à prendre ζˆ dont les deux composantes sont respec-
tivement égales à la première et la troisième ligne du vecteur ∆ f de (4.8), permettant
ainsi de compenser la plupart des non-linéarités restantes pour les équations de la
dynamique de Va et q. Seules les termes non-linéaires de l’équation dynamique
sur γ ne sont pas compensées par ζˆ. Ceux-ci seront traités par la boucle externe
dont l’entrée est définie par v, avec le correcteur K(s) introduit par la structure en
(4.12). Ce dernier doit être synthétisé afin de répondre aux critères H∞ donnés par
(4.14)-(4.15), avec le schéma de synthèse correspondant exposé à la figure 4.1. Il
s’agit donc notamment de dimensionner les bonnes matrices de pondération Wp(s)
et Wu(s). Un choix satisfaisant, répondant bien aux lignes directrices évoquées à la
sous-section 3.3.2, est donné par :
Wp(s) =
(
s/2+0.15
s+1.5×10−4 0
0 s/2+0.40s+4×10−4
)
(6.9)
Wu(s) =
(
s+2
0.001s+20 0
0 s+0.20.001s+2
)
(6.10)
Quant au filtre F(s), il a été choisi comme suit :
F(s) =

1
2s+1 0 0 0
0 12s+1 0 0
0 0 12s+1 0
0 0 0 0
 (6.11)
où :
– le second terme diagonal de (6.11) peut posséder, pour le modèle de synthèse,
une norme plus élevée que les autres de façon à ce que le correcteur cherche
plus à se focaliser sur cette entrée que les autres. En effet, puisque le signal
ζˆ ne compense par les termes de l’équation en γ, il est important que la loi
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de commande externe définie par K(s) cherche à rejeter le plus possible les
perturbations venant de cette partie,
– le dernier terme de la diagonale de (6.11) est nul puisque l’équation en θ˙ ne
contient aucune non-linéarité.
Puisque grâce aux techniques avancées de synthèse H∞ structurée, il est pos-
sible de fixer l’ordre du correcteur K(s), ce dernier est fixé à 3. En effet, ce choix
présente l’avantage d’être un bon compromis entre les performances désirées à
atteindre (par un ajout suffisant de degrés de libertés à la loi) et la complexité
numérique, notamment dans le cas où il y aurait possibilité d’implanter sur le
système réel le correcteur synthétisé (ce choix sera notamment crucial pour le
dernier chapitre de ce mémoire, dédié au pilotage d’un drone à voilure fixe).
Le problème de minimisation multi-objectifs (4.14)-(4.15) est résolu et amène
une norme H∞ optimale γopt = 0.9653, en utilisant la routine Matlab hinfstruct.
Ceci permet d’affirmer que les spécifications fréquentielles sont bien respectées. Le
correcteur nominal obtenu est noté Kˆ0(s), et les figures 6.1 et 6.2 présentent les
résultats de simulation réalisées sur le modèle non-linéaire complet.
Plus particulièrement, la figure 6.1 visualise les réponses de l’avion à une de-
mande d’échelon de 3 degrés sur l’angle de vol γ, pour plusieurs configurations
paramétriques telles que la masse m ∈ {123, 150, 180} tonnes, les vitesses ini-
tiales Va0 ∈ {60, 70, 80} m/s, et la position du centre de gravité varie telle que
xcg ∈ {15, 20, 40}%.
De façon similaire, la figure 6.2 visualise les réponses à une variation de 3 m/s
de la vitesse air. Dans les deux cas, la réponse du modèle de référence est présentée
en tirets rouges, et est issue du modèle défini par R(s) à l’équation (6.7).
Ces simulations mettent clairement en évidence l’efficacité de la méthode de
compensation non-linéaire à assurer de bonnes performances ainsi qu’une certaine
robustesse face aux variations paramétriques. Il est alors possible de considérer
un domaine de fonctionnement assez large tout en gardant le plus possible les
performances nominales, grâce notamment à la boucle interne linéarisante et à
la boucle externe rejetant les non-linéarités restantes. De plus le découplage est
également très bien assuré, étant donné que les variations de la vitesse air sont
faibles lorsqu’un échelon est demandé sur l’angle de vol, et vice-versa. Cependant
il reste un problème de taille qui n’a pas été traité jusqu’alors, qui constitue la
dernière partie de la méthode. Aucune incertitude de modélisation n’a pour le
moment été considérée, or il sera montré qu’elles ont malgré tout un grand impact
sur la stabilité du système. Ceci est détaillé à la sous-section suivante.
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Figure 6.1 – Simulations sur le modèle non-linéaire complet, avec un échelon de 3 degrés sur
l’angle de vol γ, pour différentes configurations paramétriques du domaine admissible Θ, et aucune
incertitude de modélisation, avec le correcteur nominal Kˆ0(s).
6.1.3 Analyse de robustesse et synthèse multi-modèles
Le correcteur Kˆ0(s) synthétisé précédemment a été conçu afin d’assurer les per-
formances de suivi du modèle de référence, d’avoir une activité de commande rai-
sonnable, et également de rejeter les perturbations externes notamment afin d’élar-
gir le domaine de fonctionnement. Cependant les opérateurs incertains – représen-
tés par les boites "grisées" de la figure 4.2 du chapitre 4 – n’ont pas été considérés.
Il faut donc dans un premier temps évaluer l’effet de ces incertitudes par l’utilisa-
tion d’outils de µ-analyse, et dans un second temps identifier les éventuels modèles
pire-cas afin de les ajouter dans un processus de synthèse multi-modèles pour amé-
liorer la robustesse globale de la loi.
Modèle LFT et µ-analyse
Tout d’abord, il faut établir la modélisation LFT du système incertain.
1. les incertitudes de modélisation au niveau des coefficients aérodynamiques
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Figure 6.2 – Simulations sur le modèle non-linéaire complet, avec un échelon de 3 m/s sur la
vitesse air Va, pour différentes configurations paramétriques du domaine admissible Θ, et aucune
incertitude de modélisation, avec le correcteur nominal Kˆ0(s).
sont introduits, tels que les nouveaux coefficients aérodynamiques soient
égaux à :
CˆD = (1+ δCD)CD (6.12)
CˆL = (1+ δCL)CL (6.13)
Cˆm = (1+ δCm)Cm (6.14)
où δCD , δCL et δCm sont des incertitudes multiplicatives normalisées,
2. les variations sur la vitesse air, la masse, et la position du centre de gravité
sont introduites telles que Va = Va0 + δV , m = m0 + δm et xcg = xcg0 + δxcg .
Une série de modèles linéarisés selon l’équation (4.16) prenant en compte toutes
ces variations est alors générée. En utilisant les outils présents dans la librairie
APRICOT de la boîte à outils Matlab SMAC (voir [SMAC 2012-2015; Roos et al.
2014] et la section 1.1 du chapitre 1) une LFT d’ordre raisonnable Fu(M(s),∆M)
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peut donc être obtenue à partir de cet ensemble de modèles LTI, avec :
∆M = diag
(
δV I6, δCD I2, δCL I3, δCm I2, δm I1, δxcg I1
) ∈ R15×15 (6.15)
La LFT totale, incluant ensuite les blocs Γ(.) et ∆w (voir figure 4.3), vérifie :
∆ = diag (∆M,∆w,∆Γ) ∈ R20×20 (6.16)
où bien entendu, en vue de l’analyse de robustesse de systèmes LTI, l’opérateur
Γ(.) est remplacé par l’opérateur LTI borné ∆Γ (voir l’hypothèse 4.4).
Enfin une étape de normalisation est exécutée afin que les variations de ∆ soient
comprises dans la boule unité et incluent 30% d’incertitudes sur les coefficients
aérodynamiques, et 30% de variations sur ∆w et ∆Γ. Il est alors possible d’utiliser
les outils de µ-analyse afin d’évaluer une borne supérieure et une borne inférieure
de la valeur singulière structurée, en utilisant les méthodes décrites aux chapitres 1
et 2. Dans un premier temps, avec le correcteur nominal Kˆ0(s), une borne inférieure
µ
∆
> 1 est calculée, confirmant l’existence d’une configuration pire cas ∆∗1 telle
que σ¯(∆∗1) = µ
−1
∆
< 1. Cette configuration pire-cas correspond typiquement à une
position arrière du centre de gravité, une masse maximale et des fortes valeurs sur
les incertitudes des coefficients aérodynamiques.
Synthèse multi-modèles
Suivant l’algorithme 5, il faut alors procéder aux étapes 5 à 10 tant que la borne
supérieure de µ∆ n’est pas inférieure strictement à 1. Sur notre étude, 5 itérations
supplémentaires sont nécessaires afin d’obtenir le correcteur multi-modèles final
Kˆ(s) qui améliore sensiblement les propriétés de robustesse. Il faut cependant no-
ter qu’un problème de conservatisme entre les bornes inférieure et supérieure est
apparu, amenant µ
∆
< 1 et µ¯∆ > 1. Grâce à l’utilisation de l’algorithme de branch-
&-bound amélioré (voir algorithme 3 du chapitre 2 page 52), la borne supérieure
peut être amenée très proche de la borne inférieure permettant d’obtenir µ¯∆ < 1.
Le tableau 6.1 résume les valeurs des bornes obtenues avec le correcteur nominal
Kˆ0(s), puis avec le correcteur multi-modèles Kˆ(s), avant et après l’utilisation de
l’algorithme de branch-&-bound.
Remarque 6.3
Il faut relever aussi que grâce aux améliorations proposées à l’algorithme 2 du chapitre
2 page 50, une borne supérieure de µ∆ est à chaque itération évaluée rapidement et avec
une grande précision par la caractérisation moins conservative LMI de la formulation
par matrices (D,G). Ceci montre l’intérêt des méthodes développées au chapitre 2.
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Correcteur
µ-analyse
Méthode pour le calcul de µ¯∆ µ
∆
µ¯∆
Kˆ0(s)
Matrices (D,G), caractérisation LMI
1.4610 1.5110
(Algorithme 2, page 50)
Kˆ(s)
Matrices (D,G), caractérisation LMI
0.8957 1.0780
(Algorithme 2, page 50)
Branch-&-bound
0.8999 0.9449
(Algorithme 3, page 52)
Tableau 6.1 – Valeurs des bornes inférieure et supérieure de µ∆ pour l’analyse de stabilité robuste
par µ-analyse, avec le correcteur nominal Kˆ0(s) d’une part et le correcteur multi-modèles Kˆ(s)
d’autre part.
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Figure 6.3 – Simulations sur le modèle non-linéaire complet, avec un échelon de 3 degrés sur
l’angle de vol γ, pour différentes configurations paramétriques du domaine admissible Θ, et aucune
incertitude de modélisation, avec le correcteur multi-modèles Kˆ(s).
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Simulations temporelles
Avant de conclure cette section sur la synthèse du correcteur longitudinal avec
la méthode développée au chapitre 4, quelques simulations temporelles sur le mo-
dèle non-linéaire complet sont réalisées. Comme pour le correcteur nominal, des
sollicitations en angle de vol γ et en vitesse air Va sont appliquées pour différentes
configurations de vol (appartenant au domaine Θ), sans incertitudes de modélisa-
tion. Les résultats sont présentés aux figures 6.3 et 6.4, et peuvent être comparés à
ceux obtenus avec le correcteur nominal Kˆ0(s). Comme attendu, le découplage avec
le correcteur Kˆ(s) est légèrement dégradé et le temps de réponse, notamment pour
la vitesse air, est également plus lent. Cette perte de performance se veut toutefois
très raisonnable, et il sera justifié par le gain en robustesse notamment vis-à-vis
d’incertitudes de modélisation, grâce au processus multi-modèles.
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Figure 6.4 – Simulations sur le modèle non-linéaire complet, avec un échelon de 3 m/s sur la
vitesse air Va, pour différentes configurations paramétriques du domaine admissible Θ, et aucune
incertitude de modélisation, avec le correcteur multi-modèles Kˆ(s).
Afin de souligner le bénéfice de cette synthèse multi-modèles, d’autres simula-
tions ont été réalisées sur le suivi de l’angle de vol γ. Cette fois, 25% d’incertitudes
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sur les coefficients aérodynamiques sont introduits (les 30% maximum déstabilisant
complètement le correcteur nominal Kˆ0(s), c’est pour cela que seulement 25% sont
considérés ici). Les réponses temporelles pour un échelon en γ sont exposées sur
la figure 6.5. La sous-figure de gauche (figure 6.5(a)) révèle bien le manque de ro-
bustesse du correcteur nominal Kˆ0(s), corroborant l’analyse pire-cas résumée par la
première ligne du tableau 6.1. Par contre, le correcteur multi-modèles Kˆ(s) présente
clairement les améliorations notables d’avoir pris en compte quelques pire-cas, ex-
traits de l’analyse, lors de la synthèse (figure 6.5(b)). Toutes les configurations sont
stabilisées, et les performances restent largement dans des domaines acceptables.
Ceci démontre clairement l’efficacité de la méthode.
0 5 10 15 20 25
0
1
2
3
4
Time (s)
∆
γ
(d
eg
)
(a) Sollicitations de 3 degrés en angle de vol γ,
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Figure 6.5 – Comparaison entre le correcteur nominal Kˆ0(s) (a) et le correcteur multi-modèles
Kˆ(s) (b), pour toutes les configurations du domaine admissible Θ avec ±25% d’incertitudes de
modélisation sur les coefficients aérodynamiques.
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6.2 Synthèse du correcteur latéral
Une fois le correcteur longitudinal synthétisé, la méthode est désormais appli-
quée à la synthèse du correcteur latéral, en utilisant la même stratégie que précé-
demment.
6.2.1 Modèle dynamique et objectifs
A partir des équations (5.18), et également des compléments apportés dans
[Boiffier 1998], un modèle de la dynamique latérale est obtenu et est donné par :

mVa β˙ = mVa(p sin α− r cos α) + mg(sin θ cos α sin β+ cos θsinφ cos β
− cos θ sin α cos φ sin β) + qdSCY − Fex sin β cos α
φ˙ = p + tan θ (q sin φ+ r cos φ)
Izzr˙ = qdSLaCn + (Ixx − Iyy)pq
Ixx p˙ = qdSLaCl + (Iyy − Izz)rq
(6.17)
où les expressions des coefficients aérodynamiques CY, Cl et Cn sont données res-
pectivement aux équations (5.38), (5.40) et (5.42). Comme pour les coefficients lon-
gitudinaux, on notera C˜Y, C˜l et C˜n leurs parties respectivement qui ne contiennent
pas les entrées d’ailerons δa ou de gouverne de direction δr, tel que l’on ait :
C˜Y = CYββ+ Cyp
p
Va
+ Cyr
r
Va
(6.18)
C˜l = Clββ+
La
V
(
Clp p + (Clr0 + Clrαα)r
)
(6.19)
C˜n = (Cnβ0 + Cnβα )β+
La
Va
(
Cnr r + (Cnp0 + Cnpαα)p
)
(6.20)
Remarque 6.4
Il est intéressant de noter ici que des variables longitudinales sont présentes. Elles seront
bien entendu considérées constantes lors de la synthèse du correcteur latéral. Pour les
simulations, il faudra donc compter sur le correcteur longitudinal pour maintenir le
plus possible les variables longitudinales à leur position d’équilibre.
Afin de reprendre le formalisme théorique de la méthode proposée au chapitre
4, on a les notations suivantes :
– le vecteur d’état ξ =
[
β φ r p
]T
, l’entrée u =
[
δa δr
]T
et le vecteur de
paramètres (inchangé) θp =
[
m xcg Va0
]T
,
– la dynamique actionneur des entrée δa et δr est modélisée chacune par un
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premier ordre, tel que l’on ait :
ΣA(s) =
 10.06s+1 0
0 10.2s+1
 (6.21)
– les autres notations sont données par :
f =

p sin α− r cos α+ gVa (sin θ cos α sin β+ cos θ sin φ cos β− cos θ sin α cos φ sin β) +
qdS
mVa C˜Y −
Fex
Va sin β cos α
p + tan θ (q sin φ+ r cos φ)
qdSLa
Izz C˜n +
Ixx−Iyy
Izz pq
qpSLa
Ixx C˜l +
Iyy−Izz
Ixx rq

(6.22)
B =

0 0
0 0
1 0
0 1
 (6.23)
Λ =
 qdSLaIzz Cnδa qdSLaIzz Cnδr
qdSLa
Ixx Clδa
qdSLa
Ixx Clδr
 (6.24)
∆G =

qdS
mVa CYδa
qdS
mVa CYδr
0 0
0 0
0 0
 (6.25)
Une fois encore, la matrice Λ est parfaitement inversible et sa variation ne dépend
que de la pression dynamique qd, permettant de satisfaire aux hypothèses 4.1. La
matrice B a été choisie ici pour se concentrer sur les dynamiques rapides du sys-
tème, soit les vitesses angulaire de roulis et de lacet p et r, pour lesquelles les
commandes δa et δr respectivement sont les plus efficaces. Ce procédé s’inscrit de
plus dans une logique de séparation des échelles de temps, afin de contrôler via la
boucle interne les dynamiques rapides du système.
Concernant les objectifs de commande, il s’agira de piloter l’angle de roulis φ
et l’angle de dérapage β, selon un modèle de référence R(s) donné par :
R(s) =

1
s2
0.802
+ 2∗0.750.80 s+1
0
0 1
s2
0.752
+ 2∗0.750.75 s+1
 (6.26)
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permettant d’imposer des dynamiques du second ordre sur chacun, ce qui est co-
hérent avec la dynamique naturelle de l’avion.
6.2.2 Application de la méthode complète et simulations
La méthode de synthèse complète, incluant également le processus multi-
modèles, est désormais appliquée afin de synthétiser le correcteur latéral. Dans
cette section, on ne détaillera pas autant la méthode que pour le cas longitudinal,
mais on présentera les principales étapes.
Tout d’abord, la boucle interne de linéarisation est facilement introduite en re-
prenant les notations précédentes. Il reste uniquement à préciser le choix pour le
vecteur ζˆ, dont les deux composantes sont égales aux 3e`me et 4e`me lignes de ∆ f ,
permettant de compenser la plupart des non-linéarités restantes pour les équations
des dynamiques de r et p respectivement.
Concernant la synthèse de la boucle externe, on veillera ici à indiquer les pondé-
rations pour le schéma de synthèse H∞ choisies. Un choix satisfaisant pour Wp(s)
et Wu(s) est donné par :
Wp(s) =
 s/2+2.5s+2.5×10−3 0
0 s/2+1s+1×10−3
 (6.27)
Wu(s) =
 s+20.001s+20 0
0 s+0.50.001s+5
 (6.28)
Et le filtre F(s) a été choisi tel que :
F(s) =

1
s+1 0 0 0
0 1s+1 0 0
0 0 1s+1 0
0 0 0 1s+1
 (6.29)
suivant le même raisonnement que pour le cas longitudinal. L’ordre du correcteur
a été fixé à 2 et la résolution du problème de minimisation H∞ (4.14)-(4.15) conduit
à une norme H∞ optimale γopt = 1.03.
Une LFT du système est ensuite déterminée, permettant d’évaluer la stabi-
lité robuste de l’ensemble avec ce correcteur nominal Kˆ0(s). La taille du bloc
d’incertitudes ∆ correspondant est de 24 × 24, et la µ-analyse donne dans un
premier temps une valeur singulière structurée comprise entre µ
∆
= 1.007 et
µ¯∆ = 1.118, amenant la conclusion que toutes les configurations ne sont pas stabili-
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sées. L’algorithme 5 est alors exécuté, permettant d’aboutir à un nouveau correcteur
multi-modèles Kˆ(s) qui, après 3 itérations, donne la valeur singulière structurée
µ∆ ∈ [0.7948 0.8845] < 1 assurant la stabilité robuste quelque soit la configuration
et malgré les incertitudes de modélisation. Il peut être intéressant de remarquer que
lors de ces itérations, la borne supérieure ne s’est jamais révélée trop conservative
et aucun algorithme de branch-&-bound n’a été employé.
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Figure 6.6 – Simulations sur le modèle non-linéaire complet, avec un échelon de 10 degrés sur
l’angle de roulis φ, pour différentes configurations paramétriques du domaine admissible Θ, et
±30% d’incertitudes sur les coefficients aérodynamiques latéraux, avec le correcteur multi-modèles
Kˆ(s).
Des simulations avec le correcteur Kˆ(s) sont lancées pour différentes configu-
rations appartenant au domaine admissible Θ et avec ±30% d’incertitudes sur les
coefficients aérodynamiques latéraux, amenant 729 exécutions au total. Elles sont
présentées aux Figures 6.6 et 6.7, où des sollicitations respectivement en roulis φ
et en dérapage β sont très bien suivies grâce à la loi de commande développée
malgré les diverses configurations et incertitudes, avec des entrées de commande
raisonnable. Le découplage est également très bien assuré, et aucune instabilité ou
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début d’instabilité n’est à signaler. Ceci confirme également l’efficacité de la mé-
thode pour le pilotage latéral robuste d’un avion civil.
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Figure 6.7 – Simulations sur le modèle non-linéaire complet, avec un échelon de 10 degrés sur
l’angle de dérapage β, pour différentes configurations paramétriques du domaine admissible Θ, et
±30% d’incertitudes sur les coefficients aérodynamiques latéraux, avec le correcteur multi-modèles
Kˆ(s).
6.3 Guidage pour l’atterrissage automatique par suivi d’ILS
Après avoir synthétisé les lois de commande pour le modèle réaliste d’un avion
civil, cette section vise à détailler la loi de guidage en vue de l’atterrissage de ce der-
nier. Cette phase de vol d’un avion est considérée comme la plus critique, notam-
ment les parties finales d’arrondi et de décrabe. Il existe cependant des systèmes
d’atterrissage automatique aux instruments, ou ILS, notamment ceux de Catégo-
rie III qui sont présents sur de nombreux aéroports, qui permettent d’atterrir de
façon automatique même avec des conditions météorologiques compliquées (visi-
bilité réduite, présence de vent latéral, ...). Le principe général du guidage par ILS
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sera brièvement expliqué, et seront surtout développées les lois de guidage pour
le suivi des signaux ILS et pour les phases d’arrondi et de décrabe. Un lot de si-
mulations viendra tester l’ensemble guidage + commande malgré les différentes
configurations de vol, la présence d’incertitudes de modélisation, et de vent.
6.3.1 ILS et guidage
Principe général et objectifs
L’ILS est composé d’émetteurs, de petites stations sol, et d’équipement à bord
de l’avion permettant la réception des signaux. Le système sol, situé à l’entrée de
piste, est constitué d’émetteurs radio permettant de transmettre les signaux dits
"glide" et "localizer" à l’avion, ainsi que de marqueurs lumineux. A bord de l’avion,
les récepteurs permettent de traiter les signaux radio pour notamment en déduire
les écarts longitudinaux et latéraux par rapport à la trajectoire idéale à suivre
en vue de l’atterrissage. Ainsi les signaux glide et localizer sont ceux qui nous
intéressent en vue de connaître les écarts relatifs respectivement longitudinaux et
latéraux qu’il va falloir chercher à corriger, par une boucle de guidage. Celle-ci doit
assurer que l’avion suive une trajectoire rectiligne centrée sur la piste et avec une
pente de descente de −3 degrés. Les principes sont présentés schématiquement
sur les figures 6.8 et 6.9. On y voit notamment l’écart vertical dZ et l’écart latéral
dY par rapport à la trajectoire de référence centrée sur la piste de pente −3 degrés.
Plus de détails à ce sujet peuvent être trouvés notamment dans [Looye et Joos 2006].
Figure 6.8 – Signal "localizer" en vue de la correction de la déviation latérale de l’avion par
rapport à l’axe de la piste d’atterrissage.
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Figure 6.9 – Signal "glide" en vue de la correction verticale de l’avion par rapport à la pente
optimale de descente pour l’atterrissage.
Le but final est de permettre à l’avion de toucher idéalement le sol avec une
vitesse verticale Vz comprise entre 2 et 3 pieds par seconde (entre 0.6 et 0.9 m/s
environ), et à une distance inférieure à 500 mètres du seuil de piste. De plus, en
présence de vent latéral, le cap de l’avion doit être ramené dans l’axe de la piste
(on notera ψ ce cap et ∆ψ l’écart par rapport à l’alignement de la piste) sans que
l’avion possède un angle de roulis trop fort et se dévie par rapport à l’axe de piste.
Ces objectifs doivent également être vérifiés malgré les différentes configurations
de vol et incertitudes.
Lois de guidage
Afin de corriger les éventuels écarts dZ et dY, deux correcteurs PID sont cal-
culés. Ils permettent de générer respectivement des consignes de pente γc et de
roulis φc afin de maintenir dZ = dY = 0. Pour ce faire des modèles linéarisés sont
obtenus à partir du modèle complet, entre dZ et γc d’une part, et entre dY et φc
d’autre part, autour du point de fonctionnement nominal θ¯p utilisé jusqu’alors.
La vitesse air est maintenue constante, à Vc = 70 m/s, et l’angle de dérapage
est également fixé à βc = 0 degrés afin de garantir un vol symétrique en approche.
Remarque 6.5
Quelques remarques méritent d’être mentionnées à propos de ces stratégies de guidage.
– pour le guidage vertical (correction de dZ), si l’avion est en dessous de la trajec-
toire optimale (i.e. dZ > 0 vu que l’axe vertical est dirigé vers le bas), il serait
peu judicieux de forcer l’avion à remonter pour rattraper la pente de descente à
−3 degrés. En effet ceci amènerait une consommation de carburant dispensable,
alors qu’il suffit d’imposer une trajectoire à pente nulle (γc = 0) voire de pente
inférieure, et d’attendre que l’avion coupe la trajectoire pour activer la correction
(comme représenté à la figure 6.9),
– dans le cas où l’écart initial dZ est élevé, et que l’avion est encore assez loin de la
piste, il n’est pas non plus nécessaire de corriger rapidement la trajectoire, d’au-
tant plus que les gains du PID sont forts pour maintenir une certaine précision
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afin que la phase d’arrondi soit bien réalisée. Ainsi une saturation est ajoutée sur
l’écart dZ pour que la correction reste douce tout en ne limitant pas les gains du
PID lorsque l’avion arrive près de la piste,
– enfin pour le guidage latéral, en présence de vent de travers, étant donné qu’est
imposé β = 0◦, l’avion aura tendance à se mettre en "crabe". Ceci implique que
le cap de l’avion ψ n’est plus aligné avec l’axe de piste (∆ψ 6= 0◦), même si sa
trajectoire suit correctement ce dernier. Ceci est bien évidemment à corriger au
moment de l’arrondi, lors de la phase dite de "décrabe", pour que l’avion atterrisse
bien dans l’axe (voir prochaine sous-section).
6.3.2 Phases d’arrondi et de décrabe
Juste avant l’atterrissage final, l’avion est normalement correctement aligné et
sur sa trajectoire, grâce aux lois de guidage précédemment développées : vitesse
air de 70 m/s, angle de vol à −3 degrés, et centré sur la piste. Il reste maintenant
à assurer les phases d’arrondi et d’alignement avec la piste (ou décrabe), dans le
cas où il persiste un vent latéral. La figure 6.10 présente l’ensemble des blocs de
guidage et de commande, comprenant aussi le bloc d’arrondi et de décrabe.
Figure 6.10 – Schéma global de commande et de guidage pour l’atterrissage automatique.
Arrondi
L’arrondi est généralement exécuté à partir d’une altitude d’environ 50 pieds
(15 mètres) au-dessus du seuil de piste. Il consiste à générer une consigne γc qui
permette à l’avion de suivre une trajectoire telle qu’au toucher des roues, il ait une
vitesse verticale Vz = 2.5 pieds/secondes (environ 0.75 m/s), tout en assurant qu’il
touche le sol entre 300 et 500 mètres après le seuil de piste. Pour ce faire, la stratégie
consiste à utiliser la relation suivante, exprimant la vitesse verticale Vz en fonction
de l’angle de vol γ :
Vz = Va sinγ (6.30)
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où la vitesse air Va est maintenue constante par la loi de commande longitudinale.
Il est ensuite possible de déduire la valeur finale γc que doit atteindre l’avion pour
assurer une vitesse verticale donnée. Le profil en angle de vol à suivre est un pre-
mier ordre de constante de temps τγ qui sera dépendante de la vitesse sol mesurée
Vgr telle que :
τγ =
xl
3 ∗Vgr (6.31)
où xl est la distance souhaitée de toucher des roues de l’avion (typiquement 450m
à partir du seuil de piste). Cette dépendance est particulièrement utile s’il existe
un vent longitudinal de face plus ou moins fort. On peut aussi évaluer la distance
au point d’impact souhaité lorsqu’on arrive à l’altitude où doit être déclenché l’ar-
rondi, et ainsi adaptée xl en fonction pour avoir un profil de γc plus approprié
(dans le cas où l’avion est légèrement décalé à cause de perturbations par rapport
au signal glide de l’ILS). Un switch permet de passer du suivi du signal glide à la
phase d’arrondi, dès que l’altitude devient inférieure à 50 pieds.
Décrabe
En présence de vent latéral, au cours de la phase d’approche, le pilote cherche
à maintenir un angle de dérapage β nul, ce qui risque d’amener un cap ψ différent
du cap d’alignement de la piste, dont l’écart est noté ∆ψ. Afin de ne pas entraîner
d’incident lors du toucher des roues au moment de la phase d’arrondi, il faut
remettre l’avion dans l’axe à partir d’environ 30 pieds d’altitude au dessus de la
piste.
Pour ce faire, un simple correcteur PI est dimensionné, ayant ∆ψ en entrée, et
sortant l’angle de dérapage correspondant βc 6= 0 qui est cette fois envoyé à la loi
de commande latéral. On passe donc, grâce à une commutation qui s’active lorsque
l’altitude de l’avion devient inférieure à 30 pieds, de βc = 0 à :
βc = kdp∆ψ+ k
d
i
∫
∆ψ (6.32)
afin d’obtenir ∆ψ = 0. Le réglage des gains kdp et kdi devra permettre une réponse
suffisamment rapide mais pas trop brutale, afin que l’avion n’ait pas un angle de
gauchissement trop important ni une déviation par rapport à l’axe de piste trop
conséquente.
6.3.3 Simulations temporelles
Cette sous-section propose de valider l’approche par simulations temporelles.
Dans un premier temps, des simulations d’atterrissage complet sont présentées sur
la figure 6.11, pour quelques configurations de l’avion avec des incertitudes. Ce
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dernier est initialement décalé longitudinalement et latéralement de la pente idéale
d’approche et de l’alignement de la piste, d’une valeur de 30 mètres sur chaque
axe. Le système de guidage le ramène donc dans l’axe avec un angle de vol adapté
(−3 degrés) (comme le montrent les sous-figures 6.11(a), 6.11(b) et 6.11(e)). Il est
à noter la présence de deux rafales de vent latéral apparaissant à 35 secondes et
55 secondes, induisant un vol "en crabe" afin de garder l’angle de dérapage nul.
Les phases d’arrondi et de décrabe sont réalisées une fois l’avion au-dessus du
seuil de piste, permettant à ce dernier d’atterrir dans de bonnes conditions en ce
qui concerne notamment la vitesse verticale au toucher des roues (commandée
via l’angle de vol γ, sous-figure 6.11(e)), l’angle de cap ramené à celui de la piste
(voir sous-figure 6.11(d)) ou encore la distance d’atterrissage (voir zoom présentant
l’arrondi sur la sous-figure 6.11(b)). Il faut également veiller à ce que l’angle de
roulis ne soit pas trop élevé au moment du toucher des roues, de façon à ce que les
moteurs ne percutent pas le sol (voir sous-figure 6.11(c)).
Après avoir illustré pour quelques configurations l’approche complète, il est
proposé dans un deuxième temps de réaliser des simulations de Monte Carlo
afin de valider statistiquement la méthode. Les paramètres variant aléatoirement
concernent :
– la configuration initiale de l’avion (masse et centrage),
– les incertitudes sur les coefficients aérodynamiques,
– les différents profils de vent, constitués à la fois de turbulences sur tous
les axes dont l’amplitude est choisie aléatoirement pour un profil gaussien
variant, et également de rafales apparaissant à 150 mètres d’altitude pour
le latéral (mettant l’avion en crabe), à 15 mètres pour le longitudinal, et à 5
mètres pour le vertical (perturbant ainsi l’arrondi).
10000 simulations sont lancées, et une étude probabiliste sur 6 paramètres de
sortie, évalués lors du toucher des roues, est réalisée. Ces paramètres sont :
– HTP60 : hauteur du train d’atterrissage 60 mètres avant le seuil de piste, qui
doit être suffisamment élevée pour ne pas risquer un atterrissage prématuré,
– XTP :distance d’atterrissage (coordonnée du point d’impact des roues selon
l’axe x), qui ne doit pas dépasser une certaine limite au risque de ne pas
pouvoir freiner sans sortir de piste,
– VZTP : vitesse verticale à l’impact, qui ne doit être ni trop faible pour assurer
un bon toucher des roues, ni trop forte pour ne pas impacter sévèrement le
train et la structure de l’avion,
– YTP : déviation latérale de l’avion (due au vent transverse), qui ne doit pas
être trop élevée pour rester dans les limites de la piste,
152 Chapitre 6. Application à l’atterrissage automatique d’un avion de ligne
−7000 −6000 −5000 −4000 −3000 −2000 −1000 0
−30
−20
−10
0
10
X (m)
Y
(m
)
Borders of the runway
Lateral Wind
(a) Trajectoire latérale
−7000 −6000 −5000 −4000 −3000 −2000 −1000 0
0
100
200
300
400
X (m)
Z
(m
)
Glide Slope
Aircraft
0 200 400 600
0
10
20
Flare
(b) Trajectoire longitudinale
0 20 40 60 80 100
−5
0
5
10
Time (s)
φ
(d
eg
)
(c) Variations de φ
0 20 40 60 80 100
−6
−4
−2
0
2
4
Time (s)
Ψ
(d
eg
)
Lateral Wind
(d) Variations de ψ
0 20 40 60 80 100
−6
−4
−2
0
2
Time (s)
γ
(d
eg
)
(e) Variations de γ
Figure 6.11 – Simulations d’atterrissage complet en présence de vent latéral, pour différentes
configurations de l’avion.
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– PHI : angle de roulis au moment du toucher des roues, qui ne doit pas dé-
passer une certaine valeur afin que les moteurs ne touchent pas le sol,
– SSTP : angle de dérapage du train, qui ne doit pas être trop élevé.
Les spécifications de tous ces paramètres sont données au tableau 6.2, avec no-
tamment la valeur demandée (la valeur moyenne doit idéalement être contenue
dans cette plage), et la probabilité P(A) qu’une condition A ait une chance infé-
rieure à 10−6 de se produire, assurant qu’il y a à priori un risque statistiquement
quasi inexistant de dépasser certaines valeurs critiques.
Exigences Paramètre Demande Risques à vérifier
Longitudinales
HTP60 (m) > 0 P(HTP60 < 0) < 10−6
XTP (m) [300 500] P(XTP > 915) < 10−6
VZTP (ft/s) [2 6] P(VZTP > 10) < 10−6
Latérales
YTP (m) [0 5] P(YTP > 10) < 10−6
PHI (deg) [−1 1] P(|PHI| > 8) < 10−6
SSTP (deg) [−1 1] P(|SSTP| > 10) < 10−6
Tableau 6.2 – Spécifications à tenir pour l’atterrissage, lors du toucher des roues.
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Figure 6.12 – Interpolations gaussiennes et probabilités qu’une valeur atteigne le seuil critique
après 10000 simulations de Monte Carlo : exigences longitudinales.
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Les résultats 1 sont présentés sur les figures 6.12 et 6.13, correspondant respecti-
vement aux exigences longitudinales et latérales. Sur chaque figure sont disposées
à gauche les interpolations gaussiennes avec les répartitions sous forme d’histo-
grammes de chaque variable, permettant d’évaluer la valeur moyenne ainsi que
l’écart type, et à droite les courbes log(P(A(x))), où x est l’abscisse, avec la zone
colorée en rouge à ne pas atteindre (correspondant à un risque supérieur à 10−5 de
contrarier les exigences imposées au tableau 6.2), et la zone jaune à éviter le plus
possible (correspondant à un risque compris entre 10−5 et 10−6). Par exemple, on
peut lire sur la figure 6.12 que la probabilité d’atterrir à plus de 650 mètres du seuil
de piste est de 10−5, et qu’à priori on atterrira plus loin que 700 mètres avec un
risque inférieur à 10−6, ce qui permet de valider ce critère. On observe ainsi globa-
lement que toutes les exigences sont tenues, avec cependant un risque très limite
concernant la vitesse verticale. Cette étude permet donc de valider l’approche mal-
gré la présence de vents (turbulences et rafales), de changements de configuration
de l’appareil, et des incertitudes de modélisation.
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Figure 6.13 – Interpolations gaussiennes et probabilités qu’une valeur atteigne le seuil critique
après 10000 simulations de Monte Carlo : exigences latérales.
1. Les outils permettant d’obtenir ces courbes de Monte Carlo sont disponibles sur le site de la
boîte à outils SMAC [SMAC 2012-2015].
6.3. Guidage pour l’atterrissage automatique par suivi d’ILS 155
Remarque 6.6
Une façon d’améliorer sensiblement les résultats – notamment concernant la vitesse
verticale – serait de dimensionner une loi de commande robuste sur le modèle linéarisé
près du sol, ayant donc l’effet de sol pris en considération. Ainsi, un switch permettrait
de passer de la loi de pilotage en croisière à celle au moment de l’atterrissage, dès lors
que l’avion se situe suffisamment près du sol. Néanmoins, durant ces travaux, il était
intéressant de montrer qu’une seule loi de pilotage permettait de traiter avec succès un
domaine de fonctionnement assez large.
Conclusion du chapitre
La méthode de compensation non-linéaire robuste développée au chapitre 4,
faisant également appel aux techniques développées dans la partie 1 de ce manus-
crit, a été appliquée dans le présent chapitre à un problème de pilotage automa-
tique d’un modèle d’avion civil complet. La prise en compte des pire-cas lors de la
synthèse H∞ permet d’améliorer sensiblement la robustesse de la loi globale, et la
boucle interne linéarisante adapte très bien la commande à de nombreux points de
fonctionnement. Elle est donc parfaitement adaptée pour le pilotage robuste d’un
engin aéronautique sur l’ensemble de son domaine de vol.
De plus, une loi de guidage a également été développée afin de proposer une
application complète d’atterrissage automatique, allant du suivi d’ILS au toucher
des roues, en passant par la phase d’arrondi et de décrabe en présence de vent. La
méthode s’avère particulièrement efficace pour répondre aux exigences de fiabilité
et de sûreté dans cette phase de vol pourtant très critique.
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Résumé
Une procédure générique de modélisation d’un drone à voilure fixe ainsique l’application de la méthode de synthèse non-linéaire robuste déve-
loppée au chapitre 4 sont proposées dans ce chapitre. Un modèle numérique
est facilement obtenu en se basant sur les équations de la mécanique du vol
présentées au chapitre 5, comprenant également la modélisation du bloc de
motorisation et des actionneurs. Il est validé par comparaison avec des essais
en vol. Ceci permet par la suite de dimensionner une loi de commande pour
le pilotage longitudinal du drone, la méthode de synthèse proposée dans ce
mémoire se révélant particulièrement pertinente et de plus facilement im-
plantable.
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Les drones à voilure fixe sont utilisés dans beaucoup de domaines, qu’ils soient
militaires ou civils. On peut notamment citer des opérations de recherche et de
sauvetage, d’exploration et de détection, de la surveillance, ou encore de l’imagerie
et de la photographie. La plupart de ces opérations ont lieu dans des endroits
souvent inaccessibles voire dangereux.
Le succès de telles opérations dépend, entre autres, des systèmes de commande
qui doivent s’avérer à la fois robustes et performants. Les lois de pilotage synthé-
tisées doivent faire face au comportement fortement non-linéaire du drone, agir
efficacement sur l’ensemble du domaine d’opération qui peut être large, rejeter
correctement les perturbations atmosphériques, et être robuste aux éventuelles in-
certitudes de modélisation.
La méthode de synthèse développée au chapitre 4 peut s’avérer efficace et inté-
ressante pour répondre à ces objectifs. Elle a prouvé son efficacité pour le pilotage
d’un avion civil en phase d’atterrissage (chapitre 6) : est-il possible d’adapter la
méthode facilement pour le pilotage d’un drone à voilure fixe ? C’est ce que vise à
présenter ce chapitre.
Il est organisé comme suit. Dans un premier temps, le drone à voilure fixe utilisé
est présenté à la section 7.1. Afin de pouvoir dimensionner des lois de pilotage, il est
important dans un premier temps d’obtenir une modélisation fiable et représenta-
tive de l’engin. La section 7.2 se concentre sur ce point, en se basant notamment sur
les équations de la mécanique du vol générale présentées au chapitre 5. Des com-
paraisons sont également exposées entre le modèle simulé et des essais en vol en
boucle ouverte pour valider le modèle. Ensuite une technique de synthèse modale
(placement de structure propre) d’une part, et la technique de synthèse non-linéaire
robuste du chapitre 4 d’autre part, sont appliquées pour synthétiser un correcteur
longitudinal à la section 7.3. Enfin quelques éléments sont donnés à la section 7.4
quant à la possibilité d’implanter le correcteur non-linéaire robuste obtenu sur le
système réel afin de réaliser des essais en vol en boucle fermée.
7.1 Description du drone "Avion Jaune"
L’Avion Jaune Altimum 4 1, disponible à l’ONERA, est un drone à voilure fixe
à motorisation thermique arrière qui peut emporter jusqu’à 4kg de charge utile
et opérer au sein d’un large rayon d’action (100km). Il a été conçu pour pouvoir
réaliser des prises de vue et des mesures atmosphériques au niveau de zones ma-
rines, et peuvent prendre part dans des conditions météorologiques perturbées. Il
a la forme d’une aile volante de 4 mètres d’envergure, voir figure 7.1. La plage de
1. http://www.lavionjaune.fr/fr/3b_drones.html
160 Chapitre 7. Modélisation et pilotage robuste d’un drone à voilure fixe
Figure 7.1 – Drone aérien à voilure fixe, l’Avion Jaune.
vitesse considérée va de 18 m/s à 28 m/s, celle de masse de 17 kg à 23 kg, et le
centre de gravité peut varier de ±5%.
Étant donné qu’il s’agit d’une aile volante sans stabilisateurs, le drone dispose
d’élevons pour gérer à la fois les ailerons (roulis, braquage δa) et la profondeur
(tangage, braquage δe). Afin de se ramener aux notations standards de la mécanique
du vol, les braquages des élevons gauche et droit, respectivement notés δl et δr, sont
liés à δa et δe par :
δl = δa − δe (7.1)
δr = −δa − δe (7.2)
De plus, le drone ne dispose pas de dérive, donc il n’y a pas de commande en
δr. Des dérives seront cependant ajoutées prochainement en bout d’aile au niveau
des winglets.
Remarque 7.1
Les données concernant le profil d’aile ainsi que les coefficients aérodynamiques évalués
dans ce chapitre étant confidentiels, aucune information quant à ceux-ci n’est fournie
dans ce rapport.
7.2 Modélisation numérique
7.2.1 Détermination des paramètres structuraux
Dans un premier temps il convient de déterminer la matrice d’inertie I et la
masse m (présentes dans l’équation de la dynamique (5.18)). Cette dernière est
facilement mesurable en pesant tous les composants de l’avion un à un. La matrice
d’inertie est quant à elle déterminée de façon numérique grâce à une modélisation
sur un outil de conception assistée par ordinateur comme CATIA (voir figure 7.2). Il
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faut bien cependant déterminer les masses et positions des autres composants, tels
que les servo-commandes, le moteur, les batteries, les récepteurs, et autres charges
utiles, afin que le logiciel les prenne en compte pour le calcul des inerties.
Figure 7.2 – Modélisation de l’Avion Jaune sur CATIA, en vue de l’obtention numérique de la
matrice d’inertie (les valeurs étant cachées par souci de confidentialité).
Enfin il est nécessaire pour l’expression des moments (sous-section 5.3.2) d’avoir
la position du centre de gravité ainsi que la position relative du moteur par rapport
au centre de gravité (constantes xGE et zGE). La position du centre de gravité est
mesurée sur l’avion de façon expérimentale par un système de balance une fois
l’avion suspendu. Elle est déterminée de façon relativement précise. Il est également
possible de la comparer à l’évaluation numérique faite sous CATIA (voir figure 7.2),
la valeur étant dans notre cas très proche de la valeur expérimentale (ce qui est
rassurant !). La position du moteur est quant à elle facilement mesurée, en notant
bien ici que zGE < 0 du fait que le moteur est situé "au-dessus" du centre de gravité,
ce qui va avoir tendance à entraîner un moment à piquer dû à la poussée moteur
(voir remarque 5.3).
7.2.2 Détermination des coefficients aérodynamiques
Les équations des forces et des moments font apparaitre un certain nombre
de coefficients aérodynamiques qu’il faut évaluer (voir section 5.5). On négligera
l’effet de sol, impossible à numériser précisément numériquement, ce qui de toute
façon n’a que peu d’importance compte tenu qu’on ne s’intéresse pas ici à la phase
d’atterrissage.
Les coefficients CL0 , CLα , CLq , CLδe , CYβ , CYp , CYr , CYδr , CYδa , CD0 , CDCL , Clβ , Clp ,
Clr , Clδa , Cm0 , Cmα , Cmq , Cmδe , Cnβ , Cnr , Cnp et Cnδa des équations (5.37)-(5.42) peuvent
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être dans un premier temps évalués en utilisant une soufflerie numérique comme
XFLR5, qui fonctionne à faible nombre de Reynolds (ce qui est une hypothèse réa-
liste compte tenue du domaine de fonctionnement du drone). Il faut bien entendu
noter que, l’avion ne disposant pour le moment pas de commande de direction
δr, les coefficients CYδr , Clδr et Cnδr sont nuls. L’utilisation de XFLR5 requiert une
modélisation 3D de l’appareil, qui est facilement réalisée grâce aux données géo-
métriques fournies par l’industriel. De plus, les différents profils aérodynamiques
sont disponibles dans des bases de données assez complètes 2, permettant de mo-
déliser l’aile avec précision. Le modèle obtenu est présenté à la figure 7.3.
Figure 7.3 – Représentation 3D réalisée sous XFLR5 du drone à voilure fixe.
Une fois la modélisation 3D réalisée, XFLR5 permet d’une part d’approximer la
matrice I, et d’autre part d’utiliser différents algorithmes (adaptés en fonction des
cas) afin de déterminer les coefficients aérodynamiques. On peut citer par exemple :
– la théorie de la ligne portante (LLT), qui permet d’exprimer la distribution de
portance d’une aile comme une fonction non-linéaire de l’angle d’attaque α
[Sivells et Neely 1947]. L’hypothèse principale de cette méthode est de rem-
placer l’aile par une ligne portante générant des tourbillons qui changent la
valeur effective de l’angle d’attaque, et dont l’intensité est proportionnelle
au changement de portance le long de l’envergure. L’angle d’attaque effec-
tif étant également lié au coefficient de portance du profil d’aile utilisé, il
est possible d’en déduire une distribution de portance à partir de ces deux
relations sur l’angle d’attaque effectif. La LLT est une méthode efficace qui
a cependant quelques limitations : elle fonctionne très mal pour des ailes à
faible allongement (grande surface par rapport à l’envergure) et ayant une
flèche importante. De plus, étant une méthode 2D, elle prend difficilement
en compte un éventuel dièdre de l’aile. Cependant elle est très adaptée pour
2. http://www.ae.illinois.edu/m-selig/index.html
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évaluer la traînée visqueuse et le comportement au voisinage des conditions
de décrochage (angle d’attaque élevé).
– la méthode VLM (Vertex Lattice Method), qui est une alternative linéaire à la
LLT, dans le cas notamment où l’aile a un faible allongement, ou un fort
dièdre, une large flèche, et même des winglets. La différence provient prin-
cipalement du fait qu’elle considère la traînée induite comme linéaire et in-
dépendante de la vitesse de l’aile et de l’effet visqueux de l’air. Elle consiste
à modéliser la perturbation due à l’aile par une somme de tourbillons dis-
tribués le long du plan de l’aile. Leur intensité est calculée de façon à ce
qu’ils respectent des conditions aux limites appropriées (conditions de non-
pénétration sur la surface des panneaux). Cette méthode doit cependant être
utilisée uniquement pour des angles d’attaque assez faibles.
– la méthode des panneaux 3D, qui permet d’affiner les résultats de la LLT et
de la VLM, en prenant notamment en compte l’épaisseur de l’aile, négligée
jusqu’ici. Elle permet de donner une idée de la répartition de la pression sur
les surfaces supérieure et inférieure de l’aile, ainsi que de fournir une modé-
lisation du fuselage. Son principe est de modéliser la perturbation engendrée
par l’aile par une somme de doublets et de sources répartis sur les surfaces
supérieure et inférieure de l’aile. Leur intensité doit satisfaire aux conditions
aux limites appropriées qui peuvent être du type Dirichlet ou Neumann. Les
détails de cette méthode peuvent être trouvés dans [Katz et Plotkin 1991].
Remarque 7.2
Mis à part XFLR5, il existe également d’autres logiciels open-source permettant d’éva-
luer les coefficients aérodynamiques à partir des méthodes théoriques exposées ci-avant.
On peut notamment cité AVL3 ou Tornado4 pour Matlab. Ils ont été utilisés en parallèle
afin de vérifier la cohérence des résultats obtenus avec XFLR5. Fort heureusement, les
trois logiciels ont donné des résultats similaires pour la plupart des coefficients.
7.2.3 Modélisation des élevons
Les élevons sont des surfaces de commande qui combinent les fonctions des
ailerons et de la gouverne de profondeur. Ils sont classiquement utilisés sur des
profils type aile volante qui ne possèdent pas de stabilisateur à l’arrière de l’avion.
Afin de déterminer leur dynamique, les réponses à diverses sollicitations sont ob-
tenues par mesure des tensions en sortie des actionneurs sur le système réel. Tout
d’abord, des réponses à des échelons permettent de déterminer les saturations en
vitesse de montée et de descente Lru et Lrd , ainsi que la constante de retard td. Puis,
3. http://web.mit.edu/drela/Public/web/avl/
4. http://www.redhammer.se/tornado/
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des sollicitations en rampe donnent la dynamique de l’ensemble qui est modélisée
par un système du premier ordre de constante de temps τ. Finalement, les satura-
tions en amplitude supérieure et inférieure Lmu et Lmd sont évaluées en mesurant
les braquages maximal et minimal des élevons. Le modèle résultant est comparé
à des données expérimentales pour une sollicitation en rampe de Lmu à Lmd sur la
figure 7.4. Ceci montre bien la bonne précision du modèle obtenu.
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Figure 7.4 – Comparaison entre les données expérimentales et le modèle des actionneurs des
élevons suite à une sollicitation en rampe.
7.2.4 Modélisation du bloc de propulsion
Modélisation du moteur
La première étape pour modéliser le bloc de propulsion est d’obtenir l’expres-
sion de la vitesse de rotation du moteur Rm, exprimée en tours par minute (ou
rpm (revolutions per minute en anglais)). Cette dernière dépend principalement de
la commande en poussée δx et de la vitesse air Va (puisque celle-ci entraîne l’hélice
et donc change la vitesse de rotation). δx est une valeur sans dimension variant
entre 0 (moteur à l’arrêt) et 1 (pleine poussée). Elle possède une dynamique du
premier ordre de constante de temps τδ, de sorte que la commande filtrée δx f a
pour expression δx f = 11+τδsδx. Une approximation polynomiale est ensuite utilisée
afin de relier Rm à δx f et Va :
Rm = r00 + r10δx f + r01Va + r20δ2x f + r11δx f Va + r02V
2
a (7.3)
Durant des essais en vol, il est possible d’obtenir des valeurs expérimentales
de Rm, δx et Va. En utilisant des outils d’approximation polynomiale tels que ceux
présents dans la boîte à outils SMAC de Matlab [SMAC 2012-2015] (et détaillés par-
tiellement au chapitre 1 sur l’évaluation d’une LFR à partir de données tabulées), il
est possible de déterminer les coefficients rij de (7.3). Les résultats comparant la vi-
tesse moteur expérimentale avec le modèle sont visualisés sur la figure 7.5. Puisque
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l’écart type est de 105 rpm sur 550 secondes de données de vol comparées, on peut
affirmer que le modèle est globalement satisfaisant.
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Figure 7.5 – Comparaison entre les données expérimentales (bleu) et le modèle (rouge) pour la
vitesse moteur Rm.
La figure 7.6 présente finalement la courbe de variation de la vitesse moteur en
fonction de Va et δx f .
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Figure 7.6 – Évolution de la vitesse de rotation du moteur (rpm) en fonction de la vitesse air Va et
de la commande de poussée δx f .
Modélisation de la poussée
Une fois que la vitesse de rotation du moteur est modélisée avec précision, il
reste à déterminer un modèle pour la poussée moteur (supposée alignée avec l’axe
longitudinal du repère avion, correspondant au terme Fex de (5.20)). La poussée
dépend principalement de la vitesse moteur Rm et de la vitesse air Va, mais contrai-
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rement au régime moteur, elle ne peut pas être mesurée en vol. Afin d’obtenir des
valeurs numériques de la poussée en fonction de ces deux variables, un logiciel
libre tel que QPROP 3 peut cependant être utilisé. Ce dernier nécessite de connaître
les caractéristiques géométriques de l’hélice (angle et corde des pâles à différents
rayons), ses données aérodynamiques (traînée et portance le long du profil peuvent
être déterminées en utilisant XFLR5), et les caractéristiques du moteur. Il fournit
alors les valeurs de la poussée en fonction de Rm et de Va sous la forme de don-
nées tabulées. Les mêmes outils d’approximation polynomiale qu’avant (librairie
APRICOT de SMAC) peuvent être utilisés afin d’en déduire une expression de la
forme :
Fex = f00 + f20R2m + f11RmVa + f02V
2
a (7.4)
et d’évaluer les coefficients fij. La poussée statique peut être mesurée au sol et
permet de démontrer que l’approximation précédente avec Va = 0 est satisfaisante,
comme le montre la figure 7.7.
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Figure 7.7 – Comparaison de la poussée statique (Va = 0) expérimentale (bleu) et modélisée
(rouge).
Cependant, il n’y a aucun moyen de valider précisément le modèle lorsque Va >
0 puisqu’aucune donnée expérimentale en vol n’est disponible. Néanmoins, il est
possible de vérifier que les trajectoires montantes correspondent bien à une poussée
positive. C’est ce que montre la figure 7.8 qui visualise différents couples (Rm, Va)
mesurés en vol. Les points verts et rouges représentent respectivement les phases de
montée et de descente de l’avion, et les points encerclés en noir correspondent aux
premiers instants des phases montantes. La droite noire continue représente la ligne
3. http://web.mit.edu/drela/Public/web/qprop/
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de poussée nulle, les points situés en dessous correspondant à une poussée positive,
et au-dessus à une poussée négative. On remarque bien que pour la plupart des
phases montantes, la poussée est bien positive. De plus, les points correspondants
à une phase montante et une poussée négative sont tous des débuts de montée au
cours desquels l’avion est entraîné par son élan, ce qui semble tout à fait cohérent.
Cette validation, certes approximative et très empirique, permet cependant d’avoir
relativement confiance dans le modèle obtenu.
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Figure 7.8 – Données expérimentales permettant de valider partiellement le modèle de poussée en
vol. Les points rouges correspondent à des phases de vol descendantes, les points verts à des phases
ascendantes, dont les premiers instants sont mis en évidence par des cercles noirs, et le trait noir
continu à la zone de poussée nulle.
Enfin la figure 7.9 montre bien que la poussée Fex telle que modélisée par (7.4)
est une fonction croissante du la vitesse de rotation Rm et décroissante de la vitesse
air Va, ce qui est cohérent.
7.2.5 Simulations en boucle ouverte et comparaison avec des données de vol
Afin de valider le modèle complet, dont toutes les valeurs numériques ont été
facilement implantées au sein du modèle Simulink générique d’avion proposé par
SMAC [SMAC 2012-2015] (et présenté dans la conclusion du chapitre 5), des simu-
lations en boucle ouverte ont été réalisées. Les consignes δx, δa et δe envoyées par le
pilote lors d’essais en vol sont injectées dans le modèle et les sorties sont comparées
avec les données mesurées en vol. On se concentre ici sur une phase assez longue
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Figure 7.9 – Évolution de la poussée moteur en fonction de la vitesse de rotation et de la vitesse air.
de 30 secondes, et sur deux phases courtes où des échelons sur les entrées ont été
réalisés (en longitudinal et en latéral) pour comparer à la fois le comportement dy-
namique long terme et court terme. Chaque ensemble de courbes est regroupé sur
deux figures : la première présente les variables longitudinales (angle de tangage θ,
vitesse air Va, vitesse de tangage q et déflection des gouvernes de profondeur δe), et
la deuxième les variables latérales (angle de roulis φ, vitesse de roulis p, déflection
des ailerons δa) avec également la vitesse de rotation du moteur Rm. Les données
expérimentales sont en bleu, et les simulées en vert.
Remarque 7.3
Quelques remarques sont à introduire avant de présenter les comparaisons :
– Pour une configuration donnée, l’avion modélisé sur Simulink est d’abord trimé
afin de trouver les valeurs de δe, δx, et δa permettant un maintien au point de
vol considéré. La routine de trim est basée sur un processus dichotomique afin
de déterminer toutes les grandeurs à l’équilibre. Il faut noter que ces valeurs
d’équilibre ne sont pas forcément identiques à celles de l’avion réel en vol à un
instant donné. Ce dernier est en effet sujet aux perturbations (non modélisées),
et possède également une géométrie qui peut être légèrement différente – l’avion
modélisé étant notamment idéal et sans défaut. Ainsi, seules les variations des
consignes pilotes sont envoyées au modèle de simulation, et non les valeurs brutes.
Les valeurs de δe, δx, et δa ne sont donc pas identiques en vol et en simulation,
mais leurs variations le sont, permettant de comparer effectivement la dynamique.
– Il existe un écart non expliqué sur l’angle de roulis φ, ce qui semble surprenant
étant donné que la vitesse de roulis p est cohérente entre les simulations et les
données de vol. Aucune explication ne peut être donnée au moment de l’écriture
de ce mémoire quant à la validité des mesures expérimentales d’angle de roulis,
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– Enfin il faut souligner que toutes les comparaisons ont été réalisées en boucle ou-
verte, et que le modèle ne prend pas en compte les perturbations atmosphériques
(qui ne sont pas mesurables), ce qui peut amener des écarts plus ou moins im-
portants entre les courbes. Des essais en boucle fermée permettront à priori de
réduire les effets de ces perturbations et de mieux valider le modèle.
Simulations à moyen terme : 30 secondes de vol
Des comparaisons obtenues sur 30 secondes de vol sont présentées sur les fi-
gures 7.10 et 7.11. La dynamique et les valeurs des différents paramètres restent
cohérentes, même s’il est difficile de conclure sur un temps aussi élevé. En effet, les
perturbations atmosphériques comme le vent peuvent varier de façon considérable
sur un tel horizon de temps et affectent nécessairement le comportement de l’avion
réel en vol. Elles ne peuvent cependant pas être mesurées et ne sont pas prises en
compte lors de la simulation du modèle. Ce dernier semble toutefois satisfaisant
dans l’ensemble.
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Figure 7.10 – Comparaison sur 30 secondes de données simulées et de vol : modèle longitudinal.
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Figure 7.11 – Comparaison sur 30 secondes de données simulées et de vol : modèle latéral.
Simulations à court terme : échelon longitudinal
Un échelon sur δe est réalisé (voir figure 7.12(d)) et les comportements associés
sont représentés sur les figures 7.12 et 7.13. La dynamique court terme est bien
respectée, particulièrement sur la vitesse air. Les variables latérales expérimentales
ne sont pas du tout constantes alors qu’elles ne sont pas sollicitées par le pilote.
Ceci montre bien qu’il devait exister des perturbations atmosphériques (vent, tur-
bulences) qui peuvent rendre difficile la comparaison des données et l’évaluation
de la précision du modèle.
7.2. Modélisation numérique 171
0 0.5 1 1.5 2 2.5 3
0
10
20
30
40
Time (s)
θ
(d
eg
)
Experimental
Simulation
(a) Angle de tangage
0 0.5 1 1.5 2 2.5 3
20
21
22
23
24
25
Time (s)
V
a
(m
/s
)
Experimental
Simulation
(b) Vitesse air
0 0.5 1 1.5 2 2.5 3
−20
−10
0
10
20
30
Time (s)
q
(d
eg
/s
)
Experimental
Simulation
(c) Vitesse de tangage
0 0.5 1 1.5 2 2.5 3
−12
−11
−10
−9
−8
−7
−6
−5
−4
−3
Time (s)
δ
e
(d
eg
)
Experimental
Simulation
(d) Braquage de la profondeur
Figure 7.12 – Comparaison de données simulées et de vol lors d’un braquage de la profondeur :
modèle longitudinal.
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Figure 7.13 – Comparaison de données simulées et de vol lors d’un braquage de la profondeur :
modèle latéral.
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Simulations à court terme : échelon latéral
Un échelon sur δa est réalisé et les comportements associés sont représentés sur
les figures 7.14 et 7.15. Comme précisé à la remarque 7.3, un écart inexpliqué est
observé sur l’angle de roulis (figure 7.15(a)), qui présente des valeurs expérimen-
tales manifestement excessives (car supérieures à 90deg en valeur absolue). Ceci
est d’autant plus surprenant que les valeurs de la vitesse de tangage p sont quant
à elles cohérentes (figure 7.15(c)).
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Figure 7.14 – Comparaison de données simulées et de vol lors d’un braquage des ailerons : modèle
longitudinal.
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Figure 7.15 – Comparaison de données simulées et de vol lors d’un braquage des ailerons : modèle
latéral.
7.3 Synthèse de lois de pilotage automatique
Cette section propose de synthétiser une loi de pilotage longitudinal par deux
méthodes :
– la première, classique, correspond à un placement de pôles et un placement
de structure propre, et sert de base pour la suite,
– la deuxième est celle proposée au chapitre 4 de ce mémoire, afin de montrer
qu’elle est facilement applicable au pilotage d’un drone à voilure fixe et parti-
culièrement adaptée aux contraintes de découplage, au rejet de perturbations,
et à la prise en compte d’incertitudes.
L’objectif est de piloter la vitesse air Va et l’angle de vol γ pour différentes configu-
rations de vol et en présence d’incertitudes de modélisation. Le modèle longitudinal
considéré, issu des équations de la mécanique du vol rappelées au chapitre 5, est
celui décrit par le système d’équations (6.1).
7.3.1 Synthèse modale
La synthèse modale est une technique linéaire, il faut donc dans un premier
temps obtenir un modèle linéarisé de l’avion autour d’une condition d’équilibre.
La configuration nominale est choisie pour des valeurs centrales des paramètres
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variants (masse, position du centre de gravité et vitesse, sans aucune incertitude
paramétrique). La méthode de placement de pôles permet ensuite d’obtenir un
correcteur longitudinal noté Kmod, qui commande la poussée δx et le braquage de
la profondeur δe, et possède 6 entrées telles que :δx
δe
 = Kmod [∫ (Vac −Va) ∫ (γc − γ) Va γ q θ]T (7.5)
Les intégrateurs permettent d’assurer la précision en régime permanent, tandis
que Vac et γc désignent les consignes en vitesse et en pente. La structure de la
loi est très proche de celle du correcteur de la boucle externe de la méthode de
compensation non-linéaire robuste du chapitre 4, sans les entrées correspondant
aux perturbations non-linéaires mesurées. Elle permet donc d’avoir une idée de
la réponse fréquentielle du système bouclé afin de dimensionner les pondérations
pour la synthèse H∞ réalisé dans la section 7.3.2.
Cette loi de commande modale offre 12 degrés de liberté, 6 permettant de placer
les pôles en boucle fermée, et les 6 autres permettant d’assurer le découplage. Le
tableau 7.1 présente les valeurs des pôles en boucle ouverte et en boucle fermée. Le
but premier est d’accélérer et d’amortir le mode phugoïde de l’avion, qui autrement
entraîne des oscillations lentes et mal amorties. L’oscillation d’incidence ne doit pas
être trop ralentie. Il faut noter que les dynamiques des élevons et du moteur ne
peuvent pas être imposées, mais la valeur des pôles placés ne les dégrade pas de
façon critique. Les simulations temporelles seront présentées à la sous-section 7.3.3.
Mode Boucle ouverte Boucle fermée
Phugoïde −0.016± 0.744i −0.700± 0.420i (placés)
Oscillation d’incidence −5.070± 8.280i −3.500± 2.625i (placés)
Intégrateurs 0 ; 0 −4.000± 3.000i (placés)
Moteurs −2.500 −1.014
Élevons −76.923 −72.182
Tableau 7.1 – Modes en boucle ouverte et en boucle fermée avec le correcteur modal.
7.3.2 Technique de compensation non-linéaire robuste
La technique de compensation non-linéaire robuste, développée de façon théo-
rique au chapitre 4, est ici appliquée au modèle longitudinal du drone avion. La
méthode étant extrêmement générique pour le modèle d’avion développé, la seule
étape qui va nécessiter un peu d’adaptation par rapport au modèle d’avion civil du
chapitre 6 est la phase de dimensionnement des pondérations fréquentielles pour
7.3. Synthèse de lois de pilotage automatique 175
la synthèse H∞ (équations (6.9)-(6.11)). Le lecteur est invité à parcourir la section
6.1 page 131 du chapitre précédent pour plus d’informations.
La boucle interne de linéarisation est en effet inchangée, et concernant la boucle
externe, les pondérations suivantes, du même format que pour l’avion civil, sont
choisies pour la synthèse H∞ (voir le schéma de synthèse de la figure 4.1 page 99) :
Wp(s) =
 s/2+0.5s+5×10−3 0
0 s/2+2.35s+2.35×10−4
 (7.6)
Wu(s) =
 s+0.010.001s+40 0
0 s+0.040.001s+75
 (7.7)
Il est important de noter que le correcteur modal a été utilisé afin de déterminer
rapidement les gabarits fréquentiels souhaités en boucle fermée. Quant au filtre
F(s), il est choisi comme suit :
F(s) =

1
0.7s+1 0 0 0
0 10.7s+1 0 0
0 0 10.7s+1 0
0 0 0 0
 (7.8)
Le modèle de référence R(s) (voir équation (6.7) page 133) est également adapté
compte tenu des capacités dynamiques de l’avion évaluées grâce aux essais en vol.
Il est désormais donné par :
R(s) =
 11.5s+1 0
0 2.4
2
(0.1s+1)(s2+2∗0.75∗2.4s+2.42)
 (7.9)
et on a bien une dynamique du premier ordre en vitesse et du troisième ordre en
angle de vol.
Remarque 7.4
Il est intéressant de remarquer à ce stade que seuls les filtres et les modèles de référence
ont du être adaptés, et ce simplement en se fiant à la dynamique du drone. Ceci montre
bien le caractère très générique de la méthode de synthèse lorsqu’il s’agit de dimension-
ner des lois pour un avion rigide.
L’algorithme de synthèse H∞ structurée, d’ordre fixé à 3, multi-modèles avec
extraction automatique de pire-cas par µ-analyse est exécuté, ce qui permet d’ob-
tenir en quelques itérations une boucle externe robuste qui stabilise l’ensemble des
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configurations admissibles en présence d’incertitudes sur les coefficients aérodyna-
miques. On notera K(s) ce correcteur par la suite.
7.3.3 Simulations temporelles
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Figure 7.16 – Simulations sur le modèle non-linéaire complet pour une consigne échelon de 5
degrés sur γ, avec le correcteur modal (ligne en tirets bleus) et la loi non-linéaire robuste
multi-modèles (trait plein rouge), pour la configuration nominale sans incertitudes.
Des simulations temporelles sur le modèle non-linéaire complet du drone sont
exécutées pour une consigne échelon de 5 degrés sur l’angle de vol, à la fois pour le
système bouclé avec le correcteur nominal Kmod et pour celui avec la loi non-linéaire
robuste (boucle interne linéarisante et boucle externe robuste avec le correcteur
K(s)).
Deux figures sont proposées. La figure 7.16 présente les réponses pour la confi-
guration nominale (celle pour laquelle le correcteur modal a été dimensionné), sans
aucune incertitude de modélisation. Les performances entre les deux lois de pilo-
tage sont très similaires dans ce cas-ci. Il est pourtant bien évident qu’en présence
d’incertitudes de modélisation, ou pour d’autres configurations paramétriques, la
loi modale doit voir ses performances dégradées puisque rien n’a été fait pour les
prendre en compte.
La figure 7.17 présente la configuration "quasi" pire-cas, évaluée par µ-analyse (la
pire-cas déstabilise complètement la loi modale, ce qui ne permet plus d’observer
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son comportement sur les courbes). Ceci montre clairement l’intérêt de la tech-
nique de synthèse développée dans ce mémoire qui permet de garder un niveau de
performances satisfaisant quel que soit la configuration paramétrique du drone.
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Figure 7.17 – Simulations sur le modèle non-linéaire complet pour consigne échelon de 5 degrés
sur γ, avec le correcteur modal (ligne en tirets bleus) et la loi non-linéaire robuste multi-modèles
(trait plein rouge), pour la configuration pire-cas avec incertitudes.
7.4 De l’implantation réelle des lois
Cette dernière section vise à donner quelques informations sur la possibilité
d’implanter sur l’avion réel la loi de pilotage non-linéaire robuste (la loi modale
est bien évidemment facilement implantable, puisqu’elle ne contient que des gains
statiques). Le micro-processeur utilisé sur l’Avion Jaune est un ARM R© Cortex R©-
M4 4 composé de deux cœurs de fréquence 80Mhz. Les opérations mathématiques
de la boucle interne de la loi peuvent être réalisées sans ajout de librairie supplé-
mentaire, puisqu’il dispose d’une unité de calcul de flottants intégrée. Il y a une
seule matrice à inverser (la matrice Λ de l’équation (6.6) page 132) qui est de taille
2 × 2 sans aucune singularité, ce qui ne pose aucun soucis particulier (il existe
une expression analytique de l’inverse bien connue...). L’ordre du correcteur de
la boucle externe est limité à 3 ce qui, encore une fois, est facilement traité par
4. http://www.arm.com/products/processors/cortexm/cortex-m4-processor.php
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le processeur. Ceci permet de bien montrer l’intérêt pratique d’utiliser la version
structurée de la synthèse H∞, puisqu’autrement, l’ordre aurait été bien plus élevé
ce qui aurait rendu difficile l’implantation.
Concernant le déroulement des tâches de calculs, le processeur opère avec une
période de 20ms, et la place disponible pour la partie commande dans ce laps
de temps est actuellement de 10ms, lorsqu’on enlève les autres tâches telles que
l’acquisition, le filtrage, ou la fusion de données. Étant donné la complexité numé-
rique assez faible de la loi comme vu précédemment, ceci est largement suffisant.
Enfin, il convient également de préciser que la loi est robuste aux retards jusqu’à
50ms> 20ms, suite à des simulations qui ont été réalisées pour différentes valeurs
de discrétisation. Il est donc parfaitement possible d’implanter la loi de commande
non-linéaire robuste afin de réaliser des essais en vol en boucle fermée.
Remarque 7.5
A la date d’écriture de ce mémoire, il n’a pas encore été possible d’implanter la loi
longitudinale . Il manque sur l’avion des capteurs d’angle d’incidence et de vitesse air
vraie, ce qui pose problème étant donné que la loi a besoin de mesures précises de ces deux
données. Récemment, une solution a été trouvée dans le commerce dont le principe réside
en un tube de Pitot avec des ailettes montées autour d’un axe pivotant et reliées à un
capteur d’angle analogique. Le tube de Pitot est alors parfaitement dans le flux d’air, et
l’angle d’incidence est déduit du capteur d’angle. Après installation de ces capteurs, des
essais en vol pourront être effectués, et il sera dans un futur proche possible d’implanter
la loi de pilotage pour des essais.
Conclusion du chapitre
Ce chapitre a proposé une méthodologie complète pour modéliser un drone
à voilure fixe, en se basant sur les équations générales de la mécanique du vol
qui ont été exposées au chapitre 5. La méthodologie est suffisamment générique
pour être facilement adaptée à tout type de drone avion. A titre d’exemple, il a été
proposé d’appliquer la méthode à l’Avion Jaune disponible au sein de l’ONERA,
un avion type aile volante de 4 mètres d’envergure. Le modèle a été comparé à des
données d’essais en vol et semble perfectible mais largement satisfaisant à l’heure
actuelle dans une perspective de synthèse de lois de pilotage. Il serait judicieux de
le peaufiner par des essais en boucle fermée afin de réduire l’effet des perturbations
et également par des méthodes d’identification, d’autant plus que beaucoup de
données sont mesurables grâce à l’acquisition récente de nouveaux capteurs.
Il sera également intéressant par la suite de tester sur l’avion réel la méthode de
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synthèse de loi non-linéaire robuste (chapitre 4). Elle a été facilement adaptée par
rapport au modèle d’avion civil (chapitre 6)) puisqu’assez générique. Les capacités
du micro-processeur embarqué permettent de plus son implantation. Ce chapitre
s’est consacré au développement des lois du modèle longitudinal, ce dernier ayant
été montré plus fiable que son analogue latéral, mais un correcteur latéral a éga-
lement été développé de façon similaire. Il est d’ordre 2 et permet de commander
l’angle de roulis φ grâce aux braquages des ailerons δa. L’angle de dérapage β n’est
pour le moment pas commandable puisqu’aucune dérive n’est pour le moment
installée sur le drone.
Pour finir, l’auteur souhaite tout particulièrement adresser ses remerciements
à Paul Chavent pour l’aide fournie sur la modélisation de l’avion à l’aide de
XFLR5, Pierre Escalas pour les essais en vol, Alexandre Amiez pour les informa-
tions concernant l’implantation, et Mathieu Rognant pour la modélisation sous
CATIA.

Conclusion générale
Cette thèse est consacrée au développement de méthodes de synthèse et de
validation de lois de commande non-linéaires pour le pilotage robuste d’un avion
sur l’ensemble de son domaine de vol en présence d’incertitudes paramétriques.
Elle apporte des contributions tant au niveau des méthodes de synthèse qu’au
niveau de l’analyse de robustesse des systèmes LTI.
Résumé des contributions
Sur le plan théorique : analyse de robustesse
Tout d’abord, la première partie s’est intéressée aux notions bien connues d’ana-
lyse de robustesse des systèmes incertains LTI. Après quelques rappels sur la mo-
délisation LFR et la µ-analyse, le chapitre 1 a présenté sous forme d’état de l’art
les principales méthodes de calcul des bornes de la valeur singulière structurée
µ, dont le calcul exact est en effet un problème NP-difficile. Que ce soit pour les
bornes inférieure ou supérieure, de nombreuses techniques ont émergé durant les
trois dernières décennies. Elles peuvent être de complexité polynomiale ou expo-
nentielle, fortement ou peu conservatives, applicables sur un maillage fréquentiel
ou sur une plage de fréquences. Pour des applications réalistes, il existe des tech-
niques de calcul de borne inférieure de µ très efficaces. En ce qui concerne la borne
supérieure cependant, trois principaux problèmes ont été identifiés :
– les techniques à temps polynomial, notamment l’approche classique par ma-
trices (D,G), sont parfois trop conservatives,
– le temps de calcul pour certaines méthodes moins conservatives est prohibitif,
– il n’est pas toujours possible de se passer d’un maillage fréquentiel pour
calculer une borne supérieure de µ.
Le chapitre 2 a apporté des contributions sur ces trois points. Les µ-sensibilités
ont été introduites pour évaluer les incertitudes à considérer en priorité afin de
réduire le nombre de contraintes LMIs lorsqu’il s’agit d’utiliser des méthodes peu
conservatives mais numériquement complexes, ou bien d’améliorer la technique
classique de branch-&-bound en subdivisant le domaine d’incertitudes de manière
pertinente, réduisant fortement le nombre d’itérations. De plus, pour l’approche
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par multiplieurs, une technique de type Hamiltonien a été développée afin de se
passer de maillage fréquentiel et permettre ainsi une validation de la borne sur des
intervalles de fréquence. L’efficacité de chacune des techniques a été prouvée sur
un ensemble très complet de benchmarks réalistes. Même dans les cas difficiles, des
marges de robustesse précises ont été obtenues avec une bonne maîtrise des temps
de calcul.
Sur le plan théorique : synthèse de lois
La deuxième partie de ce mémoire est consacrée à la synthèse. L’objectif a été de
développer une loi de commande permettant de faire face à un comportement dy-
namique non-linéaire d’un véhicule évoluant au sein d’un large domaine de fonc-
tionnement, dont le modèle comprend des incertitudes. Une technique intéressante,
notamment pour des applications aéronautiques, est l’inversion dynamique. Elle a
été présentée au chapitre 3, avec également des rappels sur la synthèse H∞ qui
permet d’apporter une garantie de robustesse de la boucle externe. Le problème
persistant est cependant le réel manque de robustesse de l’ensemble, d’une part
parce que le modèle linéarisé par la boucle interne est sous forme canonique avec
une série d’intégrateurs (forme de Brunovsky), faisant perdre ainsi la connaissance
sur la dynamique du système initial. D’autre part, les incertitudes de modélisation
ne sont pas prises en compte explicitement lors de la synthèse.
Le chapitre 4 propose de contrer les défauts principaux du schéma d’inversion
dynamique robuste classique cités précédemment, et constitue donc la deuxième
contribution théorique et méthodologique de cette thèse. Basée sur les techniques
d’inversion dynamique, une nouvelle approche est proposée. La structure de la loi
développée est classiquement constituée de deux boucles imbriquées :
– La boucle interne permet de linéariser partiellement le modèle non-linéaire,
aboutissant à un nouveau système constitué non plus d’une série d’intégra-
teurs, mais plutôt du Jacobien du système non-linéaire de départ. L’avantage
principal est de pouvoir garder le plus d’informations possibles sur la dyna-
mique du système initial. La boucle interne permet donc de gérer les prin-
cipales non-linéarités en les compensant, tout en adaptant la loi au point de
fonctionnement considéré.
– La boucle externe est synthétisée sur le modèle partiellement linéarisé obtenu,
et utilise la synthèse H∞ structurée. L’originalité de l’approche est double.
D’une part, la boucle externe est construite de façon à rejeter les non-linéarités
restantes (non compensées par la boucle interne), ces dernières étant estimées
et directement accessibles en entrée du correcteur. Ceci permet d’étendre le
domaine admissible et donc de traiter le large domaine opérationnel du sys-
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tème. D’autre part, l’autre originalité concerne l’utilisation des outils d’ana-
lyse de robustesse – d’où le lien avec la première partie de ce mémoire –
pour évaluer des pire-cas et les prendre en compte lors du calcul du cor-
recteur grâce aux possibilités multi-modèles de la synthèse H∞ structurée.
Un algorithme itératif de synthèse / validation est donc proposé, permet-
tant d’obtenir un correcteur robuste stabilisant toutes les configurations du
domaine admissible. Grâce aux contributions de la première partie permet-
tant une évaluation précise de la marge de stabilité dans le cas LTI, il n’y a
pas de risques de sous-estimer la robustesse du correcteur 5, ce qui aurait en-
traîné des itérations de synthèse supplémentaires et un conservatisme accru
de celui-ci.
Sur le plan applicatif
Ce travail de thèse est principalement axé sur les applications aéronautiques.
Celles-ci ont été exposées à la troisième partie du manuscrit, et les méthodes déve-
loppées de synthèse de lois de pilotage se sont avérées particulièrement bien adap-
tées. Le comportement assez fortement non-linéaire d’un avion, sur un domaine
de fonctionnement relativement large, permet en effet aux techniques basées sur
l’inversion dynamique robuste de s’imposer comme des alternatives intéressantes
aux méthodes de séquencement de gain.
Après quelques rappels sur les équations générales de la mécanique du vol au
chapitre 5, les chapitres 6 et 7 détaillent une application complète de la méthode de
synthèse respectivement sur un modèle d’avion civil puis sur un modèle de drone
à voilure fixe. En présence d’incertitudes et de paramètres variants, la méthode se
révèle très efficace pour le pilotage robuste et performant de ces engins.
Plus spécifiquement, le chapitre 6 s’est concentré sur le développement de lois
de guidage pour l’atterrissage automatique complet d’un avion de transport de
passagers par suivi d’ILS, permettant de plus l’arrondi et le décrabe en cas de vent
latéral. Des simulations de Monte Carlo ont permis de constater que l’ensemble
guidage+commande satisfait à des contraintes réalistes.
Le chapitre 7 s’est quant à lui concentré sur la présentation d’une méthode
générique pour la modélisation d’un drone à voilure fixe, qui a permis d’obtenir
un modèle réaliste validé par des essais en vol. L’intérêt d’une telle application
réside dans la possibilité d’implanter facilement la loi de pilotage obtenue sur le
système réel en vue d’essais en vol en boucle fermée.
5. D’autant plus que les incertitudes rencontrées en pratique, en particulier dans notre contexte
d’inversion dynamique, sont souvent LTV.
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Critiques et Perspectives
Analyse de robustesse des systèmes LTI
Concernant l’analyse de robustesse, ces travaux de thèse se sont principalement
attardés sur la réduction du conservatisme des bornes de µ. Bien que pertinentes
et efficaces en pratique, il apparaît clairement que les contributions utilisant les
µ-sensibilités restent plutôt heuristiques, et demeurent fortement dépendantes à
l’heure actuelle des capacités de calcul et des outils utilisés notamment pour la ré-
solution de LMIs (type de solveur). La µ-analyse est étudiée depuis de nombreuses
années, et il devient de plus en plus difficile de développer de nouvelles méthodes
à la fois peu conservatives et utilisables sur des applications réalistes. Évoquer
comme perspectives de trouver de nouvelles pistes et méthodes encore plus effi-
caces semble ainsi très ambitieux. Il est enfin clair que la classe de systèmes consi-
dérée ici peut sembler assez limitée, puisque bornée uniquement aux dynamiques
négligées et incertitudes paramétriques invariantes dans le temps. Mais elle n’en
reste pas moins d’actualité pour de nombreuses applications industrielles, évitant
en partie les coûteuses simulations de Monte Carlo.
Technique de compensation non-linéaire robuste
La méthode de synthèse développée dans ces travaux de thèse présente des ré-
sultats intéressants tant du point de vue de sa facilité de mise en œuvre et de son as-
pect générique, que des niveaux de performance et de robustesse qu’elle offre. Elle
s’avère bien adaptée au pilotage des engins aéronautiques, mais elle pourrait très
bien s’appliquer à d’autres classes de systèmes. La principale critique et limitation
de l’approche concerne la partie analyse du schéma itératif. Le modèle d’analyse de
robustesse utilisé est en effet fortement conservatif, puisque ne considérant pas la
structure des non-linéarités, prises comme des perturbations extérieures. Celles-ci
sont en effet normalement estimées et une expression approximée est connue. Leur
prise en compte directe nécessiterait l’utilisation de formalismes plus généraux tels
que les IQC. Ceci permettrait en outre de considérer le caractère variant de certains
paramètres, voire les saturations.
Concernant ces dernières, la méthode de synthèse proposée ne permet pas de
les prendre en compte directement, par exemple par l’ajout d’un correcteur anti-
windup. Il pourrait cependant être envisagé de synthétiser les différents correcteurs
de manière simultanée grâce aux outils de synthèse H∞ structurée multi-objectifs,
tel que proposé dans [Biannic et Apkarian 2011].
Enfin, d’autres stratégies de synthèse robuste de la boucle externe pourraient
être envisagées, comme celles issues de la commande adaptative afin de prendre
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en compte des cas de pannes ou de fautes. Il serait d’ailleurs intéressant de les
comparer avec les résultats obtenus par synthèse H∞.
Sur le plan applicatif
Tout d’abord, la classe de systèmes pour laquelle la méthode de synthèse a été
appliquée s’est limitée aux avions rigides évoluant à basse altitude. Il pourrait être
intéressant de tester la méthode sur d’autres systèmes, incluant par exemple des
modes flexibles qui peuvent être pris en compte lors de la synthèseH∞ de la boucle
externe.
Pour les applications proposées dans ce mémoire, les mesures (et notamment
les variables d’état) ont été considérées connues et accessibles, sans pour autant
modéliser précisément d’éventuelles dynamiques et retards dus aux capteurs, ou
même envisager la possibilité d’implanter un observateur. Ceci pourrait d’une part
entraîner d’autres problématiques non prises en compte dans ces travaux, et d’autre
part permettre d’affiner les résultats et rendre les simulations encore plus proches
de la réalité.
Étant donné que l’approche de synthèse proposée vise à donner des alterna-
tives aux techniques de séquencement de gains et aux méthodes classiques de li-
néarisation entrée-sortie, il pourrait être également intéressant de la comparer à
ces dernières (les avantages illustrés dans ce mémoire s’avèrent dans un premier
temps uniquement pratiques, même si on peut s’attendre également à un gain en
performance majeur vis-à-vis de l’inversion dynamique classique notamment).
Enfin, l’implantation du correcteur longitudinal synthétisé au chapitre 7 sur le
système réel reste à faire. Elle devrait permettre de valider davantage encore la
pertinence de la méthode développée.
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Titre Synthèse et validation de lois de commande de vol robustes en présence
d’incertitudes paramétriques et de non-linéarités.
Résumé Les méthodes de synthèse et de validation de lois de pilotage utilisées
dans le milieu industriel aéronautique sont bien souvent longues et coûteuses à
mettre en œuvre. Pourtant, des alternatives pour traiter les larges domaine d’évo-
lution existent, comme l’inversion dynamique robuste. Ce travail de thèse cherche
à en corriger les défauts, notamment grâce à une meilleure prise en compte des
incertitudes du système et à une rejection des non-linéarités non compensées. Ceci
est rendu possible grâce aux techniques de synthèse H∞ structurée multi-modèles,
qui peuvent considérer plusieurs configurations pire-cas déterminées par des ou-
tils d’analyse de robustesse. Une autre contribution est d’ailleurs l’amélioration des
techniques permettant d’évaluer la marge de robustesse d’un système LTI, souvent
trop conservatives ou nécessitant un temps de calcul prohibitif. Les méthodes pro-
posées sont appliquées au pilotage automatique d’un avion civil et d’un drone à
voilure fixe, dont la modélisation est également traitée avec précision.
Mots-clés inversion dynamique robuste, synthèse H∞ structurée multi-modèles,
variations paramétriques, µ-analyse, incertitudes LTI, applications aéronautiques.
Title Design and validation of robust flight control laws in the presence of para-
metric uncertainties and nonlinearities.
Abstract Control laws design and validation methods used in the aeronautical in-
dustry are generally time-consuming and costly to set up. However, alternatives
exist to cope with large operating domains, such as robust dynamic inversion.
This thesis work aims at fixing its drawbacks by better considering the system
uncertainties, and by rejecting the uncompensated nonlinearities. Thanks to recent
advances in structured multimodel H∞ design techniques, it is now possible to
consider multiple worst-case configurations, determined using robustness analysis
tools. Besides, another part of this work is devoted to the improvement of existing
techniques to evaluate the robustness margin of an LTI system, which are often
too conservative or computationally costly. All these contributions are applied to
the control of a civil aircraft and a small fixed-wing UAV, whose modeling is also
thoroughly described.
Keywords robust dynamic inversion, structured multimodel H∞ synthe-
sis, parametric variations, µ-analysis, LTI uncertainties, aeronautical applica-
tions.
