Testing an Observed Mean against a Hypothesized Mean
This situation will rarely apply to most data in neuroscience because the only hypothesized means that should be used are those for variables standardized by studies of large populations. The most likely variables are some assays in medicine (e.g., LDL and HDL cholesterol) and a few psychometric measures (e.g., IQ). You should never use a sample mean from a published study as a "hypothesized mean" with this technique. Instead, record the mean, sample size, and standard deviation from the published study and use the formula for the t test for independent samples given in Section X.X.
Situation 1: Known Population Standard Deviation
When the population standard deviation is known, then the appropriate test statistic is a Z statistic using the formula
where X is the observed mean, E(X)is the expected or hypothesized value of the mean, and σX is the known (and not the sample) standard error of the mean. This situation will hardly ever occur in neuroscience where the population mean is rarely known, let alone the population standard error of the mean.mean. Note how this formula is a specific example of the generic formula given in Equation X.X. An example of this type of problem was given previously in Sections X.X.
Situation 2: Unknown Population Standard Deviation
Sometimes, a researcher may have a strong case for a hypothesized mean but be less certain of the population standard deviation. Return to the Mrs. Smith example in Section X.X. We had previously assumed that the standard deviation of IQ scores in Mrs. Smith's class was representative of the population standard deviation. Let us relax this assumption, so the null hypothesis states that the students are representative of the general population in terms of the mean but not necessarily in terms of the standard deviation. When the population standard deviation is unknown, we can use the sample standard deviation as an estimate of the population standard deviation. In this case, we no longer have a Z distribution. Instead, the test statistic follows a t distribution for the test where the degrees of freedom equal the sample size less 1 or (N − 1). The genetic formula was given previously in Equations X.X and 8.1. Applied to the present case, we have
where sx is now the estimated standard error of the mean, i.e., the estimate taken by dividing the sample standard deviation by the square root of the sample size (see Equation X.X) For the Mrs. Smith example, the standard deviation of IQ scores in Mrs. her class was 13.1. Hence, the t test statistic is
The probability of observing a t of 3.15 or greater with (N -1) = 22 df is .002. The probability of observing a t of -3.15 or less with 22 df is also .002. Hence the p level is .002 + .002 = .004. Once again, we reject the hypothesis that Mrs. Smith's class is representative of the general population in terms of mean IQ.
The majority of statistical packages provide a point-and-click interface for this type of test. It is often found under a heading such as "single sample t-test" within a generic category of "testing means."
Testing the Equality of Two Variances
It is necessary to interrupt elementary tests on means to examine a test for the equality of two variances. Many statistical procedures make the assumption of homogeneity of variance, namely that the observed variances for each group are sampled from the same "hat" of variances. In formal terms, homogeneity of variance assumes that all within-group variances are sampled from the same population variance, differing only because of sampling error. The elementary hypothesis testing outlined in this chapter deals with only two groups, so this assumption implies that the variance within one group is within statistical sampling error of the variance within the other group.
The folded F test
This test assumes that the data are normally distributed within the two groups. The test statistic for equality of two variances is the F statistic (aka F ratio, see Section X.X) and it is formed by placing the larger of the two sample variances in the numerator and the smaller in the denominator. Let s 2 L and s 2 S respectively denote the larger and smaller variance with N L and N S being the respective sample sizes. The F test statistic equals
The notation F (i, j) means an F statistic with i degrees of freedom in the numerator and j degrees of freedom in the nominator. In this case the df for the numerator equals the sample size for the group with the larger variance less 1, and the df for the denominator is the sample size for the group with the smaller variance less 1.
Note that the F statistic calculated this way is always directional with the critical region at the upper, right-hand tail of the F distribution. Hence, the p value is the probability of randomly selecting an F value higher than the observed F . Because, however, we put the larger variance in the numerator, we must double this value. The null hypothesis tested by the F is that the two variances are equal. If this hypothesis is rejected then the variance in the numerator is significantly larger than the variance in the denominator.
As an example, a group with N = 8 has a variance of 0.555 while the second group with N = 7 has a variance of .8354. Because the variance of the second group is larger than that of the first group, the second group's variance is placed in the numerator. The F statistic is
The probability of observing an F greater than 1.51 for 6 df in the numerator and 7 df in the denominator is .30. Doubling .30 to account for the fact that we forced F to be greater than 1.0, gives the p value of 0.60. Hence, we do not reject the null hypothesis and regard the two variances as homogeneous.
Other tests
The folded F statistic is easy to compute but has been criticized because it is sensitive to departures from normality. A number of other tests have been proposed, but they are not easily performed using hand calculations. The most popular among statisticians is Levene's (1960) test. This and other tests for the equality of variances are described later in Section X.X 8.3 Testing the Difference in Means for Two Independent Samples
Equal Variances
The t-test for independent groups is a bread-and-butter technique for neuroscience because it applies to all single-treatment versus control designs when there are separate observations in the treatment and control group (i.e., independent groups). The general equation is of the form previously given in Equation 8.1 for the t statistic. Here, θ =X 1 −X 2 or the difference in means between the two groups. Under the null hypothesis, the expected value of this difference is 0, soθ = 0. The standard error for θ depends on whether the variances in the two groups are equal or unequal. When the variances are equal, the standard error is estimated by the quantity
Here, subscripts 1 and 2 refer respectively to the first and second groups, N is the sample size, and s 2 is the sample variance. Mercifully, there is no need to compute this quantity because the computer does it for you. The degrees of freedom for the t statistic equals the quantity (N 1 + N 2 -2). As an example, suppose that a lab interested in protein expression during thermoregulation subjects one group of mice to a cold temperature while the control group experiences normal lab temperature. The lab then measures c-fos in a nucleus of the hypothalamus. Descriptive statistics for the groups are presented in Table  8 .1and a box plot overlaid by a dot plot is given in Figure 8 .1.
The first order of business is to test for the homogeneity of variance. We have already done this because the example given in Section 8.2 was based on these data. Hence, we will not reproduce that test here.
Because the F statistic was not significant, the variances in the Cold and the Normal groups can be treated as within sampling error of each other. Hence, we can use the formula in Equation 8.3 for the standard error,
Hence the t test statistic becomes
The probability of observing a t less than -2.29 for 13 df is .02 and the probability of observing a t greater than 2.29 is also .02. Hence, the p value is .04. Thus, we reject the null hypothesis that the two means are within sampling error of each other and conclude that exposure to cold significantly reduces c-fos expression in this hypothalamic nucleus.
Unequal Variances
In some circumstances, administration of a drug or other treatment can increase the variance on a treatment group. For example, if some rats are genetically insensitive to a drug while others are highly sensitive, the genotype by drug interaction may add variance to the treatment group. In such a case we may have to use a t-test for independent groups under the assumption of unequal variances. When the variances are unequal, the situation becomes more complicated. Most modern statistical packages will perform a Welch t-test (Welch, 1947) sometimes called a t−test with a Satterthwaite estimate of the standard error (Satterthwaite, 1946) . You may also see an option to perform a Cochran and Box (1950) correction, but that is seldom used today. In either event, always let the computer compute the results.
As an example, a study had 12 observations each in a control group and a treatment group that received a drug. The variance in the Drug group is over three times that in the control group. The F statistics is F (11, 11) = 6.075 1.809 = 3.36 , and it is almost significant (p = .056).
If we assume equal variances, the t is 1.57. With 22 df, the p value is .130. The Welch approach for unequal variances gives the same t. (This will always be the case when N is equal in the two groups). The df, however are different and equal 17 for the Welch t-test, not the 22 for the independent group t test. Still the p value changed very little; it is .134. For completeness, the Cochran and Cox correction gives the same t, a df of 11 and a p value of .144. All three approaches give the same substantive interpretation-there is no good evidence to reject the null hypothesis.
Computer solutions
Equation 8.3 is useful when the only data available are summary data with sample size, means and standard deviations. When you have raw data, then let the computer compute the t statistic for you. The second t test is given in the row labeled "Satterthwaite." This uses a different equation to calculate the standard error for the difference between two means and then adjusts the degrees of freedom to account for potential discrepancies in the variances. When the assumption about the equality of variance is robust (as it is in this example), the Pooled and the Satterthwairte statistics will be very similar. If the variances do differ, then use the Satterthwaite statistics. You may see this test called the Welch (1947) or the Satterthwaite-Welch t test. 
Testing the Means of Dependent Groups
The test for the means of dependent groups is seriously underutilized in some areas of neuroscience and could possibly lead to mistaken conclusions. Part of the problem originates when the data set is incorrectly structuring in the first place failing to enter each independent observation as a separate row. If values for the same observation are entered on different rows, then one has a stacked data set and mixed models analysis is proper. To use the procedure described below or traditional repeated measures, the data must be entered as independent observations. (See Sections X.X for data and X.X for mixed models). When the data are entered as independent rows, then the test for means of dependent groups is obvious-it compares the means of two different columns in the data set. In traditional repeated measures, the test compares the means of two or more columns. Expressed this way, it is more accurate to call this test "a test for difference in means between two correlated variables." Unfortunately, the name "dependent groups" is entrenched in the literature. A large number of study designs are organized this way. For example, comparison of an assay in two different sections of the brain usually involves the two areas taken from the same animal. Hence, if you compare two and only two areas, you can use the procedure described herein. If you are comparing more than two animals, then a repeated measures analysis or a mixed model analysis is appropriate.
Let's consider an example. To test the effect of prenatal androgens on gender-related toy preferences, Berenbaum and Hines (1992) compared the pref-erence to stereotypic masculine and feminine toys in young girls with congenital adrenal hyperplasia (CAH) to that of their unaffected sisters. Here, the CAH girls and the normal girls are not independent groups because the two sets of girls are related. The data should be structured as they are in Table 8.6 so that the family is the unit of analysis and the girls and two observations within families. The values in this table and in the data set are scored so that higher values are associated with more feminine toy preferences. In the independent groups approach, there is one and only one dependent variable and we compare the scores on this variable for one set of rows (the "Control" rows) with another set of rows (the "treatment" rows). In the current problem, we have two dependent variables, and we want to compare the mean of the first column with the mean of the second column. Here, the groups are dependent and the test is called a t-test for dependent groups or a paired t-test.
Most statistical packages have a canned option for such a test. Let us take a more roundabout route because it explains the logic behind the test better than point-and-clicking the canned options. Let us begin by constructing a new variable, D, computed as the difference between the CAH girls and the normal sisters. According to the null hypothesis, the mean of the CAH girls will equal that of the controls, so the mean of D will be 0. Hence, the paired t-test reduces to a single sample t test in which the observed mean of D is tested against the hypothesized value of 0. Formally,
Note that this equation is identical to Equation 8.1 with the only exception of notation.
For the data set, the mean of D is -9.54 (formed by subtracting the mean of the normal sisters from the mean of the CAH girls). The standard deviation is 13.53 and there are 24 families with complete data on both girls. Hence,
The probability of a t lower than -3.46 with 23 df is .001. Doubling this to get a two-tailed test gives a p value of .002. We reject the null hypothesis and conclude that the CAH girls have more masculine toy preference than their normal sisters. The t-test for dependent samples is a special case of repeated measures (see Section X.X). Usually, the repeated measures are on the same observational unit (i.e., same person, same rat, etc.). In the present example, the observational unit is the family and the repeated measures are on different members of the family. Never, ever look at the means and error bars for dependent groups and assume significanceor the lack of it-by visual inspection. The significance of mean differences in dependent groups is a function of mostly two parametersthe standardized difference in the two means and the correlation 1 When the correlation is large in either the positive or negative direction, then a comparison of error bars may be misleading. Figure 8 .2 illustrates the issue. The figure depicts the same experimental design (15 animals with all variables scaled to have a standard deviations of 1.0) with three different standardized effect sizes. Usually denotes as δ, a standardized effect size for two groups is the difference in means divided by a pooled estimate of the standard deviation within groups. Hence, δ = 0.3 implies that the groups differ by three tenths of a standard deviation.
An Important Note on Dependent Groups
The panel on the left in Figure 8 .2 shows a difference in means of one quarter of a standard deviation. Here, the error bars overlap considerably. In the middle panel, δ = 0.5. Here the bars just about touch. In the right panel, δ = .75, and the error bars are clearly separated. Ask yourself, "which of these three cases are significant and which are not?"
The strict answer is that you cannot tell. Why? It is because the significance is a function of the standardized effect size and the correlation. Figure 8 .3 illustrates the situation by plotting the p value for the three panels in Figure 8 .2 as a function of the correlation. Note that for all three effect sizes, a negative correlation between the two increases the p value. In fact, this will always be true for all effect sizes. When the correlation is positive, the p value decreases. Hence, statistical power is increased. Again, this statement is always true irrespective of the effect size. Hence, for all effect sizes a plot like the one in Figure 8 .3will always be elevated in the northwest quadrant and lowered in the southeast. Effect size changes the shape of these curves but not their fundamental orientation. The panel on the left in Figure  8 .2 shows a difference in means of one quarter of a standard deviation. Here, the error bars overlap considerably. In the middle panel, δ = 0.5. Here the bars just about touch. In the right panel, δ = .75, and the error bars are clearly separated. Ask yourself, "which of these three cases are significant and which are not?"
The strict answer is that you cannot tell. Why? It is because the significance is a function of the standardized effect size and the correlation. Figure 8 .3 illustrates the situation by plotting the p value for the three panels in Figure 8 .2 as a function of the correlation. Note that for all three effect sizes, a negative correlation between the two increases the p value. In fact, this will always be true for all effect sizes. When the correlation is positive, the p value decreases. Hence, statistical power is increased. Again, this statement is always true irrespective of the effect size. Hence, for all effect sizes a plot like the one in Figure 8 .3will always be elevated in the northwest quadrant and lowered in the southeast. Effect size changes the shape of these curves but not their fundamental orientation.
Note that significance-or the lack of it-depends on the correlation. For δ = .25, it is unlikely that there will be significance. For δ = .50 and δ = .75, however, significance depends not only on the presence of a correlation but also on its magnitude. For correlations close to 0, neither of them is significant. As the correlation increases in the positive direction, then both effect sizes become significant at different values of the correlation.
Testing the Significance of a Correlation Coefficient
All statistical packages print the significance of a correlation using the null hypothesis that the population correlation is 0. Occasionally, one might hear or read of a correlation without the significance level stated and wonder if the value is really different from 0. This section shows how to perform such a calculation. The first step is to perform a zeta transform (Z) of the raw correlation because this will create a normal sampling distribution of the correlation. Because matters can get confusing distinguishing the zeta transform for the correlation from the Z score for a standardized distribution (let alone a Z statistic), we use Z r to refer to the former and an unsubscripted Z to denote the latter.
The formula for the Z r transform is
where r is the sample correlation. Note that Z r is effectively equal to r for correlations with an absolute value less than .30. As the correlation becomes larger, Z r will differ more and more from r.
The sampling distribution of Z r will be normal with a known population standard deviation of
Because the population distribution is known, the test statistic is a Z statistic (sorry, I have no say in the notation; it was developed before I was born),
Note carefully that E(Z r ) is the expected difference for the zeta transform of the hypothesized correlation. Usually, this will be 0. If the expected correlation is something other than 0, then one must first take the Z transform of the expected correlations to attive at a numeric value for E(Z r ).
For example, you read that the correlation between cytokine levels and a transcription factor in a part of the brain during development is -.47. The sample size was 13 rats. This correlation seems high. Is it really significant? The first step is to find the Z value for r: Z r = .5 log e 1 + r 1 − r = .5 log e 1 − .47 1 + .47 = −.51.
Because N = 13, the population standard deviation is
Hence the Z test statistic is
The lower tail probability of this Z is .053. Doubling this to get a two-tailed test gives a p value of .106. There is not sufficient evidence to reject the null hypothesis that the population correlation is 0. A cautionary note is in order. It would be very unwise to conclude that there is no relationship between the cytokine and transcription factor. The significance of a correlation should be based on samples larger than 13. (This leads into the topic of statistical power which will be treated at length in Section X.X). For the present, it is best to conclude that there was no evidence for a relationship in this study and await further evidence based on larger sample sizes before making substantive conclusions about the potential role of the cytokine and transcription factor.
Confidence Limits for a Correlation
Because a correlation has natural, mathematical bounds of ± 1, the sampling distribution of the correlation is not symmetrical. This is the reason why we perform a Z r transform and then test the significance of Z r and not the correlation itself. For the same reason, the confidence limits of a correlation are not symmetrical. To calculate the confidence limits, we apply the transforms using the standard normal distribution to the Z r metric. After we have calculated the confidence limits in Z r terms, we then transform the Z r units into correlations. Again, the real difficulty is in the notation-we must not confuse the zeta transformation of a correlation (Z r ) with the Z score for a standard normal distribution.
The first step is to set the α level and find the Z score on the standard normal that corresponds to that level. Because confidence limits always involve two-tailed probabilities, when α = .05, then Z α = 1.96; for α = .01, Z α = 2.58. Let Z α denote either of these values. Then the lower confidence limit for Z r equals Z rLower = Z r − σ Zr Z α and the upper confidence limit is
For the cytokine/transcription factor example given above in Section 8.5, r =-.47 and N = 13. Using Equations 8.4 and 8.5, Z r = -.51 and σ Zr = .316. Using 95% confidence limits, Z α = 1.96. Hence, the confidence limits in the Z r metric are Hence, the confidence interval for the correlation is from -.81 to .109. Because this interval includes 0, there is no justification for rejecting the null hypothesis.
Testing the Difference between Two Correlation Coefficients
This deals with the special case in which each correlation was calculated on an independent sample. Note that this situation applies to a single study where one might compare the correlation in a control group with the correlation in a treatment group. These are effectively independent samples because there is no observation that is simultaneously within the control and the treatment group. Here, the statistic, θ, is the difference in zeta transforms of the two correlations
where subscripts 1 and 2 refer respectively to the first and second sample. (See Equation 8.4 for the zeta transform of a correlation.)
The expected value of this difference is the zeta transform of the hypothesized the difference between the two correlation. Usually, this will be 0.
The standard error of this difference is known and is a function of only the sample size
Because the standard error is known and not estimated, the test statistic is a Z statistic based on the standard normal curve. Suppose the correlations between an endorphin level and latency to respond to a hot stimulus applied to a foot is .16 in 22 mice in a treatment group and .58 for 17 controls. Did the treatment disrupt the relationship between endorphins and pain sensitivity?
The zeta transform of the first correlation is Z r1 = .161 and that of the second is Z r2 = .662. Hence, the statistic θ = D Zr is .161 -.662 = -.501. The standard error is 
