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ABSTRACT 
We define two interval-constrained matrix balancing problems. The models 
encompass several known formulations of problems that appear in regional input-out- 
put analysis, estimation of traffic over transportation and telecommunications net- 
works, and estimation of social accounting matrices. We develop primal-dual, row- 
action algorithms for the solution of these models and establish their convergence. 
Both algorithms generalize existing scaling algorithms for equality-constrained matrix 
balancing problems. One of the algorithms is a generalization of the well-known 
procedure for matrix balancing called RAS that can handle the range constraints (and 
is thus called Range-RAS). The structure of the problem makes the algorithm suitable 
for implementation on massively parallel computers. Details of our implementation on 
a Connection Machine CM-2 are given. Numerical results for the solution of 
problems of size up to 500 X 500 are given, and the performance of the algorithm is 
compared with that of RAS. 
1. INTRODUCTION 
Let X =(-rii> be an m X n matrix, and denote E ={(i,j)li E (m), j E 
(n)), where (A) ={1,2,3 ,..., m} and (n) ={1,2,3 ,..., n). An integral ofthe 
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matrix X is a sum CCi,jjErxij where T is a given subset of E. A problem that 
repeatedly arises in a variety of fields is to construct a matrix X such that 
some of its integrals will obey certain conditions and the matrix itself will be 
related in a specific way to another given matrix A = (uij). 
We refer to such problems as m,utrix construction problems and observe 
that the following problems are all special instances of matrix construction: 
1. Matrix scaling (similarity scaling, equivalence scaling, truncated scal- 
ing); see, for example, [21, 22, 241. 
2. Matrix balancing, estimation, or adjustment; see [2, 4, 14, 23, 24, 251. 
3. The constrained matrix problem; see [12]. 
4. Generalized scaling (LISP, LESP) [19, 201. 
5. Fair-share matrix allocation [5, 61. 
Various conditions on the integrals of the matrix X have been considered 
in the aforementioned, and other related, literature. These include (but arc 
not restricted to): fixing the row sums and column smns to preassigned 
values; constraining the individual entries of X to lie within specified lower 
and upper bounds; confining the row sums and column sums to lie within 
specified lower and upper bounds and fixing the sunl of all the entries of X 
to a preassigned value; forcing row sums to be equal to column smns. 
As to the relationship between the constructed matrix X and the given 
matrix A, we note that these arc of three general types: 
I. The form relationship: Here one imposes a certain form relation 
that dictates the desired form of X. One such relation is to demand the 
existence of vectors A E 8 “I and p t 8” and a real 6 E % such that for a 
particular form of an m X n weight matrix W the form relation 
X=A+diag(h)W+Wdiag(p)+8diag(A)Wdiag(p) (I) 
will hold. This relation, proposed in [2], generalizes and extends several 
earlier-proposed special relations. with the choice W = A, 6 = 1 and the 
substitution r = A + 1 and s = p + 1 (where 1 is a vector of all ones), the 
relation (1) becomes 
X=diag(r)Adiag(s), (2) 
which leads to the well-known and extensively studied equivalence scaling 
problem; see, e.g., Schneider [22]. Other cases of (1) are identified by 
Bachem and Korte in [2]. Yet another form relation between X and A is to 
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demand the existence of a strictly positive vector z E Sk such that the 
lexicographic vectorial reorderings x E ‘8”‘” and a E Yt”“’ of X and A, 
respectively, are related by 
(3) 
where @ = (4,,,,) is a k X mn coefficient matrix of a system of linear equality 
or linear inequality integral constraints on X. See Darroch and Ratcliff [13] 
and Rothblum [19, 201 for details. If @ is the matrix defined by (32) in 
Section 2.2 below with k = m + n and with linear equality constraints, then 
(3) also leads to the equivalence scaling problem; see [19]. 
2. The nniomntic upprouch: This approach, recently taken by Balinski 
and Demange [5, 61, specifies a list of axioms that the relationship between X 
and A should satisfy and only then establishes a rigid form relation, which is 
proven to fulfill the given axioms. 
3. Distance optimization: In this approach the constructed matrix X 
should be as close as possible to the original matrix A, subject to the integral 
constraints. The notion “close” is defined by some distance function f(X; A) 
which measures the “distance” between X and A. The choice f(X; A) = 
IlX - All;, where 1). IIF denotes the Frobenius norm, leads to a linearly 
constrained quadratic optimization problem; see, e.g., Cottle et al. [12], 
Zenios et al. [25], and Schneider and Zenios [23]. Another commonly used 
objective is the entropy functional defined below [23, 251. 
Many matrix construction problems created by combining specific inte- 
gral constraints on X and specific relationships between X and A have been 
studied theoretically (existence, uniqueness, characterization) and practically 
(algorithm development, convergence analysis, experimental work, real-world 
applications). 
It is interesting to know that connections exist between some of the 
seemingly different approaches to matrix construction, in particular between 
several form relations and the entropy optimization problem. Details can be 
found in each of the three recent pairs of papers by Balinski and Demange 
[5, 61, Schneider [21, 221, and Rothblum [19, 201. 
Consider now the following two matrix construction problems: 
PROBLEM 1. Given an m X n nonnegative matrix A = (aij) and positive 
vectors u and c of dimensions m and n, respectively, determine a “nearby” 
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nonnegative m X n matrix X = (xi,) such that 
Cxii=u, for i=1,2 ,..., m, (4 
.j = 1 
??, 
c Xii = c, for j=1,2 ,..., II. (5) 
i=l 
and xii > 0 only if uii > 0. 
PHOHLE.\l 2. Given an 11 X n nonnegative matrix A = (n,,). determine a 
“nearby” nonnegative II X n matrix X = (xi,) such that 
k x,i = i Xi,’ i=1,2 )...) II, (6) 
,j = I .i = I 
and sij > 0 only if uij > 0. 
A common version of these problems is obtained when two matrices are 
considered to be “nearby” each other if one can be obtained from the other 
via a diagonal scaling operation, i.e., via the form relation (2). Problem I then 
becomes the fixed rouxolumn equiwlence scaling problem where a pair of 
diagonal matrices D, and D, with positive entries are required such that 
X = D,AD,. Problem 2 becomes the cliugorzul-sinzilurity sculin~ pvhlrn~ 
where a diagonal matrix D with positive entries is required such that 
X = DAD-‘, where D -’ is the inverse matrix of D. See, e.g., Schncidcr [Zl, 
221 for a recent account and analysis and more references. 
In this paper we consider the entropy optimization approach to define the 
“nearbyness” in Problems 1 and 2 and consider extensions of these problems 
to situations in which the given row sums u, and column sums vj are 
confined to an interval in Problem 1, or in which the strict agreement 
between row and column sums, in Problem 2, is relaxed to having their 
differences fall within a specified interval. 
In practical applications such formulations arise when the prescribed ro\s 
and column sums are unreliable or when they cannot bc specified more 
precisely than being confined to certain intervals. For such intcrval-con- 
strained matrix balancing problems we develop iterative algorithms which 
generalize well-known algorithms for the original problems. This is done by 
addressing suitably formulated linearly constrained entropy optimization 
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problems and specializing algorithms studied earlier in Censor and Lent [lo] 
and Censor et al. [ll]. 
For the interval-constrained entropy optimization analog of Problem 1 we 
develop a Range-RAS (RRAS) algorithm which generalizes the well-known 
RAS algorithm (see, e.g., Bachem and Korte [3]), whereas for the interval- 
constrained entropy optimization analog of Problem 2 we present a Range- 
DSS (RDSS) algorithm which generalizes the DSS algorithm of Schneider 
and Zenios [23]. An algorithm for the problem of scaling to doubly stochastic 
form with interval constraints (see Parlett and Landis [18]) can be obtained 
as a special case. In recent related work due to Erlander et al. [I41 and 
Hallefjord and Jiirnsten [15], interval constraints were suggested for trip 
distribution models. The new algorithms RRAS and RDSS are applicable to 
such problems too. 
Our algorithms are well suited for implementation on massively parallel 
computer architectures. Our implementation of the RRAS algorithm on a 
Connection Machine CM-2 with 64K processing elements achieves a peak 
computing rate of approximately 500 ZIIJLOPS (1 \II:I.OP = 1 million floating- 
point operations per second), and it solves problems of dimension up to 
500 X 500 within a few seconds of solution time. The algorithm is competitive 
with RAS, although computational speed had to be somewhat sacrificed in 
order to be able to handle the range constraints. 
The contributions of this paper are the formulation of the interval-con- 
strained entropy optimization models for matrix balancing, the development 
of RRAS and RDSS, and the implementation of the RRAS algorithm on a 
massively parallel computer system. Numerical experiments illustrate the 
efficiency and effectiveness of the algorithm in dealing with range constraints 
and its superior performance when implemented in parallel. 
The rest of the manuscript is organized as follows: In Section 2 we 
formulate the problem and develop the algorithms. Section 3 gives a brief 
description of the Connection Machine, while details of the parallel imple- 
mentation are given in Section 4. Numerical results are reported in Section 
5, and some conclusions are drawn in the final Section 6. 
2. THE INTERVAL-CONSTRAINED MATRIX 
BALANCING PROBLEMS 
2.1. Problem Formulations 
Let (T,}, t E (I) ={1,2,3 ,..., l}, b e a family of subsets of E, and let 
_b = (_b,) and 6 = (6,) b e nonnegative vectors in ‘8’. The interval-constrained 
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entropy optimization problems for matrix construction are stated as follows: 
PIWBLEM 3. Given an m X n nonnegative matrix A = (uij) and nonneg- 
ative vectors 0 < b < z of dimension 1 and a family {T,}, t (,) of subsets of E, 
determine the matrix X = (xii> which solves the optimization problem: 
Minimize 
C xi.i In 2 - 1 
(i.J)E E ii 11 i 1 
(7) 
subject to 
lJ,< C xi,Gz,, t E Cl), (8) 
(i,j)ET, 
xij 2 0, (i, j) E E, (9) 
and so that 
uij=o - x,j = 0. (10) 
PROBLEM 4. Given an n X n nonnegative matrix A = (uij), and a “toler- 
ance coefficient” E > 0, determine the matrix X = (x,~) which solves the 
optimization problem: 
Minimize 
C xlj In F - 1 




- Ei < c Xij - c xji & Ei, i 62 (n>, (12) 
j=l j=l 
xii > O, (i,j) E E, (13) 
and so that 
aij=O * xij = 0. (14) 
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Here “ln” stands for the natural logarithmic function, and if for some 
(i,j) one has aij = 0, then the summand in (7) or (11) is taken as zero. The 
interval constraints (8) are quite general. If, for some t one has _b, = &,, then 
an equality constraint arises. If we denote 
T,,,+.j={(i,j)liE(m)), j E (n>, ( 16) 
then the first m constraints in (8) confine the ith row sum of X to the 
interval [ti,Zi], and the next n constraints confine the jth column sum of X 
to the interval [b,,, +j, 6,,,+j]. The remaining inequalities in (81, with index 
sets T,, m + n + 1~ t < 1, can be used to constrain additional integrals of the 
matrix such as certain subsets of the elements of a row or column (or both), 
or to box constraints in the form 
zij <Xii < Uij 
If 2 = m + n, if Ti, T,,L+j are defined using (15) and (16) respectively, and 
if _bi = Z, = ui, and _b,+j = b,,,j = v,,+~, then the constraints are precisely 
those of Problem 1. Other choices of Z’, can be used to represent very 
general models, including among others the model proposed in Morrison and 
Thumann [17], where the sums of entries of subsets of a row or column are 
restricted to lie within a certain range or are equal to some target value. 
Problem 3 is general enough to encompass the fair-share matrix of [5, 61. 




xii 2 0, i E Cm>, j E (n>, (20) 
where all u_~, Ui, cl, Cj, and h are given nonnegative reals. 
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DEFINITION 1 [6]. Given an m X n nonnegative matrix A = (aij> and 
given u_=(~_~)E%y, u=(Ui>E%T, _ 
8? 
0 = (Gil E !JIT, t; = (oj) E St, and h E 
a matrix X is a f&--share matrix if there exist some real 6 > 0 and 
str;ctly positive vectors h E ?JI “‘, p E CH ‘I such that 
(i) X obeys the form relation 
X=sdiag(h)Adiag(k), (21) 
(ii) X satisfies the integral constraints (17)-(20), and 
(iii) Ai > 1 implies C;= trij = gi; Ai < 1 implies ~~~=trij = U,; @L.j > 1 
implies Zy! rxij = Ed; pj < 1 implies CyL rxi, = C,. 
PK0l?LEM 5 [5]. 
Minimize 
C xii In 2 - 1 
(i.j)E E Ii iJ 1 I 
subject to 
(17)-(20) 
and so that 
( 10) holds. 
Balinksi and Demange [5, Theorem l] prove that a necessary and 
sufficient condition for the existence of a fair-share matrix is the existence of 
a matrix which fulfills (17)~(20) and has the property that a,, = 0 if and only 
if rij = 0. They prove then that the fair-share matrix is the unique solution of 
Problem 5. 
Problem 3 is also general enough to encompass the Zineur-inequality 
sculing problem (LISP) of Rothblum [20] and the linear-equality scaling 
problem (LESP) of [19]. This follows directly from [20, Theorem 11, and we 
do not quote it here. 
Schneider’s truncated scaling is also closely related to entropy optimiza- 
tion [22, Theorem 11, and our Problem 3 includes the primal entropy 
optimization problem discussed there. For a truncated scaling to exist one 
must guarantee the attainement of the infimum in the dual of the entropy 
optimization problem. 
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Thus, the algorithms we develop in the sequel can be applied to the 
aforementioned problems. 
2.2. The Range-RAS Algorithm CRRAS) 
The Range-RAS (RRAS) algorithm is designed to solve Problem 3 with 
interval constraints on the row and column sums of X. To handle the interval 
constraints it uses the “mid” operation: if x < y < z then 
mid(x,y,z)= y. 
RRAS Algorithm. 
Input. An m X n nonnegative matrix A = (a iJ>, positive vectors u_ = ( u_~>, 
zi = (Ui) of dimension nz, and positive vectors c = (cj), C = (E.j) of dimen- 
sion 12. 
Step 0: Initialization. Set k = 0 ad X” = A. Set ~1) = 1 for i E (rn), and 
o-,“=l for_jE(n). 







.xf;J + xf;i ap;, i E Cm>, j E (n>, 
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A~J~ = mid(a,“,qk,qk), (29) 
and update: 
xk.+’ = xk.&rk II II J’ i E Cm>, j E (n), (30) 
a,” 
&+I = - 
J Acrjk ’ 
j E (n>. (311 
Step 3: Replace k * k + 1 and return to step 1. 
If the input is u = U and 2; = V, then for all k, pf = pf and gjk = ajk will 
always be equal to Apfc and Aajk, respectively. Thus pf and aik-which can 
be interpreted as dual variables-become irrelevant, and the algorithm 
coincides with the classical R4S algorithm for the fixed row-column equiva- 
lence scaling problem. See, e.g., Schneider and Zenios [23]. The RR4S 
algorithm is an adaptation of the more general iterative row-action method 
for interval convex programming of Censor and Lent [lo]. It is therefore a 
primal-dual algorithm with entries of the elements of the sequence {Xk} as 
primal variables and pk, i E (m), and 5k, j E (n), as dual variables. While 
the general algorithm of [IO] is a dual-ascent method which does not perform 
exact minimization in the dual problem, it turns out that, for the particular 
case of RRAS, the dual ascent is indeed exact. This follows from the analysis 
in [ll]. It is useful to reformulate the constraints (8) by lexicographically 
rearranging the m X n matrix X into an mn-dimensional vector x = (x,~), 
s E (mn), where s = (i - 1)m + j. The constraints (8) then take the form 
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For the case of integral constraints on row and column sums one takes 
the m x mn matrix R given by 
R= 
L I 





C= 1 “. 1 1 
and defines 




1 . . . 1 1 
1 
(32) 
In Algorithm 5.1 of [lo] we then identify Q as the constraint matrix and 
take the objective function f to be 
f(r)= C _y, In 2 -1 . [i 1 1 (33) s E <,nn) s 
This function is in fact a Bregman function in the sense of [lo], as has been 
verified in Lemma 5 of [II]. Since the constraint matrix @ is a O-l matrix 
(i.e., all its entries are either zero or one), many results from [ll] apply. In 
particular, Lemma 7 there guarantees the strong zone consistency of f(x), 
which is required to ensure convergence. This last property is there to 
guarantee that the iterates {x,kj} produced by the RRAS algorithm remain 
positive once the initial iterate is such. This can be verified here for RRAS 
directly. Finally, to secure convergence of RRAS, according to Theorem 5.1 
of [lo], a feasibility assumption needs to be imposed on Problem 3, namely 
{xE~~l’“J_b~cPx~b,x~O}#IZI. (34) 
The multiplicative nature of RRAS also guarantees the pattern preservation 
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condition (13) throughout the iterations. When developing RRAS from the 
general algorithm we used the fact that ln[mid(exp n, exp y, exp ;>I = 
mid(x, y, ,z) to simplify the algorithm. 
2.3. The Range-DSS (RDSS) Algorithm 
The Range-DSS (RILES) algorithm solves Problem 4. Here we present 
the details of the derivation from Algorithm 5.1 of [IO]. The constraints (12) 
may be rewritten as 
- E<(R-C)X,<E, 
where R - C is the IZ x n8 matrix 
I 
0 1 1 .‘. 1 ’ -1 I 
I 
-1 ;I 0 1 ..’ 1 I 









I1 1 1 :. ,, 
(351 
1 
Let us denote 
R-C=V’=(&y), (36) 
and let I++’ =(J+!J,~)=($,,~>, s E (n”), be the ith column of q”‘, the transpose 
of q. Then the iterative step derived from Algorithm 5.1 of [lo] takes the 
form 
x;” = x,f;exp(c,~,~~k))> s E (n’), (371 
z k+l ==k _ Cke’(k), (38) 
Here (i(k)) is a control sequence according to which the rows of 1I’ are 
chosen for the algorithm to operate on in each iterative step. We assume the 
cyclic control i(k) = k(mod n) + 1 and henceforth abbreviate i = i(k). The 
vector e’ is the ith standard basis vector having 1 in the ith coordinate and 
zeros elsewhere. {zk} is a sequence of dual vectors. 
In this iteration the parameter cL is 
cx = mid(z;,_dk,Jk)), (39) 
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where d’ and 6” are determined by solving, for i = i(k), the systems 
an d 
i 
!ls = I,! exp(&+$ s E (n’), (42) 
C Ya*i.j = ‘i’ (43) 
s 
Substituting (30) into (41), denoting exp(dk) = gr, and using the fact that sir: 
takes only the values 0, + 1, and - 1, we get 
where 
Similarly, for ZI, = exp h,, we obtain from (42) and (33) 
1 
pa, - “, = Ei. 
(44) 
(45) 
Taking the nonnegative solutions of the quadratic equations (44) and (46), wc 
obtain the values of dk and c?~, respectively, which go into (39). 
In the special case when E = 0, we get CJ~ = cYk = CY~ and therefore 
d, = cl, = cl, = cx, and the iteration (37) becomes 
Since then also (Ye = (q/p) ‘P the original DSS of [23] is obtained. The , 
RDSS algorithm is thus formulated as follows. 
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RDSS Algorithm. 
Input. An n X n nonnegative matrix A = (ajj), a positive vector E = (ei) of 
dimension n. 
Step 0: Znitiabtion. Set k = 0 and X0 = A. Set ~1) = 1 for i E (n). 
Step 1: Computation of scaling parameters. Choose a control index from a 
cyclic control sequence {i(k)) with i(k) = k(mod n) + 1, and calculate the 
sums 
II 
Pk = c 'sk)j' Yk = 2 ‘.fi(k). (47) 
.j = 1 j=l 
Compute g, and Zk as the nonnegative root of (44) and (46), respectively, 
with p = p,, y = qk, and i = i(k). 
Step 2: Update. Calculate 
APfi(kj = mid{&k,, ‘yk. EL}> (48) 
and update: 
.r!.+’ = 1.1 
i 
x; Ad(k, if i=i(k), j+:(k), 






pgk) /Apsk, if i = i(k) 
(49) 
(50) 
Step 3: Replace k + k + 1 and return to step 1. 
Again we draw on Theorem 5.1 of [lo] for the convergence of the RDSS 
algorithm. Besides assuming feasibility of Problem 4, which means that 
{X~~~LJ-E4(R-C)*~E,XbO}f0, (51) 
we next verify the strong zone consistency condition. 
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Let f(X) = C(i,j)~ E ij x [In(xi, /aji> - l] be the objective function of Prob- 
lems 3 and 4, and define 
(5.2) 
H; = (x E Yv(( I++‘, x) = - q) (53) 
for all i E (n). The strong zone consistency condition (Definition 3.1 and 
Theorem 5.1 of [IO]) required here is that if I-I is any of the hyperplanes H,? 
and Hi, and z is any (componentwise) positive vector, then the Bregman 
projections of z onto II, or onto any hyperplane H’ which is parallel to H 
and lies between z and H, are all positive vectors. 
In the specific situation considered here, the Bregman projections of a 
vector 2 =x ’ onto I!,: and II+ are given by the y obtained from the 
systems (401, (41) and (49, (43), respectively. If 1-I = HIT for some i E (n), 
then all the intermediate hyperplanes If’ are of the form 
{XEW((~‘,S) =~Ei+(l-p)(lpi,z)} (54) 
for all 0 < /3 < 1. The system 
i 
y,$ = .z, exp( d$,f), s E (n”), 




then leads to an equation of the form 
ru-o~=P~,i(l-P)(1,-I/), (57) 
where (Y = exp d. Since there exists a nonegative solution (Y > 0 for any 
0 < p < 1, we are assured that, as long as z,, > 0 Vs, also y, > 0. 
The preceeding arguments hold also if - ei replaces l i in (541, and so 
strong zone consistency follows. 
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3. THE CONNECTION MACHINE ENVIRONMENT 
In this section WC introduce the characteristics of the Connection Ma- 
chine (model CM-e> that are relevant to the parallel implementations dis- 
cussed in the sequel. Parts of this description were included in carlier 
reports and are presented here to make the paper self-contained. Further 
details on the architecture of the CM can be found in Hillis [16]. 
3.1. The Connection Muchine System 
The Connection Machine is a fine-grain SIMD (,. gl sm e instruction stream, 
multiple data stream) system. Its basic hardware component is an integrated 
circuit with sixteen processing elements (PEs) and a muter that handles 
general communication. A fully configured CM has 4096 chips for a total of 
65,536 PEs. The 4096 chips are interconnected as a 12-dimensional hyper- 
cube. Each processor is equipped with local memory of 8 Kbytes, and for 
each cluster of 32 PEs a floating-point accelerator handles floating-point 
arithmetic. 
Operations by the PEs are mider the control of a microcontroller that 
broadcasts instructions from a front-end computer simultaneously to all the 
elements for execution. A flag register at every PE allows for no-operations; 
i.e., an instruction received from the microcontroller is executed if the flag is 
set, and ignored otherwise. 
Parallel computations on the CM arc in the f&m of a single operation 
executed on multiple copies of the problem data. All processors execute 
identical operations, each one operating on data stored in its local memory, 
accessing data residing in the memory of other PEs, or receiving data from 
the front end. This mode of computation is termed data-lad paraZZeZisnz, in 
contradistinction to control-level purullelisr~~, whereby multiple processors 
execute their own control sequence, operating either on local or on shared 
data. 
To achieve high performance wifh data-level parallelism one needs a 
large number of processors that can operate on multiple copies of the data 
concurrently. While the fidl configuration of the CM has 65,5:36 PEs, this 
number is not large enough for several applications. For example, in balanc- 
ing matrices of dimension 1000X 1000 we need 10” processors. The CM 
provides the mechanism of drtud processors (VPs), which allows one PE to 
operate in a serial fashion on multiple copies of data. VPs arc specified by 
slicing the local memory of each PE into equal segments and allowing the 
physical processor to loop over all slices. The number of segments is called 
the VP ratio (i.e., ratio of virtual to physical PEs). Looping by the PE over all 
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the memory slices is executed, in the worst case, in linear time. The set of 
virtual processors associated with each element of a data set is called a VP 
set. VP sets are under the control of the software and are mapped onto the 
underlying CM hardware in a way that is transparent to the user. 
The CM supports two addressing mechanisms for communication. The 
send address is used for general purpose communications via the routers. 
The NEWS address describes the position of a VP in an n-dimensional grid 
that optimizes communication performance. 
The send address indicates the location of the PE (hypercube address) 
that supports a specific VP and the relative address of the VP in the VP set 
that is currently active. The NEWS address is an n-tuple of coordinates which 
specifies the relative position of a VP in an n-dimensional Cartesian-grid 
geometry. A geometry (defined by the software) is an abstract description of 
such an n-dimensional grid. Once a geometry is associated with the currently 
active VP set, a relative addressing mechanism is established among the 
processors in the VP set. Each processor has a relative position in the 
n-dimensional geometry, and NEWS allows the communication across 
the north, east, west, and south neighbors of each processor, and enables 
the execution of operations along the axes of the geometry. Such operations 
are efficient, since the n-dimensional geometry can be mapped onto the 
underlying hypercube in such a way that adjacent VPs are mapped onto 
vertices of the hypercube connected with a direct link. This mapping of an 
n-dimensional mesh on a hypercube is achieved through a Gray coding (see, 
e.g., Bertsekas and Tsitsiklis [7]). 
3.2. Elements of the Parallel Instruction Set Paris 
Paris is the lowest-level protocol by which the actions of the data 
processors of the CM are controlled by the front end. Interfaces with 
languages like c, FORTRAN, or LISP allow users to develop a program in a 
high-level language and then use Paris instructions to control the execution 
of parallel operations. Paris supports operations on signed, unsigned, and 
floating-point numbers, message-passing operations both along send and 
NEWS addresses, and mechanisms for transferring data between the host and 
the data processors. 
Before invoking Paris instructions from a program, the user has to specify 
the VP set, create a geometry, and associate the VP set with the geometry. 
Thus a communications mechanism is established (along both send and 
NEWS addresses). Paris instructions-parallel primitives-can then be in- 
voked to execute operations along some axis of the geometry (using NEWS 
addresses), to operate on an individual processor using send addresses, or to 
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translate NEWS to send addresses for general interprocessor communication 
or communication with the front end. Parallel primitives that are relevant to 
our implementation are the scans and spreads of Blelloch [8]. 
Scan is also known in the literature as parallel prefix. The @-scan 
primitive, for an associative, binary operator BJ, takes a sequence 
Ix,, Xi>. ‘. > xn) and produces another sequence (yo, y,, . . , y,} such that yi = 
X,,@X,@ . . . @xi. On the Connection Machine, for example, add-scan takes 
as an argument a parallel variable (i.e., a variable with its ith element 
residing in a memory field of the ith VP) an d re urns at VP i the value of the t 
parallel variable summed over j = 0,. . , i. User options allow the scan to 
apply only to preceding processors (e.g., sum over j = 0,. ., i - 1) or to 
perform the scan in reverse. The @-spread primitive, for an associative, 
binary operator @, takes a sequence (x,,, xi,. . , x,,} and produces another 
sequence {yO,yi,...,y,} such that yi=x,@x,@ ... @,x,. For example, add- 
spread takes as an argument a parallel variable residing at the memory of n 
active data processors and returns at VP i the value of the parallel variable 
summed over j = 0,. . , n. An add-spread is equivalent to an add-scan fol- 
lowed by a reverse-copy-scan but is more efficient. 
Another variation of the scan primitives allows their operation within 
segments of a parallel variable or VP. These primitives are denoted as 
segmented- @-scan. They take as arguments a parallel variable and a set of 
segment bits which specify a partitioning of the VP set into contiguous 
segments. Segment bits have a 1 at the start location of a new segment and a 
0 elsewhere. A segmented-@-scan operation restarts at the beginning of 
every segment. When processors are configured as a NFAVS grid, scans within 
rows or columns are special cases of segmented scans called grid-scans. 
4. PARALLEL IMPLEMENTATION OF RANGE-RAS 
We consider now a special case of Problem 3 where the model is defined 
using (15), (16). This problem is well suited for parallel computing, since row 
scaling can be done simultaneously for multiple rows before the algorithm 
proceeds with parallel scaling of multiple columns. 
In a computing environment where the number of processors is equal to 
the total number of rows and columns, we may assign each row and column 
to a distinct processor. All processors assigned to rows can execute the row 
scaling step in parallel, followed by scaling of the columns by the processors 
assigned to columns. For small-scale parallel systems, where the number of 
processors is less than the number of rows and columns, we may partition the 
sets of rows into blocks, with the number of blocks being equal to the 
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Frc:. 1. Data fields for the execution of Range-RAS on dense matrices. 
number of processors. Similar partitioning is imposed on the columns of the 
matrix. Processors first operate concurrently on all the row blocks, each 
processor executing step 1 of the algorithm for all rows in its block. Upon 
termination of the row scaling step, processors are assigned to column blocks, 
and each executes step 2 of the algorithm on the columns of its block. Such 
parallel schemes have been developed for the RAS algorithms by Zenios and 
Iu [27] and were evaluated empirically on an Alliant FX/8 and a Gray 
X-MP/48, achieving close to linear speedup factors. That work can be 
extended for the parallel execution of Range-RAS. Here we discuss instead 
the implementation of Range-RAS on a massively parallel Connection Ma- 
chine, when the number of processors is very large and may exceed the 
number of entries of the matrix. The key to our implementation is the 
configuration of the CM-2 as a two-dimensional NEWS grid with dimensions 
m X n, rounded up to the closest integer that is a power of two. The matrix A 
is now mapped directly on the NEWS processors with each element of the 
matrix corresponding to each VP. Each VP has 32-bit memory fields for the 
following data (see also Figure 1): 
1. The current iterate of the matrix value rFj. 
2. Upper and lower bounds on the rows sums U,u, respectively. 
3. Upper and lower bounds on the column sums U,?, respectively. 
4. Row scaling factor p and column scaling factor cr. 
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5. The scale-change factor A. (One field is needed for both the row and 
column scaling computations.) 
6. Two scratch fields (scrl and scr2). 
With this data representation one iteration of the algorithm is executed as 
shown in Figure 2. First a grid-add-spread along the horizontal axis of the 
NEWS grid is used to compute the row totals of all rows of the matrix, 
spreading the results to the scratch field (scr2) of all VPs. The computed 
total of each row is stored in the VP of the same row. Every VP proceeds to 
divide both upper and lower bounds U,u_ by the computed sum. The two 
ratios are used in the mid operation to compute a change A of the scaling 
factor. The mid operator is implemented by combining the max and min 
/* ROW SCALING */ 
k=l; 
CM-spread-with f add_lLCscr2 , mat , axis_neusCkl, S, E); 
CM f divide 3 TL- Cscrl , u Lo, scr2 , S, E); -- -- 
CM f divinto 2 IL Cscr2 1 I u UP , S, EI; -- -- 
/* Implement mid0 using max and min operators */ 
CM f min 3 IL (delta , rho, scr2 , S, E); -- -- 
CM f max 2 IL (delta , scrl , S, E); -- 
CM-f-divide 2 IL (rho , delta , S, RI; -- 
CM-f-multiply 2 1L (mat , scr2 , S, E); -- -- 
/* COLUMN SCALING */ 
k=O; 
CM_spread_with_f_add_lLCscr2 , mat , axis_newsCkl, S, E); 
CM f divide 3 IL Cscrl , v lo, scr2 , S, E); 
CM-f-divinto 2 IL Cscr2 1 I v UP , S, E); -- -- 
/* Implement mid0 using max and min operators */ 
CM f min 3 IL (delta , sigma, scr2 , S, E); -- 
CM-f-max 2 IL (delta , scrl , S, E); -- 
CM-f-divide 2 IL (sigma , delta , S, E); 
CM-f-multipiy-2 IL (mat , delta , S, E); -- -- 
FIG. 2. c/Paris implementation of Range-RAS. 
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operators as follows: 
mid(a,b,c} =max(a,min(b,c)). 
(It is easy to verify that the expression on the right is identical to the 
expression on the left when a < c. In the row-scaling step a = gi /CjxFj and 
c = Ui /Cjx,kl.) The program then proceeds to compute the row scaling factor 
using (24) and then to update multiplicatively the entries of the matrix by 
(25). We point out that the spread operation communicates the sum of each 
row to all the VPs that belong to that row. Subsequent operations are 
executed locally, even if this implies that VPs in the same row are computing 
identical ratios and scaling factors. 
The column scaling operation is executed in a similar fashion starting 
with a grid-spread-scan along the vertical axis to compute the column sum of 
each column. 
It is also possible to develop a sparse implementation of the algorithm for 
problems where mn may exceed the number of VPs of the CM-2. For very 
big and sparse problems we want to operate only on the nonzero entries of 
the matrix. A sparse implementation of Range-RAS can be carried out using 
the data structure described in Zenios [26]. Such an implementation is not 
developed here, since it would add little to our discussion. 
5. COMPUTATIONAL RESULTS 
The objective of our computational experiments is twofold. First we study 
the effectiveness of the algorithm on interval-constrained problems and 
instances of models where RAS would fail. Second we demonstrate its 
efficiency when implemented in the parallel computing environment of the 
Connection Machine. 
All the experiments were carried out on a CM-2 at the North-East 
Parallel Architectures Center (NPAC) of Syracuse University, with a VAX 
8800 front end. The algorithm was implemented using c/Paris as explained 
in Section 4. Solution times reported in subsequent tables are in seconds. 
The program was run under release 5.OB of Paris and was compiled using the 
optimizing option and in-line expansion of Paris instructions (flags -0 and 
-C M 2 of the cs compiler). 
The CM-2 we used is configured with 32K processing elements. This 
implies that in solving the larger problems we had to utilize virtual proces- 
sors as outlined in Section 3. For the larger problems we need 512X512 
virtual processors. On a machine with 32K physical processors these prob- 
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FIG. 3. Degradation in performance of Range-RAS with increasing VP ratios. 
lems imply a VP ratio of 8. On a fully configured CM-2 with 64K processors 
the same problem could be solved with a VP ratio of 4. To measure the 
anticipated improvement in the performance of the algorithm when run on a 
bigger machine, we run the smaller of the test problems (STONE) with VP 
ratios ranging from 1 to 32. The results are summarized in Figure 3. We 
observe from the results of the diagram that an improvement in performance 
by a factor of approximately 1.9 can be expected when the bigger problems 
are run on a 64K machine. This factor should be used as a rough approxima- 
tion in evaluating the results of subsequent sections, where the test problems 
were solved on the 32K CM-2. 
5.1. Test Problems 
Test problems were derived from regional input-output tables. One 
source is the National table of the U.S. for 1977 [I]. This set of data consists 
of the MAKE and USE matrices, with a classification scheme of approximately 
500 sectors. We are also using a very small test problem (STONE) obtained 
from Byron [9]. 
To create balancing problems based on the available data we computed 
the row and column sums of each test problem, and then added noise to the 
entries of the matrix. Thus we obtained tables whose entries did not add up 
to the precomputed totals. The level of added noise was derived from a 
uniformly distributed random variable in a user-specified range (0, noise). 
Interval constraints were created in the following fashion: the upper bound 
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TABLE 1 
TEST-PRORLE~I CHARACTERISTICS 
No. of No. of nonzero 
Problem rows X columns entries 
STONE 5x5 12 
L!SE537 507 x 471 50,000 
MAKE537 490 x 505 9,340 
of each row or column was computed by increasing the precomputed row or 
column totals by a user-specified percentage. Lower bounds were computed 
by decreasing the total by a given percentage. Throughout our experiments 
we used identical percentages for creating both upper and lower bounds. In 
subsequent tables the notation & n is used to indicate the percentage change 
in creating both upper and lower bounds. The characteristics of the test 
problems are summarized in Table 1. 
5.2. Solving Range-Constrained Problems 
In the first set of experiments we investigated the performance of 
Range-RAS on problems where RAS would fail. Such problems were gener- 
ated from the data of Table 1 as follows: we added noise to both the row and 
TABLE 2 
THE PERFORMANCF: OF RAS AND RANGE-RAS ON PROHLEMS VIOIATINC: 
THE FE.AS,B,,.lTY CONDITION &zC, = x,Gj 
% Tolerance STONE VSE537 MAKE537 
on bounds Itns. % Error Itns. % Error Itns. % Error 
io 2 11.1 31 75.9 8 13.8 
+1 3 8.9 28 72.5 - - 
*5 3 0.5 31 59.2 7 12.4 
+_ 10 2 ~.OE-6 41 43.9 9 11.1 
+20 - - 83 17.3 - - 
&25 - - 300 5.5 - - 
+30 - - 100 0.1 11 6.9 
+40 - - 20 ~.OE-6 11 5.3 
+50 - - - - 13 3.9 
* 75 - - - - 23 1.1 
k80 - - - - 35 0.6 
+85 - - - - 70 0.2 
rt@ - - - - 75 LOE-6 
*go - - - - 17 ~.OE-6 
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column totals such that the sum of the row totals was not equal to the sum of 
the column totals, i.e., C,ui # Cjuj. RAS cannot solve these problems, and 
this is demonstrated in the first row of Table 2. The number of iterations 
reported in this table is the number it took for RAS to converge to the 
indicated level of accuracy. The smallest error that RAS could achieve ranges 
from 11.1% for the smaller STONE problem to 75.9% for ~~~537. Changing 
the upper and lower bounds of each row and column total by the percentage 
shown in the first column of the table, and then applying Range-RAS, 
enabled us to solve the problems to a very high level of accuracy. 
5.3. The Pe$omance of Range-RAS 
We summarize here computational experiments using Range-RAS and 
test problems of different levels of difficulty. More difficult problems are 
generated either by adding more noise to the matrix or by imposing very 
tight upper and lower bounds on the row and column totals. 
Figure 4 shows the performance of RRAS on problem MAKE~~~ when the 
upper and lower bounds varied from f 200% to + 0% from the precomputed 
totals. The graph shows the percentage error in a logarithmic scale as a 
function of the number of iterations of the algorithm. As expected, the 
algorithm converges faster as the bounds are relaxed. 
Figure 5 and 6 summarize the CM time and number of iterations for the 
solutions of problem MAKE~~~ down to a percentage error of 1.0X 10-4%. 
Noise was added to all entries of the matrix drawn from a uniform distribu- 
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FIG 5. CM time with increasing noise level. (Solution of problem MAKE%~ 
to an accuracy of 10-4% with varying bounds.) 
Three curves on each figure show the behavior of the algorithm as the 
bounds are tightened from f 1 X noise down to + 0. A fourth curve shows 
the behavior of RAS for the case when no percentage error is added to the 
bounds. 
In theory the behavior of Range-I&AS when applied to problems with 
equality constraints (i.e., bounds are set to + 0 x noise) should be identical to 
that of RAS. The figures indicate that while both algorithms achieve the 
Noise 
FIG. 6. Number of iterations with increasing noise level. (Solution of problem 
MAKE%~ to an accuracy of 10F4% with varying bounds.) 
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same level of accuracy, RAS does so in fewer iterations and less computing 
time. The difference in computing time is attributed to the additional 
operations that Range-RAS has to perform in computing scaling factors both 
for the upper and lower bounds. The difference in the number of iterations is 
attributed to the propagation of numerical errors when the algorithms are 
implemented using finite-precision arithmetic-32 bits on the CM-2. 
We observe again that when more noise is added to the entries of the 
matrix, relaxing the bounds has more effect on the performance of Range-RAS. 
For easier problems-i.e., when the entries of the matrix are closed to being 
balanced-loosening the constraints has no significant effect. In those cases 
RAS outperforms Range-RAS. 
5.4. Comparing Range-RAS with RAS 
Range-RAS can be applied to a wider class of problems than RAS. It is 
unavoidably a somewhat more complex algorithm, and hence it is anticipated 
to be computationally less efficient than RAS for problems where both are 
applicable. The question is therefore raised whether Range-RAS should also 
be applied to the solution of equality-constrained problems, or whether two 
software implementations should be maintained: one of Range-RAS for 
interval-constrained problems, and one of RAS for equality-constrained prob- 
lems. 
To establish the relative computational efficiency of the two algorithms, 
we solved all the test problems using the most efficient implementation of 
RAS as discussed in Zenios [26]-the dense implementation II of Section 
4.2.1-and using Range-RAS. In this experiment we created the test prob- 
lems with _tO percentage change in computing the upper and lower bounds 
of each row or column. Hence we have test problems for which both RAS 
and Range-RAS are applicable. The results are summarized in Table 3. We 
observe that RAS is more efficient than Range-RAS in time per iteration, and 
in the total number of iterations required to solve the problem to a given 
TABLE 3 












CM time Error Itns. CM time Error 
0.83 ~.OE-6 63 0.62 1.0~ - 6 
0.39 ~.OE-6 30 0.23 ~.OE-6 
0.52 l.OE - 6 
4.19 4.0E - 4 300 2.29 2.5~ - 4 
13.08 2.7~ - 5 1000 7.68 8.0~ - 6 
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level of accuracy. While Range-RAS is on the average twice as slow as RAS, 
it can still solve all the test problems within a few seconds of CM time. 
Hence we argue that Range-RAS could be applied to both equality- and 
interval-constrained problems without any difficulty of practical importance. 
6. CONCLUSIONS 
We have developed in this paper algorithms for solving interval-con- 
strained matrix construction problems. The algorithms generalize two known 
algorithms, including the commonly used RAS method, and they can solve a 
much broader class of problems. Of particular interest for the underlying 
applications is the ability to impose bounds on subsets of the entries of 
preselected rows or columns, in addition to the range constraints imposed on 
all row and column totals. 
One of the algorithms-Range-RAS-has been shown to be well suited 
for massively parallel computations. Results on the Connection Machine 
CM-Z are very encouraging, and we are able to solve very large problems 
within a few seconds of solution time. While it appears that Range-RAS is 
slower than RAS, both algorithms can solve the test problems within seconds 
and hence can be viewed as practical tools for balancing very large matrices. 
A parallel implementation of Range-DSS can also be developed based on the 
work of Schneider and Zenios [24], although we did not do so here. 
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