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Prefazione
I
l problema della selezione del portafoglio ricopre da anni le
pagine delle riviste scientiﬁche, sia per il suo interesse dal punto di vista
matematico che per la sua importanza dal punto di vista applicativo.
A partire dai classici lavori di Markowitz molti sono stati gli autori
che hanno aﬀrontato questo argomento; alcuni dal punto di vista model-
listico, altri da quello ﬁnanziario, altri ancora da quello algoritmico. Scopo
di questa tesi1 è proprio quello di approfondire ed analizzare varie classi di
problemi matematici aventi come obiettivo l'individuazione del portafoglio
ottimo, per i quali è stata proposta una forma risolutiva di tipo algoritmico
e computazionale.
In particolare, verranno dapprima presentati i risultati teorici fonda-
mentali, verranno mostrati alcuni modelli speciﬁci proposti in letteratura
e successivamente sarà descritta un'unica forma generale che permette di
vedere ciascun modello come un semplice caso particolare. Tale problema
generale, avente una funzione obiettivo di tipo quadratico-generalizzato, puo'
essere risolto con un unico eﬃciente algoritmo recentemente proposto in let-
teratura. Questo approccio risulta essere estremamente versatile, visto che
la procedura risolutiva risulta applicabile a numerose funzioni obiettivo at-
traverso le quali un generico investitore può esprimere il proprio sistema di
preferenze.
Per mettere a fuoco il problema, nel Capitolo 1 viene presentata una
breve descrizione della Teoria dell'Utilità. In particolare vengono illustrati i
presupposti fondanti della Teoria e le assunzioni che consentono di deﬁnire
le tre principali categorie di investitori (avversi, neutrali, amanti del ris-
1L'intera tesi di laurea è stata realizzata con il programma di compilazione tipograﬁca
LATEX.
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chio). Segue una serie di derivazioni analitiche, nonché un semplice esempio
numerico, ﬁnalizzati a migliorare la comprensione di quanto è stato esposto.
Il Capitolo 2 introduce le variabili chiave della moderna teoria del porta-
foglio: il rendimento e il rischio. La comprensione dei meccanismi che regolano
la loro interazione è fondamentale per giungere alla deﬁnizione del concetto di
Portafoglio. D'altra parte non è possibile trascurare il ruolo decisivo assunto
dal Coeﬃciente di Correlazione, al quale viene dedicato un esempio numerico
in coda al capitolo.
Una volta precisati gli strumenti chiave, nel Capitolo 3 viene introdot-
to il modello di Markowitz, a partire dalla deﬁnizione di frontiera eﬃciente.
Tuttavia, nella sua esposizione originaria, il modello classico ha come scopo
la minimizzazione di una misura associata al rischio (la varianza o la devia-
zione standard), ﬁssato un livello di rendimento desiderato dall'investitore.
Per superare questo limite, il modello viene riformulato in un'ottica multio-
biettivo, consentendo di massimizzare (o minimizzare) una forma funzionale
derivante dall'interazione congiunta di rischio e rendimento.
Nel corso degli anni lo studio della teoria del portafoglio ha condot-
to numerosi ricercatori all'individuazione di nuove procedure risolutive per
particolari funzioni obiettivo o al miglioramento degli algoritmi esistenti. Nel
Capitolo 4 vengono presentati alcuni casi particolari presenti nella recente
letteratura.
Nel Capitolo 5 si passa ad illustrare da un punto di vista formale l'al-
goritmo relativo ai problemi quadratici generalizzati, basato sul cosiddetto
metodo delle Soluzioni ottime di livello. In particolare, le prime sezioni sono
dedicate alla descrizione dei risultati teorici preliminari necessari a delineare
il percorso che, a partire da un'analisi di sensitività, conduce all'individua-
zione dei parametri di input della procedura. La parte rimanente del capito-
lo è invece dedicata interamente alla minuziosa descrizione delle procedure
iterative che consentono il raggiungimento della soluzione ottima.
Aﬃnché il presente lavoro non risulti esclusivamente descrittivo, è ne-
cessario fornire una serie di risultati derivanti dall'implementazione dell'al-
goritmo in riferimento a particolari insiemi di dati. Oggetto del Capitolo
6 è dunque la generazione di una serie storica di rendimenti relativi a 10
ipotetici titoli e la costruzione delle frontiere eﬃcienti seguendo i criteri im-
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posti dai modelli di Markowitz e di Black. Successivamente con l'ausilio del
software applicativo MatLab si procede all'applicazione della procedura ai
dati generati con lo scopo di costruire dei graﬁci descrittivi che individuino
i punti di ottimo in relazione a particolari funzioni obiettivo.
Per migliorare la comprensione dei numerosi concetti spesso solamente
accennati durante l'esposizione, si è ritenuto utile includere alcune appen-
dici di approfondimento. Nell'Appendice A si mostrano i principali risultati
connessi al Capital Asset Pricing Model e alla Capital Market Line. L'Ap-
pendice B è dedicata interamente al modello di Black, il quale diﬀerisce dalla
versione proposta da Markowitz in quanto introduce il concetto di vendita
allo scoperto, mentre nell'Appendice C viene presentata una rassegna delle
principali classi di problemi di Programmazione Nonlineare. Inﬁne, poiché
spesso nella pratica il modello di Markowitz risulta diﬃcile da applicare, si
è ritenuto interessante accennare nell'Appendice D, al più diﬀuso modello a
Indice Singolo (o Single-Index Model).
xi
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Capitolo1
La Teoria dell'Utilità
G
ran parte dei problemi connessi alla scelta tra alternative è carat-
terizzata da un percorso decisionale comune per il quale è possibile
individuare le tappe caratteristiche:
1. descrizione delle alternative possibili tra le quali eﬀettuare una scelta;
2. costruzione di un criterio di selezione;
3. applicazione del modello elaborato all'insieme di alternative;
4. scelta dell'alternativa corrispondente alla soluzione fornita dal modello.
1.1 La Teoria dell'Utilità
Spostando l'attenzione sul problema della Selezione del Portafoglio,
ci troviamo di fronte al caso di un individuo che decide di impiegare una
certa somma di denaro e vuole conoscere ex ante il portafoglio ottimale, ossia
l'insieme di attività ﬁnanziarie che gli consentono di massimizzare una cer-
ta variabile associata al proﬁtto. Tuttavia, un processo di selezione basato
solamente sul proﬁtto derivante dalla scelta tra diverse attività ﬁnanziarie
risulta incompleto poiché conduce alla banalizzazione di una funzione alquan-
to complessa - l'Utilità dell'individuo - la quale è già frutto di notevoli
sempliﬁcazioni.
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E' possibile deﬁnire l'utilità come l'importanza relativa di soddisfazione
che un individuo trae da qualcosa. Se una persona si trova di fronte ad una
decisione, sceglierà, secondo il principio della razionalità, l'alternativa (detta
anche paniere) caratterizzata da un maggior livello di utilità associata. In
simboli, se l'alternativa A è preferita a B, scriveremo A  B. In un mondo
caratterizzato dalla possibilità di eﬀettuare scelte in condizioni di certezza,
una volta assegnati, sulla base delle preferenze individuali, i valori numerici
(payoﬀ ) alle diverse alternative possibili, il processo decisionale si realiz-
za semplicemente mediante l'acquisizione del paniere associato al maggior
livello di utilità raggiungibile. L'applicazione della Teoria dell'Utilità al
problema della selezione del portafoglio nell'ambito di uno scenario carat-
terizzato dalla certezza delle scelte si riduce dunque all'acquisizione di un
insieme di attività ﬁnanziarie il cui rendimento è conosciuto. Tuttavia i pro-
cessi di ottimizzazione del portafoglio sono nella realtà caratterizzati da un
certo livello di incertezza che inﬂuenza le decisioni dell'investitore. In questo
caso la Teoria dell'Utilità aﬀerma che un individuo agisce con l'obiettivo di
massimizzare l'Utilità Attesa, ovvero un particolare valore numerico asseg-
nato alla distribuzione di probabilità associata al rendimento di un certo
investimento. Questo valore numerico è calcolato come la media ponderata
delle utilità corrispondenti ai possibili rendimenti imputabili ad una certa
attività ﬁnanziaria.
Il modello connesso all'utilità attesa è governato da una serie di pre-
supposti (Assiomi di von Neumann e Morgenstern) concernenti il compor-
tamento dell'investitore al momento della scelta all'interno di un insieme di
alternative:
1. Completezza: ogni individuo è sempre in grado di stabilire un ordine
di preferenza tra le diverse alternative possibili: date due alternative x
e y, egli è in grado di aﬀermare che preferisce x a y (scriveremo x  y)
o y a x (y  x) oppure considerare le alternative indifferenti (x ∼ y).
In certi casi il simbolo di preferenza tra x e y può essere sostituito
dall'espressione x  y (x è al minimo equivalente a y);
2. Transitività: se l'investitore preferisce il paniere x al paniere y e y a
z, sicuramente preferirà x a z. Questo signiﬁca che: se x  y e y  z
2
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allora x  z (ma anche che se x ∼ y e y ∼ z allora x ∼ z);
3. Indipendenza forte: consideriamo una lotteria (fair gamble), ossia
una distribuzione di probabilità relativa a una serie di rendimenti che
genera un risultato x con probabilità px e un risultato y con proba-
bilità (1− px) (tale evenienza può essere indicata nella forma analoga:
G[x, y; px]). Se per il soggetto considerato le alternative x e y sono
equivalenti (x ∼ y), allora per ogni px e per ogni terza alternativa z,
si avrà che G[x, z; px] ∼ G[y, z; px]. In altre parole il consumatore si
dimostrerà indiﬀerente nei confronti delle due lotterie, a prescindere
da ogni altra alternativa proposta;
4. Continuità: se il sistema di preferenze di un generico soggetto è tale
che x  y  z oppure x  y  z, allora esiste una probabilità unica
λ tale che: y ∼ G[x, z;λ]. Ipotizziamo che al consumatore vengano
oﬀerte due alternative: assicurarsi y con certezza oppure partecipare
ad una lotteria che consente di ottenere x con una probabilità λ e z
con una probabilità (1−λ). Date le preferenze dell'individuo, è sempre
possibile individuare una valore di λ che rende l'opportunità certa e
quella incerta equivalenti;
5. Classiﬁcazione: se x  y  z e x  w  z e se dall'assioma prece-
dente siamo in grado di costruire due lotterie tali che y ∼ G[x, z;λy]
e w ∼ G[x, z;λw], se λy  λw allora y  w; mentre se λy = λw allora
y ∼ w.
1.2 La Funzione di Utilità
Nel momento in cui una funzione di utilità viene utilizzata per descri-
vere le preferenze di un investitore in riferimento ad un orizzonte temporale
corrispondente ad un periodo, è necessario che tale curva possieda alcune
proprietà fondamentali:
1. Innanzi tutto ogni investitore che si comporti in modo razionale pre-
ferirà, alla ﬁne di ogni periodo un livello di ricchezza w∗ maggiore
di ogni altro w possibile. Questo signiﬁca che se w∗  w per ogni
3
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w, allora U(w∗)  U(w), ovvero l'utilità è una funzione monotona
crescente della ricchezza dell'individuo. Matematicamente tale risultato
si riscontra attraverso l'analisi della derivata prima della funzione di
utilità rispetto alla ricchezza, ∂U/∂w = U ′(w) la quale dovrà risultare
maggiore di zero. In altri termini è necessario che l'utilità marginale
sia positiva: U ′(w) > 0;
2. Successivamente occorre valutare l'atteggiamento dell'investitore nei
confronti del rischio. Sono possibili tre scenari: avversione, neutralità e
propensione al rischio. Tali comportamenti vengono misurati ponendo
i soggetti di fronte alla possibilità di partecipare ad una lotteria:
(a) Sia w0 la dotazione iniziale di un individuo avverso al rischio
al quale viene proposto di partecipare ad una lotteria G il cui
funzionamento prevede la vincita di un certo ammontare x o la
perdita dello stesso (−x) con la medesima probabilità. Calcolando
l'utilità attesa si ha:
U(w0) > E[U(w0)−G(x,−x; 1
2
)] (1.1)
da cui:
U(w0) >
1
2
[U(w0 + x)] +
1
2
[U(w0 − x)] (1.2)
quindi:
U(w0)− U(w0 − x) > U(w0 + x)− U(w0) (1.3)
Possiamo di conseguenza concludere che la perdita di utilità ri-
scontrata nel caso in cui si veriﬁchi l'evento negativo risulta es-
sere maggiore del guadagno ottenuto col veriﬁcarsi dell'evento fa-
vorevole. Se i due payoﬀ hanno uguale probabilità di veriﬁcarsi,
l'investitore avverso al rischio preferirà non partecipare alla lotte-
ria. Matematicamente la curva di utilità risulterà concava, ovvero
presenterà derivata seconda minore di zero: ∂2U/∂w2 = U ′′(w) <
0.
(b) Per un individuo neutrale al rischio, la partecipazione o l'asten-
sione dalla lotteria risultano alternative del tutto equivalenti. In
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termini di utilità attesa, per un individuo di questo tipo abbiamo:
U(w0) = E[U(w0)−G(x,−x; 1
2
)] (1.4)
da cui:
U(w0) =
1
2
[U(w0 + x)] +
1
2
[U(w0 − x)] (1.5)
quindi:
U(w0)− U(w0 − x) = U(w0 + x)− U(w0) (1.6)
Possiamo notare che l'entità della perdita di utilità connessa al
veriﬁcarsi dell'evento negativo (−x) è pari al guadagno legato al-
l'eventualità positiva x. In questa situazione ci troviamo di fronte
ad una curva di utilità piatta, la cui derivata seconda è nulla:
∂2U/∂w2 = U ′′(w) = 0.
(c) Rimane da aﬀrontare il caso di un investitore amante del ris-
chio1 il quale è attratto dall'aleatorietà della lotteria. Infatti:
U(w0) < E[U(w0)−G(x,−x; 1
2
)] (1.7)
segue:
U(w0) <
1
2
[U(w0 + x)] +
1
2
[U(w0 − x)] (1.8)
e inﬁne:
U(w0)− U(w0 − x) < U(w0 + x)− U(w0) (1.9)
Questa situazione sottolinea la propensione dell'individuo alla par-
tecipazione alla lotteria in quanto la perdita di utilità misurata
dal veriﬁcarsi dell'evento negativo (−x) è compensata dall'utilità
guadagnata in caso di vincita. La derivata seconda della curva di
utilità, in questo caso risulterà positiva: ∂2U/∂w2 = U ′′(w) > 0.
Le funzioni di utilità associate alle tre tipologie di individui sono illus-
1Lo studio del comportamento di un individuo amante del rischio consente di com-
pletare il ventaglio dei casi possibili. Tuttavia, da un punto di vista razionale, gli individui
cercheranno di attuare tutte le misure loro consentite per evitare il rischio.
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trate nella Figura 1.1.
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w 
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(a) Investitore avverso al rischio
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w0 - x w0 + x w0
U(w0 + x) 
U(w0 – x) 
w 
U(w) 
(b) Investitore neutrale rispetto al rischio
 
w0 - x w0 + x 
U(w0) 
w0
U(w0 + x) 
U(w0 – x) 
w 
U(w) 
(c) Investitore amante del rischio
Figura 1.1: Curve di utilità
3. La terza assunzione circa la funzione di utilità è legata al comportamen-
to congiunto delle preferenze del consumatore e del livello di ricchezza.
Ci chiediamo in altri termini come si modiﬁca la funzione di utilità al
variare della ricchezza posseduta dall'investitore avente generica fun-
zione di utilità U( . ). Supponiamo che la ricchezza iniziale posseduta w
sia impiegata in un portafoglio il cui valore ﬁnale è determinato dalla
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somma algebrica della dotazione iniziale e di un certo ammontare rap-
presentato da una variabile casuale Z che può assumere valori z e (−z)
con probabilità 1/2 ciascuno. Poiché Z corrisponde ad una lotteria, la
sua varianza sarà costante σ2z e il suo valore atteso nullo, E(Z) = 0.
L'individuo si trova nella possibilità di accettare un valore certo wc o
un ammontare incerto rappresentato dalla somma algebrica tra w e una
delle due possibili realizzazioni della variabile casuale Z (w+ z oppure
w − z). Assumiamo inoltre che l'investitore sia neutrale al rischio per
cui, ai suoi occhi le due alternative appaiono indiﬀerenti, ovvero:
E[U(w + Z)] = E[U(wc)]
Poiché wc rappresenta un valore che può essere ottenuto con certezza
si ha:
E[U(wc)] = U(wc)
e pertanto la precedente uguaglianza può essere riformulata nel seguen-
te modo:
E[U(w + Z)] = E[U(wc)] = U(wc) (1.10)
E' naturale pensare che un investitore che decide di non partecipare
alla lotteria è disposto a spendere un ammontare pi = (w − wc) neces-
sario ad evitare il rischio derivante dall'investimento: ne consegue che pi
rappresenta una misura di avversione assoluta al rischio. Espandendo
in serie di Taylor2 attorno a w l'espressione U(w + Z) abbiamo:
U(w+Z) = U(w) +U ′(w)[(w+Z)−w] + 1
2
U ′′(w)[(w+Z)−w]2 + . . .
Ignorando le derivate superiori al secondo ordine e prendendo il valore
2Una serie di Taylor è un metodo che consente di approssimare una funzione mediante
l'utilizzo delle sue derivate. Il teorema associato è il seguente:
Sia f : X −→ R una funzione di classe Ck+1 deﬁnita su un intervallo X di R. Per ogni
coppia di punti a e a+ h in X, esiste un punto c∗ compreso tra a e a+ h tale che:
f(a+ h) = f(a) + f ′(a)h+ 12f
′′(a)h2 + . . .
+
1
k!
f [k](a)hk +
1
(k + 1)!
f [k+1](c∗)hk+1.
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atteso dell'espressione precedente otteniamo:
E[U(w + Z) ∼= E[U(w)] + U ′(w)E(Z) + 1
2
U ′′(w)E(Z)2
Ricordando che:
E(Z)2 = E(Z − 0)2 = E[Z − E(Z)]2 = σ2z ,
E(Z) = 0,
E[U(w)] = U(w) in quanto w è una costante
si ha:
E[U(w + Z)] ' U(w) + 1
2
U ′′(w)σ2z (1.11)
Considerato che pi = (w − wc), da cui wc = (w − pi), espandendo
U(w − pi) in serie di Taylor attorno a w ricaviamo:
U(wc) = U(w − pi) ∼= U(w) + U ′(w)[(w − pi)− w] + . . .
Da cui, ignorando i termini successivi alla derivata prima:
U(wc) ∼= U(w) + U ′(w)(−pi) (1.12)
Sostituendo i risultati delle espressioni (1.10) e (1.11) nella (1.12) di-
scende che:
U(w) +
1
2
U ′′(w)σ2z = U(w) + U
′(w)(−pi)
da cui:
pi = −1
2
σ2z
U ′′(w)
U ′(w)
eliminando la costante moltiplicativa 1
2
σ2z otteniamo:
A(w) = −U
′′(w)
U ′(w)
ove A(w) rappresenta un indicatore di avversione assoluta al rischio.
E' interessante notare che A(w) gode di numerose proprietà matemati-
che. Innanzi tutto se U ′(w) > 0, il segno di A(w) dipende strettamente
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dal segno della derivata seconda U ′′(w), inoltre se A(w) mantiene lo
stesso segno per ogni possibile valore di w, l'investitore potrà essere
deﬁnito globalmente avverso, neutrale o amante del rischio.
Si può facilmente dedurre che la derivata prima di A(w) può essere
utilizzata per misurare la variazione dell'avversione al rischio rispetto
alle variazioni della ricchezza:
• A′(w) > 0: avversione assoluta crescente (un aumento della ric-
chezza disponibile genera un trasferimento degli investimenti da
attività rischiose ad attività caratterizzate da un minor rischio);
• A′(w) = 0: avversione assoluta costante (un aumento della ric-
chezza disponibile non modiﬁca il portafoglio dell'investitore);
• A′(w) < 0: avversione assoluta decrescente (un aumento della
ricchezza disponibile genera una riconﬁgurazione del portafoglio
a favore delle attività maggiormente rischiose).
4. Un'ulteriore considerazione necessaria circa il comportamento della
funzione di utilità interessa la deﬁnizione di una misura di avversione
relativa al rischio. In altre parole cerchiamo di deﬁnire un indicatore
che evidenzi la variazione percentuale di ricchezza investita in attività
rischiose al variare della ricchezza posseduta.
Consideriamo nuovamente un individuo che dispone di una ricchezza
iniziale w. SiaX una variabile casuale che rappresenta la percentuale di
rendimento del capitale investito, caratterizzata da valore atteso pari a
uno, E(X) = 1 e varianza costante σ2X . L'ammontare che un investitore
sarà disposto a pagare per evitare il rischio sarà pari a:
γ =
w − wc
w
da cui wc = w(1 − γ), dove wc rappresenta un ammontare certo ot-
tenibile attraverso questo tipo di meccanismo assicurativo. L'individ-
uo può dunque scegliere di incassare una quantità wc, previo paga-
mento del premio γ oppure investire la dotazione iniziale ottenendo
un rendimento wX . Assumendo nuovamente l'ipotesi di neutralità nei
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confronti del rischio, occorre determinare un'espressione analitica per
il parametro γ che soddisﬁ la seguente uguaglianza:
E[U(wX)] = E[U(wc)]
ovvero:
E[U(wX)] = U(wc) = U [w(1− γ)] (1.13)
Utilizzando nuovamente lo sviluppo in serie di Taylor arrestato alle
derivate seconde per entrambi i membri dell'equazione otteniamo:
U(wX) = U(w) + U
′(w)E(wX − w) + 1
2
U ′′(w)E[wX − w]2
da cui:
E[U(wX)] = U(w) +
1
2
U ′′(w)w2σ2X (1.14)
e:
U(wc) = U [w(1− γ)] =
= U(w) + U ′(w)[w(1− γ)− w] =
= U(w) + U ′(w)(−γw)
(1.15)
Eguagliando la (1.14) e la (1.15) :
U(w) +
1
2
U ′′(w)w2σ2X = U(w) + U
′(w)(−γw) (1.16)
Un'espressione per γ è la seguente:
γ = −σ
2
X
2
w
U ′′(w)
U ′(w)
eliminando la costante moltiplicativa abbiamo ricavato un indicatore
di avversione relativa al rischio, R(w):
R(w) = −wU
′′(w)
U ′(w)
E' intuitivo individuare lo stretto legame che intercorre tra avversione
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relativa al rischio e avversione assoluta. Abbiamo infatti:
A(w) = −U
′′(w)
U ′(w)
da cui:
R(w) = wA(w)
Tuttavia mentre l'indice R(w) fornisce un'indicazione circa la compo-
sizione percentuale del portafoglio dell'investitore, per semplicità sud-
diviso in attività rischiose e non, il calcolo di A(w) consente di conoscere
l'esatto ammontare di risorse impiegate nelle due tipologie di investi-
menti. Inoltre, la determinazione della derivata prima di R(w) consente
di precisare la tipologia dell'investitore del quale stiamo esaminando la
funzione di utilità:
• R′(w) > 0: avversione relativa crescente (la percentuale di ric-
chezza investita in attività rischiose diminuisce al crescere delle
risorse disponibili);
• R′(w) = 0: avversione relativa costante (a fronte di un aumento
di ricchezza, la percentuale di risorse investite in attività rischiose
rimane invariata);
• R′(w) < 0: avversione relativa decrescente (nel momento in cui
l'individuo dispone di nuova liquidità decide di destinarla ad at-
tività rischiose aumentandone il peso relativo all'interno del por-
tafoglio).
5. Nonostante i tre scenari possibili sopra descritti, l'evidenza empirica
ha mostrato come, al crescere della ricchezza disponibile, gli individui
decidano di investire percentuali sempre maggiori delle loro risorse in
attività rischiose, pertanto l'ultima assunzione riguardante la teoria
dell'utilità aﬀerma che gli investitori hanno un avversione al rischio
relativa di tipo decrescente: R′(w) < 0.
11
1.3 Alcune classiche funzioni di utilità Capitolo 1
1.3 Alcune classiche funzioni di utilità
Dopo aver descritto le proprietà degli indici di avversione relativa e
assoluta nei confronti del rischio, si procede ora alla loro costruzione sulla
base di alcune tipiche funzioni di utilità.
1.3.1 Funzione quadratica
E' una funzione del tipo:
U(w) = bw − cw2
Dal calcolo delle derivate otteniamo:
U ′(w) = b− 2cw
U ′′(w) = −2c
Poiché la funzione quadratica è utilizzata per descrivere il sistema di prefe-
renze di un investitore avverso al rischio è necessario che:
1. sia soddisfatta l'ipotesi di non sazietà, rappresentata dalla positività
della derivata prima, U ′(w) > 0,
b− 2cw > 0 implica che w < b/2c, ma poiché c > 0 anche b deve essere positivo
2. l'ipotesi di avversione al rischio venga suﬀragata dal comportamento
della derivata seconda, la quale, secondo quanto aﬀermato precedente-
mente, deve risultare negativa: U ′′(w) < 0,
−2c < 0 implica che c > 0
Possiamo pertanto procedere al calcolo delle misure di avversione al rischio
ricordando che:
A(w) = −U
′′(w)
U ′(w)
R(w) = −wU
′′(w)
U ′(w)
= wA(w)
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da cui ricaviamo:
A(w) =
2c
b− 2cw
A′(w) =
4c2
(b− 2cw)2 > 0 per ogni valore di b, c, w
R(w) =
2cw
b− 2cw
R′(w) =
2bc
(b− 2cw)2 > 0 per ogni valore di b, c, w
L'ipotesi di avversione al rischio è dunque soddisfatta dalla positività
delle derivate prime degli indici di avversione assoluta e relativa.
1.3.2 Funzione logaritmica
E' una funzione del tipo:
U(w) = log(w)
Le cui derivate sono:
U ′(w) =
1
w
U ′′(w) = − 1
w2
Dal punto di vista economico risultano privi di signiﬁcato economico i casi
in cui w < 0 pertanto, restringendo l'analisi solo sui valori positivi della
ricchezza, si ha:
1. U ′(w) > 0 per ogni w;
2. U ′′(w) < 0 per ogni w.
Come nel caso precedente, anche una funzione di utilità logaritmica appare
idonea a descrivere il sistema di preferenze di un investitore avverso al rischio.
Misuriamo adesso gli indici di avversione relativa e assoluta:
A(w) =
w−2
w−1
= w−1 =
1
w
per ogni w economicamente significativo
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A′(w) = − 1
w2
< 0
R(w) =
−w(−w2)
w−1
= 1
R′(w) = 0
A diﬀerenza della funzione quadratica, l'analisi delle derivate mostra che
all'aumentare della ricchezza, l'investitore deciderà di destinare una quota
monetaria maggiore alle attività rischiose (avversione assoluta decrescente)
al ﬁne di mantenere costante la percentuale di asset rischiosi presenti nel
portafoglio (avversione relativa costante).
1.3.3 Funzione esponenziale
Rientrano in questa classe le funzioni del tipo:
U(w) = −e−cw
Le cui derivate sono:
U ′(w) = ce−cw
da cui U ′(w) > 0 per c > 0;
U ′′(w) = −c2e−cw
poichè la condizione precedente impone la positività di c, ne consegue che
U ′′(w) è sempre negativa.
Circa il grado di avversione al rischio abbiamo:
A(w) =
c2e−cw
ce−cw
= c
A′(w) = 0
R(w) = cw
R′(w) = c con c > 0 per ipotesi
Sostanzialmente, anche una funzione di tipo esponenziale risulta adeguata
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a descrivere il comportamento di un soggetto avverso al rischio, con l'uni-
ca particolarità che tale individuo possiede un'avversione assoluta costante,
dovuta alla necessaria restrizione sul parametro c.
1.3.4 Funzione potenza
Prendiamo in considerazione le funzioni del tipo:
U(w) = wc oppure U(w) = w−c
Calcoliamo le derivate nel primo caso:
U ′(w) = cwc−1 =
cwc
w
U ′′(w) =
c− 1
w2
cwc
per soddisfare le ipotesi di non sazietà e di avversione al rischio è necessario
che: 0 < c < 1.
Gli indicatori A(w) e R(w) corrispondono a:
A(w) =
1− c
w
A′(w) =
c− 1
w2
< 0
R(w) = 1− c
R′(w) = 0
Nel secondo caso abbiamo invece:
U ′(w) =
cw−c
w
U ′′(w) = −1 + c
w2
cw−c
con la restrizione c > 0. Gli indicatori sono:
A(w) =
1 + c
w
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A′(w) = −1 + c
w2
< 0
R(w) = 1 + c
R′(w) = 0
In entrambi i casi la funzione potenza può essere utile a descrivere una
situazione di avversione assoluta decrescente e di avversione relativa costante.
1.3.5 Considerazioni riassuntive
Dall'analisi delle funzioni di utilità è possibile notare come le funzioni
quadratica ed esponenziale, a diﬀerenza delle altre, evidenzino un'avversione
relativa di tipo crescente, in contrasto con la quinta proprietà delle funzioni di
utilità. Le funzioni logaritmica e potenza conseguentemente si prestano mag-
giormente ad essere utilizzate per descrivere le caratteristiche della maggior
parte degli investitori. Innanzi tutto la funzione potenza presenta un'utili-
tà marginale [U ′(w)] sempre positiva, qualsiasi sia il valore di w, mentre la
funzione quadratica necessita di una restrizione maggiormente vincolante sul
valore di w [w < b/2c] e dunque, ogni volta che i valori di w risultano superiori
a tale limite questo risultato genera una funzione di utilità marginale negati-
va, la quale rappresenta una situazione diﬃcilmente riscontrabile nella realtà.
Inoltre utilizzando una funzione potenza o una logaritmica siamo in grado di
separare la ricchezza dal rendimento: ciò signiﬁca che l'allocazione ottimale
del portafoglio è indipendente dal livello di iniziale di risorse possedute.
Supponiamo, ad esempio, che le preferenze di un investitore, avente
ricchezza iniziale w0, siano rappresentate da una funzione potenza del tipo:
U(wt) = w
c
t
ove wt rappresenta il livello di ricchezza alla ﬁne di un periodo.
Possiamo scomporre wt come somma tra la ricchezza iniziale w0 e il
rendimento ottenuto applicando un particolare tasso r, ovvero:
wt = w0 + rw0 = w0(1 + r)
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l'utilità diviene:
U(wt) = [w0(1 + r)]
c = [(w0)
c(1 + rc)]
poiché (w0)
c rappresenta una costante moltiplicativa, possiamo ignorarla
ottenendo:
U(wt) = (1 + r)
c
evidenziando come la ricchezza ﬁnale dipenda strettamente dal rendimento,
senza tener conto della dotazione di partenza. Nel caso di una funzione loga-
ritmica possiamo pervenire ad un risultato del tutto analogo. Considerando
infatti una funzione del tipo:
U(wt) = log(wt)
da cui:
log[w0(1 + r)] = log(w0) + log(1 + r)
siamo anche in questo caso in grado di evidenziare due componenti separabili.
Diverso è il caso di una funzione quadratica:
U(wt) = bwt − cw2t
= b[w0(1 + r)]− c[w0(1 + r)]2
= bw0 + bw0r − c(w0 + w0r)2
= bw0 + bw0r − cw20 − 2cw0r − cw20r2
= w0(b− cw0) + rw0(b− 2c− cw0r)
Si noti come non è possibile, pur eliminando la parte costante [w0(b− cw0)]
riuscire a pervenire ad una funzione avente componenti separabili, essendo
la ricchezza iniziale w0 strettamente connessa al tasso di remunerazione r.
1.4 Le Curve di Indiﬀerenza
Quanto detto ﬁno ad ora risulta essere strumentale alla costruzione delle
cosiddette Curve di indiﬀerenza dell'investitore.
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Figura 1.2: Curve di indiﬀerenza
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Una curva di indiﬀerenza rappresenta il luogo geometrico dei punti
che forniscono all'individuo lo stesso livello di utilità attesa. In termini di
portafoglio, una curva di indiﬀerenza è costituita da una serie di combinazioni
rischio-rendimento alle quali l'investitore attribuisce la stessa importanza in
termini di utilità. Matematicamente, una volta conosciuta la forma analitica
della funzione di utilità individuale è possibile rappresentare nel piano carte-
siano di coordinate [σ,E(r)] la mappa di indiﬀerenza. Il livello di inclinazione
è strettamente connesso alla tipologia di investitore, in particolare le curve di
indiﬀerenza di un individuo avverso al rischio presenteranno una pendenza
positiva, mentre quelle di un individuo amante del rischio saranno inclinate
negativamente, come mostrato nella Figura 1.2.
Al ﬁne di poter individuare univocamente l'ordine di preferenza viene
associato un più elevato livello di soddisfazione alle curve aventi un indice
maggiore: simbolicamente avremo U4  U3  U2  U1 (ricordiamo che il sim-
bolo  indica è preferita a). Date una serie di combinazioni rendimento-
rischio, corrispondenti ad un insieme di portafogli alternativi, siamo pertanto
in grado di rappresentarle nel piano ed individuare il cosiddetto portafoglio
ottimo, corrispondente alla coppia [σ,E(r)] la quale, per quanto aﬀermato
sopra, sarà collocata lungo la curva avente l'indice maggiore.
1.4.1 Curve di utilità quadratiche: un esempio analitico
Consideriamo la funzione:
U(r) = br − cr2 (1.17)
Il cui valore atteso equivale a:
E[U(r)] = bE(r)− cE(r2) (1.18)
Ricordando che la formula della varianza di una variabile casuale è pari a:
σ2r = E[r − E]2 =
= E[r2 − 2rE(r) + E2(r)] =
= E(r2)− E2(r)
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otteniamo che:
E(r2) = σ2r + E2(r)
sostituendo tale risultato nella (1.18) si ha:
E[U(r)] = bE(r)− c[σ2r + E2(r)] (1.19)
Ovvero, l'utilità attesa è funzione del rendimento atteso e della varianza (e
dunque della sua radice quadrata, corrispondente alla deviazione standard).
Come visto in precedenza, aﬃnché una funzione di utilità quadratica
sia idonea a descrivere il sistema di preferenze di un investitore avverso al
rischio è necessario applicare alcune restrizioni sui parametri [b > 0, c > 0 e
r < b/2c]. Dallo studio delle derivate prime rispetto a rendimento e rischio
si dimostra infatti che un investitore avverso al rischio, avente una funzione
di utilità quadratica, è attratto da livelli elevati di rendimento e da rischi
contenuti:
∂E[U(r)]/∂E(r) = b− 2cE > 0
∂E[U(r)]/∂σ2 = −c < 0
risolvendo la (1.19) rispetto a σ2 otteniamo:
σ2 = −E[U(r)]
c
+
bE(r)
c
− E2(r) (1.20)
La (1.20) rappresenta l'equazione di una funzione quadratica nel piano
[E(r), σ]. Variando il livello di utilità attesa E[U(r)] siamo in grado di costru-
ire la mappa di indiﬀerenza. Ad esempio, la mappa di indiﬀerenza di un in-
vestitore avverso al rischio (dunque con funzione di utilità marginale decres-
cente) sarà caratterizzata da funzioni quadratiche di tipo convesso. Poiché
per descrivere una mappa di indiﬀerenza è necessario che E(U) sia costante,
possiamo concludere che l'equazione (1.20) descrive una circonferenza avente
centro di coordinate σp = 0 e E(r) = r¯p = b/2c, come mostrato nella Figura
1.3.
Naturalmente il semicerchio collocato al di sotto dell'asse r¯p rappresenta
un caso inapplicabile nella realtà in quanto corrisponde a livelli di rischio
negativi (σp < 0); così come è da scartare anche il segmento tratteggiato,
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Figura 1.3: Funzione di utilità quadratica
corrispondente a valori di r¯p che violano il limite superiore imposto alla
funzione di utilità dell'investitore.
1.4.2 Curve di utilità quadratiche: un esempio numerico
L'utilità attesa
Nella Tabella 1.1 sono presentate distribuzioni di probabilità dei rendi-
menti e valori caratteristici di tre ipotetici portafogli: A, B e C.
Tabella 1.1: Distribuzioni di probabilità dei rendimenti per tre portafogli
Portafoglio Rendimenti -3% 0% 3% 6% 9% r¯p σp
A 0,5 0,5 r¯A = 3% σA = 6, 0%
B Probabilita` 0,5 0,5 r¯B = 3% σB = 3, 0%
C 1 r¯C = 3% σC = 0%
I valori di rendimento atteso e deviazione standard per i tre portafogli sono
calcolati come segue:
r¯A = 12 (−0, 03) + 12 (0, 09) = 3 σA =
[
1
2 (−0, 03− 0, 03)2 + 12 (0, 09− 0, 03)2
]1/2 = 6
r¯B = 12 (0) +
1
2 (0, 06) = 3 σB =
[
1
2 (0− 0, 03)2 + 12 (0, 06− 0, 03)2
]1/2 = 3
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r¯C = (1, 0)(0, 03) = 3 σC =
[
(1, 0)(0, 03− 0, 03)2]1/2 = 0
La Figura 1.4 rappresenta tre funzioni di utilità di tipo quadratico che
descrivono le preferenze rispettivamente di un investitore avverso, neutrale e
amante del rischio. Poiché i portafogli A, B e C oﬀrono lo stesso rendimento
atteso è chiaro che i tre investitori fonderanno la loro scelta tenendo conto
solamente del livello di rischio.
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(c) Investitore amante del rischio
Figura 1.4: Curve di utilità quadratiche
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Applicando la funzione speciﬁcata nella Figura 1.4a, l'utilità attesa
dell'investitore avverso al rischio derivante dai portafogli A, B e C è:
E(UA) = 12 [U(−0, 03)] + 12 [U(0, 09)]
= 1
2
(−3, 045) + 1
2
(8, 595)
= 2, 785
E(UB) = 12 [U(0)] +
1
2
[U(0, 06)]
= 0 + 1
2
(5, 82)
= 2, 91
E(UC) = 1[U(0, 03)]
= 1(2, 955)
= 2, 955
Attraverso questi semplici calcoli possiamo concludere che l'investitore avver-
so al rischio trae il maggior livello di soddisfazione dal portafoglio C, il quale è
caratterizzato dal minor livello di variabilità. L'utilità attesa dell'investitore
neutrale al rischio connessa ai tre portafogli è la seguente:
E(UA) = 12 [U(−0, 03)] + 12 [U(0, 09)]
= 1
2
(−3) + 1
2
(9)
= 3
E(UB) = 12 [U(0)] +
1
2
[U(0, 06)]
= 0 + 1
2
(6)
= 3
E(UC) = 1[U(0, 03)]
= 1(3)
= 3
Ne consegue che l'utilità attesa associata ai portafogli A, B e C è la mede-
sima e pertanto un investitore neutrale al rischio si mostrerà perfettamente
indiﬀerente nei confronti delle tre alternative. Per un investitore amante del
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rischio l'utilità attesa nei tre casi è la seguente:
E(UA) = 12 [U(−0, 03)] + 12 [U(0, 09)]
= 1
2
(−2, 055) + 1
2
(9, 405)
= 3, 255
E(UB) = 12 [U(0)] +
1
2
[U(0, 06)]
= 0 + 1
2
(6, 18)
= 3, 09
E(UC) = 1[U(0, 03)]
= 1(3, 045)
= 3, 045
L'investitore amante del rischio trae il maggior beneﬁcio dal portafoglio A,
il quale possiede la più elevata variabilità. Presentiamo i principali risultati
riguardanti le utilità attese per i tre investitori nella Tabella 1.2.
Tabella 1.2: Preferenze degli investitori rispetto a tre diversi portafogli
Investitore Portafoglio A Portafoglio B Portafoglio B
Avverso al rischio E(UA) = 2, 785 E(UB) = 2, 91 E(UC) = 2, 955
Neutrale al rischio E(UA) = 3 E(UB) = 3 E(UC) = 3
Amante del rischio E(UA) = 3, 225 E(UA) = 3, 09 E(UA) = 3, 045
Come illustrato nella Tabella, l'esempio mostra che per l'investitore
avverso al rischio vale ∂E(U)/∂σp < 0, per l'investitore neutrale al rischio
abbiamo ∂E(U)/∂σp = 0 e per l'investitore amante del rischio ∂E(U)/∂σp >
0.
Consideriamo ora un quarto portafoglio D il quale consente di ottenere
un rendimento certo del 4% (conseguentemente vale σD = 0%). Sulla base
delle loro funzioni di utilità, le tre tipologie di investitori assegnano un livello
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di utilità attesa a D come segue:
E(UD) = 1[U(0, 04)]
= 1(3, 92)
= 3, 92 per l′investitore avverso al rischio
E(UD) = 1[U(0, 04)]
= 1(4)
= 4 per l′investitore neutrale al rischio
E(UD) = 1[U(0, 04)]
= 1(4, 08)
= 4, 08 per l′investitore amante del rischio
Notiamo che il portafoglio D ha sempre un livello di utilità attesa maggiore
rispetto a C in quanto, per tutti e tre gli investitori vale ∂E(U)/∂σp > 0.
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Capitolo2
Il Portafoglio
A
bbiamo visto che è suﬃciente conoscere una misura di tendenza cen-
trale, rappresentata dal rendimento, e una misura di dispersione, cor-
rispondente al rischio, per eﬀettuare una scelta tra gruppi alternativi di
attività ﬁnanziarie. Tuttavia rischio e rendimento da soli non bastano a
determinare l'andamento globale del portafoglio, che vedremo essere forte-
mente inﬂuenzato dalla modalità di interazione tra i vari titoli, misurata dal
coeﬃciente di correlazione.
2.1 Rischio e rendimento
2.1.1 Il rendimento
Un investitore caratterizzato da un processo decisionale fondato sul prin-
cipio della razionalità cercherà di individuare un portafoglio che gli consenta
di massimizzare un indice in grado di misurare gli eﬀetti delle variabili colle-
gate al rendimento e al rischio. Il rendimento può essere considerato come il
risultato di due componenti: il ﬂusso di cassa generato dalla remunerazione
in termini di interesse (e/o dividendi) e la variazione del valore dell'attività
(capital gain). Per un generico titolo, il rendimento al tempo t, sarà dato da:
rt =
(Pt − Pt−1) + dt
Pt−1
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dove:
Pt rappresenta il prezzo del titolo al tempo t,
Pt−1 è il prezzo del titolo al tempo t− 1,
dt è il dividendo di competenza del periodo t.
Il calcolo del rendimento risulterebbe molto semplice in questo caso, in quan-
to la sua valutazione sarebbe solamente basata sull'analisi dei dati storici.
D'altra parte, nella pratica, l'investitore è chiamato a eﬀettuare la sua de-
cisione prima di conoscere l'eﬀettivo andamento delle attività ﬁnanziarie
scelte. Il rendimento diviene dunque una variabile casuale (R) della quale è
possibile conoscere la distribuzione di probabilità. Si parla quindi di rendi-
mento atteso:
E(r) = r¯ =
n∑
j=1
rjpj
dove pj è la probabilità associata al rendimento j-esimo.
2.1.2 Il rischio
In un contesto caratterizzato dalla possibilità di eﬀettuare scelte in con-
dizioni di assoluta certezza sarebbe suﬃciente per l'investitore destinare la
sua ricchezza alle attività ﬁnanziarie aventi il maggior rendimento. Tuttavia
è invece necessario tener conto dell'incapacità di prevedere l'andamento di
tali attività attraverso la valutazione delle oscillazioni dei rendimenti rispet-
to a valori considerati ideali. In altre parole è indispensabile individuare un
criterio di sintesi che consenta di misurare il livello di dispersione del proﬁtto
intorno ad un suo valore signiﬁcativo opportunamente scelto. Abbiamo visto
che è possibile studiare il rendimento nel tempo di un portafoglio, calcolarne
il valore atteso e successivamente la dispersione attorno ad esso tramite un
indicatore che prende il nome di deviazione standard (o scarto quadratico
medio, SQM , indicato con il simbolo σ ).
Lo SQM si dimostra particolarmente eﬃciente in quanto:
• consente di eﬀettuare confronti tra variabili simili e dunque tra porta-
fogli alternativi;
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• è strettamente collegato al rendimento;
• è uno strumento matematico di facile applicazione e interpretazione.
Analiticamente:
σ(r) =
√√√√ n∑
j=1
pj(rj − r¯)2
dove:
(rj − r¯)2 rappresenta lo scarto del rendimento j-esimo rispetto al suo
valore medio, il tutto elevato al quadrato al ﬁne di evitare compensazioni di
segno;
pj è la probabilità del rendimento j-esimo.
Ricordiamo che, assumendo lo SQM come misura del rischio, la funzione di
utilità che meglio si addice all'investitore è una funzione quadratica.
Naturalmente lo scarto quadratico medio non esaurisce il campo dei
possibili indicatori applicabili. Ricordiamo a tale proposito:
La Varianza
La Varianza altro non è che lo scarto quadratico medio elevato al quadra-
to:
V ar(r) = σ2(r) = [σ(r)]2
Dal punto di vista matematico SQM e varianza rappresentano misure del
tutto alternative.
Il Coeﬃciente di Variazione
Misura la variabilità relativa ed è determinato dal rapporto tra devia-
zione standard e rendimento atteso:
cv =
σ
E(r)
Il Momento Terzo
La media e la varianza costituiscono rispettivamente il momento primo e
secondo di una certa distribuzione. In un processo di selezione del portafoglio,
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l'uso del momento terzo (M3) come misura del rischio è consigliabile quando è
ragionevole attendersi una frequenza di rendimenti inferiori alla media molto
più alta rispetto a quella dei valori superiori.
Analiticamente abbiamo:
M3 =
n∑
j=1
pj[rj − r¯]3
Il momento terzo fornisce una misura di asimmetria rispetto al valore medio
della distribuzione, pertanto se:
- M3 < 0 la distribuzione è asimmetrica a sinistra (graﬁcamente noteremo
una coda più grande a sinistra);
- M3 = 0 la distribuzione è perfettamente simmetrica;
- M3 > 0 la distribuzione è asimmetrica a destra (graﬁcamente ha una coda
più grande a destra)
Nel momento in cui l'investitore decide di utilizzare il momento terzo, la fun-
zione di rischio da minimizzare rappresenta la possibilità di conseguire una
perdita nel caso in cuiM3 < 0. SeM3 ≥ 0, lo scarto quadratico medio risulta
più conveniente in quanto l'uso del momento terzo implica una funzione di
utilità di grado maggiore è quindi matematicamente più diﬃcile da trattare.
Il Momento Quarto
In formula:
M4 =
n∑
j=1
pj[rj − r¯]4
Il momento quarto (detto anche Curtosi) fornisce una misura della campa-
nulità della distribuzione, ovvero della concentrazione dei dati attorno alla
media. Nel costruire una funzione di utilità in cui l'indice di rischio è dato dal
momento quarto, l'investitore vuole tutelarsi dall'eventualità che i rendimenti
siano eccessivamente distanti dalla media.
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La Semivarianza
Invece del momento terzo, un'altra misura che consente di individuare
pericolose accentuazioni della distribuzione dovute alla presenza di numerosi
valori inferiori alla media è la semivarianza. Questa è calcolata considerando
solo i rendimenti inferiori al valore medio, ovvero:
sv =
m∑
i=1
pi[r
∗
i − r¯]2
dove:
m ≤ n è il numero di rendimenti inferiori alla media;
n è il numero totale dei rendimenti;
r∗ sono tutti i rendimenti inferiori al loro valore medio.
Sebbene si dimostri un indice interessante, esso non fornisce alcuna in-
dicazione aggiuntiva rispetto a quelle ottenibili attraverso l'uso dello scarto
quadratico medio (o della varianza).
2.2 Il Portafoglio
Abbiamo più volte ribadito che il rendimento da solo non è suﬃciente a
condurre l'investitore verso l'allocazione ottimale delle proprie risorse. Questi
infatti, muovendosi all'interno di una sfera di incertezza, deve realizzare la
propria strategia tenendo ben presente l'inﬂuenza delle variabili connesse al
rischio. Un metodo per contenere la variabilità connessa al rischio è quello di
costruire un portafoglio di attività ﬁnanziarie, ovvero una collezione di titoli.
L'analisi di portafoglio si preoccupa di individuare una serie di pro-
porzioni considerate ottimali, secondo le quali suddividere la ricchezza posse-
duta. Queste proporzioni di investimento (dette anche pesi, coeﬃcienti di
ponderazione o livelli di partecipazione) saranno indicate con xi. Assumendo
che tutta la ricchezza disponibile venga destinata ad un certo portafoglio è
necessario che:
n∑
i=1
xi = 1 (2.1)
dove n rappresenta il numero di titoli che compongono il portafoglio.
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In altre parole, la somma delle diverse proporzioni di investimenti che
compongono il portafoglio deve essere pari a 1. Questo vincolo non può es-
sere violato, altrimenti l'intera analisi perde la propria razionalità economica.
Sia rp il rendimento associato ad un particolare portafoglio, il suo valore
atteso r¯p risulta:
r¯p =
n∑
i=1
xir¯i (2.2)
dove r¯i indica il rendimento atteso dell'i-esima attività ﬁnanziaria.
Per determinare la desiderabilità di un portafoglio occorre inoltre cal-
colare il suo rischio. Esso, come verrà mostrato, non risulta semplicemente
dalla media ponderata dei livelli di variabilità dei diversi titoli.
La formula della varianza per il titolo i-esimo avente rendimento ri,
risulta:
σ2p = E[(ri − r¯i)2] (2.3)
Per un generico portafoglio otteniamo
σ2p = E[(rp − r¯p)2] (2.4)
Riferendoci, per semplicità di elaborazione, ad un portafoglio costituito da
due sole attività ﬁnanziarie x1 e x2, possiamo sostituire nella (2.4) l'espres-
sione analitica di rp, ovvero:
rp = (x1r1 + x2r2)
da cui:
σ2p = E{[(x1r1 + x2r2)− E(x1r1 + x2r2)]2} (2.5)
Considerato che xi può essere trattata come una costante (da cui E(xi) = xi),
rimuovendo le parentesi perveniamo alla forma:
σ2p = E{[x1r1 + x2r2 − x1r¯1 + x2r¯2]2}
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mettendo in evidenza x1 e x2:
σ2p = E{[x1(r1 − r¯1) + x2(r2 − r¯2)]2}
Tenendo presente che (ab+ cd)2 = (a2b2 + c2d2 + 2abcd) possiamo espandere
la quantità contenuta nelle parentesi quadre, ﬁssando ab = x1(r1 − r¯1) e
cd = x2(r2 − r¯2) ottenendo:
σ2p = E[x21(r1 − r¯1)2 + x22(r2 − r¯2)2 + 2x1x2(r1 − r¯1)(r2 − r¯2)] =
= x21E[(r1 − r¯1)2] + x22E[(r2 − r¯2)2]+
+2x1x2E[(r1 − r¯1)(r2 − r¯2)]
Sostituendo la formula della varianza del titolo i-esimo come speciﬁcata nella
(2.3) e ricordando che la covarianza tra i rendimenti di due attività ﬁnanziarie
i e j è pari a: σij = E[(ri − r¯i)(rj − r¯j)] otteniamo:
σ2p = x
2
1σ
2
1 + x
2
2σ
2
2 + 2x1x2σ12 (2.6)
L'equazione (2.6) ci mostra come la varianza di una media ponderata non
è semplicemente la somma delle varianze ponderate, ma coinvolge anche un
termine (la covarianza) il quale può contribuire, in relazione al segno assun-
to, ad aumentare o diminuire tale somma.
La comprensione dell'equazione (2.6) è di fondamentale importanza al ﬁne
di sviluppare il concetto di diversiﬁcazione di portafoglio.
Consideriamo adesso la seguente matrice 2× 2:
V =
[
x1x1σ11 x1x2σ12
x2x1σ21 x2x2σ22
]
E' importante sottolineare come la varianza dell'attività i-esima può essere
espressa come la covarianza dell'attività rispetto a se stessa (σii).
Il valore della varianza dell'intero portafoglio può essere ottenuto at-
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traverso la somma di tutti i termini contenuti nella matrice:
σ2p = x1x1σ11 + x1x2σ12 + x2x1σ21 + x2x2σ22 = (2.7)
=
2∑
i=1
2∑
j=1
xixjσij = (2.8)
=
2∑
i=1
x2iσ
2
i +
2∑
i=1
2∑
j=1︸ ︷︷ ︸
i 6=j
xixjσij (2.9)
Indichiamo con ρij il coeﬃciente di correlazione tra il titolo i e il titolo j,
ricordando che ρij = σij/σiσj possiamo riscrivere l'equazione (2.9) come:
σ2p =
2∑
i=1
x2iσ
2
i +
2∑
i=1
2∑
j=1︸ ︷︷ ︸
i 6=j
xixjρijσiσj (2.10)
Quanto detto ﬁnora può essere esteso, senza alcuna aﬀermazione aggiuntiva
a portafogli costituiti da n attività ﬁnanziarie.
La matrice V diviene infatti:
V =

x1x1σ11 x1x2σ12 x1x3σ13 . . . x1xn−1σ1,n−1 x1xnσ1n
x2x1σ21 x2x2σ22 x2x3σ23 . . . x2xn−2σ2,n−2 x2xnσ2n
x3x1σ31 x3x2σ32 x3x3σ33 . . . x3xn−1σ3,n−1 x3xnσ3n
...
...
... · · · ... ...
xnx1σn1 xnx2σn2 xnx3σn3 . . . xnxn−1σn,n−1 xnxnσnn

Sommando i termini contenuti nelle singole celle otteniamo:
σ2p =
n∑
i=1
n∑
j=1
xixjσij =
n∑
i=1
x2iσ
2
i +
n∑
i=1
n∑
j=1︸ ︷︷ ︸
i 6=j
xixjσij (2.11)
E' interessante notare che, nel caso di n attività ﬁnanziarie, i termini dis-
posti lungo la diagonale principale della matrice V(detta matrice varianza-
covarianza) rappresentano le varianze degli n titoli, mentre gli altri (n2 − n)
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elementi fuori diagonale corrispondono alle covarianze tra titoli diversi. Poi-
ché xixj = xjxi la matrice è simmetrica.
Prima di proseguire nella trattazione, riteniamo utile puntualizzare il
concetto di correlazione attraverso un esempio.
2.2.1 Il Coeﬃciente di Correlazione
Consideriamo un portafoglio costituito da due attività ﬁnanziarie, A e
B, tra le quali sussisterà un certo livello di correlazione ρAB. Sappiamo che
il coeﬃciente di correlazione assume valori compresi nell'intervallo [−1,+1].
In particolare se:
- ρAB = +1: esiste perfetta correlazione positiva tra i due titoli (ad elevati
rendimenti del titolo A corrispondono elevati rendimenti del titolo B);
- ρAB = 0: non esiste correlazione tra i due titoli (non è possibile indi-
viduare una corrispondenza tra i rendimenti del titolo A e i rendimenti
di B);
- ρAB = −1: esiste perfetta correlazione negativa tra i due titoli (ad ele-
vati rendimenti del titolo A corrispondono scarsi rendimenti del titolo
B e viceversa).
I casi sopraindicati rappresentano tuttavia situazioni estreme. Nella pratica
i valori di ρAB si assesteranno tra 0 e 1 (correlazione positiva non perfetta)
e −1 e 0 (correlazione negativa non perfetta).
Ai ﬁni del nostro esempio numerico consideriamo la seguente tabella,
che mostra rendimento atteso e rischio per le attività A e B.
Tabella 2.1: Rendimento atteso e deviazione standard per due ipotetici titoli
Rendimento Atteso Deviazione Standard
Attività ﬁnanziaria A 14% 6%
Attività ﬁnanziaria B 8% 3%
Il rendimento atteso del portafoglio è dato da:
r¯p = xAr¯A + xB r¯B (2.12)
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dove:
xA è la proporzione di investimento nell'attività A,
xB è la proporzione di investimento nell'attività B,
r¯A è il rendimento atteso dell'attività A,
r¯B è il rendimento atteso dell'attività B,
r¯p è il rendimento atteso dell'intero portafoglio.
Sappiamo che la somma delle proporzioni di investimento deve essere
pari a 1, ovvero:
xA + xB = 1
da cui:
xB = 1− xA (2.13)
Sostituendo l'espressione (2.13) nell'equazione (2.12) otteniamo:
r¯p = xAr¯A + (1− xA)r¯B
La deviazione standard corrisponde invece a:
σp =
√
(x2Aσ
2
A + x
2
Bσ
2
B + 2xAxBσAB) (2.14)
dove:
σp è la deviazione standard dei rendimenti delle attività ﬁnanziarie che
costituiscono il portafoglio,
σ2A è la varianza del rendimento dell'attività A,
σ2B è la varianza del rendimento dell'attività B,
σAB è la covarianza dei rendimenti delle due attività.
Se sostituiamo la (2.13) nell'equazione (2.14) perveniamo al seguente
risultato:
σp =
√
[x2Aσ
2
A + (1− xA)2σ2B + 2xA(1− xA)σAB] (2.15)
Ricordando che ρAB = σAB/σAσB, da cui σAB = ρABσAσB, l'equazione (2.15)
diviene:
σp =
√
x2Aσ
2
A + (1− xA)2σ2B + 2xA(1− xA)ρABσAσB (2.16)
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Una volta illustrati questi risultati preliminari, possiamo passare ad analiz-
zare alcuni casi speciﬁci.
Caso 1 - Correlazione perfetta positiva (ρAB = +1)
Se il coeﬃciente di correlazione è pari a +1, allora l'equazione che de-
scrive il rischio del portafoglio (equazione 2.16) si sempliﬁca nel seguente
modo:
σp =
√
x2Aσ
2
A + (1− xA)2σ2B + 2xA(1− xA)σAσB (2.17)
Notiamo che i termini contenuti nelle parentesi quadre corrispondono allo
sviluppo del quadrato di un binomio, in particolare:
[xAσA + (1− xA)σB]2
Pertanto la deviazione standard del portafoglio corrisponde alla radice quadra-
ta positiva di questa espressione, ovvero:
σp = xAσA + (1− xA)σB
Mentre il rendimento atteso è:
r¯p = xAr¯A + (1− xA)r¯B
Conseguentemente possiamo aﬀermare che, quando il coeﬃciente di corre-
lazione è pari a +1, sia il rendimento che il rischio del portafoglio corrispon-
dono a semplici combinazioni lineari del rendimento e del rischio delle singole
attività ﬁnanziarie.
Utilizzando i valori della Tabella 2.1 abbiamo:
r¯p = 0, 14rA + 0, 08(1− xA) = 0, 08 + 0, 06xA
σp = 0, 06xA + 0, 03(1− xA) = 0, 03 + 0, 03xA
Graﬁcamente tutte le combinazioni possibili delle due attività ﬁnanziarie
sono collocate lungo un segmento appartenente alla retta ottenuta ricavando
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Tabella 2.2: Rendimento atteso e deviazione standard di due ipotetici titoli
quando ρ = +1.
xA 0 0,2 0,4 0,5 0,6 0,8 1
r¯p 8% 9,2% 10,4% 11% 11,6% 12,8% 14%
σp 3,0% 3,6% 4,2% 4,5% 4,8% 5,4% 6%
xA dall'espressione associata al rischio:
xA =
σp
0, 03
− 0, 01
e sostituendo tale risultato nell'equazione del rendimento atteso:
r¯p = 0, 02 + 0, 02σp
Dall'analisi della Figura 2.1 si nota che non è attuabile alcuna riduzione
del rischio attraverso la diversiﬁcazione del portafoglio in quanto la retta
contenente tutte le possibili combinazioni risulta sempre crescente.
Figura 8 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 9 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 10 
 
 
 
 
 
 
 
 
 
 
 
 
 
S 
C 
rp 
!p 
8 
14 
6 3 
S 
C 
rp 
!p 
8 
14 
6 3 
10 
B 
A 
O 
S 
C 
rp 
!p 
8 
14 
6 3 
Figura 2.1: Relazione tra rischio e rendimento quando ρAB = +1
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Caso 2 - Correlazione perfetta negativa (ρAB = −1)
Esaminiamo adesso il caso opposto al precedente: due attività ﬁnanziarie
i cui valori caratteristici si muovono in direzioni esattamente contrarie. Men-
tre l'equazione del rendimento atteso rimane invariata, ovvero:
r¯p = xAr¯A + (1− xA)r¯B
L'equazione della deviazione standard del portafoglio diventa:
σp =
√
x2Aσ
2
A + (1− xA)2σ2B − 2xA(1− xA)σAσB (2.18)
Ancora una volta l'equazione può essere sempliﬁcata in quanto il termine tra
parentesi corrisponde allo sviluppo del seguente quadrato:
[xAσA − (1− xA)σB]2
oppure
[−xAσA + (1− xA)σB]2
A questo punto possiamo ottenere facilmente il valore del rischio del portafoglio:
σp = xAσA − (1− xA)σB
oppure
σp = −xAσA + (1− xA)σB
Poiché è necessario estrarre la radice quadrata per ottenere il valore di
σp e, nel caso di numeri negativi, tale radice genera un risultato appartenente
all'insieme dei numeri complessi, ognuna delle due equazioni ha signiﬁcato
quando il membro a destra è positivo. Tuttavia quando la prima equazione è
positiva, la seconda è negativa e viceversa (eccetto nel caso in cui entrambe
siano pari a zero), pertanto esisterà un'unica soluzione per ogni combinazione
di attività ﬁnanziarie.
Dal punto di vista numerico, riferendoci ancora alla Tabella 2.1:
r¯p = 0, 14xA + 0, 08(1− xA) =
= 0, 08 + 0, 06xA
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σp = 0, 06xA − 0, 03(1− xA) =
= 0, 03xA − 0, 03
oppure
σp = −0, 06xA + 0, 03(1− xA)
= −0, 09xA + 0, 03
Risulta adesso evidente che, ﬁssata una proporzione di investimento xA, ques-
ta genererà due valori di σp, pertanto l'equazione appropriata per misurare
l'entità del rischio sarà quella per cui σp ≥ 0.
Dall'analisi della Tabella 2.3 notiamo che i valori del rischio si assestano
sempre su livelli inferiori rispetto al caso di correlazione perfetta positiva.
Tabella 2.3: Rendimento atteso e deviazione standard di due ipotetici titoli
quando ρ = −1.
xA 0 0,2 0,4 0,6 0,8 1
r¯p 8,0% 9,2% 10,4% 11,6% 12,8% 14,0%
σp 3,0% 1,2% 0,6% 2,4% 4,2% 6,0%
Un ulteriore risultato è costituito dalla possibilità di individuare una combi-
nazione delle attività ﬁnanziarie tale da rendere il rischio nullo.
Ponendo:
σp = xAσA − (1− xA)σB = 0
ricaviamo:
xA =
σB
σB + σA
Poiché σB > 0 e di conseguenza σB + σA > 0, possiamo aﬀermare che
0 < xA < 1, ovvero che il portafoglio avente rischio nullo sarà sempre costi-
tuito da entrambe le attività ﬁnanziarie.
Riferendoci nuovamente all'esempio numerico, il minimo rischio verrà rag-
giunto quando:
xA =
0, 03
0, 03 + 0, 06
=
1
3
Dal punto di vista analitico è possibile derivare due rette, una per
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ciascuna espressione di σp:
r¯p = 0, 08 + 0, 06
σp + 0, 03
0, 06 + 0, 03
= 0, 1 +
2
3
σp
e
r¯p = 0, 08 + 0, 06
σp − 0, 03
−0, 06− 0, 03 = 0, 1−
2
3
σp
La Figura 2.2 fornisce una rappresentazione graﬁca di tali rette.
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Figura 2.2: Relazione tra rischio e rendimento quando ρAB = −1
Caso 3 - Correlazione nulla (ρAB = 0)
L'espressione del rendimento rimane invariata, la deviazione standard
diviene: √
σp = x2Aσ
2
A + (1− xA)2σ2B (2.19)
Utilizzando il nostro esempio numerico otteniamo:
σp =
√
62x2A + 3
2(1− xA)2 =
√
45x2A − 18xA + 9
E' possibile individuare il portafoglio avente il rischio minimo semplicemente
calcolando la derivata della (2.16) rispetto a xA ed uguagliando a zero il
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Tabella 2.4: Rendimento atteso e deviazione standard di due ipotetici titoli
quando ρ = 0.
xA 0 0,2 0,4 0,6 0,8 1
r¯p 8,0% 9,2% 10,4% 11,6% 12,8% 14,0%
σp 3,00% 2,68% 3,00% 3,79% 4,84% 6,00%
risultato ottenuto.
Algebricamente:
∂σp
∂xA
=
1
2
[2xAσ
2
A − 2σ2B + 2xAσ2B + 2σAσBρAB − 4xAσAσBρAB]√
x2Aσ
2
A + (1− xA)2σ2B + 2xA(1− xA)σAσBρAB
da cui, eguagliando a zero l'espressione e risolvendo rispetto a xA:
xA =
σ2B − σAσBρAB
σ2Aσ
2
B − 2σAσBρAB
(2.20)
che, nel caso in esame, poiché ρAB = 0 si riduce a:
xA =
σ2B
σ2A + σ
2
B
Continuando con il dati del nostro esempio, il valore di xA che minimizza il
rischio è:
xA =
0, 032
0, 032 + 0, 062
=
0, 0009
0, 0009 + 0, 0036
=
1
5
= 0, 2
Una rappresentazione graﬁca dei risultati ottenuti è mostrata nella Figura
2.3.
Caso 4 - Correlazione positiva intermedia (ρAB = +0, 5)
Nella maggior parte dei casi pratici, la correlazione esistente tra due
titoli si colloca tra valori superiori allo zero, ma inferiori ad uno (le stesse
aﬀermazioni valgono nel caso di correlazione negativa a patto di operare le
opportune variazioni di segno).
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Figura 2.3: Relazione tra rischio e rendimento quando ρAB = 0
L'equazione del rischio collegato ad un portafoglio costituito da due
attività quando il coeﬃciente ρAB = +0, 5 è la seguente:
σp =
√
0, 062x2A + 0, 03
2(1− xA)2 + 2xA(1− xA)(0, 03)(0, 06)(0, 5)
sempliﬁcando i calcoli:
σp =
√
0, 27x2A + 0, 09 (2.21)
Tabella 2.5: Rendimento atteso e deviazione standard di due ipotetici titoli
quando ρ = +0, 5.
xA 0 0,2 0,4 0,6 0,8 1
r¯p 8,0% 9,2% 10,4% 11,6% 12,8% 14,0%
σp 3,00% 3,17% 3,65% 4,33% 5,13% 6,00%
Notiamo che il minimo valore possibile per σp corrisponde ad un porta-
foglio costituito dalla sola attività B (σp = 3%).
43
2.2 Il Portafoglio Capitolo 2
Questo risultato può essere derivato analiticamente utilizzando la (2.20).
Sostituendo ρAB = +0, 5 e risolvendo rispetto a xA otteniamo:
xA =
0, 0009− 0, 0018(0, 5)
0, 0036 + 0, 0009− 2(0, 0018)(0, 5) = 0
In questo esempio non esiste alcuna combinazione delle due attività
ﬁnanziarie meno rischiosa della scelta di investire l'intera ricchezza nella sola
attività B.
Per concludere, è possibile raccogliere tutte le informazioni ottenute
ﬁno ad ora in un graﬁco riassuntivo che presenta le diﬀerenti relazioni tra
rendimento e rischio al variare del coeﬃciente di correlazione tra due attività
ﬁnanziarie.
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Figura 2.4: Relazione tra rischio e rendimento rispetto a diversi valori di ρAB
Dall'analisi della Figura 2.4 possiamo aﬀermare che la deviazione stan-
dard raggiunge il suo minimo valore per ρAB = −1 (curva SBC ) e il suo
massimo valore per ρAB (curva SAC ). Ogni valore intermedio del coeﬃ-
ciente di correlazione produce una curva compresa nel triangolo di estremi
SBC (ad esempio la curva SOC ).
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Il modello di Markowitz
I
l modello di Markowitz1 fornisce un procedimento per individuare
l'insieme dei portafogli eﬃcienti, escludendo le attività ﬁnanziarie non
rischiose. Il primo passo consiste nel calcolo dei rendimenti attesi e delle de-
viazioni standard attese in relazione all'intero universo dei titoli, nonché dei
parametri di variabilità congiunta (covarianza e coeﬃciente di correlazione)
per ogni coppia di titoli.
3.1 La frontiera eﬃciente
Nel suo lavoro, Markowitz non si preoccupa di illustrare le metodolo-
gie di ottenimento dei rendimenti attesi e delle deviazioni standard, i quali
rappresentano gli input del processo e possono essere calcolati mediante pro-
cedure di stima di natura statistica sulla base dei dati storici. In presenza di
n attività ﬁnanziarie, lo scenario che si prospetta agli occhi dell'investitore è
simile a quello illustrato nella Figura 3.1, nella quale ogni punto indica una
combinazione rendimento-rischio per un particolare titolo.
Le ipotesi del modello sono le seguenti:
• avversione degli investitori al rischio e, quindi, loro tendenza alla mas-
simizzazione dell'utilità attesa. Ciò signiﬁca, per quanto detto nei capi-
toli precedenti, che le curve di indiﬀerenza, derivate dalla funzione di
1Per una trattazione maggiormente esaustiva si veda l'Appendice B
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utilità del singolo investitore, sono convesse e la loro inclinazione è
strettamente correlata al livello di propensione al rischio;
• selezione dei portafogli sulla base del rendimento atteso e della var-
ianza attesa dei rendimenti: tale ipotesi equivale ad aﬀermare una
distribuzione normale dei rendimenti. E' questo il motivo per cui il
modello prende il nome di Modello media-varianza;
• presenza di un unico orizzonte temporale uniperiodale per tutti gli
investitori.Figura 12 
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Figura 3.1: Combinazioni rischio rendimento
Date le caratteristiche dell'universo delle attività ﬁnanziarie, il modello di
Markowitz focalizza l'attenzione sulla determinazione del portafoglio che,
posto un determinato livello di rendimento, minimizza la varianza del por-
tafoglio stesso e, conseguentemente la sua deviazione standard. Questo ha
come seguito la deﬁnizione di curve (le quali possono appartenere ad iperspazi
aventi più di tre dimensioni e dunque non sono rappresentabili graﬁcamente)
dette di iso-rendimento, ovvero curve i cui punti rappresentano portafogli con
identico rendimento, ma composti ognuno da titoli diversi o da pesi diversi
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all'interno dei portafogli. Per individuare il portafoglio la cui composizione
corrisponda al minimo livello di varianza raggiungibile (dato il tasso di rendi-
mento associato ad una particolare curva di iso-rendimento), Markowitz in-
troduce il concetto di curve di iso-varianza, vale a dire curve i cui punti
rappresentano i portafogli con identica varianza, ma, come per le curve di
iso-rendimento, costituiti da titoli diversi o da pesi diversi. Dall'analisi con-
giunta delle curve di iso-rendimento e iso-varianza, Markowitz descrive la
Curva di minima varianza (o minima deviazione standard), ovvero la curva
che permette di determinare i portafogli con la minima varianza per ogni
dato livello di rendimento. Poiché a ogni punto è associata una particolare
combinazione di attività ﬁnanziarie, i pesi loro attribuiti sono determinati
in maniera univoca. Il modello può inoltre essere studiato sia considerando
la possibilità di vendite allo scoperto (in questo caso i pesi delle attività ﬁ-
nanziarie potranno assumere valori positivi e negativi) sia escludendo tale
evenienza (permettendo dunque ai coeﬃcienti di ponderazione di avere sola-
mente segno positivo). Una particolare curva di minima varianza è illustrata
nella Figura 3.2.
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Figura 3.2: Curva di minima varianza
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Tale curva presenta un'importante particolarità: dato un certo livello
di rendimento atteso, il portafoglio giacente sulla curva è caratterizzato dal-
la più bassa varianza e quindi, dal minor livello di rischio ottenibile dato
l'insieme di attività ﬁnanziarie disponibili.
Per un ﬁssato livello di rischio σ1, l'investitore razionale tende a mas-
simizzare l'utilità e pertanto sceglierà il portafoglio avente massimo rendi-
mento, ovvero r2 anziché r1 nella Figura 3.2.
Nella Figura possiamo individuare un particolare punto detto di mini-
ma varianza assoluta (MVA) il quale rappresenta il portafoglio avente la
minore varianza possibile. Muovendosi da tale punto lungo la parte superiore
della curva l'investitore potrà scegliere portafogli aventi rischio e rendimen-
to crescenti, mentre spostandosi lungo la parte inferiore otterrà portafogli
caratterizzati da rendimenti decrescenti ma da livelli crescenti di rischio: ne
consegue che un investitore avverso al rischio sarà interessato solamente alla
parte superiore della curva. Tale sezione prende il nome di frontiera eﬃ-
ciente di Markowitz e rappresenta l'insieme dei portafogli che dominano
gli altri. Logicamente tutti i portafogli dominanti sono eﬃcienti, ma non è
detto che l'investitore li consideri tutti egualmente desiderabili. Il livello di
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desiderabilità dei diversi portafogli è rappresentato dalle preferenze dell'in-
vestitore e dunque dall'insieme delle sue curve di indiﬀerenza. Considerando
una mappa di indiﬀerenza come quella rappresentata nella Figura 3.3, pos-
siamo notare che il portafoglio ottimo per l'investitore è quello individuato
dalla lettera a nel graﬁco. Se scegliesse il portafoglio b, l'investitore non mas-
simizzerebbe la sua utilità, potendosi spostare dalla curva U1 alla curva U2
(più lontana e dunque caratterizzata da una maggiore eﬃcienza), mentre il
portafoglio d, corrispondente ad un livello maggiore di utilità, non può essere
raggiunto in quanto non si trova sulla frontiera eﬃciente.
3.2 Il modello di Markowitz
Per semplicità supponiamo che la ricchezza da investire sia unitaria,
essendo obiettivo dell'analisi la determinazione delle quote percentuali da
impiegare nei vari titoli. Consideriamo n attività ﬁnanziarie e indichiamo con
x1, x2, . . . , xn , le proporzioni di investimento ad esse associate. Tali quote
dovranno rispettare il vincolo:
n∑
i=1
xi = 1
Inoltre, escludendo la possibilità di eﬀettuare vendite allo scoperto, occorrerà
porre un vincolo di non-negatività sui coeﬃcienti di ponderazione, ovvero:
xi ≥ 0 i = 1, . . . , n
Indicando con ri il rendimento del titolo i-esimo e con rp il rendimento del
portafoglio avremo:
rp =
n∑
i=1
xiri
Poiché, come già aﬀermato, i valori caratteristici di un portafoglio sono
rappresentati da valor medio e varianza, avremo:
E(rp) =
n∑
i=1
xiµi
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ove:
µi = E(ri)
e
σ2rp = V ar(rp) =
n∑
i=1
n∑
j=1
xixjσij
dove
σij = E[(ri − µi)(rj − µj)]
è la covarianza tra ri e rj.
In particolare:
σii = E(ri − µi)2 = V ar(ri)
è la varianza di ri.
Utilizzando una notazione di tipo matriciale possiamo riscrivere le espres-
sioni precedenti nel seguente modo:
Valore atteso
E(rp) =
n∑
i=1
xiµi = µ
Tx
essendo µ = [E(r1), . . . ,E(rn)]T il vettore dei rendimenti attesi delle
n attività ﬁnanziarie e x = [x1, . . . , xn]
T il vettore dei coeﬃcienti di
ponderazione.
Varianza
σ2rp = V ar(rp) =
n∑
i=1
n∑
j=i
xixjσij = x
TV x
essendo V la matrice varianza-covarianza:
V = [cij] i, j = 1, . . . , n
cij = cov(ri, rj) i 6= j
cij = cov(ri, rj) = V ar(ri) i = j
La forma quadratica xTV x risulta semideﬁnita positiva in quanto rapp-
resenta la varianza del portafoglio; essa è deﬁnita positiva se supponiamo
l'assenza di un titolo avente rendimento certo o di titoli perfettamente corre-
lati negativamente. Nel momento in cui l'investitore si trova di fronte a due
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portafogli di cui il primo ha simultaneamente rendimento medio più alto e
rischio più basso rispetto al secondo, è evidente che egli preferirà la prima
alternativa. In generale, se µTx1 ≥ µTx2 e xT1V x1 ≤ xT2V x2 allora x1 è
un investimento migliore o indiﬀerente rispetto a x2, mentre se almeno una
delle due disuguaglianze è veriﬁcata in senso stretto allora x2 è un portafoglio
dominato da x1.
Riassumendo, il generico modello Media-Varianza si presenta nella for-
ma: 
min xTV x
µTx = µ∗
uTx = 1
x ≥ 0
Si noti che, essendo presente un vincolo di disuguaglianza, non è possibile
avvalersi delle teorie lagrangiane per raggiungere la soluzione ottima, ma è
necessario percorrere una strada alternativa, rappresentata dall'applicazione
delle condizioni di Karush-Kuhn-Tucker 2.
Nella pratica il problema dell'ottimizzazione del portafoglio si traduce
nell'individuazione di un insieme di attività ﬁnanziarie in corrispondenza del
quale non è possibile migliorare il rendimento senza incrementare anche il
valore del rischio e viceversa; come vedremo questa è la tematica principale
dei cosiddetti problemi multiobiettivo.
3.3 I problemi multiobiettivo
Un problema multiobiettivo può essere deﬁnito nel seguente modo:
P :
{
max F (x) = [f1(x), f2(x), . . . , fn(x)]
x ∈ S ⊂ X ⊂ Rn (3.1)
dove S è un insieme compatto, X è un insieme aperto e le funzioni
fi : X −→ R sono continue per ogni i : 1, . . . , n.
2A questo proposito si veda l'Appendice C.
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Un elemento x0 ∈ S è detto soluzione ottima secondo Pareto per il
problema P se e solo se:
@ x ∈ S : F (x) ≥ F (x0)
Si osservi che tale deﬁnizione è equivalente ad aﬀermare che, se per un certo
x ∈ S e per un certo indice i risulta fi(x) > fi(x0), allora necessariamente
deve esistere un indice j tale che fj(x) < fj(x0).
Denoteremo dunque con E l'insieme di tutti i punti eﬃcienti secondo
Pareto per il problema P .
Dalle considerazioni sopra esposte si perviene al signiﬁcato di soluzione
ottima paretiana:
x0 è un ottimo paretiano se in corrispondenza di esso non è possibile
migliorare una funzione obiettivo senza, al tempo stesso, peggiorarne un'altra.
L'applicazione dei risultati ottenuti ﬁnora al lavoro di Markowitz con-
duce alla formulazione del seguente problema bicriteria:
P :

max (µTx,−xTV x)
x ∈ S =
{
x ∈ Rn :
n∑
i=1
xi = 1, xi ≥ 0, i = 1, . . . , n
} (3.2)
La cui soluzione è rappresentata dall'insieme E degli ottimi paretiani.
A questo punto possiamo passare ad esaminare la modalità di genera-
zione dell'insieme E dei punti eﬃcienti attraverso una opportuna scalariz-
zazione del problema P . In altre parole, riferendoci alla selezione del portafo-
glio, siamo interessati ad una procedura che ci consenta di ottenere l'insieme
E pesando le due funzioni obiettivo associate al rischio e al rendimento
tramite dei coeﬃcienti αi ≥ 0 i quali assumono il signiﬁcato di misure di
priorità tra i due obiettivi.
Dato un vettore semipositivo α ≥ 0, indichiamo con P (α) il seguente
problema scalare:
P (α) :
{
max Φα(x) = α
TF (x)
x ∈ S ⊂ R (3.3)
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ove S(α) rappresenta l'insieme delle sue soluzioni ottime.
Il seguente Teorema stabilisce che le soluzioni ottime di alcuni problemi
scalari, come quelli ottenuti tramite una combinazione lineare strettamente
positiva delle funzioni obiettivo fi, i = 1, . . . , n sono anche soluzioni ot-
time paretiane. Relativamente al problema del portafoglio ciò equivale ad
aﬀermare che, assegnando un peso positivo sia al rischio che al rendimen-
to possiamo ottenere delle soluzioni le quali sono ottimi paretiani per il
problema.
Teorema 3.1. Risulta ⋃
α>0
S(α) ⊂ E
Risulta inoltre: S(α) ⊂ E ∀ α ≥ 0,α ≯ 0 tale che S(α) è costituito da un
solo elemento.
Dimostrazione. Consideriamo un qualsiasi α ≥ 0; Φα(x) è una funzione
continua in quanto combinazione lineare di funzioni continue e di conseguen-
za, essendo S un insieme compatto, il problema P (α) ammette, secondo il
Teorema di Weierstrass3, soluzioni ottime.
Sia α > 0 e sia x0 una soluzione ottima di P (α), allora x0 è un ottimo
paretiano.
Se, per assurdo, così non fosse esisterebbe un punto x∗ ∈ S tale che
F (x∗) ≥ F (x0), conseguentemente, per la positività del vettore α, avremmo
che Φα(x
∗) = αTF (x∗) > αTF (x0) = Φα(x0), che contraddice l'ottimalità
di x0 rispetto a P (α).
Sia ora x0 una soluzione ottima unica per il problema P (α) con α ≥ 0,
α ≯ 0 e supponiamo che tale soluzione non sia un ottimo paretiano, ovvero
che esiste un valore x∗ ∈ S diverso da x0 tale che F (x∗) ≥ F (x0); risulta
allora αTF (x∗) = Φα(x∗) ≥ Φα(x0) = αTF (x0), e questo è assurdo poiché
x0 è l'unica soluzione ottima del problema P (α).
3Secondo il Teorema di Weierstrass una funzione continua F : C −→ R il cui dominio
C è un insieme compatto di Rn, ammette massimo e minimo valore in C, rispettivamente
xM e xm, tali che F (xm) ≤ f(x) ≤ F (xM ) ∀ x ∈ C.
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Corollario 3.1. Se per ogni α ≥ 0, α ≯ 0, gli insiemi S(α) sono costituiti
da un solo elemento, allora risulta:⋃
α≥0
S(α) ⊂ E
Dimostrazione. Segue direttamente dal Teorema 3.1.
Dalla dimostrazione del Teorema 3.1 è inoltre possibile evidenziare che
E 6= ∅ quando le funzioni obiettivo sono continue e la regione ammissibile è
un insieme compatto.
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Modelli quadratici per l'ottimizzazione
del portafoglio
L
a formulazione classica del problema del portafoglio elaborata
da Markowitz rappresenta sicuramente la più semplice esempliﬁcazione
del nostro problema multiobiettivo, che ricordiamo essere:
P :

max (µTx,−xTV x)
x ∈ S =
{
x ∈ Rn :
n∑
i=1
xi = 1, xi ≥ 0, i = 1, . . . , n
} (4.1)
Prima di procedere all'illustrazione di un algoritmo risolutivo valido per tutte
le funzioni annoverabili nella classe di detto problema, riteniamo interessante
passare in rassegna particolari modelli, per i quali è stato prodotto in let-
teratura un qualche tipo di approccio analitico e computazionale ﬁnalizzato
alla ricerca di una soluzione ottima.
4.1 Una manipolazione delle critical lines di
Markowitz
Consideriamo una serie di attività ﬁnanziarie1 s1, s2, . . . , sn (n ≥ 2) tra
le quali è possibile individuare un titolo esente da rischio (riskless) il cui
1Per una migliore comprensione del modello si rimanda a [Tütüncü, 2001].
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rendimento è indicato con rf ≥ 0.
Denotiamo con µi e σi valore atteso e deviazione standard dell'i-esimo
titolo, mentre per i 6= j, ρij rappresenta il coeﬃciente di correlazione tra le
attività si e sj. Siano inﬁne µ = [µ1, . . . , µn]
T il vettore dei rendimenti attesi
e Q la matrice varianza-covarianza, simmetrica di dimensioni n× n tale per
cui il generico elemento qij è deﬁnito nel seguente modo:
qij = σ
2
i se i = j
qij = ρijσiσj se i 6= j
Poiché la varianza è un valore sempre non negativo, ne consegue che
la forma quadratica xTQx ≥ 0 per ogni x e quindi che la matrice Q è
semideﬁnita positiva. Nella pratica si assume che Q sia deﬁnita positiva al
ﬁne di sottolineare l'assenza di titoli ridondanti all'interno dell'insieme degli
asset disponibili.
L'insieme dei portafogli ammissibili corrisponde alla regione poliedrica
non vuota:
S = {x : Ax = b, Cx ≥ d}
OveA è una matrice m×n, b è un vettore di dimensione m, C è una matrice
p× n e d è un vettore p-dimensionale.
Poiché Q è una matrice deﬁnita positiva, la varianza xTQx diviene una fun-
zione strettamente convessa di x e ciò signiﬁca che esiste un unico portafoglio
in S che possiede il livello minimo di rischio. Tale portafoglio x∗ avrà un
rendimento Rx∗ = µ
Tx. Naturalmente risulterà rf < Rx∗ in quanto il
portafoglio ottimo avrà un valore positivo associato al rischio, diversamente
dal portafoglio riskless.
Il problema multiobiettivo diviene dunque:
P1 :

min 1
2
xTQx
µTx = R
Ax = b
Cx ≥ d
(4.2)
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E' stata introdotta la costante 1
2
al ﬁne di sempliﬁcare il calcolo delle con-
dizioni di ottimalità (di Karush-Kuhn-Tucker).
Secondo tali condizioni xR è una soluzione ottima del Problema (4.2)
se e solo se esistono dei moltiplicatori λR ∈ R, γE ∈ Rm e γI ∈ Rp che
soddisfano il seguente sistema:
QxR − λRµ−ATγE −CTγI = 0
µTxR = R
AxR = b
CxR ≥ d
γI ≥ 0
γTI (CxR − d) = 0
(4.3)
Per un dato livello di rendimento R, l'insieme Ω(R) denota i valori di (xR, λR,
γE, γI) che soddisfano il Sistema (4.3). Se per tali valori risulta:
λR =
xTRQxR
µTxR − rf (4.4)
e
λRrf + b
TγE + d
TγI = 0 (4.5)
allora xR corrisponde al portafoglio ottimo.
4.2 Minimizzazione dello Standard deviation
premium
Consideriamo ora la forma funzionale:
f(x) = −µTx+ λ
√
xTΣx λ > 0
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per la quale è possibile formulare il seguente problema:
P2 :

min −µTx+ λ
√
xTΣx
s. t. bTx = c
λ > 0
c 6= 0
(4.6)
ove µ e b sono vettori n-dimensionali e Σ è una matrice deﬁnita positiva
avente dimensioni n× n.
Innanzi tutto possiamo notare che f(x) è una funzione convessa in quan-
to somma di una funzione lineare e di una funzione convessa. Naturalmente
possiamo considerare anche la funzione:
f1(x) = µ
Tx− λ
√
xTΣx λ > 0
soggetta al medesimo vincolo della precedente. E' evidente che f1(x) risulta
strettamente concava, pertanto nel momento in cui decidiamo di calcolare
la soluzione ottima per il Problema (4.6), questa ci consentirà di massimiz-
zare anche la funzione f1, semplicemente sostituendo (−µ) a µ nella forma
analitica della soluzione.
Aﬃnché la funzione f sia maggiormente aﬃne alla questione della scelta
del portafoglio ottimo, consideriamo il seguente modello:
q(x) = f(x) = −µTx+ λxTΣx λ > 0 (4.7)
soggetto al vincolo
uTx = 1
dove u rappresenta un vettore n-dimensionale contenente solamente valori
pari a 1. Il modello è quindi semplicemente equivalente a:
q(x) = −E(P ) + λV ar(P )
ove per E(P ) intendiamo il valore atteso del portafoglio e con V ar(P ) la sua
varianza.
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Nel momento in cui consideriamo la deviazione standard otteniamo:
q(x) = −E(P ) + λ
√
V ar(P ) = f(x)
Per determinare la soluzione ottima, consideriamo le prime (n− 1) variabili
e partizioniamo i vettori x, µ e u come segue:
xT = (xT1 , xn) con x1 = [x1, . . . , xn−1]
T
µT = (µT1 , µn) con µ1 = [µ1, . . . , µn−1]
T
uT = (uT1 , 1) con u
T = [1, . . . , 1]T
mentre la matrice Σ diviene:
Σ =
[
Σ11 σ1
σ1 σnn
]
con σ1 = [σ1,n, . . . , σn−1,n]T . Poichè la matrice Σ è deﬁnita positiva, lo sarà
anche una matrice Q di dimensioni (n− 1)× (n− 1) tale che:
Q = Σ11 − u1σ1T − σ1u1T + σnnu1u1T
Deﬁniamo adesso il seguente vettore:
δ = (µnu1 − µ1)
se
λ >
√
δTQ−1δ
allora il problema di minimizzazione della funzione f(x) soggetta al vincolo
uTx = 1 ha soluzione2:
x∗ = (uTΣ−1u)−1Σ−1u+[(λ2−δTQ−1δ)(uTΣ−1u)]−1/2(δTQ−1,−u1TQ−1δ)T
2La dimostrazione del risultato può essere esaminata consultando [Landsman, 2007b]
e [Landsman, 2007a].
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4.3 Massimizzazione dello Sharpe Ratio
Un terzo esempio3 si propone di individuare tra tutti i portafogli collo-
cati lungo la frontiera eﬃciente quello avente il maggior valore associato allo
Sharpe Ratio, ovvero l'insieme di asset caratterizzato dal massimo trade-oﬀ
tra rendimento e rischio.
Il problema multiobiettivo associato è il seguente:
P3 :
 max f(x) =
xTµ√
xTΣx
uTx = 1
(4.8)
Poiché l'esempio considera la possibilità di eﬀettuare vendite allo scoperto,
i componenti di x potranno assumere segno qualsiasi.
Senza l'introduzione di ulteriori vincoli, il primo importante risultato è
il seguente:
sup
uTx=1
f(x) =

+
√
µTΣ−1µ se uTΣ−1µ > 0
+
√
µTΣ−1µ− (u
TΣ−1µ)2
uTΣ−1u
se uTΣ−1µ ≤ 0
Quando è veriﬁcata la prima condizione, vale a dire quando uTΣ−1µ > 0,
sappiamo che l'allocazione ottima di portafoglio è situata lungo la frontiera
eﬃciente, in particolare nel punto di tangenza tra una certa semiretta us-
cente dall'origine e la frontiera eﬃciente stessa. L'espressione associata alla
composizione del miglior portafoglio è la seguente:
xmax =
Σ−1µ
uTΣ−1µ
Alternativamente, quando uTΣ−1µ < 0, il valore di xmax rappresenta ancora
un punto stazionario per f(x), ma questa volta esso è un punto di minimo
per la funzione.
3Per ulteriori approfondimenti si consulti [Maller e Turkington, 2002].
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4.4 Metodologie di costruzione della frontiera
eﬃciente
L'ultima formulazione del problema di selezione del portafoglio che pro-
poniamo è:
P5 :

min −tµTx+ 1
2
xTΣx
s.t. uTx = 1
Ax ≤ b
(4.9)
Dove µ è il solito vettore n-dimensionale dei rendimenti attesi, Σ è la
matrice varianza-covarianza, u è un vettore n-dimensionale di elementi pari
a 1, A è una matrice m × n, b è un vettore m-dimensionale e x è il vet-
tore dei coeﬃcienti di ponderazione, i quali rappresentano le incognite del
problema. Come di consueto è richiesto che la somma dei pesi delle attiv-
ità ﬁnanziarie sia 1 (uTx = 1), mentre l'espressione Ax ≤ b rappresenta
un generico insieme di vincoli connessi alle preferenze del singolo investitore
(ad esempio vincoli di non-negatività). Indichiamo con x(t) una generica
soluzione ottima per ogni ﬁssato t, mentre µp = µ
Tx(t) e σ2p = x
T (t)Σx(t)
rappresentano rispettivamente rendimento e varianza del portafoglio ottimo.
Abbiamo visto che graﬁcamente le combinazioni dei valori di µp e σ
2
p con-
sentono di ottenere la frontiera media-varianza; in questo caso per valori di
t compresi nell'intervallo [0,+∞) si parla di frontiera eﬃciente, mentre per
valori di t appartenenti all'intervallo (−∞, 0) otteniamo la frontiera ineﬃ-
ciente. Se l'insieme dei vincoli include un solo vincolo di budget allora, sotto
l'assunzione che la matrice Σ sia deﬁnita positiva, è possibile determinare la
soluzione del Problema (4.9) in forma chiusa. Quando sono invece presenti
anche vincoli di disuguaglianza, il portafoglio eﬃciente è rappresentato da
una funzione lineare deﬁnita a pezzi sulla base dei diversi valori di t. Possi-
amo infatti associare al Problema (4.9) una serie di intervalli 0 = t0 ≤ t1,
t1 ≤ t2,. . . , tv−1 ≤ tv in ognuno dei quali i portafogli eﬃcienti sono fun-
zioni lineari di t; questo implica che esistono i vettori n-dimensionali h0i,
h1i, i = 1, . . . , v tali che:
x(t) = h0i + th1i, ti−1 ≤ t ≤ ti, per ogni i = 1, . . . , v
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In generale non è possibile ottenere l'insieme dei portafogli eﬃcienti in forma
chiusa, tuttavia è possibile ricondurre il Problema (4.9) alla forma:
P5a :

min −t(µTx+ rxn+1) + 12xTΣx
s.t. uTx+ xn+1 = 1
xn+1 ≥ 0
(4.10)
Dove x, Σ, µ e u sono le quantità n-dimensionali discusse precedentemente,
xn+1 rappresenta la percentuale di ricchezza investita in un titolo risk free
avente tasso di rendimento r. Quando t = 0 l'investitore deciderà di inve-
stire l'intero ammontare disponibile nel titolo esente da rischio, pertanto la
soluzione sarà x = 0, xn+1 = 1, al contrario, al crescere di t, il valore di xn+1
tenderà a raggiungere lo zero e per un particolare valore t = tm otterremo il
portafoglio di mercato xm. E' interessante notare che per valori di t compresi
nell'intervallo [0, tm] i portafogli ottimi si collocano lungo la Capital Market
Line (CAPM)4, mentre per valori di t superiori al limite tm le allocazioni
si spostano sulla frontiera eﬃciente. Una particolare tipologia del Problema
(4.10) è:
P5a.1 :

min −t(µTx) + 1
2
xTΣx
s.t. uTx = d
x ≥ e
(4.11)
Dove e = [e1, e2, . . . , en]
T rappresenta il vettore delle quantità minime di ric-
chezza che l'investitore deve impiegare nelle n attività ﬁnanziarie disponibili,
u è il consueto vettore costituito da elementi pari a 1, d è uno scalare, t è un
parametro non-negativo, Σ = diag {σ1, σ2, . . . , σn} è una particolare matrice
varianza-covarianza di tipo diagonale (questo signiﬁca che i titoli sono tutti
incorrelati), µ il vettore dei rendimenti e x è il vettore dei pesi. Per d = 1
otteniamo il consueto vincolo di budget uTx = 1, tuttavia per questo tipo
di analisi assumeremo d ∈ R.
Fissiamo un indice k = 1, . . . , n e consideriamo il Problema (4.11)
4Per un approfondimento sulla Capital Market Line si veda l'Appendice A
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tralasciando i vincoli di disuguaglianza:
P5a.1 :

min −t(µTx) + 1
2
xTΣx
s.t. uTx = d
x1 = e1, x2 = e2, . . . , xk−1 = ek−1
(4.12)
Aﬃnché sia possibile pervenire ad una soluzione ottima, esprimibile in forma
chiusa è necessario speciﬁcare la seguente assunzione:
Assunzione 4.4.1.
a) σi > 0, per i = 1, . . . , n
b) µ1 < . . . < µn
Si noti che la (a) aﬀerma che il rischio per ogni titolo deve essere pos-
itivo, mentre la (b) richiede che i rendimenti vengano ordinati in maniera
crescente5.
Se l'Assunzione 4.4.1 è soddisfatta, per k = 1, . . . , n, la soluzione ottima
per il Problema (4.12) è:
xi = ei, i = 1, . . . , k − 1
xi =
θ3kθ1k + t(µi − θ2k)
σi
, i = k, . . . , n
ove:
θ1k =
1
σ−1k + . . .+ σ−1n
,
θ2k = θ1k
µk
σk
+ . . .+
µn
σn
,
θ3k = d− (e1 + . . .+ ek−1),
per k = 1, . . . , n.
5Nella realtà si veriﬁca più frequentemente il caso in cui µ1 ≤ . . . ≤ µn , pertanto la
restrizione assume il signiﬁcato che i rendimenti debbano essere distinti.
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Fissando e = 0 e d = 1, otteniamo:
P5a.2 :

min −tµTx+ 1
2
xTΣx
uTx = 1
x ≥ 0
(4.13)
In questo caso la sola Assunzione 4.4.1 non è suﬃciente per ottenere la
soluzione ottima, pertanto è necessario aﬃancare ad essa un'ulteriore insieme
di condizioni.
Assunzione 4.4.2.
a) t > 0,
b) enσn ≤ . . . ≤ e1σ1,
c) d >
e1σ1
θ11
.
Data la formulazione del problema, le Assunzioni (4.4.2b) e (4.4.2c)
sono soddisfatte automaticamente, pertanto è necessario rispettare le sole
condizioni imposte dalle Assunzioni (4.4.1) e (4.4.2a).
Per t = 0 le percentuali di investimento xi risultano tutte superiori
rispetto al loro limite inferiore ei = 0; al crescere di t, i valori dei coeﬃcienti
di ponderazione tendono ad assestarsi intorno a detto limite. In particolare,
quando t raggiungerà un certo valore t1 la percentuale di ricchezza investita
nell'attività 1 sarà all'incirca e1 = 0 e rimarrà tale per ogni t ≥ t1. Similar-
mente la quota x2 risulterà pari a e2 = 0 per t ≥ t2 ≥ t1 e così via. Questo
processo terminerà nel momento in cui tutti i coeﬃcienti di partecipazione
xi si stabilizzeranno sui valori ei = 0 come illustrato nella Figura 4.1.
Passiamo adesso a determinare la soluzione ottima del Problema (4.13).
Per k = 0, . . . , n deﬁniamo:
tk =

0 k = 0
θ3kθ1k − ekσk
θ2k − µk , k = 1, . . . , n− 1
∞, k = n
(4.14)
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x1,…, xn-1=0, xn =1 
σ2p 
t0 
t1 
t2 
tn-2 
tn-1 
x1…xn >0 
x1 =0, x2…xn >0 
x1, x2=0, x3…xn >0 
x1,…, xn-2=0, xn-1,xn >0 
µp 
Figura 4.1: Variazioni nella composizione del portafoglio ottimo lungo la
frontiera eﬃciente
e per k = 1, . . . , n:
xk = xk(t) = [(xk)1, (xk)2, . . . , (xk)n]
T
(xk)i = ei i = 1, . . . , k − 1
(xk)i = [xk(t)]i =
θ3kθ1k + t(µi − θ2k)
σi
i = k, . . . , n
(4.15)
dove θ1k, θ2k, θ3k corrispondono ai valori deﬁniti precedentemente.
Se le Assunzioni 4.4.1 e 4.4.2 sono soddisfatte e i parametri t0, . . . , tn
sono deﬁniti secondo la (4.14), allora per k = 1, . . . , n:
a) tk−1 < tk,
b) xt = xk(t), come deﬁnito dalla (4.15) è una soluzione ottima per il
problema (4.13) per ogni t ∈ [tk−1, tk],
c) ei <
θ3kθ1k
σi
A questo punto, una volta compreso il meccanismo, è possibile modiﬁcare
a piacimento i vincoli del problema6 per illustrare le diverse situazioni che
6A questo proposito si veda [Best e Hlouskova, 2000].
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possono presentarsi nella realtà. Possiamo ad esempio introdurre un lim-
ite superiore nei coeﬃcienti di ponderazione xi, misurare l'eﬀetto dovuto
all'introduzione di un titolo risk-free e così via.
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L'algoritmo risolutivo
N
ei capitoli precedenti sono stati delineati in maniera sintetica gli
aspetti nodali riguardanti il problema della deﬁnizione del portafoglio
ed è stata oﬀerta una breve panoramica delle possibili interazioni tra le fun-
zioni associate al rendimento e al rischio attraverso l'analisi dei risultati
oﬀerti dalla letteratura specializzata.
Il passo successivo è rappresentato dal nucleo del presente lavoro: l'il-
lustrazione e l'implementazione di un algoritmo costruito con l'obiettivo di
fornire una soluzione a numerose classi di problemi quadratici generalizzati.
In particolare si tratta di problemi del tipo:
P :
{
inf f(x) = φ(1
2
xTQx+ qTx, dTx)
x ∈ X = {x ∈ Rn : Ax 5 b} (5.1)
dove A ∈ Rm×n, b ∈ Rm, q, d ∈ Rn e Q ∈ Rn×n è una matrice positiva
deﬁnita e X 6= ∅. Si assume inoltre che la funzione scalare φ(y1, y2) sia
continua, strettamente crescente rispetto alla variabile y1 e deﬁnita per valori
appartenenti all'insieme (Ω1 × Ω2) dove:
Ω1 = {y ∈ R : y = 12xTQx+ qTx, x ∈ X}
Ω2 = {y ∈ R : y = dTx, x ∈ X}
Possiamo immediatamente notare che la struttura degli insiemi Ω1 e Ω2 ci
consente di trattare con un'ampia classe di funzioni obiettivo f(x) tra cui
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prodotti, rapporti, funzioni potenza e funzioni quadratiche di tipo d.c..
Solo a titolo di esempio consideriamo una funzione g1 : Ω1 −→ R stret-
tamente crescente, una funzione positiva g2 : Ω2 −→ R+ e una qualsiasi
funzione reale g3 : Ω2 −→ R.
La funzione:
f(x) = g1
(
1
2
xTQx+ qTx
)
g2(d
Tx) + g3(d
Tx) (5.2)
veriﬁca le assunzioni del Problema P ponendo φ(y1, y2) = g1(y1)g2(y2) +
g3(y2). Per risolvere questa classe di problemi viene proposto il metodo detto
delle Soluzioni ottime di livello (optimal level solutions). Tale approccio,
di tipo parametrico, consiste nell'individuazione della soluzione ottima per
il problema attraverso la determinazione dei punti di minimo di particolari
sottoproblemi. In particolare, le soluzioni ottime per questi sottoproblemi
sono ottenute per mezzo di un'analisi di sensitività mirata al mantenimento
delle condizioni di ottimalità di Karush-Kuhn-Tucker. Applicando il metodo
delle soluzioni ottime di livello1 al Problema P otteniamo una serie di sotto-
problemi quadratici strettamente convessi i quali risultano indipendenti dalla
funzione φ(y1, y2). In altre parole, diﬀerenti problemi condividono lo stesso
insieme di soluzioni ottime di livello e questo consente di proporre un unico
metodo per risolverli.
5.1 Il metodo delle soluzioni ottime di livello
Consideriamo un parametro reale ξ ∈ R e deﬁniamo il corrispondente
sottoinsieme parametrico di X:
Xξ = {x ∈ Rn : Ax 5 b, dTx = ξ}
Nello stesso modo possiamo deﬁnire un ulteriore sottoinsieme di X:
X[ξ1,ξ2] = {x ∈ R : Ax 5 b, ξ1 ≤ dTx ≤ ξ2}
1Per maggiori approfondimenti si veda [Ellero, 1996].
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Un generico sottoproblema parametrico può dunque essere ottenuto sem-
plicemente aggiungendo al Problema P il vincolo dTx = ξ:
Pξ :
{
min φ(1
2
xTQx+ qTx, ξ)
x ∈ Xξ = {x ∈ Rn : Ax 5 b, dTx = ξ}
(5.3)
Il parametro ξ è detto livello ammissibile se l'insieme Xξ è non vuoto. Una
soluzione ottima per il problema Pξ è detta soluzione ottima di livello. Poichè
φ(y1, y2) è strettamente crescente rispetto alla variabile y1, allora per ogni
livello ammissibile ξ la soluzione ottima per il problema Pξ coinciderà con la
soluzione ottima del seguente problema quadratico strettamente convesso:
P¯ξ :
{
min 1
2
xTQx+ qTx
x ∈ Xξ = {x ∈ Rn : Ax 5 b, dTx = ξ}
(5.4)
Ovviamente, una soluzione ottima per il problema P sarà anche una soluzione
ottima di livello e, in particolare, la più piccola. Ne consegue che l'idea
fondante di questo approccio è quella di esaminare tutti i livelli ammis-
sibili e le corrispondenti soluzioni ottime di livello ﬁno al raggiungimento
del minimante di P . Questo può essere ottenuto attraverso un'analisi di
sensitività circa il parametro ξ, la quale ci permetterà di spostarci tra le
possibili soluzioni ottime di livello: l'individuazione della soluzione ottima
rappresenterà il punto di arresto per l'algoritmo risolutivo.
Osservazione 5.1. Si noti che il problema P¯ξ ammette uno e un solo punto
di minimo in quanto la funzione obiettivo ad esso associata è quadratica e
deﬁnita positiva e la regione ammissibile Xξ è un insieme chiuso. Poiche
la funzione φ(y1, y2) è strettamente crescente rispetto alla variabile y1 ed
è deﬁnita per tutti i valori di (Ω1 × Ω2), allora anche il problema Pξ am-
mette uno ed un solo punto di minimo. Conseguentemente vale la seguente
implicazione logica:
ξ ∈ R e` un livello ammissibile ⇒ arg min
x∈Xξ
f(x) 6= ∅
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5.2 Analisi di sensitività
Di solito l'individuazione di una soluzione ottima rappresenta solamente
il punto di partenza per l'ulteriore analisi del problema. Questo perché i va-
lori dei parametri usati nel modello sono normalmente delle stime ottenute
mediante un qualche metodo di previsione applicato ad un set di dati tal-
volta impreciso o incompleto. La soluzione ottima è tale soltanto rispetto
allo speciﬁco modello e costituisce una guida per il team di ricerca operativa
solo dopo che ne è stata veriﬁcata la correttezza mediante altre convenienti
rappresentazioni del problema. L'analisi della sensitività viene condotta
al ﬁne di studiare l'eﬀetto che una variazione dei parametri produce sulla
soluzione ottima. Naturalmente ci saranno alcuni parametri la cui variazione
non avrà alcun eﬀetto, mentre altri potranno originare notevoli alterazioni
a seconda del valore loro assegnato. Di conseguenza, uno dei principali obi-
ettivi dell'analisi di sensitività consiste nell'indentiﬁcazione dei parametri
sensibili (cioè quei parametri i cui valori non possono essere cambiati senza
modiﬁcare la soluzione ottima). Le indicazioni così ottenute consentono quin-
di di focalizzare l'attenzione sui parametri più importanti in modo da mon-
itorarne l'andamento durante il processo di implementazione della soluzione
ottima.
Sia x′ la soluzione ottima per il problema P¯ξ′ , dove d
Tx′ = ξ′. L'applicazione
delle condizioni di Karush-Kuhn-Tucker al problema P¯ξ′ ci porta ad ottenere
il seguente sistema:
Qx′ + q = ATµ+ dλ
dTx′ = ξ′
Ax′ 5 b ammissibilita`
µ 5 0 ottimalita`
µT (Ax′ − b) = 0 complementarita`
µ ∈ Rm, λ ∈ R
(5.5)
Poichè P¯ξ′ è un problema quadratico strettamente convesso, il Sistema
(5.5) ammette almeno una soluzione (µ′, λ′). Per implementare un'analisi
di sensitività è necessario studiare le soluzioni ottime di livello del proble-
ma P¯ξ′+θ, θ ∈ [0, ) ove  > 0 rappresenta una quantità suﬃcientemente
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piccola. Questo al ﬁne di mantenere la consistenza delle condizioni di Karush-
Kuhn-Tucker associate al Sistema (5.5). Poichè detto sistema è lineare ogni
volta che le condizioni di complementarità sono implicitamente soddisfatte,
otteniamo una soluzione del tipo:
x′(θ) = x′ + θ∆x, (5.6)
µ′(θ) = µ′ + θ∆µ, (5.7)
λ′(θ) = λ′ + θ∆λ (5.8)
E' importante sottolineare che la stretta convessità del problema P¯ξ′+θ garan-
tisce per ogni θ ∈ [0, ) l'unicità della soluzione ottima di livello x′(θ) =
x′ + θ∆x. Questo implica la seguente importante proprietà:
il vettore ∆x è unico e diverso da 0
Chiaramente le condizioni di Karush-Kuhn-Tucker sono veriﬁcate per valori
di θ ≥ 0 tali che:
condizioni di ammissibilita` : Ax′ + θA∆x 5 b
condizioni di ottimalita` : µ′ + θ∆µ 5 0
Risulta evidente che l'obiettivo è quello di determinare i valori di x′, ∆x,
µ′, ∆µ, λ′ e ∆λ. Per mezzo di questi parametri possiamo inoltre calcolare il
valore θm = min {F, O} dove:
F = sup{θ ≥ 0 : Ax′ + θA∆x 5 b}
O = sup{θ ≥ 0 : µ′ + θ∆µ 5 0}
E' possibile evidenziare che per valori di θ compresi nell'intervallo [0, θm]
sia le condizioni di ottimalità che le condizioni di ammissibilità di x′(θ)
sono garantite, cosicché x′(θ) rappresenta un segmento di soluzioni ottime di
livello. Iniziando da x′(θm) possiamo iterare il processo al ﬁne di determinare
un nuovo segmento. Come conseguenza questo signiﬁca che l'insieme delle
soluzioni ottime di livello altro non è che l'unione ﬁnita di tali segmenti.
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Sia x′ la soluzione ottima di livello2 corrispondente al livello ξ′ e sia
x′(δ) = x′+δ∆x la soluzione ottima di livello corrispondente al livello ξ′+δ,
con δ > 0 abbastanza piccolo da garantire che x′ e x′(δ) appartengano allo
stesso segmento.
Risulta:
∆x =
x′(δ)− x′
δ
Una volta calcolato ∆x, l'insieme di vincoli obbligatori per θ ∈ [0, δ] può
essere facilmente determinato in modo tale da soddisfare in maniera implici-
ta le condizioni di complementarità di Karush-Kuhn-Tucker. Consideriamo
adesso la più grande sottomatrice ottenibile dalle righe di A che chiameremo
AB e per la quale vale:
AB(x
′ + θ∆x) = bB ∀ θ ∈ [0, δ]
dove bB è il sottovettore di b corrispondente ad AB.
Si noti inoltre che la positività di δ implica che la condizione precedente
sia equivalente a:
ABx
′ = bB e AB∆x = 0
A questo punto possiamo riscrivere le condizioni di complementarità di Karush-
Kuhn-Tucker tenendo conto di tutte le considerazioni esposte ﬁno ad ora.
Avremo: 
−ATBµB − dλ+Qx = −q
ABx = bB
dTx = ξ′ + θ
(5.9)
Il Sistema (5.9) può essere più agilmente espresso in forma matriciale:
S
 µBλ
x
 =
 −qbB
ξ′ + θ
 (5.10)
2L'approccio computazionale seguito in questa trattazione risulta sempliﬁcato in
quanto suppone la conoscenza della soluzione ottima di livello di partenza, x′ = x′(0).
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dove:
S =
[
−MT Q
0 M
]
, M =
[
AB
dT
]
Assumendo che le righe della matrice M siano linearmente indipenden-
ti, condizione ottenibile eventualmente attraverso l'eliminazione delle righe
ridondanti di AB, abbiamo che la matrice S risulta nonsingolare
3.
Come conseguenza, la soluzione del problema (5.10) è unica ed è rapp-
resentata da: µ′B(θ)λ′(θ)
x′(θ)
 =
 µ′Bλ′
x′
+ θ
 ∆µB∆λ
∆x
 = S−1
 −qbB
ξ′
+ θS−1
 00
1

Chiaramente i parametri µi e ∆µi in corrispondenza delle righe non di base
di A saranno uguali a zero. Si può inoltre notare che il valore O può essere
ottenuto semplicemente utilizzando i soli valori µ′B e ∆µB . Nella procedura
seguente, denominata Parameters( ) viene formalizzato quanto detto ﬁno
a questo momento.
3S risulta non singolare in quanto Q è deﬁnita positiva.
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Procedura: Parameters
input : x′;
output : ∆x, µ
′, ∆µ, λ′, ∆λ, F, O, θm;
sia δ > 0 lo step parameter;
fissiamo ξ′ := dTx′;
sia x′δ := arg min{P¯ξ′+δ} e fissiamo ∆x := x
′
δ−x′
δ
;
sia AB la sottomatrice di A tale che ABx
′ = bB e AB∆x = 0;
if rank
[
AB
dT
]
< rows
[
AB
dT
]
then cancellare le righe ridondanti di AB;
fissiamo M :=
[
AB
dT
]
, S :=
[
−MT Q
0 M
]
e calcoliamo S−1;
fissiamo
 µ′Bλ′
x′
 := S−1
 −qbB
ξ′
 e
 ∆µB∆λ
∆x
 := S−1
 00
1
 ;
fissiamo F := sup{θ ≥ 0 : Ax′ + θA∆x 5 b};
fissiamo O := sup{θ ≥ 0 : µ′B + θ∆µB 5 0} e θm := min{F, O};
end proc.
Naturalmente l'algoritmo risolutivo consentirà di valutare la funzione obiet-
tivo f(x) = φ(1
2
xTQx + qTx, dTx) lungo il segmento di soluzioni ottime
di livello ottenuto: x′(θ), θ ∈ [0, θm]. A questo punto possiamo deﬁnire la
seguente restrizione:
z(θ) = f(x′ + θ∆x) =
= φ(1
2
θ2∆λ + θλ
′ + 1
2
x′TQx′ + qTx′, ξ′ + θ)
dove risulta, tenendo conto delle condizioni di Karush-Kuhn-Tucker:
dT∆x = 1
∆TxQ∆x = ∆λ
∆TxA
T∆µ = 0
∆Tx(Qx
′ + q) = λ′
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5.3 Funzione di sottostima
Un ruolo centrale nello studio del problema P è rappresentato dall'uso di
una funzione di sottostima (underestimation function) ψ(ξ), la quale veriﬁca
la seguente proprietà per ogni livello ammissibile ξ:
min
x∈Xξ
f(x) ≥ ψ(ξ)
Al ﬁne di individuare tale funzione di sottostima introduciamo una partico-
lare notazione:
γ =
1
dTQ−1d
, ξu = −dTQ−1q
dove la positività di γ è strettamente collegata alla natura della matrice Q,
la quale ricordiamo essere deﬁnita positiva.
Lemma 5.1. Il problema quadratico strettamente convesso:{
min 1
2
xTQx+ qTx
dTx = ξ
raggiunge il minimo nel punto
xˆ(ξ) = γ(ξ − ξu)Q−1d−Q−1q
con minimo valore corrispondente
gˆ(ξ) =
1
2
γ(ξ − ξu)2 − 1
2
qTQ−1q
Dimostrazione. Il punto di minimo del problema veriﬁca le seguenti con-
dizioni di ottimalità necessarie e suﬃcienti:{
Qx+ q = λd
dTx = ξ
Poiché la matrice Q è nonsingolare e deﬁnita positiva, risulta xˆ(ξ) =
λQ−1d−Q−1q. Attraverso semplici passaggi, tenendo conto che ξ = dT xˆ(ξ)
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abbiamo:
λ = γ(ξ − ξu)
xˆ(ξ) = γ(ξ − ξu)Q−1d−Q−1q
gˆ(ξ) = 1
2
xˆ(ξ)T +Qxˆ(ξ) + qT xˆ(ξ) =
= 1
2
λ2dTQ−1d− 1
2
qTQ−1q =
= 1
2
γ(ξ − ξu)2 − 12qTQ−1q
Il Lemma 5.1 mostra come sia possibile determinare in maniera esplicita
la linea di punti di minimo non vincolato corrispondenti al problema P . D'ora
in avanti denoteremo tale luogo geometrico come:
UP = {x ∈ Rn : x = xˆ(ξ), ξ ∈ R}
La positività di γ implica che la funzione gˆ(ξ) assume la forma di una parabo-
la convessa con minimo valore gˆ(ξu) = −12qTQ−1q. Una prima possibile
funzione di sottostima per il problema P è suggerita dal seguente risultato.
Teorema 5.1. Si consideri il problema P . Per ogni livello ammissibile ξ
risulta:
min
x∈Xξ
f(x) ≥ φ[gˆ(ξ), ξ]
Dimostrazione. Sappiamo che la funzione scalare φ(y1, y2) è strettamente
crescente rispetto alla variabile y1. Per mezzo del Lemma 5.1 risulta:
min
x∈X, dTx=ξ
f(x) ≥ min
x∈Rn, dTx=ξ
f(x) =
= min
x∈Rn, dTx=ξ
φ
(
1
2
xTQx+ qTx, ξ
)
=
= φ
{
min
x∈Rn, dTx=ξ
(1
2
xTQx+ qTx
)
, ξ
}
=
= φ[gˆ(ξ), ξ]
Nel caso in cui la linea di minimi non vincolati UP non intersechi la
regione ammissibile X la funzione di sottostima può essere ulteriormente
migliorata. Per compiere il passo successivo è necessario deﬁnire una serie di
assunzioni aggiuntive.
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Assumiamo che UP ∩ X = ∅ e poniamo xs ∈ X e vs ∈ (Q−1d)⊥ in
modo che {x ∈ Rn : vTs x = vTs xs} sia un iperpiano di supporto che separa
la regione X dalla linea di minimi non vincolati UP , con v
T
s x ≤ vTs xs per
ogni x ∈ X. Ne consegue che:
(Q−1d)⊥ = {v ∈ Rn : v = Mw, w ∈ Rn}
dove
M = I − Q
−1ddTQ−1
dTQ−1Q−1d
è una matrice singolare simmetrica e deﬁnita positiva tale per cuiM 2 = M ,
avente un autovettore uguale a zero (come il corrispondente autovettore
Q−1d) e n − 1 autovettori uguali a uno (come i corrispondenti autovettori
contenuti in (Q−1d)⊥).
Poiché MQ−1d = 0 ne consegue che Mxˆ(ξ) = −MQ−1q per ogni
ξ ∈ R, cosicché, preso un punto x ∈ X risulta:
v = M(xˆ(ξ)− x) = M(−Q−1q − x)
Il vettore v dunque altro non è che il vettore uscente dal punto x ∈ X
per raggiungere in modo ortogonale la linea dei minimi non vincolati. Per
determinare l'iperpiano separatore è necessario determinare il punto xs ∈ X
più vicino possibile alla linea dei minimi non vincolati, che risulta essere
quello fornito dal più piccolo vettore M(−Q−1q − x).
Per conseguire questo obiettivo dobbiamo minimizzare la forma quadra-
tica (M (−Q−1q−x))T (M(−Q−1q−x)) risolvendo il problema quadratico
convesso equivalente (si ricordi che M 2 = M):
xs = arg min
x∈X
{
1
2
xTMx+ qTQ−1Mx
}
Da qui in avanti possiamo assumere che:
vs = M(−Q−1q − xs)
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Inoltre, poiché M 2 = M e Mxˆ(ξ) = −MQ−1q vale:
vTs xˆ(ξ) = −vTsQ−1q e vTs [xˆ(ξ)− xs] = vTs vs
Chiaramente, vs 6= 0 se e solo se la linea dei minimi non vincolati UP non
interseca la regione ammissibile X.
Per aﬃnare la funzione di sottostima deﬁniamo, nel caso in cuiX∩UP =
∅, la seguente notazione:
ν =
vTs vs
vTsQ
−1vs
> 0
Lemma 5.2. Il problema quadratico strettamente convesso di tipo parame-
trico: 
min 1
2
xTQx+ qTx
dTx = ξ
vTs x ≤ vTs xs
raggiunge il minimo in x¨(ξ) = xˆ(ξ) − ν(Q−1vs) con minimo valore g¨(ξ) =
gˆ(ξ) + 1
2
ν(vTs vs).
Dimostrazione. Il punto di minimo del problema veriﬁca le seguenti con-
dizioni necessarie e suﬃcienti di ottimalità:
Qx+ q = λd+ αvs
dTx = ξ, vTs x ≤ vTs xs
α(vTs x− vTs xs) = 0
α ≤ 0, λ ∈ R
La matriceQ è nonsingolare e deﬁnita positiva, quindi si ha x¨(ξ) = λQ−1d−
Q−1q + αQ−1vs. Attraverso alcuni passaggi, tenendo conto che ξ = d
T x¨(ξ)
e vs ∈ (Q−1d)⊥ abbiamo λ = γ(ξ − ξu) cosicché x¨(ξ) = xˆ(ξ) + αQ−1vs.
Inoltre per le condizioni di ammissibilità vale:
vTs xs ≥ vTs x¨(ξ) = vTs xˆ(ξ) + α
vTs vs
ν
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quindi, poiché vTs [xˆ(ξ)− xs] = vTs vs otteniamo:
α ≤ v
T
s [xs − xˆ(ξ)]
vTs vs
ν = −ν < 0
Essendo α < 0, dalle condizioni di complementarità segue che vTs x¨(ξ) =
vTs xs. Ne deriva che α = −ν e x¨(ξ) = xˆ(ξ)− ν(Q−1vs).
Risulta inﬁne:
g¨(ξ) = 1
2
x¨(ξ)TQx¨(ξ) + qT x¨(ξ) =
= gˆ(ξ)− ν[vTs xˆ(ξ)] + 12ν(vTs vs)− ν(qTQ−1vs) =
= gˆ(ξ) + ν(vTsQ
−1q + 1
2
ν(vTs vs)− ν(qTQ−1vs) =
= gˆ(ξ) + 1
2
ν(vTs vs)
Teorema 5.2. Si consideri il problema P e si assuma che X ∩ UP = ∅.
Allora, per ogni livello ammissibile ξ si ha:
min
x∈Xξ
f(x) ≥ φ
[
gˆ(ξ) +
1
2
ν(vTs vs), ξ
]
Dimostrazione. La dimostrazione è del tutto analoga a quella del Teorema
5.1.
A questo punto la funzione di sottostima può essere deﬁnita come:
ψ(ξ) = φ[gˆ(ξ) + gˆ0, ξ]
dove:
gˆ0 =
{
0 seX ∩ UP 6= ∅
1
2
ν(vTs vs) seX ∩ UP = ∅
Si noti che, nel caso in cui X ∩ UP = ∅ si ha:
φ[gˆ(ξ) + gˆ0, ξ] > φ[gˆ(ξ), ξ]
in quanto la funzione φ(y1, y2) è strettamente crescente rispetto alla variabile
y1, vs 6= 0 e ν > 0. Inoltre la continuità di φ(y1, y2) implica la continuità
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di ψ(ξ). Da un punto di vista teorico, la funzione ψ(ξ) ci consente di di-
mostrare il seguente risultato, il quale generalizza quanto è stato aﬀermato
nell'Osservazione 5.1.
Corollario 5.1. Si consideri il problema P . Allora per ogni intervallo com-
patto di livelli ammissibili [ξ1, ξ2] risulta:
arg min
x∈X[ξ1, ξ2]
f(x) 6= ∅ e
min
x∈X[ξ1, ξ2]
f(x) ≥ min
ξ∈[ξ1, ξ2]
ψ(ξ)
Dimostrazione. PoichèX[ξ1, ξ2] è un insieme chiuso e f(x) è una funzione con-
tinua, anche l'insieme immagine f(X[ξ1, ξ2]) risulta chiuso. La funzione ψ(ξ) è
anch'essa continua e l'intervallo [ξ1, ξ2] è compatto, pertanto il minξ∈[ξ1, ξ2] ψ(ξ)
esiste. Per il Teorema 5.1 ciò signiﬁca che:
f(x) ≥ min
ξ∈[ξ1, ξ2]
ψ(ξ) ∀x ∈ X[ξ1, ξ2]
Conseguentemente l'insieme f(X[ξ1, ξ2]) è chiuso e limitato inferiormente.
In parole semplici, il Corollario 5.1 aﬀerma che il problema P può essere
illimitato solamente lungo raggi estremi aventi livelli ammissibili ξ che ten-
dono a raggiungere i valori +∞ e −∞. Fatte salve queste eccezioni, possiamo
sostenere che P ammette minimo valore in ogni insieme compatto di livelli
ammissibili.
5.4 La procedura risolutiva
Al ﬁne di individuare un punto di minimo globale (assumendo che ne
esista almeno uno) è necessario risolvere il problema P¯ξ per ognuno dei livelli
ammissibili. Il risultato fondamentale che verrà illustrato in questa sezione
è che questo può essere fatto attraverso un numero ﬁnito di iterazioni, uti-
lizzando i risultati ﬁnora illustrati. Il metodo prende in considerazione tutti
i livelli ammissibili ponendosi come obiettivo l'ottenimento della soluzione
ottima. Fissato un certo livello ammissibile di partenza ξF , sarà necessario
visitare i livelli ammissibili inferiori a ξF in ordine decrescente. Tutto ciò
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può essere operativamente raggiunto a patto che si ribalti la prospettiva di
analisi del problema P . In altre parole è suﬃciente riscrivere P nella forma
equivalente:
P ≡ P˜ :
{
inf f(x) = φ˜(1
2
xTQx+ qTx, d˜Tx)
x ∈ X
dove φ˜(y1, y2) = φ(y1, −y2) e d˜ = −d. In quest'ottica, la decrescenza dei
livelli ammissibli di P corrisponde alla crescenza dei livelli ammisibili di P˜ .
Possiamo a questo punto proporre le procedure Main( ) e V isit( ).
La procedura Main( ) provvede ad inizializzare l'algoritmo, determinan-
do l'insieme dei livelli ammissibili e una soluzione dalla quale partire che
risulti soddisfacente4. Successivamente la procedura V isit( ) consente di
ottenere la soluzione ottima globale (se esiste). In particolare, le soluzioni ot-
time di livello x′1 e x
′
2 saranno determinate al ﬁne di ottenere una soluzione
ottima di partenza soddisfacente. Tale soluzione ottima di partenza appare
estremamente utile nel caso in cui la funzione obiettivo associata al problema
P sia illimitata lungo un raggio estremo ammissibile. Il livello ammissibile
di partenza ξF e la corrispondente soluzione ottima di livello xF sono infatti
determinati tenendo conto della possibilità di avere UP ∩X = ∅ o meno.
4Per soluzione soddisfacente intendiamo una soluzione che consenta di ridurre l'in-
sieme dei livelli ammissibili che verranno presi in considerazione dall'algoritmo, al ﬁne di
migliorare le prestazioni del metodo proposto.
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Procedura: Main
input : P ;
output : Opt, OptV al;
Calcoliamo i valori ξmin := infx∈X d
Tx e ξmax := supx∈X d
Tx;
Sia ξbig >> 0 e fissiamo ξ1 := max{−ξbig, ξmin}; ξ2 := min{ξbig, ξmax};
Calcoliamo x′1 := arg min{P¯ξ1} e x′2 := arg min{P¯ξ2};
if f(x′1) < f(x
′
2) then x¯ := x
′
1 else x¯ := x
′
2 end if ;
Fissiamo UB := f(x¯) e sia IP := {ξ ∈ R : Axˆ(ξ) 5 b};
if IP = ∅ then ξF := dTxs; xF := arg min{P¯ξF };
else if IP ∩ [ξ1, ξ2] = ∅ then ξF := ξ1+ξ22 ; xF := arg min{P¯ξF }
else ξF := arg minξ∈IP∩[ξ1, ξ2] {ψ(ξ)}; xF := xˆ(ξF );
end if ;
if f(xF ) < UB then x¯ := xF e UB := f(xF ) end if ;
if dT x¯ ≥ ξF then
[x¯, UB] := V isit(P, ξF , ξmax, x¯, UB);
[x¯, UB] := V isit(P˜ , −ξF , −ξmin, x¯, UB);
else
[x¯, UB] := V isit(P˜ , −ξF , −ξmin, x¯, UB);
[x¯, UB] := V isit(P, ξF , ξmax, x¯, UB);
end if ;
Opt := x¯; OptV al := UB;
end proc.
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Procedura: Visit
input : P, ξF , ξmax, x¯, UB;
output : Opt, OptV al;
ξ′ = ξF ; x′ := xF
# [ξ′, x′] := ImplicitV isit(ξ′, x′, ξmax, false)
while ξ′ < ξmax
Fissiamo [∆x, µ
′, ∆µ, λ′, ∆λ, F, O, θm] := Parameters(x′);
Sia z(θ) = φ(1
2
θ2∆λ + θλ
′ + 1
2
x′TQx′ + qTx′, ξ′ + θ);
Fissiamo [θ¯, zinf ] := MinRestriction(z(θ), [0, θm]);
if zinf = −∞ then x¯ := [ ]; UB := −∞; ξ′ := +∞ else
if zinf < UB then
UB := zinf ;
if θ¯ = +∞ then x¯ := [ ] else x¯ := x′ + θ¯∆x end if ;
end if ;
Sia ξ′ := ξ′ + θm e x′ := x′ + θm∆x;
end if ;
# [ξ′, x′] := ImplicitV isit(ξ′, x′, ξmax, true);
end while;
Opt := x¯; OptV al := UB;
end proc.
E' possibile notare che la procedura V isit( ) usa due sottoprocedure: la
prima è la procedura Parameters( ) che è stata già descritta nella Sezione
5.2 , l'altra è la procedura MinRestriction( ) la quale determina il minimo
della funzione continua di una variabile z(θ) nell'intervallo chiuso [0, θm].
Inoltre nella procedura V isit( ) è presente un'ulteriore sottoprocedura,
chiamata ImplicitV isit( )5, la quale è in grado di migliorare la performance
dell'algoritmo risolutivo attraverso una visita implicita di alcuni dei livelli
ammissibili da esaminare. La correttezza dell'algoritmo proposto deriva dalla
possibilità di esaminare tutti i livelli ammissibili. Questa possibiltà garantisce
che la soluzione ottima, se esiste sarà anche una soluzione ottima di livello.
Resta da veriﬁcare la convergenza (ﬁniteness) dell'algoritmo, ovvero
5Questa procedura opzionale sarà discussa nella sezione successiva.
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la capacità della procedura di arrestarsi dopo un numero ﬁnito di passi.
Innanzi tutto ad ogni iterazione l'insieme dei vincoli obbligatori cambia;
si noti inoltre che il livello è incrementato da ξ′ a ξ′ + θm > ξ′ rendendo
impossibile l'ottenimento di un insieme di vincoli obbligatori già utilizzato.
La convergenza quindi è strettamente legata alla disponibilità di un numero
ﬁnito di insiemi di vincoli obbligatori.
Osservazione 5.2. Si noti che i problemi P¯ξ sono indipendenti dalla fun-
zione φ. Questo signiﬁca che tali problemi possiedono la stessa regione am-
missibile, gli stessi Q, q e d, ma diverse funzioni φ; inoltre essi condividono
lo stesso insieme di soluzioni ottime di livello. Come conseguenza, quando
la procedura Main( ) visita in maniera esplicita tutti i livelli ammissibili,
questi diversi problemi sono risolti attraverso le stesse iterazioni presenti nel
ciclo while della procedura V isit( ).
5.5 Miglioramenti nella procedura
Può accadere che durante le numerose iterazioni della procedura V isit( )
alcuni livelli ammissibili vengano visitati in maniera implicita nel caso in cui
O > F . Notiamo infatti che per ogni θ ∈ [0, O], il valore z(θ) è un limite in-
feriore per il problema parametrico P¯ξ′+θ; infatti se θ ∈ [0, θm] allora x′(θ) è
una soluzione ottima di livello, mentre se θ ∈ (F, O] allora x′(θ) è inammissi-
bile per P¯ξ′+θ, ma è comunque una soluzione ottima per un problema avente
la stessa funzione obiettivo di P¯ξ′+θ e una regione ammissibile contenente
Xξ′+θ. Conseguentemente, il minimo valore di z(θ) nell'intervallo (F, O] è
superiore o uguale a UB, pertanto è possibile evitare di prendere in consi-
derazione i livelli ammissibili (F, O]. Analogamente, altri livelli ammissibili
possono essere implicitamente visitati usando la funzione di sottostima ψ(ξ).
Infatti, dato un certo ξa ∈ [ξ′, ξmax] può essere facilmente dimostrato che:
ψ(ξ) ≥ UB ∀ξ ∈ [ξ′, ξa] ⇒ min
x∈X[ξ′, ξmax]
f(x) = min
x∈X[ξa, ξmax]
Questa proprietà suggerisce quindi un altro modo per migliorare l'algorit-
mo risolutivo riducendo, attraverso le iterazioni della procedura V isit( ),
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l'insieme dei livelli ammissibili da esaminare. Per concludere presentiamo la
procedura ImplicitV isit( ) accennata nella sezione precedente.
Procedura: ImplicitVisit
input : ξ′, x′, ξmax, inside;
output : ξ′, x′;
ξ′old = ξ
′;
if ξ′ < ξmax and ψ(ξ′) > UB then
SiaL := [ξ′, ξmax] ∩ L(ψ, UB);
if L = ∅ then ξ′ := ξmax else ξ′ := min{L} end if ;
end if ;
if ξ′ < ξmax and inside = true and O − F > ξ′ − ξ′old then
[θ˜, z˜inf ] := MinRestriction(z(θ), [F + ξ
′ − ξ′old, min {O, ξmax − ξ′old + F}]);
if z˜inf >= UB then
ξ′ := ξ′old +O − F ;
if ξ′ < ξmax and ψ(ξ′) > UB then
Sia L := [ξ′, ξmax] ∩ L(ψ, UB);
if L = ∅ then ξ′ := ξmax else ξ′ := min {L} end if ;
end if ;
end if ;
end if ;
if ξ′ < ξmax and ξ′ > ξ′old then x
′ := arg min {P¯ξ′} end if ;
end proc.
Nella procedura ImplicitV isit( ) gli insiemi di livello inferiore della fun-
zione ψ(ξ) sono stati denotati con L(ψ, UB) = {ξ ∈ R : ψ(ξ) ≤ UB}. Inoltre
detta procedura si dimostra maggiormente eﬃcace più è piccolo il valore UB
della soluzione di partenza. Per questa ragione, al ﬁne di migliorare l'algorit-
mo è fondamentale inizializzarlo con una soluzione di partenza soddisfacente,
come è già stato aﬀermato nella precedente sezione.
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Capitolo6
Implementazione dell'algoritmo
I
l passo conclusivo del presente lavoro consiste nell'implementazione
dell'algoritmo proposto nel capitolo precedente. Il percorso logico segui-
to cercherà di ripercorrere tutte le fasi dell'analisi, dalla generazione dei dati
relativi ai rendimenti, alla costruzione della frontiera eﬃciente e, inﬁne, al-
l'individuazione della soluzione ottima per particolari tipologie di funzioni
obiettivo. In ogni sezione verranno illustrati gli algoritmi risolutivi1 e saranno
mostrati risultati più signiﬁcativi.
6.1 Generazione dei rendimenti
Il processo di generazione dei rendimenti si avvale di un algoritmo per
il quale è necessario speciﬁcare da parte dell'utente una serie di parametri
fondamentali: coeﬃciente di correlazione tra i titoli (ρ), varianza (σ2) e un
valore di partenza che servirà come base di calcolo per il rendimento medio
(mean1, . . . ,mean10). E' inoltre possibile precisare il numero delle osser-
vazioni (nobs) (considerando i cosiddetti giorni borsa, per ogni titolo quotato
sono disponibili all'incirca 250 osservazioni annue) le quali consentiranno di
generare la serie storica dei rendimenti per ogni attività ﬁnanziaria. Una vol-
ta ﬁssati i parametri sopra esposti, nonché il numero dei titoli disponibili sul
1Tutte le procedure utilizzate sono state compilate e risolte con l'ausilio del software
MatLab 7.4 R2007a. Si ringrazia inoltre il Prof. Carlo Bianchi per i preziosi suggerimenti.
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mercato, è necessario determinare la relazione che costituisce il rendimento
del titolo i-esimo. In generale abbiamo:
xi = ±ρˆ(xj) + αi + η
√
V ar i 6= j
ove:
ρˆ rappresenta una misura di correlazione2 deﬁnita dall'utente e viene
collegato al rendimento di un altro titolo presente nel portafoglio;
αi è il valore medio di partenza per il titolo i-esimo;
η è una variabile casuale avente distribuzione normale standardizzata;√
V ar è lo Scarto Quadratico Medio, calcolato in funzione della Varianza
deﬁnita dall'utente.
Presentiamo di seguito un esempio di procedura di generazione dei
rendimenti:
Tabella 6.1: Procedura per il calcolo dei rendimenti.
function [Rend,Rattesi,Covmat]=GeneraRendimenti()
randn('state',13)
nobs = ( );
rho = ( );
var =( );
mean1 = ( );
...
mean10 = ( );
x1 = randn(nobs,1) + mean1;
x2 = rho*x1 + randn(nobs,1)*sqrt(var) + mean2;
x3 = -rho*x2+ randn(nobs,1)*sqrt(var) + mean3;
...
x10 = rho*x2 + randn(nobs,1)*sqrt(var) + mean10;
Rend=[x1 x2 x3 x4 x5 x6 x7 x8 x9 x10];
Rend=round(Rend);
Covmat=cov(Rend,1);
Rattesi=mean(Rend)';
2Il parametro ρˆ rappresenta solamente l'entità della correlazione, ma non la sua natu-
ra (positiva o negativa). Il segno della correlazione tra una coppia di titoli viene in-
fatti deﬁnito di volta in volta dall'utente nell'ambito della procedura di generazione dei
rendimenti.
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E' importante notare che attraverso l'algoritmo appena illustrato siamo
in grado di ottenere una serie storica dei rendimenti, nonché il vettore dei
rendimenti attesi (Rattesi) e la matrice varianza-covarianza (Covmat). L'ap-
plicazione delle procedure di ottimizzazione a un set di dati di questo tipo
fornirà una soluzione ottima a posteriori, ovvero il miglior portafoglio che
avremmo potuto scegliere se fossimo stati a conoscenza dell'andamento dei
titoli3. Naturalmente attraverso particolari procedure4 sarà possibile ottenere
le stime dei rendimenti attesi, dei valori del rischio e dei coeﬃcienti di cor-
relazione, consentendo l'applicazione dei modelli di previsione per il calcolo
del portafoglio ottimo, i quali, tuttavia, non rappresentano oggetto di questo
lavoro.
6.2 Generazione della frontiera eﬃciente
Il passo successivo consiste nella generazione della frontiera eﬃciente
attraverso i due approcci più comuni, proposti da Markowitz e da Black.
6.2.1 La frontiera eﬃciente di Black
La formulazione del problema del portafoglio secondo Black è la seguente:
min xTV x
s. t. µTx = µ∗
uTx = 1
(6.1)
Si può immediatamente notare che non sono presenti vincoli di disuguaglian-
za e pertanto tale problema può essere risolto in via analitica attraverso il
metodo dei Moltiplicatori di Lagrange discusso in seguito5. L'algoritmo riso-
lutivo proposto, partendo da questa considerazione, calcola il vettore delle
combinazioni rischio-rendimento, semplicemente attraverso la soluzione di
un sistema in n+ 2 equazioni.
3Essendo a conoscenza dei valori eﬀettivi, il rendimento atteso coincide con il
rendimento medio.
4Ci riferiamo in particolare al cosiddetto Single-index model per il quale sarà presentata
una breve trattazione nell'Appendice D.
5Si veda l'Appendice B.
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Gli input del problema (Matrice di varianza-covarianza e vettore dei
rendimenti attesi) vengono calcolati sulla base dei valori ottenuti attraverso
la procedura di generazione dei rendimenti.
Tabella 6.2: Procedura per il calcolo della frontiera eﬃciente di Black.
function [rendim,stderr,portaf]=FrontieraBlack(Rend,Rb,Covmat)
Ntit=size(Rend,2);
Rbmin=min(Rb);
Rbmax=max(Rb);
A=2*Covmat;
N=Ntit;
b=zeros(N,1);
for i=1:N
A(i,N+1)=Rb(i);
A(i,N+2)=1;
A(N+1,i)=Rb(i);
A(N+2,i)=1;
end
A(N+1,N+1)=0;
A(N+1,N+2)=0;
A(N+2,N+1)=0;
A(N+2,N+2)=0;
b(N+2)=1;
int=Rbmax-Rbmin ;
Nstep=100;
step=int/(Nstep-1);
Rp=Rbmin-step;
invA=inv(A);
portaf=zeros(Ntit,Nstep);
rendim=zeros(Nstep,1);
stderr=zeros(Nstep,1);
for ind=1:Nstep
Rp=Rp+step;
b(N+1)=Rp;
X=invA*b;
x=X(1:N);
portaf(:,ind)=x;
stderr(ind)=sqrt(x'*Covmat*x);
rendim(ind)=Rp;
end
La procedura presentata si occupa semplicemente di costruire la matrice
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A e il vettore b e procedere alla risoluzione del sistema Ax = b.
In particolare abbiamo:
A =
 2V µ uµT 0 0
uT 0 0
 e b =
 0µ∗
1

ove µ e u sono vettori colonna. Una volta generata, la matrice A rimarrà
la stessa per tutte le iterazioni, pertanto è possibile già calcolarne l'inver-
sa (A−1). Ciò che modiﬁca la soluzione ottima è il valore del rendimento
desiderato dall'investitore, µ∗.
A questo punto la soluzione ottima ed i corrispondenti valori di rischio
e rendimento vengono generati calcolando il prodotto A−1b.
6.2.2 La frontiera eﬃciente di Markowitz
L'assenza di vincoli di disuguaglianza dal modello di Black, oltre a con-
sentire una risoluzione analitica del problema si traduce in un'importante
conseguenza: all'investitore viene consentito di eﬀettuare le cosiddette ven-
dite allo scoperto. In altre parole, un individuo è detto short seller  quando
vende un'attività che non possiede, per poi acquistarla successivamente. Il
procedimento che caratterizza le vendite allo scoperto prevede l'intervento di
una società di intermediazione che procura i titoli al proprio cliente e che si
occupa della loro restituzione nel momento in cui essi vengono riacquistati.
L'introduzione di un vincolo di positività sui coeﬃcienti xi annulla questo
tipo di possibilità, modiﬁcando la natura del problema anche dal punto di
vista matematico.
Ricordiamo che il problema di Markowitz nella sua forma più generica
si presenta nel seguente modo:
min xTV x
µTx = µ∗
uTx = 1
x ≥ 0
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Ci troviamo quindi a lavorare con un problema di Programmazione
Quadratica6 per il quale è necessaria l'applicazione delle condizioni di Karush-
Kuhn-Tucker. Applicando dette condizioni al problema di Markowitz si ha
che, x = x∗ rappresenta il vettore delle proporzioni ottime di investimento se
esistono dei moltiplicatori λ1, λ2, λ3 ≥ 0 che soddisfano il seguente sistema:
2V x∗ = λ1µ+ λ2u+ λ3
λ1(µ
Tx∗ − µ∗) = 0
λ2(u
Tx∗ − 1) = 0
λT3 x
∗ = 0
λ1, λ2 ∈ R
λ3 ≥ 0
Dal punto di vista computazionale MatLab risulta molto ﬂessibile in quanto
dispone della funzione quadprog dedicata alla risoluzione dei problemi di
programmazione quadratica previa immissione dei vincoli.
La funzione quadprog consente di risolvere problemi di programmazione
quadratica del tipo: 
min 1
2
xTHx+ dTx
s.t. Ax ≤ b
Aeqx = beq
lb ≤ x ≤ ub
dove H , A e Aeq sono matrici e d, b, beq, lb, ub e x sono vettori.
Un esempio di sintassi della funzione quadprog è il seguente:
x = quadprog(H,d,A,b,Aeq,beq,lb,ub)
Digitando tale comando è possibile risolvere il problema precedente, soggetto
ai vincoli di uguaglianza e disuguaglianza, speciﬁcando gli estremi dell'inter-
vallo [lb, ub] al quale la soluzione ottima debba appartenere.
Una volta deﬁniti gli input e il ciclo necessario al calcolo della frontiera
eﬃciente, è suﬃciente utilizzare la funzione quadprog per ottenere il vettore
delle soluzioni ottime.
6Per un approfondimento del problema si veda l'Appendice C.
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Tabella 6.3: Procedura per il calcolo della frontiera eﬃciente di Markowitz.
function [rendim,stderr,portaf]=FrontieraMarkowitz(Rend,Rb,Covmat) Ntit=size(Rend,2);
Rbmin=min(Rb);
Rbmax=max(Rb);
A=[];
b=[];
f=[];
Aeq=[];
beq=[];
Aeq(1,:)=ones(1,Ntit);
beq(1)=1;
Aeq(2,:)=Rb';
vlb= zeros(1,Ntit);
vub= ones(1,Ntit);
int=Rbmax-Rbmin ;
Nstep=100;
step=int/(Nstep-1);
Rp=Rbmin-step;
portaf=zeros(Ntit,Nstep);
rendim=zeros(Nstep,1);
stderr=zeros(Nstep,1);
for ind=1:Nstep
Rp=Rp + step;
beq(2)=Rp;
XX=quadprog(Covmat,f,A,b,Aeq,beq,vlb,vub,[],optimset('Display','oﬀ'));
stderr(ind)=sqrt(XX'*Covmat*XX);
rendim(ind)=Rp;
portaf(:,ind)=XX;
end
6.3 La soluzione ottima
Le procedure di generazione della frontiera eﬃciente consentono di ot-
tenere una rappresentazione graﬁca delle curve lungo le quali sono disposti
i portafogli ammissibili. A questo punto entra in gioco l'applicazione del-
l'algoritmo illustrato nel Capitolo 5, il quale ci fornirà la soluzione ottima
a seconda della funzione obiettivo che decideremo essere la migliore rap-
presentazione delle preferenze dell'investitore. Per illustrare le potenzialità
dell'algoritmo risolutivo, utilizzeremo alcune delle funzioni obiettivo deﬁnite
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nel Capitolo 4. In particolare si tratterà di minimizzare :
φ1 =
√
xTV x− µTx
φ2 =
xTV x
(µTx)2
φ3 = (µ
Tx)2 log(xTV x)
φ4 = x
TV x− t(µTx) t = 0, 1
10
, 1
4
, 1
2
, 1, 3
2
, 2
Verranno di seguito presentati i risultati numerici e graﬁci derivanti
dall'applicazione dell'algoritmo. All'inizio di ogni sezione saranno illustrati i
valori assegnati ai parametri caratteristici della procedura di generazione dei
rendimenti, mentre i valori di partenza per il calcolo del rendimento medio
per i 10 ipotetici titoli rimarranno gli stessi per ogni test (tali valori sono
illustrati nella Tabella 6.4). Seguiranno il graﬁco riassuntivo e una Tabella
dove saranno indicate le coppie rischio-rendimento corrispondenti agli ottimi
delle varie funzioni obiettivo.
Tabella 6.4: Parametri del modello e simboli utilizzati nei graﬁci
(a) Valori medi di partenza
mean1 = 1
mean2 = 5
mean3 = -1.5
mean4 = 7.5
mean5 = -2.5
mean6 = 2.5
mean7 = 3.33
mean8 = 1
mean9 = 0
mean10 = -1
(b) Legenda simboli
φ1 → ©
φ2 → 
φ3 → 4
φ4 → ∗
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6.3.1 Test 1
Numero osservazioni (nobs) = 260
Coeﬃciente di correlazione (rho) = 0
Varianza (var) = 4
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(b) Modello di Markowitz
Figura 6.1: Test 1: frontiere eﬃcienti
Tabella 6.5: Test 1: Funzioni obiettivo e rispettive combinazioni ottime di
rischio e rendimento.
funzione obiettivo rischio rendimento
φ1 2.2062 7.6462
φ2 0.9372 4.4629
φ3 0.8909 4.2343
φ4, t = 0 0.5589 1.0619
φ4, t = 0.1 0.7238 3.2241
φ4, t = 0.25 1.0530 4.9785
φ4, t = 0.5 1.4203 6.3024
φ4, t = 1 1.7074 6.9523
φ4, t = 1.5 1.9954 7.3789
φ4, t = 2 2.2062 7.6462
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Figura 6.2: Test 1: punti di ottimo
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6.3.2 Test 2
Numero osservazioni (nobs) = 260
Coeﬃciente di correlazione (rho) = 1
Varianza (var) = 4
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(b) Modello di Markowitz
Figura 6.3: Test 2: frontiere eﬃcienti
Tabella 6.6: Test 2: funzioni obiettivo e rispettive combinazioni ottime di
rischio e rendimento.
funzione obiettivo rischio rendimento
φ1 1.9599 8.4608
φ2 1.3202 6.3025
φ3 0.9580 4.3602
φ4, t = 0 0.4564 0.0021
φ4, t = 0.1 0.6894 2.6788
φ4, t = 0.25 1.2604 6.0068
φ4, t = 0.5 1.6396 7.5531
φ4, t = 1 1.9394 8.4397
φ4, t = 1.5 1.9433 8.4456
φ4, t = 2 1.9486 8.4516
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Figura 6.4: Test 2: punti di ottimo
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6.3.3 Test 3
Numero osservazioni (nobs) = 260
Coeﬃciente di correlazione (rho) = 0.5
Varianza (var) = 4
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(b) Modello di Markowitz
Figura 6.5: Test 3: frontiere eﬃcienti
Tabella 6.7: Test 3: funzioni obiettivo e rispettive combinazioni ottime di
rischio e rendimento.
funzione obiettivo rischio rendimento
φ1 2.2244 8.0769
φ2 1.2284 5.9202
φ3 0.9449 4.4183
φ4, t = 0 0.5365 0.5012
φ4, t = 0.1 0.7368 3.0642
φ4, t = 0.25 1.2216 5.8870
φ4, t = 0.5 1.4605 6.7733
φ4, t = 1 1.7296 7.3796
φ4, t = 1.5 2.0148 7.8098
φ4, t = 2 2.2244 8.079
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Figura 6.6: Test 3: punti di ottimo
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6.3.4 Test 4
Numero osservazioni (nobs) = 260
Coeﬃciente di correlazione (rho) = 0.8
Varianza (var) = 4
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(b) Modello di Markowitz
Figura 6.7: Test 4: frontiere eﬃcienti
Tabella 6.8: Test 4: funzioni obiettivo e rispettive combinazioni ottime di
rischio e rendimento.
funzione obiettivo rischio rendimento
φ1 2.2675 8.4077
φ2 1.3013 6.2599
φ3 0.9551 4.3940
φ4, t = 0 0.4848 0.1747
φ4, t = 0.1 0.7049 2.8059
φ4, t = 0.25 1.2608 6.0588
φ4, t = 0.5 1.5551 7.2196
φ4, t = 1 1.8317 7.9790
φ4, t = 1.5 1.8980 8.0779
φ4, t = 2 1.9871 8.1768
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Figura 6.8: Test 4: punti di ottimo
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6.3.5 Test 5
Numero osservazioni (nobs) = 260
Coeﬃciente di correlazione (rho) = 0.8
Varianza (var) = 50
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5
−6
−4
−2
0
2
4
6
8
10
Frontiera Efficiente:  Modello di Black
R
en
di
m
en
to
Rischio
(a) Modello di Black
0 1 2 3 4 5 6 7 8 9
−6
−4
−2
0
2
4
6
8
10
Frontiera Efficiente:  Modello di Markowitz
R
en
di
m
en
to
Rischio
(b) Modello di Markowitz
Figura 6.9: Test 5: frontiere eﬃcienti
Tabella 6.9: Test 5: funzioni obiettivo e rispettive combinazioni ottime di
rischio e rendimento.
funzione obiettivo rischio rendimento
φ1 5.7639 7.9256
φ2 1.6277 2.6632
φ3 1.0947 1.5801
φ4, t = 0 0.9242 0.6882
φ4, t = 0.1 0.9369 0.9232
φ4, t = 0.25 0.9987 1.2651
φ4, t = 0.5 1.1932 1.8338
φ4, t = 1 1.6328 2,6715
φ4, t = 1.5 2,1456 3.4467
φ4, t = 2 2.7042 4.2207
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Figura 6.10: Test 5: punti di ottimo
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6.3.6 Test 6
Numero osservazioni (nobs) = 260
Coeﬃciente di correlazione (rho) = 0.8
Varianza (var) = 150
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(b) Modello di Markowitz
Figura 6.11: Test 6: frontiere eﬃcienti
Tabella 6.10: Test 6: funzioni obiettivo e rispettive combinazioni ottime di
rischio e rendimento.
funzione obiettivo rischio rendimento
φ1 8.7794 7.4070
φ2 1.3419 1.6237
φ3 1.0988 1.2418
φ4, t = 0 1.0063 0.8420
φ4, t = 0.1 1.0105 0.9261
φ4, t = 0.25 1.0312 1.0475
φ4, t = 0.5 1.1022 1.2493
φ4, t = 1 1.2935 1.5633
φ4, t = 1.5 1.5335 1.8350
φ4, t = 2 1.8136 2.1029
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Figura 6.12: Test 6: punti di ottimo
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6.4 Conclusioni
Un primo sguardo ai graﬁci riassuntivi permette di constatare che tutti
i portafogli ottimi sono collocati lungo il segmento eﬃciente della frontiera di
Markowitz (curva in rosso). L'unico portafoglio comune ad entrambi i mod-
elli è quello individuato dalla funzione φ4 quando t = 0 (associata al simbolo
∗ più a sinistra), la quale corrisponde esattamente alla funzione obiettivo
del modello classico: xtV x. La scelta di una particolare combinazione delle
funzioni quadratica e lineare non è legata a motivazioni descrittive, bensì rap-
presenta il peso che l'investitore attribuisce alle variabili connesse al rischio e
al rendimento nell'ambito del suo sistema di preferenze. In sostanza, la deci-
sione di utilizzare una funzione piuttosto che un'altra consente all'individuo
di esprimere il proprio grado di avversione al rischio, concetto rappresentato
nella teoria dalla forma delle curve di indiﬀerenza.
Consideriamo la funzione φ1. Il modello di Markowitz assume che tutti
gli investitori siano avversi al rischio, con una mappa di indiﬀerenza com-
prendente curve di tipo convesso (si ricordino i graﬁci a pagina 18). Questo
signiﬁca che, per raggiungere il punto di ottimo associato alla funzione φ1
(nei graﬁci contraddistinto con il simbolo ◦) è necessario che tali curve siano
molto piatte (si potrebbe pensare che tali curve siano addirittura delle rette
con inclinazione positiva) come quelle illustrate nella Figura 6.13.
Un confronto tra i graﬁci prodotti dai Test 1, 5 e 6 permette di notare
che lo scarso peso attribuito al rischio dalla funzione φ1 produce eﬀetti con-
siderevoli anche all'aumentare della varianza. Ci aspettiamo infatti che le
soluzioni ottime tendano ad avvicinarsi al vertice della parabola al crescere
della variabilità dei rendimenti. Tuttavia, il movimento della soluzione asso-
ciata a φ1 risulta notevolmente più lento rispetto a quello di tutte le altre
funzioni, le quali tendono quasi a coincidere per un valore della varianza pari
a 150 (si veda il graﬁco 6.12).
Consideriamo ora la funzione φ4. La forma funzionale così costruita
consente di modiﬁcare il peso associato al rendimento semplicemente aumen-
tando il valore del parametro t (ricordiamo dal Capitolo 4 che i portafogli
eﬃcienti possono essere ottenuti a patto che t ∈ [0, +∞)). Ponendo t = 0
viene annullato il contributo del rendimento.
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Figura 6.13: Curve di indiﬀerenza associate alla funzione φ1 in riferimento ai
risultati del Test 6
L'investitore che decide di rappresentare le proprie preferenze con una
funzione obiettivo di questo tipo sarà contraddistinto da un livello di avver-
sione al rischio molto elevato (a titolo di esempio si veda la Figura 6.14).
 
Figura 6.14: Curve di indiﬀerenza associate alla funzione φ4 in riferimento ai
risultati del Test 1
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Al crescere del valore di t i portafogli tendono a spostarsi verso destra
(nei graﬁci alla funzione φ4 è associato il simbolo ∗) ﬁno a raggiungere valori
prossimi a quelli della funzione φ1. Questo signiﬁca che l'investitore è disposto
a ridurre la sua avversione a favore di rendimenti maggiormente consistenti;
da un punto di vista graﬁco abbiamo visto che ciò implica un appiattimento
delle curve di indiﬀerenza. La funzione φ4 è tuttavia molto sensibile alla
volatilità dei rendimenti: infatti non appena la varianza aumenta i portafogli
ottimi tendono a convergere verso il vertice della parabola (si vedano i graﬁci
6.12 e 6.10).
Le funzioni φ2 e φ3 rappresentano in sostanza due situazioni intermedie
rispetto a φ4 e φ1. Il loro comportamento in relazione ad incrementi della
varianza non si discosta da quello della funzione φ4, mentre è interessante
notare che, nel caso di rendimenti incorrelati, (Figura 6.4) i valori ottimi
ottenuti attraverso l'ottimizzazione delle due funzioni, risultano molto simili
tra loro.
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AppendiceA
La CML e il CAPM
P
er superare i limiti del modello di Markowitz è inevitabile aﬃan-
care alle ipotesi di base (avversione al rischio degli investitori, modalità
di selezione del portafoglio basata solo sul criterio media-varianza, orizzonte
temporale uniperiodale) tre ulteriori assunzioni:
1. nessuna restrizione per gli investitori nel prendere o dare in prestito
denaro al tasso privo di rischio (tasso a rischio zero o free risk rate);
2. aspettative omogenee degli investitori circa i valori attesi dei rendi-
menti, le varianze e le covarianze: ciò equivale ad aﬀermare che tutti
percepiscono allo stesso modo le prospettive di ogni singolo titolo e,
conseguentemente, di ogni insieme di titoli;
3. completa assenza di imposte e imperfezioni di mercato (ad esempio
costi di transazione delle operazioni di compravendita, asimmetrie in-
formative, ecc.). In altre parole viene ipotizzato un mercato ﬁnanziario
eﬃciente e concorrenziale.
A.1 Il Capital Asset Pricing Model
Il Capital Asset Pricing Model (CAPM) è stato sviluppato in modo in-
dipendente da Sharpe, Linter e Mossin i quali hanno cercato di dare risposta
ad una serie di quesiti fondamentali: se due attività ﬁnanziarie diﬀeriscono
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tra loro per il rischio, in che modo le medesime risultano diverse in termini
di prezzo? Qual è il prezzo che gli investitori sono disposti a pagare per tali
titoli? In che modo questi ultimi si distinguono in termini di rendimento
atteso?
Il CAPM poggia dunque le sue basi sulla premessa che tutti gli investi-
tori esprimano le proprie preferenze seguendo il modello di Markowitz, ossia
scegliendo un portafoglio collocato lungo la frontiera eﬃciente. In tal caso,
come si misurerebbe il contributo in termini di rischio e rendimento che un
singolo titolo aggiunge all'intero portafoglio e quale sarebbe il legame tra
rischio e rendimento che gli investitori si aspettano e richiedono per i loro
investimenti? Il CAPM si fonda sulla spiegazione di due distinti, seppur col-
legati, modelli: la Capital Market Line (CML) e la Security Market Line
(SML).
A.1.1 La Security Market Line
La Security Market Line consente di speciﬁcare la relazione esistente tra
rendimento e rischio in riferimento ad ogni singolo titolo, prendendo in con-
siderazione tutti i possibili portafogli, sia eﬃcienti che ineﬃcienti. Attraverso
la SML possiamo ottenere inoltre un'appropriata misura del rischio dei titoli.
La Capital Market Line, invece, fornisce gli strumenti per determinare
il legame tra rendimento e rischio dei soli portafogli eﬃcienti, indicandone
un'opportuna misura di rischio. Il punto nodale del modello è rappresentato
dalla possibilità di investire in un'attività risk-free, caratterizzata da varianza
e deviazione standard nulle. Considerando l'ipotesi di omogeneità delle as-
pettative, tutti gli investitori avranno la stessa rappresentazione della curva
di minima varianza e della frontiera eﬃciente. Conseguentemente, le decisioni
di investimento saranno le medesime. L'assenza di un'attività ﬁnanziaria e-
sente da rischio spingerebbe ogni investitore a scegliere il portafoglio che
massimizza la propria utilità attesa, vale a dire il portafoglio individuato
dal punto di tangenza tra la frontiera eﬃciente e la più lontana curva di
indiﬀerenza in riferimento all'origine degli assi. Naturalmente ogni individuo
possiederà una certa funzione di utilità e questo inciderà sulla composizione
del suo portafoglio ottimo. Nel momento in cui viene introdotto un titolo
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privo di rischio, si prospetta la possibilità di combinare tale asset con qual-
siasi portafoglio presente sulla frontiera eﬃciente in modo da detenere un
nuovo portafoglio. In particolare, il rendimento atteso del nuovo portafoglio
e la sua deviazione standard saranno:
E(rp) = rfxf + ra(1− xf )
σp =
√
σ2fx
2
f + σ
2
a(1− xf )2 + 2cova,fxf (1− xf )
dove:
rf è il rendimento dell'attività risk-free;
xf e (1 − xf ) sono i pesi, rispettivamente dell'attività risk-free e del
portafoglio a di attività rischiose;
ra è il rendimento del portafoglio eﬃciente a, costituito da attività
rischiose.
Poiché la varianza e la deviazione standard di un'attività ﬁnanziaria
priva di rischio sono nulle, il rischio del portafoglio è espresso da:
σp = σa(1− xf )
Da questa espressione otteniamo
xf = 1− σp
σa
Sostituendo tale risultato nell'equazione del rendimento atteso del portafo-
glio si ha:
E(rp) = rf +
ra − rf
σa
σp
Ovvero l'equazione di una retta avente intercetta pari al tasso di rendimento
del titolo privo di rischio (rf ) e con inclinazione pari al rapporto (ra−rf )/σa.
Inoltre la retta passa per il punto di coordinate (σa, ra), corrispondente
al portafoglio a di sole attività rischiose. Disegnando nello stesso sistema
cartesiano la retta appena individuata e la frontiera eﬃciente otteniamo una
rappresentazione simile a quella illustrata nella Figura A.1.
Le rette tratteggiate nella Figura A.1 si possono ottenere semplicemente
variando le combinazioni rischio-rendimento dei portafogli eﬃcienti di sole
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Figura A.1: Capital Market Line
attività rischiose. Queste rette non individuano tuttavia portafogli ottimali
a diﬀerenza della retta non tratteggiata, ossia la retta tangente alla frontiera
eﬃciente nel punto m. Il medesimo individua un portafoglio di sole attività
rischiose con rendimento atteso rm e deviazione standard σm. L'equazione
della retta tangente è la seguente:
E(rp) = rf +
rm − rf
σm
σp
A.1.2 La Capital Market Line
L'introduzione di un'attività esente da rischio consente di derivare una
nuova curva eﬃciente che individua tutte le possibili combinazioni tra il
portafoglio rischioso m e l'attività risk-free e che domina completamente la
frontiera eﬃciente di Markowitz. Tale curva è chiamata Capital Market
Line . Poiché tutti gli individui sono caratterizzati dalle stesse aspettative,
per ognuno di loro sarà possibile individuare un portafoglio situato lungo la
CML, costituito dal titolo privo di rischio e da m.
Graﬁcamente siamo in grado di formulare un'ulteriore considerazione
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riguardante la CML. Nel punto m l'intero nuovo portafoglio è costituito
da attività rischiose e quindi il peso dell'attività esente dal rischio è zero.
A sinistra di m tale peso è positivo e cresce man mano che ci avviciniamo
all'asse delle ordinate (precisamente sarà 1 in corrispondenza del punto rf ). A
destra dim, il peso dell'attività priva di rischio è negativo e ciò equivale a dire
che l'investitore vende allo scoperto tale titolo, rinunciando al rendimento
sicuro per ottenere liquidità da impiegare nel portafoglio m. Considerato
che tutti gli investitori preferiscono il portafoglio m al cui interno i pesi
delle singole attività corrispondono al rapporto tra il valore di mercato dei
singoli titoli e il valore di mercato di tutti i titoli rischiosi, m è chiamato
portafoglio di mercato in quanto è rappresentativo dell'intero mercato. Il
livello di propensione al rischio dei singoli investitori non inﬂuenza quindi
la ripartizione della ricchezza tra le diverse attività ﬁnanziarie, ma entra in
gioco solo per decidere la distribuzione della stessa tra il titolo risk-free e i
titoli rischiosi. La Figura A.2 mostra l'interazione tra la mappa di indiﬀerenza
di un generico individuo e la CAPM.
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Figura A.2: Portafoglio ottimo sulla CML per un generico investitore
Premesso che tutti vorrebbero detenere il portafoglio m, in mancanza
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di un titolo libero da rischio un investitore sceglierebbe il portafoglio cor-
rispondente al punto di tangenza tra la curva di indiﬀerenza U1 e la frontiera
eﬃciente. Potendo investire anche a rischio zero, l'investitore preferirà invece
il portafoglio individuato dal punto di tangenza tra la curva U2 e la CAPM,
costituito dal portafoglio m, ponderato per un determinato coeﬃciente e dal-
l'attività risk-free, con un peso complementare (si noti che, essendo a sinistra
di m entrambi i pesi saranno positivi).
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Il modello di Black
I
l modello di Black (1972) non presenta notevoli variazioni rispetto
al modello di Markowitz per quanto riguarda la sua formulazione. La
caratteristica che lo rende degno di un'analisi particolareggiata è l'assenza
del vincolo di non-negatività sui coeﬃcienti di ponderazione delle attività ﬁ-
nanziarie1. Come vedremo, tuttavia, quest'unica diﬀerenza modiﬁca notevol-
mente la frontiera eﬃciente e provoca variazioni anche sulla forma e sulla
composizione dell'insieme degli asset disponibili.
B.1 Individuazione del portafoglio ottimo
Esaminiamo adesso come è possibile localizzare un portafoglio situato
lungo la frontiera eﬃciente associata al modello di Black. L'obiettivo è in-
dividuare un vettore di pesi tali da minimizzare la varianza complessiva σ2p
dato un certo livello di rendimento atteso, indicato con µ∗. Utilizzando la
1La rimozione del vincolo di non-negatività sui coeﬃcienti di ponderazione permette
all'investitore di vendere titoli in una posizione corta (ovvero vendere oggi qualcosa che
non possiede) senza sostenere costi di transazione accessori. Inoltre l'investitore può usare
una posizione corta per acquistare posizioni lunghe (ovvero acquistare oggi qualcosa che
non possiede) in altre attività ﬁnanziarie.
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notazione matriciale il problema diviene:
min xTV x
s. t. µTx = µ∗
uTx = 1
(B.1)
dove x rappresenta il vettore dei pesi di ogni attività, V è la matrice varianza-
covarianza, µ è il vettore dei rendimenti attesi per ogni attività, u è il vet-
tore unitario ed inﬁne µ∗ rappresenta un certo livello di rendimento atteso
desiderato dall'investitore. Poichè non sono presenti vincoli di disuguaglianza
è possibile costruire la seguente funzione, detta  lagrangiana:
L = xTV x− λ1(µTx− µ∗)− λ2(uTx− 1) (B.2)
dove λ1 e λ2 sono detti Moltiplicatori di Lagrange.
Le condizioni di ottimalità del primo ordine richiedono di calcolare ed eguagliare
a zero le derivate parziali di L rispetto a x, λ1 e λ2. Questo conduce alla
formulazione del seguente sistema in n+ 2 equazioni e n+ 2 incognite:
2V x− λ1µ− λ2u = 0
−(µTx− µ∗) = 0
−(uTx− 1) = 0
(B.3)
Il quale può essere riscritto come:
V x = 1
2
(λ1µ+ λ2u)
µTx = µ∗
uTx = 1
(B.4)
Moltiplicando ambo i membri della prima equazione del sistema (B.4) per
l'inversa della matrice V è possibile ottenere la soluzione ottima, ovvero:
x =
1
2
V −1(λ1µ+ λ2u) (B.5)
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La (B.5) può essere riscritta nella forma equivalente:
x =
1
2
V −1[µ, u][λ1, λ2]T (B.6)
Premoltiplicando ambo i membri della (B.6) per [µ, u]T otteniamo:
[µ, u]Tx =
1
2
[µ, u]TV −1[µ, u][λ1, λ2]T (B.7)
Posto [µ, u]TV −1[µ, u] ≡ A, premoltiplicando l'equazione (B.7) per A−1
otteniamo2:
1
2
[λ1, λ2]
T = A−1[µ, u]Tx (B.8)
Dalle equazioni dei vincoli del problema (B.1) è possibile ricavare che:
[µ, u]Tx = [µ∗, 1]T
cosicché l'equazione (B.8) diviene:
1
2
[λ1, λ2]
T = A−1[µ∗, 1]T (B.9)
Abbiamo dunque individuato un'espressione per sostituire 1
2
[λ1, 1, λ2]
T nella
(B.6), ottenendo:
x = V −1[µ, u]A−1[µ∗, 1]T (B.10)
L'importanza di questa uguaglianza sarà mostrata dopo aver descritto la
matrice A.
B.2 La frontiera eﬃciente di Black
A è una matrice3 2× 2 i cui elementi sono:[
µTV −1µ µTV −1u
uTV −1µ uTV −1u
]
(B.11)
2La matrice A−1 esiste in quanto V è nonsingolare e [µ, u] ha rango 2.
3Roll ha descritto la matrice A come the fundamental matrix of information about
the basic data contained in the means and covariances of individual assets.
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Notiamo che A è simmetrica, poiché uTV −1µ = µTV −1u.
Per sempliﬁcare la notazione utilizzata possiamo riscrivere A come:
A =
[
a b
b c
]
(B.12)
dove a = µTV −1µ, b = µTV −1u = uTV −1µ e c = uTV −1u.
Questa analisi ci consente di dimostrare una proprietà fondamentale:
la frontiera di minima varianza rispetto all'insieme dei portafogli disponi-
bili è una parabola. Poiché la varianza di un generico portafoglio è data da
xTV x, sostituendo x con la soluzione ottenuta nella (B.10) e sempliﬁcando
il risultato otteniamo:
σ2p = [µ
∗, 1]A−1[µ∗, 1]T (B.13)
Sostituendo ad A−1 con i valori nell'espressione (B.12) possiamo riscrivere
l'equazione (B.13) come:
σ2p =
a− 2bµ∗ + cµ∗2
ac− b2 (B.14)
Poiché un'equazione del tipo k1x+k2y+k3y
2+k4 = 0, dove ki è una costante
per i = 1, . . . , 4, rappresenta una parabola4 nello spazio (x, y), l'equazione
(B.14) può essere vista come una parabola collocata nello spazio (σ2p, µ
∗). La
Figura B.1 illustra un esempio di una simile parabola, associata alla frontiera
di varianza minima.
Si noti che tale frontiera, denotata BD è illimitata: questo signiﬁca che è
possibile localizzare un portafoglio situato lungo BD per ogni livello di rendi-
mento atteso. Quest'ultima aﬀermazione è in netto contrasto con il modello
proposto da Markowitz nel quale l'asset avente il massimo rendimento atte-
so e quello associato al minimo rendimento rappresentano rispettivamente i
limiti superiore e inferiore della frontiera di varianza minima.
4Un'equazione del tipo k1x
2+k2y+k3y2+k4 = 0 dove ki è una costante per i = 1, . . . , 4
e con k1 = −k3 o viceversa, rappresenta un'iperbole nello spazio (x, y). E' dunque possibile
interpretare l'equazione (B.14) come un'iperbole nello spazio (σp, µ∗).
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Figura B.1: Frontiera di varianza minima per il modello di Black
B.2.1 Proprietà della frontiera eﬃciente
Poiché l'equazione (B.14) include il termine (µ∗)2 ed è priva dell'ele-
mento (σ2p)
2 siamo in grado di aﬀermare che essa rappresenta una parabola
parallela all'asse orizzontale; inoltre la concavità di detta parabola risulta
rivolta verso sinistra in quanto: (ac− b2)/c > 05
Soﬀermiamo adesso la nostra attenzione sul vertice. Riferendoci nuova-
mente all'equazione (B.14) possiamo calcolare la derivata di σ2p rispetto a
µ∗.
∂σ2p
∂µ∗
= −b+ cµ∗ (B.15)
Ponendo il risultato uguale a zero otteniamo:
−b+ cµ∗ = 0 (B.16)
µ∗ =
b
c
(B.17)
5Questo valore è positivo in quanto lo sono sia il numeratore che il denominatore. Il
numeratore è positivo in quanto rappresenta il determinante della matrice A, la quale
abbiamo visto essere deﬁnita positiva e dunque possedere tale proprietà; il denominatore
c = uTV −1u invece è positivo poiché frutto del prodotto tra quantità positive, i due
vettori unitari u e la matrice deﬁnita positiva V −1.
121
B.2 La frontiera eﬃciente di Black Appendice B
Sostituendo l'espressione di µ∗ così ottenuta nella (B.14) si ha:
σ2p =
1
c
(B.18)
Il vertice della parabola ha dunque coordinate (1/c, b/c) e il corrispondente
portafoglio ha un vettore x pari a V −1u/c. Il vertice rappresenta il punto
di cesura tra frontiera eﬃciente6 (metà superiore della parabola) e fron-
tiera ineﬃciente, pertanto, come nel modello di Markowitz, per individuare
il portafoglio ottimo sarà suﬃciente tracciare la mappa di indiﬀerenza e
scegliere il punto collocato sulla curva più lontana, come rappresentato dalla
Figura B.2.
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Figura B.2: Identiﬁcazione del portafoglio ottimo nel modello di Black
Un'interessante conseguenza correlata alla natura della frontiera eﬃ-
ciente di Black è che il vettore dei pesi x corrispondente ad ogni possi-
bile portafoglio eﬃciente può essere espresso come combinazione lineare dei
vettori dei pesi di due diversi portafogli eﬃcienti.
6La frontiera eﬃciente di Black è concava. E' pertanto possibile applicare il Teore-
ma della frontiera eﬃciente il quale aﬀerma che: Il portafoglio ottimo per un investitore
avverso al rischio deve trovarsi necessariamente lungo la frontiera eﬃciente.
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Consideriamo due portafogli eﬃcienti j e k i quali hanno corrispon-
denti vettori dei pesi xj e xk e rendimenti attesi rispettivamente µj e µk.
Assumiamo, per semplicità di esposizione che µj > µk e denotiamo con e
il portafoglio eﬃciente per il quale stiamo cercando il vettore dei pesi. Il
rendimento atteso di detto portafoglio µe può essere espresso come:
µe = αµj ∗ (1− α)µk
dove:
α ≡ µe − µk
µj − µk
Un modo per trovare i pesi di e è sostituire il valore di µe al posto di µ
∗ nell'e-
quazione (B.10) e successivamente risolvere rispetto a x. Più in generale, pos-
siamo sostituire nell'equazione (B.10) l'espressione [µ∗, 1]T con α[µj, 1]
T +
(1 − α)[µk, 1]T . La (B.10) può essere dunque riscritta e sempliﬁcata come
segue:
xe = V
−1[µ, u]A−1{α(µj, 1)T + (1− α)[µk, 1]T} =
= αV −1[µ, u]A−1[µj, 1]
T + (1− α)V −1[µ, u]A−1[µk, 1]T =
= αxj + (1− α)xk
(B.19)
Ne consegue che i pesi di e altro non sono che una combinazione lineare dei
pesi di j e k.
Numerose implicazioni derivano da questa proprietà in merito alla natu-
ra dei pesi per un portafoglio eﬃciente. Innanzi tutto la proporzione di
ricchezza investita in una particolare attività ﬁnanziaria varia in maniera
monotona se ci spostiamo dal vertice lungo la frontiera eﬃciente. Questo
può essere notato riformulando la (B.19) come xk +α(xj −xk) e osservando
che i pesi variano monotonicamente al variare di α. In secondo luogo, se una
qualsiasi attività i ha un peso xi diverso da zero in un particolare portafoglio
eﬃciente, allora sarà xi 6= 0 in tutti i portafogli eﬃcienti eccetto, al massi-
mo, in uno. Siano xik e xij i pesi dell'asset i nel portafogli k e j. Risulta
xik +α(xij−xik) 6= 0 per ogni valore di α eccetto, al massimo, in un partico-
lare portafoglio eﬃciente che ha α = −xik + α(xij − xik) e xij 6= xik. Inoltre
se xij = xik, allora la proporzione di investimento nell'attività i sarà la stessa
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per ogni punto della frontiera eﬃciente poiché xik +α(xij −xik) = costante.
Inﬁne è possibile che non esistano portafogli eﬃcienti con pesi positivi ovvero
con vettore x > 0.
E' fondamentale sottolineare che gran parte dell'analisi sviluppata in
questa sezione è stata condotta in un'ottica del tipo media-varianza, men-
tre la moderna teoria del portafoglio tipicamente è presentata in una di-
mensione media-deviazione standard. Tuttavia abbiamo visto che l'equazione
della frontiera eﬃciente può essere interpretata anche come l'espressione di
un'iperbole, consentendo alle osservazioni precedenti di mantenere la loro
validità, considerando come misura del rischio la deviazione standard.
124
AppendiceC
Programmazione Nonlineare
U
n'assunzione basilare della programmazione lineare è la linearità
di tutte le funzioni che costituiscono il problema (funzione obietti-
vo e funzioni vincolari). Tuttavia, spesso la programmazione lineare risulta
inadeguata alla modellizzazione di numerosi problemi di pianiﬁcazione eco-
nomica. E' dunque necessario utilizzare una strada alternativa, rappresentata
dalla programmazione nonlineare.
Nella sua forma generale un problema di programmazione nonlineare si
presenta nel seguente modo:
max f(x)
s.t. gi(x) ≤ bi per i = 1, 2, . . . ,m
x ≥ 0
dove f(x) e gi(x) sono funzioni delle n variabili decisionali
1. La natura delle
funzioni obiettivo e vincolari condiziona il tipo di problema da risolvere: in
alcuni casi la forma funzionale con cui trattare risulta relativamente sem-
plice, mentre in altri anche un piccolo problema rappresenta una sﬁda dal
punto di vista algoritmico. Poiché la programmazione nonlineare costituisce
una materia di studio molto vasta, presentiamo una breve rassegna delle
più importanti classi di problemi, ponendo una particolare attenzione sulla
programmazione quadratica.
1Assumiamo per semplicità che tutte queste funzioni siano diﬀerenziabili o lineari a
tratti.
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C.1 Rappresentazione graﬁca del problema
Quando un problema di programmazione nonlineare è deﬁnito in termini
di due sole variabili, è possibile darne una rappresentazione graﬁca in un
piano cartesiano.
Consideriamo ad esempio il seguente problema:
max Z = 3x1 + 5x2
s.t. x1 ≤ 4
9x21 + 5x
2
2 ≤ 216
x1 ≥ 0, x2 ≥ 0
(C.1)
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Figura C.1: Rappresentazione graﬁca del Problema C.1
Dalla Figura C.1 possiamo notare che la soluzione ottima del Proble-
ma (C.1) si trova lungo la frontiera della regione ammissibile e non in un
vertice. Questo signiﬁca che un algoritmo risolutivo per un problema di pro-
grammazione nonlineare deve prendere in considerazione ogni soluzione am-
missibile e non solo i punti collocati lungo la frontiera. Peraltro gli algoritmi
di programmazione nonlineare generalmente non sono in grado di distinguere
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tra un massimo locale e un massimo globale (eccetto determinando un mas-
simo locale migliore). E' pertanto cruciale conoscere le condizioni per le quali
un massimo locale è sicuramente un massimo globale per un certo tipo di
regione ammissibile. A questo proposito ricordiamo i seguenti Teoremi per i
quali omettiamo la dimostrazione2:
Teorema C.1. Sia f una funzione di classe C2 su un intervallo aperto
C ⊂ R e sia x0 ∈ D.
Se f ′(x0) = 0 e f ′′(x0) < 0, allora x0 è un massimo relativo per f ;
Se f ′(x0) = 0 e f ′′(x0) > 0, allora x0 è un minimo relativo per f ;
Se f ′(x0) = 0 e f ′′(x0) = 0, allora x0 può essere un massimo, un minimo o
nessuno dei due.
Teorema C.2. Si supponga che:
a) il dominio di f sia un intervallo I (limitato o illimitato) di R;
b) x0 sia un massimo (minimo) relativo per f ;
c) x0 sia il solo punto critico per f su I.
Allora x0 è un massimo (minimo) assoluto per f su I.
Teorema C.3. Se f è una funzione di classe C2 il cui dominio è l'intervallo
I e se f ′′ è sempre diversa da zero su I, allora f ha al più un punto critico
in I. Questo punto critico è un minimo assoluto se f ′′ > 0 e un massimo
assoluto se f ′′ < 0.
Teorema C.4. Sia f una funzione di classe C2 su un insieme aperto con-
vesso U ⊂ Rn. Allora f è concava su U se e solo se la Matrice Hessiana3
D2f(x) è semideﬁnita negativa4 per ogni x ∈ U . La funzione f è convessa
su U se e solo se D2f(x) è semideﬁnita positiva per ogni x ∈ U .
2Si vedano a tale proposito [Simon e Blume, 2002a] e [Simon e Blume, 2002b]
3La generalizzazione della derivata seconda f ′′(x) al caso di una funzione di più variabili
è la Matrice Hessiana, ossia la matrice delle derivate parziali seconde di f .
4Una matrice H è deﬁnita positiva se e solo se vTHv > 0 per ogni v 6= 0 ed è deﬁnita
negativa se e solo se vTHv < 0 per ogni v 6= 0; sostituendo le precedenti disuguaglianze
forti con le corrispondenti disuguaglianze deboli, si ottengono le deﬁnizioni di matrice
semideﬁnita positiva e negativa.
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Teorema C.5. Sia f una funzione di classe C1 concava (convessa) su un
insieme aperto e convesso U ⊂ Rn. Se x0 ∈ U è un punto stazionario per f ,
ossia ∇f(x0) = 0, allora esso è punto di massimo (minimo) globale per f
su U .
Poiché l'obiettivo della programmazione nonlineare è l'individuazione
del massimo (o, ribaltando l'ottica, del minimo) assoluto per un certo pro-
blema, poter disporre di una funzione obiettivo concava (o convessa) sempli-
ﬁca notevolmente il processo risolutivo. Tuttavia riuscire a veriﬁcare questa
proprietà per una funzione di più variabili può essere molto complesso. Un
modo concreto per veriﬁcare se una funzione sia concava o convessa è sud-
dividerla nella somma di funzioni elementari che coinvolgono, al massimo,
due variabili. Se ogni funzione è concava (o convessa), l'intera funzione sarà
concava (o convessa).
Consideriamo, a titolo di esempio, la seguente funzione:
f(x1, x2, x3) = 4x1 − x21 − (x2 − x3)2 =
= [4x1 − x21] + [−(x2 − x3)2]
la quale può essere scomposta nella somma delle due funzioni racchiuse nelle
parentesi quadre. La prima, [4x1 − x21], è una funzione della sola variabile
x1, pertanto è possibile studiarne la concavità attraverso il calcolo della sua
derivata seconda. La seconda, [−(x2−x3)2], è una funzione delle due variabili
x2 e x3, per la quale è necessario studiare la natura della matrice Hessiana.
Abbiamo:
∂f 2
∂x21
= −2 < 0 ∀x1 ∈ R3
H(x2, x3) =
[
-2 0
0 -2
]
matrice definita negativa
Poiché entrambe le funzioni sono concave anche la loro somma sarà una
funzione concava.
Abbiamo dunque stabilito che, in assenza di vincoli, la concavità della
funzione obiettivo garantisce la presenza di un punto di massimo globale
(analogamente, la convessità della funzione obiettivo garantisce la presenza di
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un minimo globale). Se aﬃanchiamo alla funzione obiettivo uno o più vincoli,
la natura della funzione obiettivo da sola non basta a garantire la presenza di
un ottimo globale. E'infatti necessaria un'ulteriore condizione, rappresentata
dalla convessità5 della regione ammissibile. In generale, aﬃnché una regione
ammissibile sia convessa, è necessario che tutte le funzioni vincolari gi(x)
siano convesse. Per il Problema (C.1) abbiamo che:
a) g1(x) = x1 è una funzione lineare, quindi sia concava che convessa;
b) g2(x) = 9x
2
1 + 5x
2
2 è una funzione convessa in quanto somma di due
funzioni convesse;
pertanto l'intera regione ammissibile è un insieme convesso.
Per garantire quindi che un massimo locale sia anche massimo globale
per un problema di programmazione nonlineare soggetto a vincoli è neces-
sario che la funzione obiettivo f(x) sia concava e che ogni vincolo gi(x) sia
rappresentato da una funzione convessa.
C.2 Tipologie di problemi
I problemi di programmazione nonlineare si possono presentare nelle
forme più disparate. Tuttavia, a diﬀerenza della programmazione lineare,
non esiste un singolo algoritmo in grado di risolverli tutti. Sono state invece
sviluppate procedure per varie classi di problemi: in questa sezione verranno
introdotte le più importanti.
C.2.1 Ottimizzazione nonvincolata
I problemi di ottimizzazione nonvincolata sono caratterizzati dall'assenza
di funzioni vincolari. Lo scopo è semplicemente la massimizzazione (minimiz-
zazione) di una funzione obiettivo f(x) per tutti i valori di x = [x1, x2, . . . , n].
5Ricordiamo che un insieme si dice convesso se, per ogni coppia di suoi punti, anche il
segmento che li congiunge appartiene all'insieme.
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Condizione necessaria aﬃnché una particolare soluzione x = x∗ sia
ottima nel caso in cui f(x) sia una funzione diﬀerenziabile è che:
∇f(x∗) = 06
Quando f(x) è una funzione concava, questa condizione è anche suﬃciente:
si tratta dunque di risolvere un sistema di n equazioni ottenuto eguagliando
a zero le derivate parziali. Tuttavia, per funzioni obiettivo di tipo nonlineare,
tali equazioni risultano spesso essere nonlineari, rendendo la soluzione ana-
litica impossibile da raggiungere. Per superare tale inconveniente sono state
sviluppate particolari procedure ottenute attraverso la modiﬁca di algoritmi
risolutivi per problemi vincolati.
C.2.2 Ottimizzazione con vincoli lineari
I problemi di ottimizzazione con vincoli lineari sono caratterizzati dal-
la presenza di vincoli di tipo lineare associati ad una funzione obiettivo
nonlineare. Numerosi algoritmi risolutivi sono stati derivati a partire dal
metodo del Simplesso, tenendo conto della particolare natura di f(x). Un
caso particolare di ottimizzazione con vincoli lineari è rappresentato dalla
Programmazione Quadratica.
C.2.3 Programmazione quadratica
Un problema di programmazione quadratica è costituito da vincoli linea-
ri e da una funzione obiettivo di tipo quadratico, la quale coinvolge il quadra-
to di una variabile o il prodotto tra due variabili. I problemi di program-
mazione quadratica consentono di modellizzare molto bene numerosi prob-
lemi economici tra i quali il problema della Selezione del Portafoglio; inoltre
l'approccio più utilizzato per individuare la soluzione ottima nei problemi di
ottimizzazione con vincoli lineari consiste nella risoluzione di una sequenza
di approssimazioni quadratiche del problema originario.
6Equivalentemente tale condizione può essere espressa come: ∂f∂xj = 0, j = 1, 2, . . . , n.
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C.2.4 Programmazione convessa
La programmazione convessa copre una vasta classe di problemi (che
racchiudono come casi particolari tutti i tipi esaminati ﬁno ad ora) in cui
f(x) è una funzione concava di cui si vuole determinare il massimo.
Un problema di programmazione convessa si presenta nel seguente mo-
do: 
max f(x)
s.t. gi(x) ≤ bi per i = 1, 2, . . . ,m
x ≥ 0
dove f(x) è una funzione concava e gi(x) sono funzioni convesse.
Come già discusso nella sezione precedente, la concavità della funzione
obiettivo f(x) e la convessità delle funzioni vincolari gi(x) assicurano l'e-
sistenza di un massimo globale, pertanto un problema di programmazione
convessa così costruito condurrà sempre all'individuazione dei un valore
ottimo7.
C.2.5 Programmazione separabile
La programmazione separabile rappresenta un caso particolare della
programmazione convessa, per il quale è necessario che f(x) e gi(x) siano
funzioni separabili.
Una funzione separabile è una funzione nella quale ogni termine coin-
volge una singola variabile. In altre parole, se f(x) è separabile, può essere
espressa come somma di funzioni di variabili individuali, ovvero:
f(x) =
n∑
j=1
fj(xj)
dove ogni funzione fj(xj) coinvolge solo la variabile xj.
Ad esempio la funzione:
f(x1, x2) = 126x1 − 9x21 + 182x2 − 13x22
7Se l'obiettivo fosse la minimizzazione di f(x), sarebbe necessario che la funzione
obiettivo fosse convessa, mentre per i vincoli non occorrerebbe alcuna considerazione
aggiuntiva.
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risulta separabile in quanto può essere espressa come:
f(x1, x2) = f1(x1) + f2(x2)
dove
f1(x1) = 126x1 − 9x21 e f2(x2) = 182x2 − 13x22
sono funzioni rispettivamente delle variabili x1 e x2.
E' importante distinguere i problemi di programmazione separabile da
altri problemi di programmazione convessa, poiché essi possono essere ben
approssimati mediante problemi di programmazione lineare per i quali è
possibile utilizzare in modo eﬃciente il metodo del Simplesso.
C.2.6 Programmazione non convessa
Tutti i problemi che non soddisfano le assunzioni proprie della program-
mazione convessa vengono inclusi nella programmazione non convessa. Per
questo tipo di problemi non è garantito che un punto di massimo locale sia
anche un massimo globale e non esiste una procedura unica per determinare
una soluzione ottima. In ogni caso, sono state sviluppate procedure che es-
plorano porzioni della regione ammissibile al ﬁne di individuare il punto di
massimo (o minimo) globale. La programmazione geometrica e la program-
mazione frazionaria rappresentano due categorie di problemi di program-
mazione non convessa che possono essere risolti senza particolari diﬃcoltà
mediante l'utilizzo di speciali metodologie.
C.2.7 Programmazione geometrica
In un problema di programmazione geometrica la funzione obiettivo e
le funzioni vincolari assumono la forma:
g(x) =
N∑
i=1
ciPi(x)
dove
Pi(x) = x
ai1
1 x
ai2
2 · · ·xainn , i = 1, 2, . . . , N
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Generalmente queste funzioni non sono né concave né convesse e pertanto le
tecniche standard della programmazione convessa non possono essere appli-
cate direttamente. Nel caso in cui tutti i coeﬃcienti ci risultino strettamente
positivi e la funzione obiettivo debba essere minimizzata, è possibile trasfor-
mare un problema di programmazione geometrica in un problema convesso
equivalente, espresso nelle variabili y1, y2, . . . , yn ottenute ponendo:
xj = e
yj , j = 1, 2, . . . , n
C.2.8 Programmazione frazionaria
Obiettivo della programmazione frazionaria è la massimizzazione di una
funzione del tipo:
f(x) =
f1(x)
f2(x)
Questa classe di problemi ben si adatta a rappresentare situazioni per le quali
l'intento è quello di massimizzare un certo rapporto, ad esempio un indice di
produttività, un tasso di rendimento del capitale, una misura di performance
di un investimento, ecc. L'approccio più utilizzato per risolvere problemi di
programmazione frazionaria è quello di pervenire ad un problema equivalente
per il quale sia possibile applicare una procedura risolutiva già disponibile.
Supponiamo di voler massimizzare la seguente funzione obiettivo:
f(x) =
cx+ c0
dx+ d0
dove c e d sono vettori riga, x è un vettore colonna e c0 e d0 sono scalari. As-
sumiamo inoltre che le funzioni vincolari gi(x) siano lineari, cosicché l'insieme
dei vincoli possa essere espresso nella consueta forma matriciale Ax ≤ b
e x ≥ 0. A questo punto possiamo trasformare8 il problema frazionario
8In generale lo stesso tipo di trasformazione può essere utilizzato per trasformare un
problema di programmazione frazionaria nel quale f1(x) è una funzione concava, f2(x) è
una funzione convessa e le funzioni vincolari sono convesse, in un problema equivalente di
programmazione convessa.
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nell'equivalente problema lineare semplicemente ponendo:
y =
x
dx+ d0
e t =
1
dx+ d0
cosicché x = y/t.
Il corrispondente problema di programmazione lineare risulterà:
max Z = cy + c0t
s.t. Ay − bt ≤ 0
dy + d0t = 1
y ≥ 0, t ≥ 0
e potrà essere risolto attraverso il metodo del Simplesso.
C.2.9 Il problema di complementarità
Date le variabili w1, w2, . . . , wp e z1, z2, . . . , zp, il problema di comple-
mentarità9 consiste nell'individuazione una soluzione ammissibile per l'in-
sieme di vincoli:
w = F (z), w ≥ 0, z ≥ 0
che soddisﬁ anche il vincolo detto di complementarità:
wTz = 0
dove w e z sono vettori colonna e F è una data funzione vettoriale. Poiché il
problema non è caratterizzato da alcuna funzione obiettivo non è un proble-
ma di programmazione nonlineare. Questo tipo di problema deve il suo nome
alla relazione di complementarità:
wi = 0 oppure zi = 0 o entrambe le condizioni i = 1, 2, . . . , p
9I problemi di complementarità trovano applicazione nell'ambito della Teoria dei
Giochi, nella Teoria Economica e vengono utilizzati per individuare particolari punti di
equilibrio in ambito ingegneristico.
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Un importante caso particolare è rappresentato dai problemi di complemen-
tarità lineare, per i quali:
F (z) = q +Mz
dove q è un vettore colonna e M è una matrice p × p entrambi scelti dal
solutore.
C.3 Le condizioni di Karush-Kuhn-Tucker
Concentriamo adesso l'attenzione sulle modalità di individuazione della
soluzione ottima per un problema di programmazione nonlineare le cui fun-
zioni sono diﬀerenziabili. In altre parole ci chiediamo quali siano le condizioni
necessarie e suﬃcienti che tale soluzione debba soddisfare. Nella Tabella C.1
sono riassunte le considerazioni ﬁnora esposte riguardo a particolari tipologie
di problemi.
Tabella C.1: Condizioni di ottimalità necessarie e suﬃcienti
Problema Condizioni necessarie di ottimalità Anche suﬃcienti se:
Univariato non vincolato
df
dx
= 0 f(x) concava
Multivariato non vincolato ∇f(x) = 0 f(x) concava
Generico problema vincolato Condizioni di Karush-Kuhn-Tucker f(x) concava
gi(x) convesse
Come indicato nell'ultima riga della tabella, le condizioni di ottimalità
per il caso generale sono dette condizioni di Karush-Kuhn-Tucker (o con-
dizioni di KKT)10. Il loro risultato fondamentale è descritto nel seguente
Teorema:
Teorema C.6. Siano f(x), g1(x), g2(x),. . ., gm(x) funzioni diﬀerenziabili
che soddisfano particolari condizioni di regolarità. Allora il punto:
x∗ = [x∗1, x
∗
2, . . . , x
∗
n]
T
10Le condizioni di KKT prendono il loro nome dal fatto che sono state derivate in
maniera indipendente da Karush e da Kuhn e Tucker.
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è una soluzione ottima per il problema di programmazione nonlineare
max f(x)
s.t. gi(x) ≤ bi per i = 1, 2, . . . ,m
x ≥ 0
solo se esistono m numeri reali u1, u2, . . . , um tali che tutte le seguenti con-
dizioni (dette condizioni di Karush-Kuhn-Tucker) siano soddisfatte:
1.
∂f
∂xj
−
m∑
i=1
ui
∂gi
∂xj
≤ 0
2. x∗j
( ∂f
∂xj
−
m∑
i=1
ui
∂gi
∂xj
)
= 0
x = x
∗, j = 1, 2, . . . , n
3. gi(x
∗)− bi ≤ 0
4. ui[gi(x
∗)− bi] = 0
}
i = 1, 2, . . . ,m
5. x∗j = 0 j = 1, 2, . . . , n
6. ui ≥ 0 i = 1, 2, . . . ,m
E' possibile notare che le condizioni 2. e 4. richiedono che almeno uno tra
i due fattori presenti nell'espressione corrispondente sia nullo. Conseguente-
mente la condizione 4. può essere combinata con la 3. nella seguente forma
equivalente:
gi(x
∗)− bi = 0
(oppure ≤ 0 se ui = 0), i = 1, 2, . . . ,m
Analogamente, la condizione 2. può essere combinata con la 1.:
∂f
∂xj
−
m∑
i=1
ui
∂gi
∂xj
= 0
(oppure ≤ 0 se x∗j = 0), i = 1, 2, . . . , n
Nella derivazione matematica i coeﬃcienti ui prendono il nome di Moltipli-
catori di Lagrange. Le condizioni 3. e 5. garantiscono che la soluzione indi-
viduata sia ammissibile, mentre le rimanenti consentono di ridurre il numero
di soluzioni ammissibili candidate ad essere la soluzione ottima.
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Corollario C.1. Assumiamo che f(x) sia una funzione concava e che g1(x),
g2(x),. . ., gm(x) siano funzioni convesse. Se le funzioni obiettivo e vincolari
soddisfano particolari condizioni di regolarità, allora x∗ = [x∗1, x
∗
2, . . . , x
∗
n]
T
è una soluzione ottima se e solo se tutte le condizioni del Teorema C.6 sono
soddisfatte.
C.4 Programmazione Quadratica
Ciò che distingue un problema di programmazione quadratica da un
problema di programmazione lineare è la presenza di termini del tipo x2j e
xixj (i 6= j) nella funzione obiettivo. Usando la notazione matriciale, un
problema di programmazione quadratica può essere espresso come:
max f(x) = cx− 1
2
xTQx
s.t. Ax ≤ b
x ≥ 0
dove c è un vettore riga, x e b sono vettori colonna e Q e A sono matrici.
Numerosi algoritmi sono stati sviluppati per risolvere i problemi di pro-
grammazione quadratica, in special modo quando la funzione obiettivo è
una funzione concava. In generale, per un qualunque problema di program-
mazione quadratica l'insieme delle condizioni di KKT può essere ridotto nella
seguente forma: 
Qx+ATu− y = cT
Ax+ v = b
x ≥ 0, u ≥ 0, y ≥ 0, v ≥ 0
xTy + uTv = 0
dove gli elementi del vettore u sono i valori ui deﬁniti nella sezione prece-
dente, mentre gli elementi dei vettori y e v sono variabili scarto. Poiché la
funzione obiettivo è stata assunta come concava ed essendo i vincoli funzioni
lineari è possibile applicare il Corollario C.1. Dunque x sarà una soluzione
ottima se e solo se esistono dei valori di y u e v tali per cui le condizioni di
KKT siano soddisfatte simultaneamente.
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Il modello a Indice Singolo
P
ossiamo esprimere il rendimento atteso di un generico portafoglio
come:
r¯p =
n∑
i=1
xir¯i (D.1)
mentre la deviazione standard corrisponde a:
σp =
[
n∑
i=1
x2iσ
2
i +
n∑
i=1
n∑
j=1︸ ︷︷ ︸
i 6=j
xixjσiσjρij
]1/2
(D.2)
Tali equazioni deﬁniscono gli input necessari per implementare un'analisi di
portafoglio. Dall'equazione (D.1) notiamo che abbiamo bisogno delle stime
del rendimento di ogni titolo candidato ad essere incluso nel portafoglio,
mentre l'equazione (D.2) necessita delle stime della varianza di ogni attività
(σi), accompagnate dal coeﬃciente di correlazione tra ogni possibile coppia
di titoli (ρij).
Il principale lavoro degli analisti di mercato si è sempre concentrato
sull'ottenimento di stime attendibili per i portafogli di titoli da loro seguiti. In
genere il numero di titoli sui quali un analista focalizza la propria attenzione
varia tra un minimo di 150 ad un massimo di 250 attività. Questo signiﬁca
che occorrerà stimare altrettanti rendimenti attesi e varianze. Il numero di
coeﬃcienti di correlazione invece risulta notevolmente più consistente.
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Sia n il numero di titoli seguiti da un analista di mercato. Egli deve
calcolare il valore di ρij per ogni coppia di attività, pertanto l'indice i potrà
assumere valori compresi tra 1 e n, mentre l'indice j potrà variare tra 1
e n − 1 (si ricordi che è necessario che i 6= j). Ne consegue che verranno
calcolati n × (n − 1) coeﬃcienti di correlazione. Tuttavia, poiché ρij = ρji,
sarà necessario stimare soltanto n×(n−1)/2 correlazioni. Per un analista che
segue tra i 150 e i 250 titoli le stime oscilleranno tra 11175 e 31125 coeﬃcienti
di correlazione (per un totale complessivo che varia tra 11475 e 31625 valori).
Per ridurre notevolmente il numero dei parametri da stimare è stato proposto
da Sharpe uno schema alternativo di calcolo molto più semplice: il Modello
a Indice Singolo (Single-Index Model). Il modello a Indice Singolo è usato
non solo per stimare la matrice di correlazione, ma anche per eﬀettuare test
di eﬃcienza e test di equilibrio economico di mercato.
D.1 Il modello a Indice Singolo
Osservazioni casuali dei prezzi delle azioni rivelano che, solitamente, la
crescita del mercato è accompagnata dall'incremento del valore dei titoli,
mentre ad una contrazione del mercato fa seguito un deprezzamento delle
attività ﬁnanziarie. Ciò suggerisce che il rendimento di un generico titolo
possa essere strettamente correlato al rendimento del mercato. In formule
abbiamo:
ri = ai + βirm (D.3)
dove:
ai rappresenta la componente indipendente del rendimento dell'i-esimo
titolo, misurata da una variabile casuale;
rm è il rendimento del mercato (misurato dal rendimento del portafoglio
di mercato1), anch'esso una variabile casuale;
βi è una costante che misura la variazione del rendimento del titolo data
una certa variazione del rendimento di mercato.
1Il portafoglio di mercato corrisponde ad un portafoglio costituito da tutti i titoli
presenti sul mercato ponderati secondo un coeﬃciente calcolato come rapporto tra valore
di mercato del titolo e valore totale di tutte le attività.
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L'equazione (D.3) suddivide il rendimento di un titolo in due compo-
nenti: una parte collegata al mercato ed una indipendente da questo. Il
coeﬃciente βi misura la sensibilità del rendimento del titolo rispetto alle
ﬂuttuazioni del mercato. Un valore di β pari a 2 signiﬁca che ogni incre-
mento (decremento) del rendimento di mercato dell'1% si traduce in una
corrispondente variazione del rendimento del titolo del 2%.
Il termine ai rappresenta la componente del rendimento insensibile al
rendimento del portafoglio di mercato. E' utile scomporre ai in due elementi:
αi, corrispondente al valore atteso di ai al quale viene sommata una variabile
casuale ei. Avremo dunque:
ai = αi + ei
dove ei ha valore atteso nullo. L'equazione (D.3) può quindi essere riscritta
come:
ri = αi + βirm + ei (D.4)
Ricordiamo ancora una volta che, poiché ei e rm sono variabili casuali, avran-
no una certa media ed una certa deviazione standard. Denotiamo i valori delle
due deviazioni standard rispettivamente σei e σm.
La prima assunzione del modello a Indice Singolo è che la correlazione
tra il rendimento di ogni titolo e il rendimento del portafoglio di mercato è
deﬁnita solo dai termini αi e βi. Ciò equivale ad aﬀermare che la correlazione
tra i termini ei e rm è nulla
2, ovvero:
cov(ei, rm) = E[(ei − 0)(rm − r¯m)] = 0
L'assunzione chiave del modello a Indice Singolo riguarda i termini ei e ej:
essi sono indipendenti tra loro per ogni valore i 6= j, ovvero E(eiej) = 0.
Questo implica che l'unica ragione per cui l'andamento di due titoli si muove
in modo correlato è dovuta ad una correlazione incrociata con l'andamento
del mercato.
2Le stime di αi, βi e σ
2
ei vengono eﬀettuate attraverso un modello di regressione delle
serie storiche. In questo modo viene garantita l'assenza di correlazione tra ei e rm.
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D.2 Principali risultati connessi al modello
Equazione caratteristica:
ri = αi + βirm + ei ∀ i = 1, . . . , n
Per costruzione:
1. Media di ei = E(ei) = 0 ∀ i = 1, . . . , n
Per assunzione:
1. E[ei(rm − r¯m)] = 0 ∀ i = 1, . . . , n
2. E(eiej) = 0 ∀ i = 1, . . . , n ∀ j = 1, . . . , n i 6= j
Per definizione:
1. Varianza di ei = E(ei)2 = σ2ei ∀ i = 1, . . . , n
2. Varianza di rm = E(rm − r¯m)2 = σ2m
D.2.1 Rendimento atteso
Il rendimento atteso di un generico titolo è pari a:
E(ri) = E[αiβirm + ei]
Poiché il valore atteso della somma di variabili casuali è pari alla somma dei
valori attesi abbiamo:
E(ri) = E(αi) + E(βirm) + E(ei)
αi e βi sono costanti, mentre per costruzione il valore atteso di ei è zero,
quindi:
E(ri) = r¯i = αi + βir¯m
D.2.2 Varianza
La varianza del rendimento di un generico titolo corrisponde a:
σ2i = E(ri − r¯i)2
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sostituendo ri e r¯i con le loro rispettive espressioni otteniamo:
σ2i = E[(αi + βirm + ei)− (αi + βir¯m)]2
eliminando le parentesi e sempliﬁcando:
σ2i = E[βi(rm − r¯m) + ei]2 =
= β2i E(rm − r¯m)2 + 2βiE[ei(rm − r¯m)] + E(ei)2
Ricordando che, per assunzione E[ei(rm − r¯m)] = 0 si ha:
σ2i = β
2E(rm − r¯m)2 + E(ei)2
= β2i σ
2
m + σ
2
ei
D.2.3 Covarianza
La covarianza tra due titoli può essere scritta come:
σij = E[(ri − r¯i)(rj − r¯j)]
Sostituendo le espressioni di ri, r¯i, rj e r¯j otteniamo:
σij = E{[(αi + βirm + ei)− (αi + βir¯m)][(αj + βjrm + ej)− (αj + βj r¯m)]} =
= E{[βi(rm − r¯m) + ei][βj(rm − r¯m) + ej]} =
= βiβjE(rm − r¯m)2 + βjE[ei(rm − r¯m)] + βiE[ej(rm − r¯m)] + E(eiej)
Ad eccezione del primo termine, gli altri elementi della somma sono nulli per
assunzione, dunque si ha:
σij = βiβjσ
2
m
D.2.4 Il Portafoglio
Possiamo adesso concentrare la nostra attenzione sul calcolo del rendi-
mento atteso e della varianza di un generico portafoglio.
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Il valore atteso corrisponde a:
r¯p =
n∑
i=1
xir¯i
Sostituendo l'espressione di r¯i otteniamo:
r¯p =
n∑
i=1
xiαi +
n∑
i=1
xiβir¯m (D.5)
Sappiamo che la varianza del portafoglio è data da:
σ2p =
n∑
i=1
x2iσ
2
i +
n∑
i=1
n∑
j=1︸ ︷︷ ︸
i 6=j
xixjσij
Sostituendo i valori ricavati per σ2i e σij si ha:
σ2p =
n∑
i=1
x2iβ
2
i σ
2
m +
n∑
i=1
n∑
j=1︸ ︷︷ ︸
i 6=j
xixjβiβjσ
2
m +
n∑
i=1
x2iσ
2
ei (D.6)
Esistono molte strade alternative per stimare i parametri del modello a Indice
Singolo. Dalle equazioni (D.5) e (D.6) notiamo che il rendimento atteso e il
rischio possono essere ottenuti solamente se si dispone delle stime di αi, βi,
σ2ei, r¯m e σ
2
m. In tutto sono quindi necessari 3n+2 valori. Per un analista che
segue tra i 150 e i 250 titoli signiﬁca calcolare tra 452 e 752 stime rispetto
alle 11475− 31625 necessarie per applicare il modello di Markowitz.
D.3 Il coeﬃciente β
Possiamo deﬁnire il coeﬃciente βp di un generico portafoglio come la
media ponderata dei βi di ogni singolo titolo presente nel portafoglio, dove i
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pesi corrispondono alla proporzione di ricchezza investita nell'i-esimo titolo.
βp =
n∑
i=1
xiβi
In maniera del tutto analoga possiamo deﬁnire il coeﬃciente αp per il generico
portafoglio come:
αp =
n∑
i=1
xiαi
L'equazione (D.5) può essere riscritta come:
r¯p = αp + βpr¯m (D.7)
Se assumiamo che il portafoglio p corrisponda al portafoglio di mercato (tutti
i titoli sono posseduti nelle stesse proporzioni utilizzate per costruire rm), al-
lora il rendimento atteso di p deve coincidere con r¯m. Gli unici valori che pos-
sono essere sostituiti nella (D.7) aﬃnché r¯p = r¯m sono βp = 1 e αp = 0. Per
quanto riguarda la varianza del portafoglio sappiamo che essa corrisponde a:
σ2p =
n∑
i=1
x2iβ
2
i σ
2
m +
n∑
i=1
n∑
j=1︸ ︷︷ ︸
i 6=j
xixjβiβjσ
2
m +
n∑
i=1
x2iσ
2
ei
Nella doppia sommatoria vale i 6= j, se fosse i = j allora in termine di-
venterebbe xixjβ
2
i σ
2
m. Questo però corrisponde esattamente al termine della
prima sommatoria. Dunque la varianza del portafoglio può essere scritta
come:
σ2p =
n∑
i=1
n∑
j=1
xixjβiβjσ
2
m +
n∑
i=1
x2iσ
2
ei =
=
(
n∑
i=1
xiβi
)(
n∑
j=1
xjβj
)
σ2m +
n∑
i=1
x2iσ
2
ei
Dunque il rischio per il portafoglio può essere espresso come:
σ2p = β
2
pσ
2
m +
n∑
i=1
x2iσ
2
ei
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Assumiamo per il momento che un investitore costruisca il suo portafoglio
destinando ad ogni attività ﬁnanziaria la stessa quota di ricchezza. Avremo:
σ2p = β
2
pσ
2
m +
1
n
(
n∑
i=1
1
n
σ2ei
)
Diamo uno sguardo al secondo termine dell'equazione. Esso può essere espres-
so come 1/n volte la media del rischio residuale del portafoglio. Quando
il numero dei titoli presenti nel portafoglio cresce, l'importanza del rischio
residuale tende a diminuire drasticamente.
Il rischio che non può essere eliminato è il rischio strettamente connesso
al termine βp. Se trascuriamo il rischio residuale, il rischio del portafoglio
può essere approssimato come:
σp =
√
β2pσ
2
m = βpσm = σm
[
n∑
i=1
xiβi
]
Poiché σm è lo stesso per ogni titolo, il contributo fornito da un'attività ﬁ-
nanziaria alla formazione del rischio del portafoglio è dato dal coeﬃciente
βi. σ
2
ei prende il nome di rischio non sistematico o nonmarket risk in quan-
to tende a zero al crescere del numero di titoli presenti nel portafoglio (n),
mentre βi viene chiamato rischio sistematico o market risk in quanto è in-
dipendente dal valore di n. Dal momento che il rischio non sistematico può es-
sere eliminato ampliando la dimensione del portafoglio, βi è spesso utilizzato
come una misura del rischio connesso alle attività ﬁnanziarie.
D.4 Stimare β
Per poter implementare il modello a Indice Singolo è necessario disporre
delle stime di β per ogni titolo destinato ad essere, almeno potenzialmente,
incluso in un certo portafoglio. Le stime possono essere eﬀettuate dagli anal-
isti in maniera soggettiva o, più frequentemente, possono essere derivate dal-
l'analisi dei dati storici in quanto è normale supporre che i valori passati di
β ne inﬂuenzino i valori futuri.
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Nell'equazione (D.4) abbiamo deﬁnito il rendimento di un generico titolo
come:
ri = αi + βirm + ei
L'analisi dei dati storici non consente di osservare direttamente i valori di
αi, βi o σ
2
ei, pertanto essi vengono assunti come costanti, nonostante il loro
comportamento vari nel corso del tempo.
L'assenza del termine ei consentirebbe di individuare in maniera univoca
la retta che deﬁnisce il rendimento ri, consentendo di stimare i valori di αi
e βi, anche disponendo di due sole osservazioni. Tuttavia, la presenza del
disturbo casuale fa si che ogni coppia di valori generi un punto nello spazio
intorno a tale retta. La Figura D.1 illustra una possibile conﬁgurazione di tali
punti. Sull'asse verticale si trovano i valori del rendimento dell'i-esimo titolo,
mentre sull'asse orizzontale abbiamo il rendimento di mercato. La ragione
del pedice t è legata al fatto che ogni punto rappresenta l'osservazione del
titolo in un particolare intervallo temporale.
rit
βi
αi
rmt
 
Figura D.1: Retta di regressione
Per individuare la retta si usa generalmente il modello della regressione
lineare. Innanzi tutto è necessario rappresentare le coppie (rit, rmt) nel piano.
Successivamente si passa all'individuazione della retta interpolante che mi-
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nimizza la somma dei quadrati delle distanze dei punti da tale retta (metodo
dei Minimi Quadrati). Il coeﬃciente angolare della retta corrisponderà alla
miglior stima ottenibile per βi, mentre l'intercetta corrisponderà al miglior
valore possibile per αi.
Per stimare α− i βi in un intervallo temporale comprendente 60 periodi
(t = 60), useremo le seguenti formule:
βi =
σim
σ2m
=
60∑
t=1
[(rit − r¯it)(rmt − r¯mt)]
60∑
t=1
(rmt − r¯mt)2
αi = r¯it − βir¯mt
I valori di αi e βi prodotti dalla regressione lineare corrispondono alle stime
dei valori veri di αi e βi per l'i-esimo titolo e pertanto tali stime saranno
soggette ad un certo errore. Inoltre il processo è complicato dal fatto che αi
e βi non risultano perfettamente stazionari nel tempo
3. Nonostante questo
la regressione lineare rimane il metodo più utilizzato per ottenere stime dei
valori futuri di βi.
3Per maggiori approfondimenti si vedano [Alexander e Benston, 1982] e [Alexander e
Chervany, 1980].
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