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Abstract
Vapor-cell atomic clocks based on double resonance are high-precision instruments that have
strong potential for industrial commercialization. They offer performance which is superior
to quartz oscillators and are already employed for synchronization-demanding applications
in telecommunication and smart power grid networks. With a volume of up to few liters, these
are devices compact enough to qualify for space applications related to global positioning.
Moreover, a new generation of high-performance vapor-cell clocks based on Pulsed Optical
Pumping scheme (POP) showed performance approaching that of much larger frequency
standards.
For the case of the pulsed clock, the magnetic ﬁeld homogeneity plays a central role in
limiting the performance – in order to fully exploit the advantages of the novel POP scheme
it is critical to apply a constant (amplitude) ﬁeld distribution across the atomic sample. The
main objective of the thesis is to ﬁnd and characterize a cavity solution that is appropriate to
apply in compact high-performance vapor-cell atomic clocks, and more particularly in the
case of the pulsed optically pumped scheme.
In the currently existing solutions a relatively large type of cavity is utilized for which in
order to obtain ﬁeld homogeneity a small fraction of the ﬁeld is sampled. A major drawback
of this approach is the negatively affected compactness. Moreover, such a cavity is more
restrictive to the useful volume of the atomic sample, and it is more complicated to stabilize
in terms of temperature.
We propose a solution for which we managed to obtain a nearly constant microwave magnetic
ﬁeld distribution along the direction of the optical ﬁeld with more than 97% of orientation
uniformity across the atomic sample. Our approach is to implement a cavity with artiﬁcial
magnetic conductor boundary conditions in order to take advantage of a beneﬁcial ﬁeld mode
with two zero variation indexes.
Key words: double resonance atomic clocks, high-performance frequency standards, mi-
crowave cavities, homogeneous magnetic ﬁeld distribution, artiﬁcial magnetic conductor
boundary conditions
3

Résumé
Les horloges atomiques à vapeur à double résonance sont des instruments de haute précision
qui présentent un fort potentiel de commercialisation industrielle. Ils offrent des performances
supérieures aux oscillateurs à quartz et sont déjà utilisées pour des applications exigeantes en
synchronisation dans les réseaux de télécommunication et réseaux électriques intelligents.
Avec un volume de seulement quelques litres, ce sont des appareils sufﬁsamment compacts
pour des applications spatiales liées au positionnement global. De plus, une nouvelle généra-
tion d’horloges à vapeur haute performance basées sur le système de pompage optique pulsé
(POP) a montré des performances proches de celles de normes de fréquence beaucoup plus
larges.
Pour le cas de l’horloge pulsée, l’homogénéité du champ magnétique joue un rôle central
dans la limitation de la performance - aﬁn d’exploiter pleinement les avantages du nouveau
système POP, il est essentiel d’appliquer une distribution de champ constante (en amplitude) à
travers l’échantillon atomique . L’objectif principal de la thèse est de trouver et de caractériser
une solution de cavité appropriée à appliquer dans des horloges atomiques à cellules à vapeur
compactes à haute performance et plus particulièrement dans le cas du schéma à impulsions
optiques.
Dans les solutions actuellement existantes, on utilise des types relativement important de
cavités pour lesquelles, pour obtenir une homogénéité de champ, une petite fraction du
champ est échantillonnée. Un inconvénient majeur de cette approche est la réduction de la
compacité. En outre, une telle cavité est plus restrictive pour le volume utile de l’échantillon
atomique, et il est plus compliqué d’être stable en termes de température.
Nous proposons une solution pour laquelle nous avons réussi à obtenir une distribution
de champ magnétique micro-ondes presque constante dans la direction du champ optique
avec plus de 97 % d’uniformité d’orientation sur l’échantillon atomique. Notre approche
consiste à implémenter une cavité avec des conditions aux limites des conducteurs magné-
tiques artiﬁciels aﬁn de proﬁter d’un mode de champ bénéﬁque avec deux indices de variation
zéro.
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Notation and Conventions
Everywhere in this document the following conventions are used: Scalar quantities are consid-
ered italic. Vector quantities are boldface italic. The norm of the vector is hence:
|A| = A
Aˆ
=
(∑
i
|Ai |2
)1/2
. (1)
If α(t )= |A0|cos(ωt +ϕ) is a real-valued sinusoid, it is considered equal to Re
{
Ae jωt
}
, where
A =2|A|e jϕ is a phasor, |A| is the RMS effective value and hence for the time average we
obtain:
α2(t )= 1
T
∫T
0
α2(t )dt=Re{AA∗} , (2)
where A∗ is the complex conjugate of A. The engineering convention e jωt used is compatible
to the one applied in physics e−iωt by directly substituting j →−i . The corresponding phasor
representation associated to the spatial and time dependence in the standard basis is given by:
A(r , t )=2
⎛
⎜⎝
|Ax |cos(ωt −β · r +ϕx)
|Ay |cos(ωt −β · r +ϕy )
|Az |cos(ωt −β · r +ϕz)
⎞
⎟⎠e−α·r =2Re{A(r )e jωt}=2Re{Ae−γ·r e jωt} , (3)
where
A =
⎛
⎜⎝
|Ax |e jϕx
|Ay |e jϕy
|Az |e jϕz
⎞
⎟⎠ , (4)
is the vector-phasor, γ= (α+ jβ)pˆ is the propagation constant deﬁned along the direction of
propagation pˆ , assuming the same direction for the attenuation α.
The units are considered according to the International System of Units (SI); GHz and mm are
used in some cases. The angular frequency is denoted by ω. An engineering convention ( f ) is
chosen for the temporal frequency, in contrast with the notation typically used in physics (ν).
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1 Introduction and research context
Synchronization and time-keeping have a crucial role in themodernworldwith ever-increasing
number of applications which require frequency stabilities that are beyond the limits of
currently-employed quartz oscillators: telecommunication applications, smart grid power
networks, global positioning systems, high-frequency trading to name a few. Traditionally,
frequency standards based on vapor cells and double resonance are recognized as excellent
solutions when high frequency stability needs to be combined with compactness [1]. Their
performance is roughly between the large-scale laboratory clocks [2] or commercial Cs clocks
[3] and the quartz oscillators widely employed in end user products [4] (see ﬁgure 1.1). This
type of clocks have been steadily improved in the last decades resulting in commercial prod-
ucts that today reach fractional frequency instability of few 10−15 (in terms of Allan deviation),
over time scales (integration time) τ≥ 104 s [5]. Recently a new generation of vapor-cell clocks
based on Pulsed Optical Pumping (POP) achieved state-of-the-art long-term stability [5] in
laboratory conditions. Generally the microwave cavity has an important role in the operation
of vapor cell clocks and has been in the focus of serious studies. For the case of the pulsed
clock, the magnetic ﬁeld homogeneity plays a central role in limiting the performance [5, 6, 7]
and hence the cavity needs to be engineered accordingly. In this thesis we address the chal-
lenges related to the design of what is considered the "heart" of such clocks – the microwave
cavity resonator.
In the ﬁrst, introductory, part of the thesis we provide the basis required in order to put into
perspective the goal of this research. First we brieﬂy discuss what deﬁnes a good clock. This is
followed by a basic introduction to the idea of how atoms can be used as such. We then focus
on the particular type of clocks relevant for our application, namely: the rubidium atomic
clock based on a vapor cell and Double Resonance (DR). We show the principle of operation,
the role of the microwave cavity is introduced, as well as the general components of the clock.
This is followed by a short discussion that provides some physical basis needed to understand
which cavity aspects are important in our studies. Finally we wrap up by stating the general
design guidelines, and the thesis outline.
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Figure 1.1 – A diagram showing the main variety of the frequency standards that are currently
available. In each case the cost, the timing error, the volume and the power needed is shown.
Put into perspective, it can be considered that the higher the performance, the larger and the
more expensive the ﬁnal device is.
1.1 Accuracy and stability of oscillators
A timekeeping device (oscillator, clock) can be described with its instantaneous frequency at
time t :
f (t )= f0
[
1++ y(t )] , (1.1)
where f0 is the reference frequency (corresponding to the "true" frequency of the ideal oscil-
lator),  is the systematic bias and y(t) is a term related to statistical ﬂuctuations. The two
general concepts that can be used to describe the timekeeping performance of the oscillator
are accuracy and stability: the oscillator is accurate if  = 0, while if y(t) = 0 the oscillator
is 100% stable and there is no random process affecting the operation. Accuracy describes
the difference between the measured and the ideal performance (that would be provided
by a reference source with zero uncertainty) and can be deﬁned both in terms of time and
frequency:
Δt
τ
= tmeasured− treferent
τ
, y = fmeasured− freferent
freferent
, (1.2)
where y is referred as fractional frequency. Both descriptions are dimensionless and can be
used equivalently to tell us how good an oscillator is in providing the frequency for which it
was intended. Stability, on the other hand, is a measure of how well an oscillator can produce
frequency (or time) with the same accuracy for a given time interval.
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1.1. Accuracy and stability of oscillators
Figure 1.2 – Intuitive illustration of the concepts of stability and accuracy (taken from [8]). The
fully accurate and stable device is given by the ﬁrst panel from the left; a frequency unstable
device might be accurate on occasion (second case); one can imagine a device which is not
accurate but its frequency does not drift over time (third case); it is also possible to have low
accuracy and low stability at the same time (forth case).
Figure 1.3 – Fluctuations of the frequency in time. The plot corresponds to a typical signal
observed in the operation of an atomic clock, where y(t) is the fractional instantaneous
frequency. The result is taken from [9].
In other words stability tells how much the frequency stays the same over the course of time
and is hence a measure of the reproducibility. In ﬁgure 1.2 we include an instructive visual
description which is often used to illustrate these concepts [4].
For the time scales of interest, the frequency output of the atomic standard is obtained as a
function of time – ﬁgure 1.3. The signal can be divided into equally spaced frequency readings
each τ long, where τ is the averaging time (τ= ti+1− ti ) so that we have:
yi = 1
τ
∫ti+1
ti
y(t )dt , (1.3)
which is the average fractional frequency attributed to the i -th interval. Since the ﬂuctuations
of the oscillator frequency are statistical in their nature, this requires a corresponding ﬁgure of
merit in order to describe the stability performance.
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One such a ﬁgure of merit, used, is Allan deviation: [10, 11]:
σy (τ)=
√√√√ 1
2(N −1)
N−1∑
i=1
(yi+1− yi )2, (1.4)
where N is the number of acquired frequency readings. The main reason of introducing it is
due to the fact that the conventional deviation does not converge for increasing sample size
N , but the Allan deviation does converge. The difference with respect to the conventional
standard deviation is that the average fractional frequency for a given frequency reading is not
compared to the overall average fractional frequency of the oscillator. Instead it is based on
the difference between the (averaged) fractional frequency found for two consecutive readings.
In this case, due to the dependence on the averaging time, the properties of the noise can be
reveled – ﬁgure 1.4a.
In the case of the vapor-cell atomic clock that we are concerned with, based on the averaging
time τ, we can consider three separate operational regimes: short term stability (1-100 s),
medium term stability (100-1000 s) and long-term stability (1000 s - one day and beyond). In
order to put it into perspective, we show (ﬁgure 1.4b) what is the performance associated to
some real-world atomic clocks. For example, the reported passive hydrogen maser and the
Rb vapor cell clock (based on a discharge lamp) are currently used in the Galileo positioning
system. It can be seen that there are (non-laboratory) vapor-cell clocks based on laser optical
pumping that already perform close to passive masers (considering short and medium term
frequency stability). This, their cost and the fact that they are more compact is currently a big
incentive for their further improvement.
1.2 The atom as a stable frequency source
Imagine we want to realize a hypothetical clock (in other words a frequency standard) that
is 100% stable. This could be done if a physical process is found whose frequency is fully-
independent from the external world. For example, a high-performance, commercial, temper-
ature stabilized, quartz oscillator is characterized by a frequency stability of about 1×10−12
for integration times of 1-10 s [4]. However, temperature susceptibility and high sensitivity
to mechanical vibrations limit its performance and make it unsuitable for highly demanding
applications (e.g. the on-board requirement of frequency stability for the synchronization of
GPS is a limiting factor for the resolution of the coordinate determination [12]). In order to
overcome the limitations of the quartz, the system can be locked to a more stable oscillator
based on atomic resonance. Instead of using the resonance vibrations of a crystal, an atomic
oscillator employs the resonant interaction of individual atoms (or molecules) with external
electromagnetic (microwave or/and optical) ﬁelds. Among the big variety of such frequency
standards the vapor-cell atomic clock based on double resonance (DR) and rubidium atoms is
a rather compact and relatively low-cost device which makes it very suitable for applications
like GPS. The general idea is to create an atomic oscillator based on an appropriate (not
sensitive to external perturbation) magnetic resonance transition from the hyperﬁne energy
levels of alkali atoms (typically Rubidium for the case of DR vapor-cell clocks).
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1.2. The atom as a stable frequency source
(a) A sigma-tau diagarm. Each separate noise process is charac-
terized by a particular slope. The image is taken from [10].
(b) Allan deviation found for different types of frequency standards. Courtesy:
CUSO, Programme doctoral en Physique – Printemps 2014, "Atomic clocks: basic
principles and applications".
Figure 1.4 – Allan deviation as function of the sampling time.
1.2.1 A simple three-level system
Below, we brieﬂy describe what is the general idea behind the double resonance atomic clock
operation. In order to simplify, we can ﬁrst consider the basic (and ﬁctional) case of two-
level atom that can be described by its ground and excited states |g 〉, |e〉 with their energy
levels Eg and Ee accordingly (ﬁgure 1.5a). For an externally applied electromagnetic ﬁeld
chosen to be resonant to the energy difference between the two levels: ωext. =ω0 = (Ee−Eg)/ħ,
where ħ is the reduced Planck constant, an oscillation between the two states of the atom can
be observed with frequency (interpreted as the frequency at which the electron population
oscillates between the two levels) that depends on the frequency detuning of the driving ﬁeld
and on a frequencyΩ called "Rabi frequency".
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(a) A two-level system. (b) A three-level system (the difference between lev-
els not to scale).
Figure 1.5 – Highly-simpliﬁed models of the atomic oscillator. The mechanisms of the EM
ﬁeld-atom interaction to consider are: absorption, stimulated and spontaneous emission.
Absorption of EM energy results in electrons populating levels with energy higher than the
ground state; stimulated emission is the opposite process resulting in identical but opposite
atomic transition (both the absorption and stimulated transitions have identical probability
and depended on the interaction time). Spontaneous emission is negligible at microwave
frequencies, while it is the dominant effect for the optical transition. In the diagram, ωμ
and ωL are the angular frequencies of the externally applied microwave and optical ﬁelds
correspondingly.
The latter is proportional to the amplitude of the external ﬁeld and it can be interpreted
as a frequency measure of the transition probability between the 2 states. A pulse Ωt = π
corresponds to a complete population of the excited state, while a pulseΩt =π/2 corresponds
to a superposition between the ground and excited states and hence a probability of 1/2 for
the atom to be observed in one of them. In the case of Rb DR clocks this energy difference
is in the microwave range. However, because the atoms are not perfectly isolated the atomic
resonance cannot be used: the atoms are typically kept in the form of thermal vapor with
temperature ≈ 60 deg C which results in |e〉 and |g 〉 being equally populated keeping us from
detecting the resonance signal whose amplitude scales with the difference of the populations.
This is handled by considering an auxiliary level |e ′〉 resulting in the three-level system shown
in ﬁgure 1.5b. The corresponding energy Ee’ is chosen to be resonant for a ﬁeld with much
higher frequency (e.g. optical ﬁeld at λ ≈ 780 nm). If the levels are selected such that the
lifetime (the time for which the atom has the electron in the given excited state) for level |e〉 is
longer than for level |e ′〉, continuously applying the optical ﬁeld (optical pumping) will result
in a net population of the |e〉 level larger than that of |g 〉 (a condition known as population
inversion). Having the atoms polarized in this way allows us to simultaneously apply the
microwave ﬁeld in order to drive the oscillation between |g 〉 and |e〉 which in turn populates
the ground state (by stimulated emission) and leads to absorbance of light – the opacity of the
Rb vapor as a function of the microwave frequency is known as a DR signal which can be used
as a high stability locking signal for the microwave frequency.
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Therefore, by applying two resonance ﬁelds (hence the name double resonance) it is possible
to drive the atomic oscillator and moreover detect the useful clock signal. Furthermore, since
the light photons have a much higher energy than the microwave photons, detecting the light
gives a stronger signal.
1.3 The Rb clock based on double resonance
For a DR vapor-cell clock the above-described three-level system is typically implemented
for rubidium where in this case the microwave transition is realized in the hyperﬁne-split
ground state of the isotope 87Rb. The angular momentum in the ground state (52S1/2) of 87Rb
is given by the spin of the unpaired electron in the outermost shell[13]: J = 1/2, while the
nuclear spin is I = 3/2. The coupling of both angular momenta results in the (degenerate)
hyperﬁne states described by total angular momenta Fg = 1 and Fg = 2. Since the levels are
subject to Zeeman splitting, the degeneracy is lifted by an externally applied static magnetic
ﬁeld (ﬁgure 1.6a) resulting in the sub-levels shown in ﬁgure 1.6b (Bc 
= 0). The corresponding
transitions are of a magnetic dipole type which means that they are driven by the magnetic
part of the external microwave electromagnetic ﬁeld (note here we do not mean the static
magnetic ﬁeld). Moreover, the microwave ﬁeld drives these transitions selectively according to
the direction of the static magnetic ﬁeld (also known as a quantization axis). For example, in
the case shown in ﬁgure 1.6b the π-transition is driven by the microwave magnetic ﬁeld which
is parallel to the externally applied static magnetic ﬁeld Bc. On the other hand, transitions σ−
and σ+ are driven by the left-handed and right-handed circularly polarized magnetic ﬁeld
components that are both orthogonal to the direction of the quantization axis. In our case, the
transition used to provide the beneﬁcial clock oscillation (clock transition) is chosen to be:
|Fg = 1,mF = 0〉 ←→ |Fg = 2,mF = 0〉 (the π-transition in ﬁgure 1.6b), so that it has the least
dependency (and hence a low energy shift between the levels) of possible perturbations of the
external magnetic ﬁeld. The transition is driven by an externally applied microwave magnetic
ﬁeld with a frequency of ≈6.8345 GHz.
After we introduced the main operating principle, we can now wrap up: The clock is based
on a three-level system that, in principle, interacts with three electromagnetic ﬁelds: an op-
tical pumping ﬁeld is used in order to create population imbalance and to read the useful
signal; a static magnetic ﬁeld is applied to deﬁne a quantization axis so that the osicaltor
levels are well-deﬁned; the clock transition is driven by a microwave (magnetic) ﬁeld with
a frequency of about fRb ≈ 6.834 GHz, where the ﬁeld is oriented along the direction of the
static magnetic ﬁeld. It is also worth noting, that all ﬁelds interacting with the atoms need to
be meticulously controlled since naturally their insatiabilities will affect the performance of
the atomic oscillator.
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(a) Energy difference as function of the external static magnetic ﬁeld (often
referred as "C-ﬁeld") in the case of 87Rb (taken from [8]).
(b) Energy levels of 87Rb ground state and 52P1/2 excited state (D2 line).
The Zeeman sub-levels are shown on the right.
Figure 1.6 – Energy levels of 87Rb relevant for the operation of the clock.
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1.3.1 Double resonance operation
In the classical DR scheme, both the laser light (historically light source based on a discharge
lamp is used, now substituted by highly stable lasers) and the microwave ﬁeld are applied
simultaneously (continuous mode) [14]. However, a scheme where both ﬁelds are separated
in time is also possible (Ramsey scheme) where the Rb clocks based on such a principle are
known as Pulsed Optical Pumping (POP) clocks [15]. Since our project is also intended to
improve the performance of a microwave cavity used in the implementation of such a clock, it
is worth while to brieﬂy introduce its principle of operation.
Pulsed clock operation The operation of the pulsed clock consists of three stages, separated
in time: preparation, interrogation and detection (ﬁgure 1.7). Without an externally applied
EM ﬁeld, the energy distribution in a thermal vapor results in equally populated |g 〉 and |e〉
levels. In the preparation stage a light (laser) pulse resonant to the energy difference between
levels |e〉 and |e ′〉 is applied. After sufﬁcient time, a signiﬁcant atom population imbalance
between level |g 〉 and |e〉 is created, hence the two-states needed for the atomic oscillator are
deﬁned. The laser is then switched off, and a resonant microwave magnetic ﬁeld is applied to
the atoms in the form of two coherent π/2 pulses separated in time (ﬁgure 1.7 – interrogation).
This ﬁeld drives the atomic resonance, where the durations of the pulses and the separation
(called Ramsey time) are in the millisecond range. Finally, a laser pulse of light is applied,
resulting in the useful absorption signal (a Ramsey-type signal with a line-width of≈ 100 MHz)
shown in the ﬁgure.
Figure 1.7 – A scheme of the clock operation for the magnetic resonance transition in the
87Rb atom applied in the pulsed regime. The atoms are represented by a three-level system.
The amount of light absorption is directly related to the pulse area. The detected signal is
characterized by a speciﬁc pattern referred as "Ramsey fringes".
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Therefore, by cycles of sweeping the microwave magnetic ﬁeld and detecting the light ab-
sorption we can constantly lock the frequency of the input signal to the magnetic resonance
transition and hence stabilize the clock’s output frequency. Finally it is worth noting that
since the atomic states correspond to the Zeeman sub-levels, they can be classically seen
as magnetic dipoles that according to the populated level (|g 〉 or |e〉) are characterized by
opposite directions of the total magnetic dipole moment. Although this interpretation is not
fully valid (in contrast to the classical view the orientation of the atomic magnetic dipoles is
quantized) it is sufﬁcient to get intuitive understanding. Only when the microwave frequency
is resonant to the energy difference ΔE1,2, the electrons will populate the "empty" level |e〉
(associated with a 180 degree ﬂip of the magnetic dipoles).
1.3.2 The physics package
The above-explained EM ﬁeld-atom interaction is physically realized in the,so-called, physics
package of the clock for which a schematic can be seen in ﬁgure 1.8a. The rubidium atoms
are enclosed in a dielectric cell. Pyrex or quartz dielectrics are used since they are transparent
for the light. In principle, the vapor cell in our case contains an additional buffer gas (e.g.
argon) which is added in order to increase the efﬁciency of the optical pumping and prevent
effects of depolarization due to diffusion at the cell walls. The microwave ﬁeld driving the
required atomic transition is provided by a cavity with a resonance frequency tuned to the
atomic transition fRb. The cell is positioned inside the cavity where two apertures (with radius
of ≈ 10 mm) are included to allow the laser beam to penetrate, interact with the atoms and get
detected by the photo-detector (positioned on the top side of the cavity in ﬁgure 1.8a). The
static magnetic ﬁeld required for the Zeeman splitting is provided by DC-coils so that the ﬁeld
is oriented along the central axis of the cavity. In this case, for the chosen clock transition,
the microwave magnetic ﬁeld component, aligned to the direction of the (central) axis drives
the atomic clock oscillations. The cavity is magnetically-shielded, and also layers of thermal
insulation are used in order to reduce heat loss. The obtained optical signal is used with a
servo correction feedback in order to stabilize a quartz oscillator. This is how the resulting 10
MHz (standard) clock output signal is created.
Many different variations of the general structure can be found. For example, a discharge
lamp may be used instead of a laser (typically for lower performance devices). A realization of
a commercially sold device, based on a discharge lamp, is shown in ﬁgure 1.8b. Finally, it is
worth noting that the microwave cavity is the component with the largest volume and hence it
can predetermine the footprint of the ﬁnal device (not to consider the presence of a protective
magnetic shield that surrounds the cavity, which is nevertheless determined by the size of it).
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(a) A scheme of the physics package used in a DR atomic
clock. The cavity is usually surrounded by magnetic and
temperature shields not shown for clarity. The full detail
of the physics package can be seen in ﬁgure 3.1b.
(b) A vapor-cell clock (Rb-based) commercially sold by Stanford
Research Systems. Photo, Courtesy: Stanford Research Systems.
Figure 1.8 – Physics package of a DR atomic clock.
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1.3.3 Sources of frequency instability related to the cavity
After introducing the main principle as well as the elements of the physics package, in this
section, we brieﬂy explain what are the important aspects of the cavity design that need to be
considered assuming DR clock implementations with high stability performance.
In terms of short term stability (1 - 100 s) the Rb clock performance strongly depends on
the signal-to-noise ratio (S/N). For example, in the case of the continuous DR regime, the
corresponding instability is inversely proportional to the discriminator slope D (see 1.9a).
The latter can be approximated as: D ≈ A/Δ f , where A and Δ f are the amplitude and the
line-width attributed to the optically detected signal (both shown in ﬁgure 1.9a). Physically,
Δ f is centered around fRb and corresponds to the Q-factor attributed to the atomic transition
(typically observed values are in the range of few KHz, hence the atomic Q-factor is in the
order of 107). The short-term stability can be evaluated as [17]:
σS/N(τ)=
NpsdΔ f
2A fRb
1
τ
= Npsd
2AQa
1
τ
, (1.5)
where Qa is the atomic Q-factor, Npsd is the detection noise power spectral density deﬁned for
a photocurrent signal (pA×Hz−1/2) and τ is the integration time. The cavity plays an important
role here since a large S/N ratio means that a large number of atoms is needed to contribute
to the beneﬁcial signal. This is why high-performance DR clocks tend to relay on large vapor
cells (however it is clear that the cell cannot be arbitrary big either since we are restricted in
terms of pressure, temperature gradients, size limitations etc.). The cavity needs therefore
to provide a ﬁeld distribution that covers the whole volume of such a large cell. Moreover, a
resonance cavity is an intrinsically restricted structure (geometrically) that will, in principle,
provide a good quality ﬁeld (selectively driving the clock transition) only to a small fraction of
its volume. For the example shown in ﬁgure 1.9a, an improvement by a factor of two for the
short-term stability was reported (4×10−13 τ−1/2), attributed to the newly developed cavity
that was used. The latter was designed to provide a large number of atoms (a cell volume of
0.012 dm3 was reported) where ≈ 88% of the magnetic ﬁeld was found (both numerically and
experimentally) to contribute to the clock-transition.
In POP clocks, a big advantage is the temporal separation between the optical and the mi-
crowave pulse interaction, resulting in a very low light perturbation and hence a potential for
a much improved short-term stability: 1.6 ×10−13 τ−1/2, for τ= 1−104 s was reported in [5] for
one of the ﬁrst realizations of such a clock and consecutively 2.1 ×10−13 was demonstrated in
[7]. Effectively, the atoms do not change their position inside the vapor cell (a buffer-gas is
typically used hence the atoms are considered localized for time intervals relevant for the POP
operation), the spatial ﬁeld inhomogeneity associated to the standing wave in the cavity will
result in the Rb atoms being subject to different (effective) microwave pulse areas (see ﬁgure
1.7). This has a potential to reduce the contrast of the Ramsey signal (in practice the central
fringe is used). Since the contrast is proportional to the signal-to-noise ratio [18], the ability
of the cavity to provide a spatially homogeneous ﬁeld (that drives the clock transition) has a
direct consequence in the performance of the clock.
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In the pulsed case the short term stability can be obtained by [7]:
σS/N(τ)= 1
πQaRsn
√
Tc
τ
. (1.6)
In the above equation the signal-to-noise ratio is Rsn =C
√
ηNopt where η is the photodetector
efﬁciency, C is the contrast, Nopt is the number of photons at detection and Tc is the time
required for the repetition of the pulse sequence. For example, for the experimentally obtained
signal shown in ﬁgure 1.9b, the contrast is C = 35% where√ηNopt ≈ 8.85×104 resulting in a
signal-to-noise ratio of ≈30000. The simulated result predicts that if all atoms in the volume
are driven by a microwave magnetic ﬁeld with a constant amplitude, an improvement is
expected for the contrast of the central Ramsey fringe. Considering that the atomic Q-factor is
ﬁxed, from eq. 1.6 one can obtain that a stability improvement of ≈ 30% is expected in terms
of the short-term performance.
Concerning medium to long-term frequency stability, two major physical effects can be
directly contributed to the cavity: position shift and cavity pulling effect. The former is known
from continuous mode DR implementations in the cases where buffer gases are used and is
explained in more a detail in [19]. The main idea is that both the light beam (due to absorption)
and the microwave ﬁeld (due to the standing wave) can vary signiﬁcantly in the active volume
used to produce the beneﬁcial DR signal, and hence can result in a spatial variation of the
atomic resonance frequency (technically the Rabi frequency with the atoms being driven).
Both effects may couple in such a way that the non-homogeneities of the light ﬁeld sample
regions (in a power-dependent way) of a non-homogeneous microwave ﬁeld resulting in a
signal that is a weighted average of the resonance frequencies of the single atoms (which
can in turn shift the DR line). When buffer gases are not used, the atoms are free to move,
averaging out the power gradients associated to the light propagation. The cavity pulling effect
is a source of frequency instability associated to temperature. If we consider the simple case of
a driven resonance if the the driving force is slightly off-resonance with respect to the intrinsic
fres a small frequency shift (pulling) is observed in the response. Similar situation occurs in
the case of atomic frequency standards – since the cavity driving the atomic oscillator is not
perfectly tuned to the atomic resonance it results in the frequency shift generally simpliﬁed as
in [20]:
f − fatom =A
Qcavity
Qatom
( fcavity− fatom), (1.7)
where the constant A describes the level of oscillation, the frequency shift is f − fatom, the
detuning of the cavity is fcavity− fatom and Qcavity,Qatom are the Q-factors of the cavity and the
atomic resonance correspondingly. The reason why over time this effect leads to instability is
among others the temperature ﬂuctuation of the cavity resonance frequency. Furthermore,
from the general result shown in eq. 1.7 it is evident that different types of clocks are inﬂuenced
by a different amount depending on the requirements that hold for the Q-factor.
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(a) The optically detected DR signal has appr. Lorentzian shape; A and Δ f are
the amplitude and full-width-half-maximum (FWHM) of the DR signal. D is the
slope of the corresponding error signal (shown in green) used for locking. Image
taken from [16].
(b) Ramsey pattern fringes observed in the operation of a POP clock. The
black curve corresponds to a hypothetical case for which all atoms "see" the
same amplitude of the magnetic ﬁeld. The red curve shows an experimen-
tally obtained signal. Image taken from [7].
Figure 1.9 – Optically detected signal (DR signal) in the case of continuous and pulsed regimes.
The signal corresponds to the opacity of the Rb vapor as a function of the microwave frequency
driving the atomic oscillator; it is normalized to the frequency of the clock transition and
hence zero detuning is manifested by maximum light absorption.
Since in our case the clock is passive, a low Q-factor is possible and, moreover, it is highly
desirable in order to minimize this effect [7].
After we introduced the major effects directly relevant for the cavity design it is worth noting
that, in principle, there is a plethora of physical effects, reported in the literature, through
which the clock frequency stability can be affected. Understanding these effects as of a crucial
importance for the characterization of a frequency standard.
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Some of them include: amplitude and frequency instabilities associated to the laser; effects
associated to the vapor e.g. collisions between the atoms, collisions between the atoms
and the buffer gas as well as the atoms and the walls of the cell; the phase noise of the
microwave frequency synthesizer (Dick effect), various processes associated to the error
signal; non-uniform phase distribution arising from losses in the cavity; speciﬁc long-term
effects attributed to aging and related to the design of the cavity are reported e.g. in [21].
1.3.4 Design guidelines
In order to conclude, we state the general requirements that deﬁne an optimal cavity in our
case:
Resonance frequency The resonance frequency of the microwave cavity must coincide
precisely with the frequency of the ground state transition chosen for the clock operation:
fres = fRb ≈ 6.8345 GHz. Due to its size and materials used, the vapor cell represents a sig-
niﬁcant dielectric loading for the cavity and hence has a strong potential to inﬂuence the
resonance frequency. Moreover, the processes used for production of the vapor cell (and the
cavity itself) are often associated with considerable tolerances. In order to ensure that the
required resonance frequency is met even if such tolerances are present, a variable tuning
mechanism needs to be included. Such a tuning needs to be achieved for the vapor cell present
inside the cavity and with enough range around the required clock frequency.
Temperature coefﬁcient Even small variation of the temperature can sufﬁciently dilate
the cavity material as well as the cell. This affects the performance of the clock since the
resonance frequency of the cavity can vary slightly with temperature (Temperature Coefﬁcient
TC), which typically requires a complicated temperature control. Therefore, the design of the
cavity needs to be intrinsically stable in terms of temperature (the temperature performance
can vary signiﬁcantly for different structures) which would minimize the requirements for
active temperature control. The TC needs to be in the range of TC = 10-100 kHz/K. Too high
temperature coefﬁcient has the potential to signiﬁcantly impact the clock stability via the
cavity pulling effect.
Quality factor A moderate Q-factor in the range Q = 100-200 is sufﬁcient and preferable,
since the cavity pulling effect will be suppressed in this way ([14] ch. 7.3.3). Nevertheless
efﬁcient power transfer is required hence the cavity needs to be characterized by an input
impedance close to the standard 50Ω.
Power requirements The power requirement for the optimal clock operation is few ×10−7 T
and few ×10−8 T for the amplitude of the magnetic ﬁeld in the continuous and pulsed regimes
correspondingly. Previous designs [16] show that, in practice, the input power applied to the
cavity in the operation of the clock is about −20 dBm and −33 dBm correspondingly from
which the power absorbed from the Rb atoms is in the range of few 10−8 W.
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Quality of themicrowaveﬁeld The cavitymode, used, needs to be characterized by identical
phase of the magnetic ﬁeld for all points inside the active volume of the cavity, meaning that
no ﬁeld node should be present. For our clock we are not concerned with minimizing small
phase variations that, for example, can arise from losses.
The cavity mode needs to have a magnetic ﬁeld with uniform orientation – ideally 100%
oriented along the direction of the static C-ﬁeld, otherwise the ﬁeld will couple unwanted
sigma transitions (σ−, σ+) reducing the signal-to-noise ratio.
The amplitude of this ﬁeld needs to be homogeneous in the active volume sampled by the
laser light. The requirements for uniformity and homogeneity need to be fulﬁlled for a vapor
cell that is relatively large (a volume of ≈ 0.012 dm3 is considered as optimal to use in our
case).
Overall size and structural requirements The size of the cavity is a serious design restriction
since it is intrinsically related to the resonance condition and the quality of the ﬁeld. In
principle, compact sizes are always preferred, since this means a better temperature control,
compact magnetic and temperature shields and for example would allow for such a clock to
qualify easily for an on-board satellite application. In our studies, we aim at keeping the total
volume of the cavity lower than the typically used cylindrical structures. For example, the
volume of the cavity found in [16] is considered as a good reference point in terms of volume
(0.044 dm3).
In terms of structure, we note that the cavity is opened at both sides – two apertures with
a radius of ≈ 10 mm need to be present in order to allow for the pumping light. This is a
major source of power loss hence extensions need to be included in order to minimize leakage.
Finally, the design needs to be ﬂexible (preferably it should have various degrees of freedom
since this will help in meeting the stringent requirements), the DC coils needed for the static
magnetic ﬁeld as well as the magnetic shields need to be easily accommodated. Moreover,
for practical reasons, the cavity needs to allow operation with various cells. This means that
retroﬁtting and compensation of potential tolerances should be possible in a straightforward
way.
The above described requirements are intended to summarize the crucial points of the design.
They are reexamined in a more thorough detail further in various parts of this thesis. The
requirements for the quality of the ﬁeld are extensively discussed in section 2.2.2, where we
deﬁne various ﬁgures of merits utilized to determine the optimal design.
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1.3.5 Objectives and outline
The goal of this thesis is to improve the performance of microwave cavities in applications
related to vapor-cell atomic clocks based on double resonance. This includes characterization
of currently employed structures as well as proposing entirely new solutions with much
improved characteristics. The organization of the thesis is included below.
Chapter 2 In this chapter we give the electromagnetic theory basis needed for the class
of resonating structures which are interesting for our application – cavities obtained from
waveguide sections.
First we consider the general case of arbitrary cross section and translational symmetry for
which we describe the ﬁelds in the cavity. At this stage it is recognized that due to a duality
feature of the ideal boundary conditions considered (PEC/PMC), a TE mode characterized by
a longitudinal modal number zero is physically possible. We then move to a more speciﬁc case,
namely, the typically-employed cylindrical cavity, for which we report the modal distribution
as well as the various characteristics associated to the resonance condition.
The next major part of this chapter shows in detail how the cavity is connected to the perfor-
mance of the clock from an electromagnetic point of view. First we describe the driving ﬁelds
that apply directly to the transitions in the clock operation. Various ﬁgures of merit used as
design criteria are then deﬁned, more speciﬁcally, related to the quality of the ﬁeld. A special
remark is made for the homogeneity of the amplitude. In the last part of this chapter we utilize
performance diagrams that, in an intuitive way, allow us to ﬁnd the optimal performance case.
The content of this chapter is already well-known, however its intention is to provide both the
theory and the tools needed in the design process.
Chapter 3 The ﬁrst part of this chapter reports in detail the state-of-the-art related to the
development of various relevant cavities found in the literature. First, we consider geometries
known in the atomic clock domain where the reported solutions are classiﬁed according to
their compactness and temperature performance. Moreover we focus on a special-kind of
geometry (the loop-gap), for which we report solutions known in the atomic clock domain as
well as in the domains of nuclear magnetic resonance and electron paramagnetic resonance.
This type of structure is important in our studies since our ﬁnal design is based on a version of
it.
The second part of this chapter is entirely related to the physics of the loop-gap cavity. We
introduce the structure from a lumped point of view as well as from a point of view of the
ﬁeld performance. A particular attention to the ﬁeld homogeneity is payed for various con-
ﬁgurations of the structure, including the problems that can arise from the physics package
requirements. We then put into perspective its performance by evaluating it using the ﬁgures
of merit previously introduced. In terms of contribution we consider the study to be of some
relevance for the atomic clock community, particularly because we have not previously found
an in-depth comparison of the homogeneity performance.
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The last part of this chapter is related to experiments that were performed for two cavity de-
signs previously realized. In the ﬁrst case an optical imaging experiment was conducted (by a
different scientiﬁc group) which reveled some unexpected ﬁeld distribution mostly attributed
to the unwanted clock transitions. In line with that, we report an extensive numerical study
where, in an attempt to debug the experiment, we have considered the effect of a potential
misalignment between the electromagnetic ﬁelds. For the second cavity design, we have
performed a measurement of the cavity temperature stability. A complementary numerical
study was also considered and it is reported. Finally we investigate tolerance issues which are
found to degrade the resonance. In terms of contribution, the effect of the misalignment was
not previously studied. It reveled some interesting effects related to the ﬁgures of merit and
it is useful since it provides a basis for understanding future experiments. The approach we
used in order to model the temperate coefﬁcient proved to be useful since a possibility for a
potential improvement of the temperature performance was reveled.
Chapter 4 The last chapter of this thesis proposes various implementations of atomic clock
cavity based on Artiﬁcial Magnetic Conductor (AMC) boundary conditions.
In the ﬁrst half of this chapter we show, that such a solution can be in principle implemented
for arbitrary cross section by utilizing close to quarter-wavelength dielectric loadings. We then
focus on the circular cross section which allows us to study the structure analytically. The
performance is evaluated both in terms of uniformity and homogeneity. The issues associated
to sensitivity of the dimensions are considered important for these kind of structures and are
accordingly discussed. The expected temperature sensitivity is evaluated as well as the effect
that the apertures have on the ﬁeld distribution.
In the second part of this chapter we investigate an implementation of AMC boundaries in
the case of the loop-gap geometry which is also our choice for the ﬁnal design. Besides the
solution based on a dielectric material, we investigate a possibility to implement AMC based
on a planar structure. The very important issue of frequency tuning is covered where we
report a speciﬁcally designed solution that utilizes the loop-gap structure and we discuss
the proposed design in full detail. Moreover, we describe two additional (optional) features:
the possibility to add corrugations and the option for a distributed feeding, both used for
additional suppression of unwanted modes. Finally, we evaluate the obtained performance
and report the current stage of the realization.
In terms of novelty, this chapter represents the biggest contribution in this thesis. To the
best of our knowledge this is the ﬁrst attempt to relate the concept of AMC to atomic clock
applications. We managed to achieve a nearly constant microwave magnetic ﬁeld distribution
along the direction of the optical ﬁeld with more than 97% of orientation uniformity across
the atomic sample. The proposed tuning mechanism, the additionally developed planar
AMC solution and the fact that the structure is intrinsically not too restricted in terms of
volume allow to meet the excellent performance for a surprisingly large interval of possible
dimensions.
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clocks
2.1 General cavity theory
In this chapter we include a brief introduction to the general electromagnetic theory related to
microwave cavities. More speciﬁcally, we are interested in cavities obtained from waveguide
sections. In the domain of DR atomic clocks this is the utilitarian choice – such geometries
can easily accommodate vapor cells with various sizes and moreover the required magnetic
ﬁeld distribution can be obtained without being much perturbed by the presence of the vapor
cell [21]. First, we describe the general electromagnetic solution and discuss the boundary
conditions relevant for our application. We then cover some characteristics associated to the
resonance condition and explain the general design criteria. Finally, appropriate ﬁgures of
merit are deﬁned providing the basis required for the evaluation of the cavity design in terms
of the clock performance.
z 
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? 
Figure 2.1 – The generalized cylindrical waveguide is shown in a curvilinear coordinate system
t1,t2, z, with unit vectors tˆ1, tˆ2 used to deﬁne the transverse cross section and zˆ chosen along
the direction of wave propagation (hereafter referred as "longitudinal").
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2.1.1 Generalized cross section with translational symmetry
In the general case, a cavity is a fully electromagnetically bounded volume where the electro-
magnetic ﬁeld is described by discrete solutions that fulﬁll Maxwell’s equations. For the type
of cavities that we are interested in, due to a translational symmetry, the problem of obtaining
the EM ﬁeld distribution can be separated in two parts: initially the propagation of the guided
wave is determined and then additional boundary conditions are applied along the direction
of energy propagation. Here, this general procedure is brieﬂy described.
Lets ﬁrst consider the generalized case of a cylindrical waveguide characterized by an arbitrary
cross section and a translational symmetry in the direction of the guided wave propagation
– ﬁgure 2.1. Everywhere inside the volume, the EM ﬁeld can be obtained as the steady-state
solution of the source-free vector Helmholtz equation, and it is given in the phasor form as:
E (r )e jωt , H(r )e jωt . This is awell-knownproblem [22] that can be analytically solved assuming
a ﬁeld decomposition into transverse and longitudinal (along z) parts. It is sufﬁcient to ﬁnd
the eigenmodes of the transverse problem, assuming boundary conditions associated to the
contour that describes the waveguide cross section. Once the transverse ﬁeld components
are obtained, the Maxwell’s equations can be applied in order to calculate the dependent
longitudinal ones. The above explained orthogonal decomposition is generally valid for
isotropic media and permits variation of  and μ in both transverse and longitudinal direction.
In the case of transversely inhomogeneous medium, hybrid modes need to be taken into
account [23].
In the most simple case of a bounded, fully homogeneous medium (uniform waveguide) the
complete solution for the independent transverse ﬁeld can be obtained as a superposition of
separate TM and TE modes:
E t(t1, t2,z)=
∑
i
V TMi (z)e
TM
i (t1, t2)+
∑
i
V TEi (z)e
TE
i (t1, t2), (2.1)
H t(t1, t2,z)=
∑
i
ITMi (z)h
TM
i (t1, t2)+
∑
i
ITEi (z)h
TE
i (t1, t2). (2.2)
where eTMi (t1, t2), h
TM
i (t1, t2) and e
TE
i (t1, t2), h
TE
i (t1, t2) are the transverse TM and TE eigenvec-
tors corresponding to the i -th solution with explicit form dependent on the chosen shape of
the waveguide cross section. The expressions for the separate TM and TE distributions are
given below:
TM Hz = 0; H t,E t,Ez, 
= 0)
The transversal components are given by:
ETMt (t1, t2,z)=
∑
i
V TMi (z)e
TM
i (t1, t2), e
TM
i (t1, t2)=−∇tφi (t1, t2); (2.3)
36
2.1. General cavity theory
HTMt (t1, t2,z)=
∑
i
ITMi (z)h
TM
i (t1, t2), h
TM
i (t1, t2)= zˆ ×eTMi (t1, t2); (2.4)
The longitudinal components are given by:
ETMz (t1, t2,z)=−
1
jω
∇t · (zˆ×HTMt (t1, t2,z))zˆ =
∑
i
ITMi (z)Z
TM
t,i e
TM
z,i (t1, t2)zˆ , (2.5)
where
eTMz,i (t1, t2)=
1
jωZTMt,i
∇t ·eTMi (t1, t2)=
1
j kTMz,i
∇t ·eTMi (t1, t2). (2.6)
In the above expressions ZTMt,i is the characteristic impedance of the i -th TM mode, k
TM
z,i and
kTMc,i are the longitudinal and transversal propagation constants:
kTMz,i =
√
k2−kTMc,i , ZTMt,i =
kTMz,i
ω
= 1
Y TMt,i
. (2.7)
TE Ez = 0; H t,E t,Hz, 
= 0)
The transversal components are given by:
ETEt (t1, t2,z)=
∑
i
V TEi (z)e
TE
i (t1, t2), h
TE
i (t1, t2)=−∇tψi (t1, t2); (2.8)
HTEt (t1, t2,z)=
∑
i
ITEi (z)h
TE
i (t1, t2), e
TE
i (t1, t2)=hTEi (t1, t2)× zˆ ; (2.9)
The longitudinal components are given by:
HTEz (t1, t2,z)=
1
jωμ
∇t ·
[
zˆ×ETEt (t1, t2,z)
]
zˆ =∑
i
V TEi (z)Y
TE
t,i h
TE
z,i (t1, t2)zˆ , (2.10)
where
hTEz,i (t1, t2)=
1
jωμY TEt,i
∇t ·hTEi (t1, t2)=
1
j kTEz,i
∇t ·hTEi (t1, t2). (2.11)
37
Chapter 2. Microwave cavities for DR atomic clocks
In the above expressions ZTEt,i is the characteristic impedance of the i -th TE mode and k
TE
z,i and
kTEc,i are the longitudinal and transversal propagation constants:
kTEz,i =
√
k2−kTEc,i ZTEt,i =
ωμ
kTEz,i
= 1
Y TEt,i
. (2.12)
The modal description shown, follows the approach developed in [23] where the scalar func-
tionsφ andψ (referred in the literature as mode functions) can be found tabulated for different
geometries in [24]. Both expressions for the TE and TM case are convenient due to the fact
that Vi (z) and Ii (z) can be, in principle, interpreted as the equivalent, modal voltage and
current waves. This allows the use of a Transmission Line (TL) approach in order to describe
the propagation along the z-direction:
Vi (z) = V +i e− j kz,i z +V −i e+ j kz,i z , (2.13)
Ii (z) = I+i e− j kz,i z − I−i e+ j kz,i z =
1
Zt,i
(
V +i e
− j kz,i z −V −i e+ j kz,i z
)
, (2.14)
which are the traveling wave solutions that fulﬁll the telegrapher’s equations [25] where e− j kz,i
and e+ j kz,i correspond to the forward and backward propagating waves. In order to obtain
the cavity solutions we can apply boundary conditions to the longitudinal z direction. For
completeness, here we include the two main boundary conditions (BC) used in our analysis
as seen from a ﬁeld point of view or alternatively from a transmission line point of view:
Perfect Electric Conductor PEC: E t = 0 and Vi = 0 (short circuited plane).
Perfect Magnetic Conductor PMC: H t = 0 and Ii = 0 (open circuited plane).
If we consider d to be the height of the cavity (deﬁned along z), the coordinate system ﬁxed to
the bottom (at z = 0) and hence the two boundaries are considered at z = 0 and z = d . The
solutions corresponding to the PEC and PMC are therefore given by:
PEC at z = 0, Vi (z = 0)= 0
Vi (z)=V +i (e− j kz,i z −e+ j kz,i z)=−2 jV +i sin(kz,i z), (2.15)
Ii (z)=
V +i
Zt,i
(e− j kz,i z +e+ j kz,i z)= 2Yt,iV +i cos(kz,i z), (2.16)
where applying PEC at z = d we obtain kz,i d = pπ.
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PMC at z = 0, Ii (z = 0)= 0
Vi (z)= Zt,i I+i (e− j kz,i z +e+ j kz,i z)= 2Zt,i I+i cos(kz,i z), (2.17)
Ii (z)= I+i (e− j kz,i z −e+ j kz,i z)=−2 j I+i sin(kz,i z), (2.18)
where applying PMC at z = d we obtain kz,i d = pπ.
In table 2.1, we summarize the cases for the length d of the cavity corresponding to the four
possible combinations of the PEC/PMC boundary conditions applied along the z-direction.
z = 0 PEC PEC PMC PMC
z = d PEC PMC PEC PMC
d pπkz,i p (2p+1)
π
2kz,i p
(2p+1) π2kz,i p
pπ
kz,i p
Table 2.1 – The length of the cavity d is given for combinations of PEC/PMC boundary condi-
tions applied at z = 0 and z = d ; i and p are the transverse and longitudinal modal numbers
and hence the longitudinal propagation constant attributed to the cavity solutions can be
indexed as: kz,i p .
The cavity ﬁeld components in the case of PEC at z = 0 and z = d are given by:
E t,i p = −2 jV +i sin(kz,i p z)e i (t1, t2),
H t,i p = 2Yt,iV +i cos(kz,i p z)hi (t1, t2), (2.19)
ETMz,i p = 2V +i cos(kz,i p z)eTMz,i (t1, t2),
HTEz,i p = −2 jV +i Yt,i sin(kz,i p z)hTEz,i (t1, t2).
The cavity ﬁeld components in the case of PMC at z = 0 and z = d are given by:
E t,i p = 2V +i cos(kz,i p z)e i (t1, t2),
H t,i p = −2 jYt,iV +i sin(kz,i p z)hi (t1, t2), (2.20)
ETMz,i p = −2 jV +i sin(kz,i p z)eTMz,i (t1, t2),
HTEz,i p = 2V +i Yt,i cos(kz,i p z)hTEz,i (t1, t2).
The above-described solutions are periodic in z with modal index p – an integer number. It is
of interest to analyze the case of p = 0, which will turn useful for our further studies.
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In the case of PEC at z = 0 and z = d we have:
• TEi 
=0p=0 modes
We have: Ez,i0 = 0, E t,i0 = 0 and since ∇×E = 0 the magnetic ﬁeld is zero and such a TE
mode is not physical.
• TMi 
=0p=0 modes
We have: Hz,i0 = 0, E t,i0 = 0, H t,i0 = 2Yt,iV +i hi (t1, t2), Ez,i0 = 2V +i ez,i (t1, t2), which is a
possible mode with a constant ﬁeld along z.
In the case of PMC at z = 0 and z = d we have:
• TEi 
=0p=0 modes
We have: Ez,i0 = 0, H t,i0 = 0, E t,i0 = 2V +i e i (t1, t2), Hz,i0 = 2V +i Yt,i hz,i (t1, t2), which is a
possible mode with a constant ﬁeld along z.
• TMi 
=0p=0 modes
We have: Hz,i0 = 0, H t,i0 = 0 and since ∇×H = 0 the electric ﬁeld is zero and such a TM
mode is not physical.
It can be seen that the TEi 
=0p=0 and TMi 
=0p=0 modes are related to the duality between the
PEC-PMC boundaries, when applied at the transverse sides of the cavity. For us the TMi 
=0p=0
case is of a special interest, because it implies a ﬁeld distribution which is beneﬁcial for the
clock. This aspect is covered in chapter 4.
2.1.2 Modes in a cylindrical cavity with a circular cross section and PEC bound-
aries
After the general theory was introduced, we now focus on a more speciﬁc geometry relevant
for our application. The cylindrical cavity with a circular cross section (parametrization
of the dimensions is found in ﬁgure 2.2) is a particular choice that sufﬁciently fulﬁlls the
requirements of size and shape related to the implementation of the physics package (see
section 1.3.2) [14, 21]. In this case, the ﬁeld is considered in cylindrical coordinates where
in the transverse direction the mode is described by m,n indexes related to the number of
circumferential and radial variations correspondingly. Being a canonical geometry, for such a
cavity, it is possible to analytically obtain the modes (ﬁgure 2.3).
2.1.3 The standard cylindrical cavity with PEC boundaries
In this structure it is the family of TE modes that can be practically used to provide the required
driving ﬁeld along the direction of the quantization axis (typically aligned to the central axis of
the cavity). More speciﬁcally, such a cavity working at the TE011 mode is an example of the
most often-applied and well-studied geometries in the domain of DR atomic clocks as well
as atomic fountains [14]. Therefore, in our studies, we assume it as a referent structure and a
performance benchmark.
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d
a
Figure 2.2 – Electric (dashed) and magnetic (solid) ﬁeld lines of the TEm=0,n=1,p=1 mode in a
cylindrical resonator cavity with a radius a and a height d . An Aspect Ratio (AR) is deﬁned as
2a/d .
Figure 2.3 – A mode chart for the (circular) cylindrical cavity – originally published in [22]. PEC
boundary conditions are considered to apply at all cavity walls. For a given mode we have
(2a fmnp )2 = ( cxmnπ )2+ (
cp
2 )
2( 2ad )
2, where fmnp is the resonance frequency, xmn = χ′mn for the
TEmnp modes and xmn =χmn for the TMmnp modes; χmn is the n-th root of Jm .
Field components
For the circular cross section, assuming PEC boundary conditions, the solution corresponding
to the TEmnp mode is given in the cylindrical coordinate system (ρ,φ,z). In this case fromeq. 2.8:
∇tψi (t1, t2) becomes ∇tψi (ρ,φ) and hence taking into account the cylindrical coordinates we
have:
∂
∂ρ
ψi (ρ,φ)ρˆ+ 1
ρ
∂
∂φ
ψi (ρ,φ)φˆ=∇tψi (ρ,φ). (2.21)
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For the circular cross section, the scalar functionψi has the form [24]:
ψmn(ρ,φ)=
√
m
π
1√
χ′mn −m2
1
Jm(χ′mn)
Jm
(
χ′mnρ
a
)⎧⎨
⎩cos(mφ)sin(mφ) , (2.22)
where m = 1 for m = 0 and m = 2 for m 
= 0. Both degenerate components are assumed: one
of odd and one of even angular dependence accordingly. Since the ﬁrst part is independent
on the coordinates we can write:
ψmn(ρ,φ)= H0 Jm
(
χ′mnρ
a
)⎧⎨
⎩cos(mφ)sin(mφ) , (2.23)
where χ′mn is the n-th non-vanishing root of the derivative of the m-th order Bessel function
and m = 0,1,2,3, ... Substituting 2.22 in eq. 2.21 and considering eq. 2.8 we obtain for the
ρˆ-component of the mn-th mode:
hρ(ρ,φ)=−H0kc J ′m
(
χ′mnρ
a
)⎧⎨
⎩cos(mφ)sin(mφ) (2.24)
and accordingly for the φ-component:
hφ(ρ,φ)=±H0 m
ρ
Jm
(
χ′mnρ
a
)⎧⎨
⎩sin(mφ)cos(mφ) , (2.25)
where the transverse propagation constant kc attributed to the chosen mode is given by
χ′mn
a
for the considered TE family of modes. Therefore, from eq. 2.9, for the transverse components
of the magnetic ﬁeld we obtain:
Hρ(ρ,φ,z)=−ITEi (z)kcH0 J ′m
(
χ′mnρ
a
)⎧⎨
⎩cos(mφ)sin(mφ) ,
Hφ(ρ,φ,z)=±ITEi (z)
m
ρ
H0 Jm
(
χ′mnρ
a
)⎧⎨
⎩sin(mφ)cos(mφ) .
(2.26)
For the transverse components of the electric ﬁeld from 2.9 we have:
e(ρ,φ)=h(ρ,φ)× zˆ = hφρˆ−hρφˆ (2.27)
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and hence from eq. 2.8 we obtain:
Eρ(ρ,φ,z)=±V TEi (z)
m
ρ
H0 Jm
(
χ′mnρ
a
)⎧⎨
⎩sin(mφ)cos(mφ) ,
Eφ(ρ,φ,z)=V TEi (z)kcH0 J ′m
(
χ′mnρ
a
)⎧⎨
⎩cos(mφ)sin(mφ) .
(2.28)
In order to obtain the longitudinal component of the magnetic ﬁeld we take eqs. 2.11 and 2.8
where:
hz(ρ,φ)=−1
j
1
kz
∇t ·h(ρ,φ)=−1
j
∇2tψ(ρ,φ) (2.29)
and hence from the (reduced) Helmholtz equation: ∇2tψ(ρ,φ)=−k2cψ(ρ,φ) we have:
hz(ρ,φ)= 1
j
k2c
kz
ψ(ρ,φ) (2.30)
and from eqs. 2.10 and 2.23 we ﬁnally obtain:
Hz(ρ,φ,z)=− jV TEi (z)
√

μ
k2c
k0
H0 Jm
(
χ′mnρ
a
)⎧⎨
⎩cos(mφ)sin(mφ) , (2.31)
where for the characteristic impedance we have: Zt = k0Z0/kz in which Z0 =
√
μ/ and
k0 = w

μ are the intrinsic impedance and propagation constant attributed to the isotropic,
lossless and homogeneous medium characterized by material constants  and μ.
Assuming the mode of interest TEm=0,n=1,p=1 and using the boundary conditions (eq. 2.15
and 2.16) for the standing wave in the cavity we obtain:
Hz(ρ,φ,z)=
√

μ
k2c
k0
H0 J0
(
χ′01ρ
a
)⎧⎨
⎩−2V
+ sin(Kzz)
−2 jV + cos(Kzz)
,
Hρ(ρ,φ,z)= YtKcH0 J ′0
(
χ′01ρ
a
)⎧⎨
⎩−2V
+ cos(Kzz)
2 jV + sin(Kzz)
,
Eφ(ρ,φ,z)=KcH0 J ′0
(
χ′01ρ
a
)⎧⎨
⎩−2 jV
+ sin(Kzz)
2V + cos(Kzz)
,
Hφ(ρ,φ,z)= 0,
Ez(ρ,φ,z)= 0,
Eρ(ρ,φ,z)= 0,
(2.32)
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where, for completeness, the two convenient cases for the coordinates are shown: the bottom
of the cavity being at z = 0 and z = d/2 accordingly. It is worth noting that in eq. 2.32 the
magnetic and electric ﬁelds are ± 90 deg out of phase, which is the case when a lossless cavity
is considered and relates to the current and voltage waves being ± 90 deg out of phase in an
equivalent lossless LC circuit model. A scheme of the ﬁeld distribution can be seen in ﬁgure
2.2. The longitudinal and transverse magnetic ﬁeld components are shown in ﬁgures 2.4, 2.5
and 2.6 accordingly.
(a) Transverse plane at the center
(z = d/2).
(b) Longitudinal plane. Due to
azimuthal symmetry the ﬁeld dis-
tribution is identical for ∀y .
Figure 2.4 – Hz ﬁeld component.
(a) Bottom transversal plane(z =
0).
(b) Top transversal plane(z = d).(c) Longitudinal plane. The distri-
bution of the ﬁeld has a null for
the z-y plane.
Figure 2.5 – Hx ﬁeld component.
(a) Bottom transversal plane(z =
0)
(b) Top transversal plane(z = d).(c) Longitudinal plane. The distri-
bution of the ﬁeld has a null for
the z-x plane.
Figure 2.6 – Hy ﬁeld component.
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Resonant frequency and quality factor
From an electromagnetic point of view, the physically observable quantities associated to
the microwave cavity are the resonance frequency and the quality factor. For the resonance
frequency we can write:
fres,TE01p =
1
2π

μ
[(
χ′01
a
)2
+
(pπ
d
)2] 12 = kmnp
2π

μ
, (2.33)
where kmnp can be seen as a resonance wavenumber related to the m,n,p mode such that:
k2mnp = k2c +k2z . (2.34)
The quality factor Q is deﬁned as:
Q = 2π energy stored
energy dissipated per cycle
= 2π fresW
Pt
, (2.35)
where Pt is the total dissipated power at resonance which is proportional to the losses in the
cavity. Therefore in the case of resonance without losses Pt = 0 and hence Q →∞. The energy
stored W is the sum of the electric We and magnetic Wm time-averaged energies given in the
steady-state case as:
We = 
4
∫
Vc
|E |2 dV (2.36)
and
Wm = μ
4
∫
Vc
|H |2 dV , (2.37)
where, at resonance, we have: We =Wh =W . Generally, power is lost in several ways: due to
the ﬁnite conductivity walls of the cavity Pc; dielectric losses in the vapor cell Pd; loss due to
the Rb vapor presence Pv; radiation losses from the apertures Pr. Therefore, separating the
total power lost, we can write for the Q-factor:
1
Qu
= 1
Qc
+ 1
Qd
+ 1
Qv
+ 1
Qr
, (2.38)
where Qu is called unloaded Q-factor and can be understood as the intrinsic Q-factor of the
cavity without assuming external energy coupling (undriven resonance). Below we discuss
ways to estimate the contribution of these terms.
Losses due to ﬁnite conductivity
It is known [25] that when instead of PEC boundaries, ﬁnite conductivity is considered, the
conducting surface of the cavity can be represented by a complex surface impedance deﬁned
as Zs = (1+ j )Rs.
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Figure 2.7 – Normalized value of the Q-factor related to the metallic losses shown for a variety
of cylindrical TE011 realizations with fres = fclock.
The Rs term can be physically understood as an equivalent surface resistance and it is given
by:
Rs =
(μ0ωr
2σ
)1/2
= 1
σδ
, (2.39)
where σ is the conductivity and δ is the skin depth. The quality factor can be obtained
as in [25]:
Qc =
2
∫
V |H |2 dV
δ
∫
S |H t|2 dS
. (2.40)
In table 2.2 we show the maximum values that can be obtained for the Qc, assuming a TE011
cavity with conducting walls. In ﬁgure 2.7 we report how the Qc depends on the cavity
dimensions.
Material - cavity walls σ, (S/m) Qc
copper ≈ 5.97×107 ≈ 3.7×104
aluminum ≈ 3.5×107 ≈ 2.8×104
Table 2.2 – Maximum Q-factor (Qc ) that can be achieved in the case of a TE011 cavity operating
at the required clock frequency fRb. Two typical cases are shown: a cavity made of copper and
aluminum correspondingly.
Losses in the dielectric
When the cavity is loaded with a vapor cell having lossy dielectric walls (characterized by
complex dielectric constant = ′ + j′′) the solution given in eq. 2.32 is generally no longer
valid.
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We can consider however the much simpler case of a cavity completely ﬁlled with a lossy
dielectric material for which we have the analytical result [25]:
Qd =
ωrW
Pd
= 
′
′′
∫
Vcavity
|E |2 dV∫
Vcavity
|E |2 dV =
1
tanδ
, (2.41)
where tanδ is the loss tangent. Since the volume of the cavity is always lower than the volume
of the cell, this expression serves as the lower limit case for Qd. Assuming that the vapor cell
will not perturb signiﬁcantly the TE011 mode we then have [21]:
Qd =
ωrW
Pd
= 
′
′′
∫
Vcavity
|E |2 dV∫
Vcell
|E |2 dV . (2.42)
In table 2.3 we show what are the corresponding values in the case of two materials that are
extensively used for the production of the vapor cells - quartz and Pyrex (borosilicate glass).
Material (cell) ′/0 ′′/0 tanδ Qd
Quartz 3.25 0.028 0.0086 116
Pyrex 4.82 0.026 0.0054 185
Table 2.3 – Characteristics of dielectric materials typically used in the production of the vapor
cells applied in DR atomic clocks. All values are shown for the required clock frequency, Qd
corresponds to the case of TE011 cavity that is fully-loaded with a dielectric material (lower
limit).
Loaded Q-factor and resonance frequency shift
It can be readily seen that the most signiﬁcant contribution for the losses comes from the
dielectric. The effect of the Rb vapor can be separated to losses inside the vapor cell and
losses due to a possible metal deposition on the cell walls. However, these effects are small
and do not have a signiﬁcant contribution [21]. Furthermore, the radiation loss can be made
negligible if cutoff pipes are considered at the apertures required for the optical pumping.
Therefore, by neglecting these minor terms, from 2.38, we can obtain:
Qu = QcQd
Qc+Qd
. (2.43)
The above-mentioned loss effects are intrinsic and independent on the external energy cou-
pling. In order to take into account the case of a cavity coupled to the external generator we
can consider the loaded Q-factor given by:
Ql =
(
1
Qu
+ 1
Qext
)−1
= Qu
Qu/Qext+1
, (2.44)
where Qext is the external Q-factor that accounts for the losses in the load and the coupling
mechanism and hence for Qext →∞⇒Ql =Qu.
47
Chapter 2. Microwave cavities for DR atomic clocks
It is worth noting that in the case of losses, the resonance frequency of the cavity will be shifted
from the one given in 2.33. This effect is attributed to the losses themselves as well as to the
strength of the energy coupling. An extensive study, including a dedicated lumped element
equivalent circuit, can be found in [21].
2.2 General design criteria and characterization
After the main physical quantities associated to cavities (ﬁeld distribution, resonance fre-
quency and Q-factor) were introduced in section 2.1, the next step is to relate them to the
atomic clock application. In this section we show how the clock operation relates to the ﬁelds
in the cavity, what requirements hold as well as ways to evaluate the performance.
2.2.1 Deﬁnition of the driving ﬁelds
It was shown (section 1.3.1) that for the DR regime in our case, the atomic response is charac-
terized by three magnetic resonance transitions: σ−, π and σ+ that can be described with their
corresponding Rabi frequencies which, following the formalism from [26], can be expressed
as:
Ω−(r )=

3μB
2ħ B−(r ),
Ωπ(r )= μBħ Bπ(r ),
Ω+(r )=

3μB
2ħ B+(r ),
(2.45)
where μB is the Bohr magneton and ħ is the reduced Planck constant. The external ﬁelds B−,
Bπ, B+ are referred as "driving ﬁelds" and are deﬁned as a function of the standing magnetic
ﬁeld at a given point r inside the volume:
B−(r )=B xyz(r ) · bˆ− = 1
2
[
Bx(r )+ jBy (r )
]
,
Bπ(r )=B xyz(r ) · bˆπ =Bz(r ),
B+(r )=B xyz(r ) · bˆ+ = 1
2
[
Bx(r )− jBy (r )
]
,
(2.46)
where the magnetic ﬁeld provided by the cavity is expressed in the standard basis and the
circular complex basis is deﬁned with its unit vectors as:
bˆ− = 1
2
(
xˆ+ j yˆ) , bˆ+ = 1
2
(
xˆ− j yˆ) , bˆπ = zˆ. (2.47)
In our case, the operation of the clock is based on the π-transition, driven by the magnetic
ﬁeld component directed along a quantization axis (see section 1.3.1). In eq.2.47 and 2.46 we
consider the axis of the cavity aligned to the quantization axis and hence the chosen transition
is driven only by the longitudinal magnetic ﬁeld Hz .
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(a) B− (b) Bπ. (c) B+.
Figure 2.8 – Calculated driving ﬁelds inside a TE011 cavity with AR = 1. All driving ﬁelds are
characterized by azimuthal symmetry and hence all longitudinal planes are identical to the
shown.
Since the linearly polarized transverse magnetic ﬁeld in the cavity can be seen as a super-
position of oppositely circularly polarized standing waves, it is evident that in eq. 2.46, B−
can be considered as the "left-handed" and B+ as the "right-handed" circularly polarized
component in the plane perpendicular to the cavity axis. Because for the standing wave there
is no propagation vector deﬁned, we have used a convention that deﬁnes the polarization
with respect to the orientation of cavity axis considered from the point of view of the laser
source towards the detector. We note, that this description is the opposite to the one used in
the physics literature – usually the direction in that case is deﬁned towards the source. In the
case of the simple cylindrical geometry, it is straight-forward to calculate the ﬁeld distribution
and to directly obtain the corresponding driving ﬁelds: ﬁgures 2.8 and 2.9.
Figure 2.9 – Calculated 2D ﬁeld proﬁles corresponding to the driving ﬁelds that interact with
the atoms inside the vapor cell. The ﬁeld amplitudes are averaged along the direction of the
laser light – z and are shown normalized to the maximum (found in the center for the case of
the TE011 mode). Each component is color-coded separately.
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2.2.2 Figures of Merit
In this section, we ﬁrst introduce various ﬁgures of merit that can be used to evaluate the
performance of the cavity in line with the performance of the clock. Then we consider the case
of the cylindrical geometry with a cylindrical vapor cell, for which we evaluate the efﬁciency,
the amount of ﬁeld alignment to the chosen quantization axis and the homogeneity of the
ﬁeld amplitude.
In section 1.3.3 it was explained that, for the case of the Rb clock, the frequency stability can
be related to the atomic Q-factor and the signal-to-noise ratio. It can be readily seen that the
design of the cavity needs to allow for a high signal-to-noise ratio, while at the same time it
needs to permit a high atomic Q-factor associated to the atomic resonance. In the following
section we will discuss two main properties of the microwave cavity that both have an impact
on the clock signal contrast and thus on the clock stability: the uniformity (orientation) of the
microwave magnetic ﬁeld and the amplitude homogeneity of the same ﬁeld.
Field uniformity
Oneway to improve the signal-to-noise ratio is to increase the fraction of Rb atoms that interact
with the proper driving ﬁeld. Therefore, a good design is able to provide only the required
Bπ component over the biggest possible volume of the vapor cell. From ﬁgure 2.9 it can be
qualitatively seen that while the biggest part of the magnetic ﬁeld in the cavity is attributed to
the clock transition, part of the ﬁeld also drives the unwanted σ− and σ+ transitions. Because
the cavity has a relatively low Q-factor with respect to the atomic resonance, the transverse
magnetic ﬁeld is able to drive the unwanted σ− and σ+ transitions which are characterized by
frequencies close to the frequency of clock transition. In ﬁgure 2.10 we show the contribution
of the unwanted transitions to the total optical signal, detected in continuous-wave DR mode.
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Figure 2.10 – A zeeman-split spectrum of the atomic microwave transition recorded in a
continuous-waveDRmode. The central line, around the zero frequency detuning, corresponds
to the required clock transition for which the cavity needs to be designed to maximize.
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– Filling Factor First we introduce a ﬁgure of merit known as Filling Factor (FF) which
is traditionally used to describe the amount of cavity-atom coupling in active masers [14]
(chapter 6.2, 6C):
FF= VRb〈|Hz|〉
2
Rb
Vcavity〈|H |2〉cavity
= VRb
Vcavity
(
1/VRb
∫
VRb
|Hz| dV
)2
(
1/Vcavity
∫
Vcavity
|H |2 dV
) =
(∫
VRb
|Hz| dV
)2
VRb
∫
Vcavity
|H |2 dV . (2.48)
Physically it shows how much of the total energy provided by the cavity is used to drive the
clock transition. Both terms 〈〉Rb and 〈〉cavity correspond to averaging over the related volume,
with all volume elements considered having equal weight and static magnetic ﬁeld deﬁned
along the z-axis such that |Hz| ≡ |Hπ|. For the conditions in the maser the atoms are in a
random motion in the volume of the cell and hence ’see’ the spatially averaged strength of the
standing wave ﬁeld. In eq. 2.48 this effect is considered in the numerator where 〈|Hz|〉2 is the
square of the average over the cell volume. It is known that in vapor cell clocks, due to the
buffer-gas added to the cell, the atoms can be considered spatially localized (stationary) for
timescales relevant for the DR signal [16]. Therefore, hereafter it is appropriate to consider
ﬁgures of merit that explicitly take into account such a localized-atom approximation.
– Filling Factor (stationary atoms) We introduce a modiﬁed version of the FF in the case of
stationary atoms [20]:
FFs = VRb〈|Hz|
2〉Rb
Vcavity〈|H |2〉cavity
=
∫
VRb
|Hz|2 dV∫
Vcavity
|H |2 dV . (2.49)
– Efﬁciency Factor For completeness, we can also deﬁne Efﬁciency Factor (EF), as the
amount of energy (attributed to Hz) that is available to the atoms, relative to the total volume
of the cavity:
EF=
∫
VRb
|Hz|2 dV∫
Vcavity
|Hz|2 dV
. (2.50)
– Field Orientation Factor In order to obtain a measure of the ﬁeld orientation across the
vapor cell which is more appropriate for DR atomic clocks, Field Orientation Factor (FOF) can
be deﬁned as in [16] and [27]:
FOF=
∫
VRb
|Hz|2 dV∫
VRb
|H |2 dV . (2.51)
One advantage of this ﬁgure of merit is that it can be directly experimentally veriﬁed – the
experimental FOF can be obtained from the equation:
FOFexp =
∫
Sπd f∫
Sπd f +
∫
Sσ− d f +
∫
Sσ+ d f
, (2.52)
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where
∫
Sπ d f and
∫
Sσ+,− d f can be determined from the detected optical signal and corre-
spond to the signal transmission strength that can be obtained by integration of the curves
along the frequency detuning – ﬁgure 2.10. While the FF shows how much of the cavity ﬁeld is
used, the FOF is related to the quality of H-ﬁeld orientation inside the active volume of the
cavity and it is hence directly related to the clock signal.
From deﬁnitions 2.48 and 2.50 it can be seen that the requirement for a high signal-to-noise
ratio and hence a large active volume VRb comes on the expense of a reduced cavity-atom
coupling. Therefore, a trade-off exists between the size of the vapor cell and the amount of
useful ﬁeld provided by the chosen cavity geometry.
Figures of merit related to the homogeneity
The homogeneity of the Hz ﬁeld amplitude across the vapor cell is of a high importance for
the signal-to-noise ratio and thus for the achievable clock stability. For example, a variations
of the amplitude results in a spatial region of the localized atoms experiencing incomplete
transitions during the interrogation phase. In a pulsed operationmode this leads to a reduction
of the clock signal amplitude [7]. The spatial distribution of the ﬁeld is a subject to boundary
conditions and it is hence impossible for the ensemble of atoms to interact with equal ﬁeld
amplitude. Furthermore, a position-dependent microwave power shift of the clock transition
can lead to an inhomogeneous broadening of the clock signal, which may reduce the atomic
Q-factor and degrade the clock stability. The ﬁeld homogeneity is therefore an important
characteristic that needs to be speciﬁcally targeted in the cavity design.
– Field histogram A direct way to estimate the theoretical homogeneity of the ﬁeld is to
obtain a 2D ﬁeld map and to plot the isoclines (contour plot). This approach is intuitive
but has a limited application since we often want to compare very different geometries.
Instead, a ﬁeld histogram approach, known also in the magnetic resonance community [28],
is suitable to apply in order to assess the total ﬁeld homogeneity. In this case, the ﬁeld is
uniformly sampled over the active volume of the cavity with a resolution allowing an accurate
ﬁeld representation. The variation of the obtained |Hz| distribution can be represented by a
histogram N (|Hz|) vs |Hz|, where N (|Hz|) is the number of sampling points having the ﬁeld
in the interval (|Hz|−δ)≤ |Hz| ≤ (|Hz|+δ); δ is the resolution of the histogram, chosen lower
than the resolution of the obtained ﬁeld. Because different geometries are characterized
by different distributions a normalization is considered: the horizontal axis corresponds to
(|Hz|–(|Hz|)max)/(|Hz|)max which is the relative deviation of the ﬁeld amplitude, (|Hz|)max being
the ﬁeld obtained in the center. The relative number of sampled points with ﬁeld amplitudes
in a chosen variation range (N (|Hz|)/Ntotal) corresponds to the amount of volume inside the
cell that sees ﬁeld with the corresponding variation. Therefore, since the atoms are considered
localized and uniformly distributed, this volume corresponds to the relative amount of atoms.
In ﬁgure 2.11, a typical example of such a histogram is shown for the case of the cylindrical
cavity. Since the maximum value is found in the center (|Hz|)max, the histogram is in the
range -1 to 0. However, this range is different for other geometries where the maximum is not
necessary in the center.
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Figure 2.11 – A histogram plot. Hc corresponds to the ﬁeld amplitude found in the center.
– Bulk homogeneity For given cell dimensions, it is possible to calculate the total ﬁeld
homogeneity by comparing the total energy available in the volume to the ideal case of zero
variation:
h =
∫
VRb
|Hz|2 dV∫
VRb
(|Hz|2)max dV
. (2.53)
In this case a hypothetical, ideal cavity is able to provide a constant ﬁeld to all atoms and
it is hence characterized by h = 1. While eq. 2.53 corresponds to a simple measure of the
homogeneity, the histogram approach gives a more detailed information about the speciﬁc
variation inside the volume.
2.3 Figures of merit in the case of the cylindrical cavity loaded with
a cylindrical vapor cell
It was already mentioned that the often preferred type of a microwave cavity is the one of a
simple circular shape where in practice it is fabricated from metal and thus approximating the
PEC boundary conditions. In this cylindrical geometry, the vapor cell can be easily accommo-
dated and the coils required for the static magnetic ﬁeld can be precisely machined directly
to the walls. In principle, for the case of a translational symmetry, one can always design a
cylindrical cavity that resonates at the frequency of interest fclock, starting from an arbitrary
radius a and obtaining the corresponding cavity height d(a). From eq. 2.33 for a given a we
can ﬁnd the length of the cavity d that fulﬁlls the requirement fres:
d =
√√√√ (pa c2 )2(
a fres
)2− (χ′01 c2π )2 . (2.54)
Therefore, a cavity with a = acutoff is characterized by d →∞ and Kz → 0.
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In ﬁgure 2.12a we report the dimensions related to a variety of possible realizations of such
a cylindrical cavity resonating at fRb . The corresponding volume is shown in ﬁgure 2.12b,
where it is convenient to include both dimensions by deﬁning a parameter called Aspect Ratio:
AR= 2ad . In this discussion we consider the vapor cell to be cylindrical, situated in the center of
the cavity and with dimensions deﬁned relative to the dimensions of the cavity for the chosen
AR – ﬁgure 2.13a.
(a) Lenght as function of the radius. (b) Volume of the cylindrical cavity.
Figure 2.12 – Possible dimensions of a TE011 cylindrical cavity with fres = fRb = 6.834×109Hz.
For the mode of interest, the distribution of the favorable Hz ﬁeld is such that a 180 phase
change occurs at ≈ 0.62a, independent on the chosen AR (represented by the shaded area in
ﬁgure 2.13b. Therefore, the size of the vapor cell will be considered according to 0≤ b ≤ 0.62a).
In ﬁgure 2.14 the cavity volume is shown relative to the volume of a realistic vapor cell that is
used in practice. The cell is considered with its center aligned to the center of the cavity, such
that it allows for the largest number of atoms to interact with the required ﬁeld component
– Hz. In the ﬁgures 2.12a, 2.12b and 2.14 the shaded area corresponds to the somewhat
practically realizable geometries with aspect ratios in the range: 0.5≤AR≤ 6.
Homogeneity of the cylindrical cavity
For a cavity based on a translational symmetry, it was discussed that the ﬁeld distribution
can be separated into transverse (along the cavity radius), and longitudinal (along the cavity
height). The former is predetermined by the shape of the cross-sectional boundary condition,
hence, in our case, the Bessel function of the ﬁrst kind and order zero. The intrinsic ﬁeld
variation associated to the circular cross section is shown on a homogeneity plot that can be
seen in ﬁgure 2.15. It is calculated via the histogram approach (as explained in section 2.2.2),
however we show the cumulative ﬁeld variation – e.g. 0.8 on the x-axis corresponds to values
in the range (|Hz|)max ≤ 0.8(|Hz|)max. As expected, the sinusoidal ﬁeld dependence along the z
axis further reduces the homogeneity. It is important to note that since it is the shape of the
ﬁeld that determines the spread of values, both curves shown are independent on the aspect
ratio as long as the whole volume of the cavity is considered. The next step is to investigate the
ﬁeld homogeneity in the case of a cavity with a vapor cell included.
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d 
b 
l 
xˆ yˆ
zˆ
(a) A scheme of the cavity with the vapor cell. (b) Radial distribution of the ﬁeld in the cavity.
Figure 2.13 – A scheme of the standard cavity with the vapor cell included.
Figure 2.14 – Relative amount of the usable active volume, as function of the AR for a TE011
cylindrical cavity with fres = 6.834×109Hz. The dimensions of the cell are: radius b = 0.01m,
height l = 0.02m.
Let’s ﬁrst consider a cavity loaded with a cell having a zero height. By reducing the relative
radius b/a of this 2D cell, we observe improvement of the homogeneity on the expense of the
amount of useful ﬁeld "picked" by the cell. This effect is calculated and shown for two different
values of cell radius, represented by the dashed lines in ﬁgure 2.16a. If for a ﬁxed radius of the
cell, its relative length l/d is increased, the ﬁeld homogeneity degrades due to the additional
sinusoidal variation along the z direction. The worst homogeneity is then found in the case of
l = d (the solid lines in ﬁgure 2.16a). The shaded region corresponds to the interval 0≤ l/d ≤ 1.
In ﬁgure 2.16b we show the ﬁeld variation as function of the normalized cell length l/d .
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Figure 2.15 – Homogeneity plot of the Hz ﬁeld amplitude calculated based on the ﬁeld his-
togram approach. The relative amount of the cavity volume that can be attributed to the
normalized variation of the ﬁeld amplitude is shown (1−|Hz |/(|Hz|)max). For example, 0.8 on
the x axis corresponds to the range (|Hz|)max ≤ x < 0.8(|Hz|)max and hence it can be obtained
what is the relative amount of the volume that will interact with |Hz| ﬁeld varying by not more
than 80% from the maximum. The case d = 0 is attributed to the 2D distribution only.
For the case of the cylindrical cavity the previously discussed metric, bulk homogeneity, can
be analytically obtained [21]:
h =
∫
VRb
Hz(r,φ,z)2 dv∫
VRb
Hz(0,0,0)2 dv
= 1
2
(
1+ sin(πl/d)
πl/d
)[
J0
2
(
p ′01
b
a
)
+ J12
(
p ′01
b
a
)]
. (2.55)
(a) Homogeneity plot.
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(b) Homogeneity as a function of the vapor cell
length shown for three variation intervals. The ra-
dius of the considered vapor cell is b = a×0.3.
Figure 2.16 – Homogeneity in the TE011 cavity for vapor cells with different size.
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2.4 Figures of merit – how to ﬁnd the optimal case
In this part of the study we want to evaluate the performance of the geometry and draw some
conclusions for the most optimal case. To do that, the full range of the possible dimensions
for the cavity and the cell needs to be covered. This is most conveniently done using 2D
color maps that can be associated to the corresponding ﬁgures of merit (ﬁgures: 2.17 – 2.21).
For the chosen cavity geometry each color map is related to a speciﬁc ﬁgure of merit shown
for a sweep of the possible dimensions of the vapor cell. The cell is considered cylindrical
with both radius and height normalized to the cavity ones, where the radius is shown on the
x-axis and the height is along y . In order to be able to compare the performance among
different geometries, contour plots of common cell volumes are shown where each curve
corresponds to the volume of a vapor cell normalized to the volume of the referent vapor cell
(with standard dimensions: radius b = 10 mm and length l = 20 mm). Therefore, the standard
cell is represented by the unit curve.
2.4.1 The case of a standard cylindrical geometry
In order to fully cover the range of possible geometries we have chosen to plot three separate
cases for the aspect ratio: AR = 1, 3, 6. The 2D plots associated to the ﬁgures of merit related
to the ﬁeld uniformity are shown in ﬁgures 2.17, 2.18 and 2.19, while the ones related to the
homogeneity of the ﬁeld are shown in ﬁgures 2.20 and 2.21. It is immediately seen that the FF
and FFs are somewhat proportional to the volume of the cell, while the "purity" of the driving
ﬁeld (FOF) and the homogeneity are degrading with increasing of the cell volume. Therefore
the 2D diagrams represent a trade-off between the amount and the quality of the microwave
ﬁeld required for the clock transition.
(a) AR = 1. (b) AR = 3. (c) AR = 6.
Figure 2.17 – Filling Factor (FF) calculated for the case of the cylindrical cavity.
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(a) AR = 1. (b) AR = 3. (c) AR = 6.
Figure 2.18 – Filling Factor for the case of stationary atoms (FFs) calculated for the cylindrical
cavity.
(a) AR = 1. (b) AR = 3. (c) AR = 6.
Figure 2.19 – Field Orientation Factor (FOF) for the case of the cylindrical cavity.
(a) AR = 1. (b) AR = 3. (c) AR = 6.
Figure 2.20 – Bulk homogeneity (in [21] it is originally referred as "uniformity index" as deﬁned
in eq. 51.). An ideal cavity with a fully-homogeneous ﬁeld amplitude is characterized by unity.
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(a) AR = 1. (b) AR = 3. (c) AR = 6.
Figure 2.21 – Relative amount of the active volume that "sees" ﬁeld amplitude with 10%
variation from the maximum. The ﬁgure is calculated based on the ﬁeld-histogram approach
explained in section 2.2.2.
The ﬁlling factor (ﬁgures 2.17, 2.18) can be interpreted as the coupling strenght between the
magnetic ﬁeld provided by the cavity and the resonance clock transition. It is hence a measure
of the design efﬁcienty – if all other parameters are ﬁxed a cavity with a lower FF would require
more microwave power compared to a cavity for which the FF is higher.
It was shown [16] that the FOF is a reliable estimator (preferable to the FF) of the double-
resonance performance. However, from a cavity point of view, the high-performance could
not be attributed solely to high FOF because the latter does not hold information about the
absolute amount of favorable ﬁeld. If the quality of the ﬁeld is kept constant the larger is the
volume of the vapor cell the more atoms contribute to the resonance absorption and hence
the signal-to-noise ratio is increased. Therefore we are, in principle, interested in maximizing
the number of (coherent) atoms interacting with the beneﬁcial ﬁeld .
From ﬁgure 2.19a can be seen that for the circular cavities with a small AR the FOF is very
high even for vapor cells with a very large volume (situated at the upper right corner of the
diagrams). When the aspect ratio is increased, the FOF is degraded (ﬁgures 2.19b and 2.19c).
This is attributed to the fact that the ﬁeld driving the unwanted sigma-transitions is mostly
situated in the vicinity of the bottom and top of the cavity and these geometries being short,
introduce too much unwanted ﬁeld even for relatively short vapor cells. This is the reason why
in terms of FOF, in the case of the cylindrical geometry, it is generally preferable to choose
a vapor cell having a smaller radius. This is easily seen in ﬁgure 2.19c where for a constant
volume, vapor cells with lower radius have an advantage in terms of FOF. From ﬁgures 2.20 and
2.21 can be seen that the homogeneity of the ﬁeld (amplitude) is faster degraded by increasing
the cell radius than by increasing the cell height. This is expected considering the different
ﬁeld distribution along the radius and the height of the cell. From the family of the contour
lines it can be seen that an optimal case is to choose vapor cells with AR ≈ 1. It is worth noting,
that in the case of cavities with high aspect ratio (ex. AR = 6 in ﬁgure 2.20c) the homogeneity is
improved at the expense of a degraded FOF.
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3 Cavities with modiﬁed geometry
3.1 State-of-the-art development
In order to investigate what general directions have been taken to improve the design of the
microwave cavity we ﬁrst focus on the two types of frequency standards based on a microwave
resonance: masers and passive Rb clocks. In this context we will discuss cavities developed in
order to allow miniaturization as well as improved temperature performance. We will then
focus on a speciﬁc class of geometries (the loop-gap) for which it is suitable to consider various
developments in the domains of Electron Paramagnetic Resonance (EPR), Nuclear Magnetic
Resonance (NMR) and Magnetic Resonance Imaging (MRI).
3.1.1 Size reduction
Historically, the ﬁrst realizations of such atomic standards have been based on the empty
cylindrical cavity (discussed in-depth in section 2.3) which is an application dating over ﬁfty
years ago [30]. The ﬁrst and foremost incentive for the development of new types of microwave
resonance structures comes from space applications for which, in the beginning, the typical
physics package of the maser has proven to result in a fairly large and impractical device
[15]. From ﬁgure (3.1) is obvious that the volume of the physics package (and hence of the
ﬁnal device) is largely dictated by the size of the cavity. From the discussion in the previous
chapter is evident that it is, in principle, impossible to obtain a reduction of the size without
affecting various aspects of the physics package and hence the performance of the clock:
the signal-to-noise ratio (related to the amount of Rb atoms and hence the size of the vapor
cell), the efﬁciency, the temperature stability of the resonance frequency and the Q-factor to
name a few. In the development of the cavity design, a trade-off between miniaturization and
performance is dictated by the application of interest.
In order to reduce the size of the atomic clock cavity, historically, three main approaches
have been taken. A cavity with a non-traditional structure and (or) a mode can be considered.
Alternatively, the classically used geometry can be dielectrically loaded with. Finally, a cavity
miniaturization based on a loop-gap structure is also possible.
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(a) Hydrogen maser [29] (courtesy of SpectraTime, Switzerland).
(b) Vapor-cell Rb frequency standard working in a pulsed
regime, originally published in [5].
Figure 3.1 – Schematic view of the physics package in the case of a hydrogen maser and a
pulsed Rb clock. In both cases a standard TE011 cavity geometry is used.
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Non-traditional structures
A good example where the ﬁrst approach is taken is the cylindrical geometry operating at the
TE111 mode. At this mode the cavity is characterized by a longitudinal (along z) magnetic ﬁeld
distribution that is zero along the central axis and increases towards the walls. The volume of
the TE111 cavity is almost half of the conventional, which is why this structure has attracted
attention for application in masers [31] – shown in ﬁgure 3.2 (A). A considerable disadvantage
of this mode is that the ﬁeld lines are in directions opposite with respect to the central axis
which is the reason why usually for maser applications an additional dielectric septum is
added in order to separate the two halves and prevent atoms to sample across both regions.
In this way the two parts can be roughly considered to contribute equally to the quality of
the observed signal. In principle it is possible to apply the idea to the double resonance Rb
clock, because of the presence of a buffer gas that signiﬁcantly reduces the mobility of atoms
and therefore, in that case, a septum is not necessary. This approach is taken in [40], where
a highly compact volume of the cavity is obtained: ≈20 cm3. However, such a conﬁguration
of the ﬁeld is not favorable in terms of optical pumping, where it is usually convenient to
position the light beam in the center of the cavity. A very compact structure appropriate for
Rb standards was proposed in [32] and [41] – shown in ﬁgure 3.2 (B). It is based on a modiﬁed
coaxial structure, for which the central electrode is offsetted towards the circumferential wall
of the cavity in order for the central region to be used for the dielectric cell. Since this cavity
operates at the TEM mode, the ﬁeld lines pass through the vapor cell and hence can be used to
excite the atoms. With a volume of ≈ 1cm3, this is on a par with the most compact resonators
available for miniature Rb standards. Another design based on a rectangular geometry and
TE101 mode can be found in [33]. Similar to [31], this mode is characterized by a minimum of
the magnetic ﬁeld in the center of the cavity and a maximum that is close to the metal walls.
However in this particular structure a dielectric slab is inserted such that the ﬁeld lines are
displaced towards the center and hence enough magnetic ﬂux (with the proper orientation) is
allowed to pass through the vapor cell and couple to the atomic resonance (ﬁgure 3.2 (C)). The
overall volume of this device is ≈ 4.6cm3 while the useful volume is ≈ 3.3cm3 which makes
it an appropriate choice mostly for miniature standards based on Rb. It is worth noting that
this structure is characterized by a relatively homogeneous magnetic ﬁeld distribution [42].
However, the rectangular cross section is not the most practical choice to accommodate a
vapor cell with a circular cross section.
Cavities with dielectric ﬁlling
It is possible to reduce the size of the cavity by introducing a dielectric ﬁlling. This approach is
typically used in the case of space-born maser applications. The main idea is to start from
the classical TE011 cavity and introduce a thin and hollow dielectric cylinder (a tube) along
the axis. In this case the vapor cell (the bulb of the maser) is situated inside the dielectric
tube with a radius limited by the radius of the tube. While in principle the modes in such a
radially-stratiﬁed structure are hybrid, for a zero azimuthal modal number, pure TE modes
still exist and the ﬁeld distribution can be obtained analytically [43, 34] – shown in ﬁgure 3.2
(D).
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A B
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Figure 3.2 – Various notable geometries reported in the literature: (A) TE111 septum cavity
[31]; (B) sub-miniature cavity [32]; (C) TE101 cavity [33]; (D) radially stratiﬁed dielectric-loaded
cavity [34]; (F) 6-gap compact loop-gap geometry [16]; (G) "microloop-gap resonator" [35];
(E) sapphire-loaded cavity [36]; (H) loop-gap geometry employed in the PHM of Galileo [37];
(I), (J), (K) a type of loop-gap structures similar to the one employed in the RAFS of BeiDou
[38, 39].
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A very important concern, speciﬁc to the active maser application, is the requirement for a
self-oscillation which could only be obtained for cavities with very high Q-factors (≈ 10000).
This is the reason why the material preferred for dielectric loading is typically sapphire (tanδ≈
1×10−7÷1×10−6). However, it was shown [44] that the introduction of additional dielectric
losses is much lower than the decrease of the conduction losses resulting from the reduction
of the volume (and hence the metal surface of the cavity). This means that until a certain
threshold is reached, the size of the cavity can be reduced without degrading the Q-factor. A
proof of concept of a cavity with a volume approximately 4 times lower than the volume of
the standard TE011 geometry was ﬁrst reported in [44]. Further developments have resulted
in a better control of the Q-factor as well as the ﬁlling factor (as deﬁned in eq. 2.48). A very
compact design of the cavity with a volume of ≈ 9.7 cm3 is obtained by combining the rather
compact TE111 cavity with an additional dielectric ﬁlling [45]. Since in the case of Rb frequency
standards, the Q-factor is not a critical aspect but rather a mater of power efﬁciency, dielectric
ﬁlling can be applied more easily.
Above, we discussed what are the approaches taken for miniaturization of the cavity used
for the physics package of DR atomic clocks as well as masers. The options described, are all
valuable since they relate directly to our application goals. There is, however, one particular
solution which has a central role in our studies – the loop-gap cavity.
The loop-gap
As suggested by the name, its most prominent feature is a metallic loop (ring) with at least one
gap (also referred as a slot). In order to form a cavity and increase the Q-factor, the structure
is typically contained in a hollow metallic cylinder. In a very simpliﬁed way this design can
be assumed to resonate due to a combination of magnetic and electric energy attributed to
the inductance of the loop and the capacitance of the gap correspondingly. In ﬁgure 3.3a we
show the overall structure and the resonance mode favorable for the atomic clock application.
Physically, the volume can be reduced, for the mode of interest, mainly because the balance
of electric and magnetic energy associated to resonance is achieved through the electrode
structure and is hence less restricted by the overall dimensions. Typically such geometries
have a reduction of the volume between 3 and 4 times compared to the standard cylindrical
geometry, while the useful volume of the cavity is about 25% (in comparison, the useful volume
of the standard TE011 cavity is just 5%).
The two structures shown in ﬁgure 3.3 correspond to two possible realizations of the loop-gap
cavity that are very different. However, it can be seen that in both cases the distribution of the
obtained ﬁeld is favorable for the atomic clock application – the magnetic ﬁeld is aligned to
the z-axis and there is a signiﬁcant amount of the volume where a cylindrical vapor cell can be
conveniently situated. The dimensions are chosen such that the resonance frequency matches
fRb, for both geometries, however, while the volume of the 4-loop structure is around three
times larger than the 1-loop one, the vapor cell that can be accommodated in the center is
almost eight times larger than the case of the 1-loop cavity. Furthermore, both have identical
height showing that for the selected mode the resonance frequency is not much inﬂuenced by
the height d .
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(a) A loop-gap structure with one gap. Dimensions: t = 4 mm, r = 2.9 mm,
d = 23 mm, R = 6 mm.
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(b) A loop-gap structure with four gaps. Dimensions: t = 0.73 mm, r =
7.5 mm, d = 23 mm, R = 10 mm.
Figure 3.3 – Generic loop-gap structures. The red and black arrows depict the electric and
magnetic ﬁeld distribution correspondingly. The magnetic ﬂux that is in opposite direction to
the central one is hereafter referred as "return ﬂux". At the top and the bottom sides empty
cylindrical extensions are considered.
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It can be readily concluded that this type of cavity is characterized by a signiﬁcant ﬂexibility
and it is hence suitable to apply in various scenarios where different level of miniaturization
vs. performance trade-off is demanded. In the domain of atomic clocks the ﬁrst appearance
of a structure similar to the loop-gap is found in the case of maser applications [46, 47]. In
this realization the loop-gap part was obtained by four relatively thin electrodes that can be
considered directly attached to the volume of the vapor cell. A signiﬁcant reduction of the
cavity volume was found: eight times with respect to the standard cavity and moreover, one
miniature structure with a volume of ≈ 20cm3 was reported. We note however, that the vapor
cell accommodated in the ﬁrst case was reduced by a factor of ≈ 12, which is dictated mainly
by the distribution of the magnetic ﬁeld and can in principle reduce the signal-to-noise ratio
and hence the performance of the clock.
Initially, for the case of the loop-gap structure, the resonance condition was obtained in
a somewhat empirical fashion with further works related to a theoretical prediction of the
resonance frequency [48] as well as a semi-analytical evaluation of the ﬁeld distribution [49].
The ﬁrst attempts to understand the relatively complicated loop-gap are based on a magnetron
theory and hence the name "magnetron cavity" is mostly used in the domain of atomic clocks.
Using this approach, a realization of a loop-gap cavity with low losses was obtained and
applied in (active) maser implementation [50]. In this case, a more complicated structure was
considered – an additional dielectric between the electrodes was included. Furthermore, four
small (relative to the wavelength) gaps are chosen in order to comply to the approximations
required by the theory. It is interesting to note that, currently, a loop-gap geometry is employed
in the maser design used for the Galileo navigation system (an example of the realized design
can be seen in [51, 52, 37], the latter is shown in ﬁgure 3.2 – H). In this case, a Passive Hydrogen
Maser (PHM) is enough to fulﬁll the system speciﬁcations and hence a cavity characterized
by a low Q-factor is chosen: ≈ 7000 (relative to the requirement in active masers). In order to
insure high performance, the size of the vapor cell is selected to be relatively large (40 cm3)
where the volume of the cavity is approximately 40% of the standard cylindrical geometry
and the ﬁlling factor is ≈ 0.4 as reported in [53]. It is worth noting that, recently, a provisional
design based on the loop-gap geometry was reported as a candidate for the masers proposed
for GLONASS-K [54], the next generation of the Russian-made, global positioning system.
As previously explained, for the case of DR Rb clocks, the Q-factor of the cavity is not directly
affecting the frequency stability which makes the implementation of the loop-gap geometry
a very preferable option. One of the earliest applications can be found in [55] and [56] for
the case of a DR Rb clock based on a discharge lamp pumping. Similar design was shown
in [57] where a structure with 8 electrodes was additionally loaded with a dielectric material
in order to improve the temperature coefﬁcient of the cavity. While in [55] and [57] no exact
dimensions are reported, the shown structures are estimated to be in the highly-compact range
(Vcell ≈ 3.5cm3) [56]. The fact that the volume of the cavity is considerably ﬁlled with a highly
thermally conductive material (the metal electrodes) can lead to a potential improvement
of the thermal performance of the clock and, moreover, it allows for advantageous faster
warm-up times [56]. A more recent iteration of a similar structure can be found in [38] – shown
in ﬁgure 3.2 (I), (J).
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This design aims at increasing the ﬁlling factor by employing a larger number of electrodes
(versions of up to 8 electrodes are reported). In order to make it feasible, the gaps between
the electrodes are directly machined to a hollow cylinder forming a slotted tube. However,
the lower end of the tube is kept solid in order to provide a structural support. According to
the authors such a structure is easier to machine and has advantages in terms of precision
and rigidity. In order to reduce the temperature coefﬁcient, an additional dielectric ring is
included in the vicinity of the caps close to the upper part of the vapor cell. The reported
volume of the cavity is ≈ 15cm3, where the volume of the accommodated cell is ≈ 4cm3. The
concept was further developed by the same group, resulting in a sub-miniature version of the
design [58] with a volume of the cavity ≈ 8cm3. In a more recent study a theoretical evaluation
of the signal-to-noise ratio was used in order to shine light on the optimal performance of
their structure [59]. A slightly modiﬁed design was proposed, where by increasing the volume
of the cell by 25% the signal-to-noise ratio of the clock was increased by a factor of two. It
is also worth noting that a version of this cavity is chosen for the RAFS of the Chinese po-
sitioning system – BeiDou [27]. In the work of another group, a 6-electrode gap structure
(ﬁgure 3.2 (F)) was realized and applied in a high-performance DR clock [16]. This compact
cavity (Vcavity ≈ 35cm3) was specially developed in order to accommodate an enlarged cell
with a diameter of 25 mm and a volume of 12 cm3. Due to the high signal-to-noise ratio
as well as the relatively high ﬁeld homogeneity of the cavity the performance of this clock
was found to be on a par with the currently used space RAFS and PHM [16]. Furthermore, it
was successfully applied in the case of a POP clock for which the high level of magnetic ﬁeld
homogeneity was experimentally conﬁrmed [6]. Another, much more compact, resonator,
the so-called μ-LGR, was developed by the same group (ﬁgure 3.2 (G)). It is a hybrid version
based on a dielectric ﬁlling – multi-layer stack of loop-gap resonator structures are directly
printed on a temperature-compensated substrate [35]. Because a novel, micro-fabricated cell
is used (with a volume of just 0.05cm3) the volume of this resonator is as low as 0.9 cm3. The
chip-scale size and the use of planar technology that can be easily mass-industrialized make
this device a good candidate for the new generation of highly-miniaturized atomic standards.
One of the most recent loop-gap applications found in the literature: [39] – a realization of the
above-discussed slotted-tube version of the loop-gap structure, is made by the same group
(ﬁgure 3.2 (K)). It is a larger 8-gap structure designed for a high signal-to-noise ratio and hence
accommodating a relatively large cell (the inner cavity radius is r = 30 mm, the cell volume is
≈ 14cm3). For this cavity a high FOF of 0.91 was numerically obtained and further conﬁrmed
experimentally [27].
Finally, in order to put into perspective the above-described geometries, we can map the
cavities according to their overall volume and the volume that is useful for the operation of the
clock (ﬁgure 3.4). It can be seen that in terms of the vapor cell volume (and hence the amount
of useful signal) the loop-gap geometry is the most suitable choice for high-performance
clocks. It is signiﬁcantly more compact than the standard cavity yet it is capable of obtaining a
comparable performance in terms of ﬁeld distribution (this is evaluated in section 3.2.3).
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Figure 3.4 – Cavity volume versus cell volume shown for various prominent geometries. The
cases named "1-Loop-gap" and "4-Loop-gap" correspond to the structures shown in ﬁgure
3.3.
From ﬁgure 3.4 it is interesting to see that the loop-gap geometry was applied in very different
realizations in terms of compactness. A discussion of this intrinsic ﬂexibility is further included
(section 3.2).
3.1.2 Temperature stability
The problem of obtaining a high temperature stability has been traditionally important for
maser applications where the frequency stability is limited by the temperature variation due
to pulling effect (see section 1.3.3). In order to reduce the temperature sensitivity of the reso-
nance frequency several strategies have been employed: active thermal control of the physics
package is often utilized, the thermal behavior of the vapor cell can be engineered and a ﬁne
tuning mechanism via modiﬁcation of the atomic Q-factor can be applied.
With the advent of a new generation high performance Rb clocks, the pulling effect is con-
sidered to be of a signiﬁcant importance since it can lead to a noticeable degradation of the
medium and long-term performance(see section 1.1.3.2.3 in [15]). Therefore the temperature
stability is increasingly important characteristic of the cavity design – it can be shown that for
such a Rb clock, in order to obtain a fractional frequency stability in the range of 10−14, the
stability of the cavity frequency needs to be in the range of 200 Hz, assuming that the cavity
Q-factor is in close to 500.
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In [21], a theoretical evaluation of the temperature sensitivity of the resonance frequency
(also known as a Temperature Coefﬁcient, TC) can be found for the classical TE011 geometry
loaded with a dielectric cell. It can be calculated that in the case of a cavity made of aluminum
and loaded with the standard vapor cell (made of quartz), the temperature coefﬁcient is:
TC≈-180KHz K−1. The negative sign is attributed to the physical fact that with the increase of
the temperature, the expansion of the cavity dimensions lowers the resonance frequency. In
the case of the TE111 geometry, the temperature coefﬁcient is in the similar range:
|TC| ≈220KHz K−1 [57]. In order to counteract, a precise temperature electronic control would
need to obtain a temperature stability in the 10−3K−1 range. This is a stringent requirement,
especially on the board of a satellite where a local ﬂuctuation of several degrees is typical. One
straight-forward way to reduce the TC of the cavity is to choose a material with low thermal
expansion – ex. if titanium is used the TC can be reduced nearly 4 times for the case of the
TE011 geometry. It can be shown that the TC is proportional to the amount of dielectric loading
[21], mainly due to the spatial expansion of the dielectric material as well as the temperature
dependence of the dielectric constant. This is a signiﬁcant problem when a dielectric ﬁlling is
used to miniaturize the cavity. In order to tackle it, an additional dielectric material can be
introduced for which the temperature coefﬁcient has an opposite slope (with respect to the
sapphire used for loading). In this way it is possible to partially compensate the temperature
variation of the resonance frequency as well as the variation of the Q-factor [60, 61], where a
value as low as |TC| ≈10KHz K−1 can be obtained.
For the case of the previously discussed loop-gap structure, based on the slotted-tube design,
a very good temperature stability was measured [57]: |TC| =28KHz K−1. However, it is worth
noting that this result is not inherent to the slotted structure itself, but it is instead contributed
to the additional dielectric ring included. In [38] is reported that the TC of the slotted tube
itself, is negative and on a par with the TE111 used as a reference. It is in principle possible
to take advantage of the design ﬂexibility of the loop-gap in order to reduce the TC. This
idea was recently adopted in [62] where a theoretical model of the temperature variation
was used in order to optimize the TC of a loop-gap structure used in a PHM application.
By an appropriate choice of materials used for the various metal loop-gap components the
temperature coefﬁcient of this structure was reduced from -30 KHz K−1 to 2.59 KHz K−1. One
of the most recent results is reported for the previously described magnetron cavity structure
[16], for which the experimentally obtained TC was found to be -33 KHz K−1 [63].
3.1.3 A focus on the loop-gap geometry
One domain where the loop-gap geometry is heavily employed is Electron Paramagnetic
Resonance (EPR) – a material characterization technique based on interaction with unpaired
electrons. The large majority of EPR measurements is made with microwaves in the 9-10 GHz
range, where cavities based on the loop-gap geometry have long been the ﬁeld of interest [64].
Another domain in which various versions of the loop-gap are popular is Nuclear Magnetic
Resonance (NMR) in which the spins of atomic nuclei are excited instead of the electron spins.
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While in principle the resonators in NMR are large and operate at lower frequency, for a static
magnetic ﬁeld with high strength the Larmor frequency is in a range suitable for a cavity-type
resonators [65, 66]. In the two applications, the cavity needs to be designed such that both
the uniformity of the magnetic ﬁeld alignment and the ﬁeld homogeneity need to be well-
controlled. It is therefore instructive to consider these domains and take into account the
corresponding contributions related the loop-gap (and alike) geometries.
The ﬁrst modern use of the loop-gap structure was introduced for applications in NMR
experiments [67], where it was thought as a replacement of the solenoid/capacitor resonators
which are not applicable above 100 MHz (ﬁgure 3.5 (A)). A two-gap structure is utilized in a
way for which instead of employing the magnetic ﬁeld along the central axis (as the case shown
in ﬁgure 3.3) the transverse magnetic ﬁeld is used. In this case, an out-of-phase, coaxial mode
is excited between the two loops (here they are more like-half loops) such that the ﬁeld in the
center is well aligned and convenient to use. An alternative solution based on a 1-gap structure
was proposed in [68] where, in this case, the guided mode is TE01-like described by the electric
ﬁeld perpendicular everywhere to the central axis and with the magnetic ﬁeld longitudinal
to it (the ﬁeld distribution is similar to the relevant for the clock application – ﬁgure 3.3). In
this ﬁrst attempt, the structure is modeled so that the electric and magnetic ﬁelds are fully
separated: the former is considered concentrated in the gap, it is treated as fully uniform and
the fringing ﬁelds are neglected; the latter is considered attributed to the loop only. This allows
for a relatively simple lumped representation of the problem to be used in order to obtain
the resonance frequency – the gap is treated as a gap capacitor while the loop is modeled as
a single-turn coil. Such a rather intuitive treatment of the cavity resonance problem is an
approach known from the early days of magnetron analysis [69] and it can be very instructive
in order to understand the general operational principle of the microwave cavity [70]. In EPR
the ﬁrst appearance of the loop-gap structure (as well as the name "loop-gap") can be found
in [71]. In this work, the number of gaps was increased and it was shown that they can be
modeled as capacitances connected in series. Furthermore, the effects of the fringing ﬁelds,
associated to the gap, were taken into account in the expressions for the resonance frequency
and the quality factor. In [72] the effect of the longitudinal fringing ﬁelds that exist in the
empty cylindrical extensions (as shown in ﬁgure 3.3) was considered for the ﬁrst time and,
moreover, different options were discussed for the feeding and the tuning mechanisms. In
[73] the loop-gap model was reﬁned by also including the inductive effect attributed to the
gap. In this work the high ﬂexibility of the loop-gap was illustrated where the structure was
successfully designed to operate at 35 GHz. In the domain of EPR the complete ﬁeld problem
was considered for the case of a compact loop-gap structure [74]. A full wave analysis was
also performed in [75] where the longitudinal ﬁeld variation (along the axis of the cavity) was
neglected and the problem was solved by approximating the central ﬁeld distribution using a
superposition of cylindrical modes modiﬁed in order to account for the gaps. Based on this
approach, an estimation of the magnetic ﬁeld homogeneity was obtained for the case of a
small internal radius (few mm) and a small size of the gap.
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In [76], by using a similar method, the effect of the fringing ﬁelds at both extensions was
modeled. Both sides of the loop-gap being under cutoff the fringing ﬁeld was represented as a
superposition of evanescent cylindrical TE modes.
Great topological variety exists for the case of the loop-gap geometry – ﬁgure 3.5. For example,
in EPR, relatively simple structures based on one or two gaps can be employed: [81, 82, 83, 84].
Various methods can be used in order to produce them. One interesting example of a poten-
tially cheap to produce design is based on etching a planar sheet and then folding it so that the
cylindrical loop-gap structure can be formed [85]. The "slotted-tube resonator", an example
of a two-gap structure, is known from NMR [67]. It is utilized so that the transverse magnetic
ﬁeld is employed and it is typically designed for the 300-500 MHz range. The same idea can
be found in some EPR applications, where the 1-10 GHz range is employed instead [86]. Low
frequency versions (500 MHz) are also known in the domain of Magnetic Resonance Imaging
(MRI) [87]. For EPR applications, a desired feature of the loop-gap design is the large amount
of spatial separation between the electric and magnetic ﬁelds. As seen from ﬁgure 3.3, the
electric ﬁeld is quite localized in the gap where the fringing electric ﬁeld is often the factor
limiting the performance [64]. In order to mitigate this effect, a so-called bridged loop-gap
was developed [83, 82] where a variable electrical shield is positioned close to the gap. One
advantage of this structure, that was realized, is the possibility for a frequency tuning ([88]).
This idea was further elaborated by creating an additional concentric loop-gap structure used
in a cavity for NMR application [89].
One of the main reasons why the loop-gap structure has been so extensively studied in EPR is
its naturally high ﬁlling factor (the deﬁnition been identical to the efﬁciency factor deﬁned by
us for the case of atomic clocks – section 2.2.2). The ﬁlling factor is related to the useful signal
which makes it a crucial aspect in the design of the resonator. Generally, in the loop-gap case,
the ﬁlling factor is relatively high and can be increased by making the return-ﬂux cross section
large (by enlarging the metal shield) relative to the central part [64]. In order to be able to
engineer and obtain a better control on the return ﬂux, the loop-gap geometry can be based on
several (reentrant) loops that share the same gap. In this way, instead through the shield, the
magnetic ﬂux closes through one or several loops. Various such topologies can be found in the
literature e.g. 2-loop 1-gap [90]; 3-loop 2-gap [77, 91]; 5-loop 4-gap [78, 92], where the latter
case shows how structurally close these structures can be to the classical magnetron geometry.
It is also worth noting that the electrodes (loops) are not limited to curvilinear shapes – e.g. in
[79] various loop-gap structures with a rectangular cross section were developed. An extensive
depiction of many possible geometries used in practice is reported in [93]. One interesting
geometry is the so called "bimodal loop-gap resonator" [80] shown in ﬁgure 3.5 (F). It consists
of two axially separated loop-gap regions which are fed separately. The structure is known to
exhibit a parallel/anti-parallel modal behavior [72] (hence its name). By controlling the phase
and amplitude of the two feeds, a circular polarization can be created which means that this
conﬁguration allows to employ the σ− and σ+ transitions.
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Figure 3.5 – Various notable loop-gap geometries reported in the literature: (A) "slotted-
tube resonator" [67], the direction of the magnetic ﬁeld is indicated by the arrow; (B) 1-gap
structure [68]; (C) 3-loop 2-gap structure [77]; (D) 5-loop 4-gap structure [78]; (E) loop-gap
based on rectangular electrodes [79]; (F) bimodal loop-gap [80].
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In the ﬁrst realizations of the various loop-gap geometries, the feeding was usually obtained via
an inductive loop attached to the end of the coaxial cable – typically coupled through the return
magnetic ﬂux. An alternative approach is to feed the cavity through an iris situated at the shield
of the loop-gap. An overview of the feeding mechanism and one possible implementation of
the latter can be found in [94]. Finally, we report a more recent work where a rather extensive
model of the iris is developed in [95]. In that case, its dimensions were optimized so that the
homogeneity of the ﬁeld was unaffected by its presence. Moreover, the shift of the resonance
frequency, existing due to the iris, was modeled and connected to the lumped representation
of the loop-gap.
3.2 Physics of the loop-gap cavity
For the engineering problem of properly exciting a large volume (relative to λRb) of Rb atoms
there are two separate ways to look at the requirements. In terms of the magnetic ﬁeld
distribution, in order to obtain high ﬁling factor and high ﬁeld homogeneity the best would
be to position the vapor cell in the vicinity of a solenoid resonator. On the other hand, the
frequency and Q-factor requirements suggest fully enclosed structures for which the magnetic
ﬁeld is inherently non-homogeneous and far too localized to be able to excite all atoms
properly. The loop-gap can be considered as a structure that is somewhat able to successfully
combine both type of requirements. Unfortunately it is not possible to analytically analyze
even the simplest among the great variety of possible loop-gap geometries. When the cavity
is considered with its circuit (system) characteristics, fres and Q-factor, analysis is possible
based on a number of approximations. However, in order to fully obtain the characteristics
related to the ﬁeld distribution, numerical modeling is preferable.
3.2.1 Lumped element point of view
It is of interest to study how the resonance frequency of the loop-gap depends on its dimen-
sions. First we can start with the very simpliﬁed expressions for the circuit equivalence [71],
which nevertheless provide us with a good physical intuition:
C = wz
tn
, L = μ0πr
2
z
, (3.1)
where C and L are the approximated capacitance and inductance, r is the internal radius of
the loop-gap region, n is the number of gaps, t is the length of the gap, w is the thickness
of the loop elements (not the frequency ω) and z is the height. This simplest case is shown
in ﬁgure 3.6a. Since C and L scale opposite with z, the intrinsic frequency associated to the
loop-gap is described by only the transverse dimensions and is given by:
fint = 1
2π
√
nt
πr 2μw
. (3.2)
From eq. 3.1 is evident that the capacitance is attributed to the gaps (considered identical).
74
3.2. Physics of the loop-gap cavity
r 
t 
w 
Metal loop 
y 
x 
(a) The simplest case of loop-gap struc-
ture.
r 
R 
t 
w 
Metal shield 
enclousure 
Metal loop 
y 
x 
(b) Loop-gap structure with external
shield.
Figure 3.6 – Parametrization of the loop-gap structure. An example with four gaps (n = 4) is
shown.
It is seen that a number n of such capacitances add in series where each of them is proportional
to the ratio of the thickness to the gap size: w/t (for a chosen dielectric). On the other hand,
the inductance L scales naturally with the amount of magnetic ﬂux, which is proportional to
the area, and hence the r 2 dependence (non-magnetic medium is considered).
So, from this very simpliﬁed description, it is evident that there is no interdependence between
the two expressions in eq. 3.1 (apart from z that cancels) which is why, naturally, this structure
is so ﬂexible in terms of fres. In order to demonstrate that, let’s compare the dimensions of
the loop-gap to the cylindrical case. For the frequency of interest fRb (here it is equivalent to
the cutoff frequency from a wave guide point of view) the radius of the canonical structure is
a = acut ≈ 26.757 mm, as reported in section 2.1.2. We can theretofore calculate the value of
the equivalent L that a loop-gap with identical radius has. The expression for C can be then
used in order to combine the width of the loops w as well as the size t and the number of gaps
n. In this way, for the frequency of interest, a balance for the reactance is reached |XL | = |Xc |.
From ﬁgure 3.7 can be seen that, for example, if we want to reduce the radius by a factor of
two, relative to the canonical case, we need to select a certain number of gaps where, for each
case, t is ﬁxed. As expected, since the gap capacitances add in series, a larger number of gaps
translates as a lower gap distance. From this simple LC analysis can be concluded that if we
want to compact the cavity, reducing the equivalent reactance is the way to go.
A more precise treatment of the problem approximates the resonance frequency as the follow-
ing:
fint = 1
2π
√
nt
πr 2μw
√
1+ r
2
R2− (r +w)2
√
1
1+2.5t/w , (3.3)
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Figure 3.7 – Size of the gap t as function of the number of gaps n such that fRb is obtained.
Three separate values for the radius are considered deﬁned relative to the radius of the canoni-
cal structure acut. The y-axis is case-wise normalized to the circumference of the loop-gap. The
thickness of the loop is ﬁxed to w = 1 mm. The parametrization of the structure is according
to the reported in ﬁgure 3.3.
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Figure 3.8 – Intrinsic resonance frequency of the loop-gap structure shown as a function of the
internal radius r . All dimensions are as the reported in table 4.4, the normalization considered
is with respect to r = 16.8 mm. The outcome of eq. 3.3 is compared to a result from a full-wave
eigen simulation performed via ANSYS HFSS ®. By applying PMC boundaries at both planes of
the loop-gap cross section, the numerically found frequency has the same physical meaning
as the modeled in eq. 3.3.
where the ﬁrst term is the resonance frequency of the LC circuit and the two other terms
improve the approximation by accounting for the effect of the metal shield (shown in ﬁgure
3.6b) and the fringing ﬁelds accordingly [71].
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Although approximate, for the mode of interest, these expressions are found to describe the
loop-gap relatively well. From ﬁgure 3.8 can be seen that the frequency range is bounded by
fint →∞. It is worth noting that in the case when r →R the frequency is inﬁnity because of the
second term in eq. 3.3. However this is not physical since in this case the gaps are shorted-out
and hence the intrinsic frequency of the loop-gap approaches the cutoff associated to the
shield radius R . The latter is especially valid when the thickness w is small and it is conﬁrmed
in the simulated result shown in ﬁgure 3.8. Of practical value is the amount of error between
the approximation model given by eq. 3.3 and the results obtained from simulations (reported
in ﬁgure 3.8).
At this stage, it is curious to explore what is the most compact structure that can be made to
resonate at the fRb (at the required mode) and still being able to accommodate the standard
vapor cell (with radius b = 10 mm). This can be studied by expressing the external radius R
from eq. 3.3 and plotting the loop thickness w as well as the gap size t for a ﬁxed n and consid-
ering the frequency of interest fint = fRb. We show the corresponding result in ﬁgure 3.9, where
we have considered four different cases (n = 2, 4, 6, 10) that are of a practical interest. It can be
roughly concluded that structures with fewer gaps are more sensitive to the width, while in the
case of a large number of gaps the gap size plays a bigger role in the miniaturization. This is
easily seen by comparing the case of n = 2 (ﬁgure 3.9a) with the case of n = 10 (ﬁgure 3.9d). In
the former, the gradient is roughly in horizontal direction (a decreasing w), while in the latter
it is somewhat vertical and hence reducing the cavity size is mainly obtained by reducing the
gap size. It can be concluded that in terms of compactness, in principle, the structure with
two gaps is the best candidate. However, different structure may be more suitable depending
on the the tolerances associated to the realization. We want to emphasize that the solution
shown in ﬁgure 3.9 needs to be considered carefully – in ﬁgure 3.8 we showed that when the
external and internal radius R are too close, the result is not physical. Finally, the variety of the
geometries needs to be evaluated in terms of ﬁeld quality, for which a full-wave simulation is
the optimal choice.
3.2.2 Field point of view
The loop-gap cavity not being a canonical structure, we base our full-wave study on a com-
mercial software (Ansys HFSS ®) using FEM. The ﬁrst simpliﬁcation that can be used is to
neglect the longitudinal ﬁeld distribution (along z) and only consider the resonating ﬁeld in
the transverse direction. This is, in other words, equivalent to the case where the top and
bottom plates of the cavity are situated inﬁnitely far. Since we are interested in a TE011-like
mode (the ﬁeld distribution shown in ﬁgure 3.3), by applying PMC boundary conditions at the
top and bottom plates of the cavity, the longitudinal modal number becomes zero – the mode
is independent of z. Also there is no region where the magnetic ﬁeld lines turn, the magnetic
ﬁeld is entirely along z and the currents ﬂow azimuthally (perpendicular to z). The resonance
frequency in such a cavity is the cutoff frequency related to the cross section and it is hence
physically equivalent to the one modeled via eq. 3.3.
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Figure 3.9 – A plot of the required loop width w and the gap size t so that the structure
resonates at fRb for a given external radius R (represented by the contour lines). The internal
radius r is considered identical to the radius of the standard cell: r = b = 10 mm. Physically
meaningful values are: w < (R− r ) for the width and t < (2 πr )/n for the size of the gap.
It is worth noting, however, that such a transversal decoupling of the wave solution has to be
applied with some care when the condition for translational symmetry is not fully fulﬁlled.
In the case of the loop-gap cavity a relatively small hollow region exists on both sides of the
loop-gap, however this part is under cutoff (as long as the external radius R is kept relatively
small) and hence for the purpose of this analysts we neglect the contribution of the associated
fringing ﬁelds.
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case n r (mm) R(mm) w(mm) t (mm) fnum(GHz) fmod(GHz) hom. h
1 2 10 14 2.5 9.9 6.838 4.3026 0.620
2 2 10 14 0.15 7.98 6.844 3.4558 0.626
3 4 10 14 2.75 3.676 6.839 5.9677 0.616
4 4 10 14 0.55 3.25 6.848 4.866 0.617
5 6 10 14 2.75 1.5 6.84 6.33 0.606
6 10 10 14 2.75 0.674 6.838 6.63 0.605
Table 3.1 – Dimensions, resonance frequency and ﬁeld homogeneity for various loop-gap
structures, fnum corresponds to the numerically obtained frequency, fmod is calculated from
eq. 3.3, h is the amount of bulk homogeneity evaluated as described in section 2.2.2.
Based on this approach, we can ﬁnd the eigenmodes using the eigen solver of Ansys HFSS ®.
This allows us to obtain the transverse ﬁeld distribution and to test the predictions from the LC
model. Moreover, this approach is sufﬁciently fast since the computational region is reduced
signiﬁcantly (in principle the problem is reduced to the 2D domain). It is worth noting that
since a loop-gap with n-loops has a n-fold rotational symmetry, a further reduction of the
computational domain is possible. Furthermore, applying the PMC boundaries helps us
restrict the number of solved (unwanted) modes and also increases the solution speed.
Structures with different number of gaps Using the above-mentioned analysis we can now
investigate the homogeneity of the loop-gap structure and compare it to the case of the simple
cylindrical geometry. In this study we consider loop-gap geometries with n = 2, 4, 6, 10 number
of electrodes. In all cases we ﬁx both the external and internal radii: R = 14 mm, r = 10 mm.
The choice of these dimensions is made such that the external radius is reduced more than 2
times with respect to the standard geometry (for the practical case of AR = 1) while at the same
time the internal radius allows the accommodation of the standard vapor cell (with a radius
b = 10 mm). These structures are reported in detail in table 3.1.
Going back to the circuit model (ﬁgure 3.9), we see that, for ﬁxed r , R and n, we have two ways
to reach the required fres. We can use thicker electrodes (loops) but reduce the gap thickness
t . Alternatively, we can use a combination of thin electrodes and a relatively large gap instead.
For example, in the currently considered n = 2 case we are in the bottom of the R = 14 curve
(ﬁgure 3.9a) or very high when thinner electrodes are considered. In the simulations, we
take two such cases of thick/thin electrodes (table 3.1): cases 1 and 2 for n = 2 and cases 3
and 4 for n = 2. It can be seen that the model fails to predict well the frequency for low n.
The last two entries in table 3.1 correspond to loop-gaps with n = 6 and n = 10 for which
the predicted resonance frequency is somewhat closer to the simulated one. We present the
obtained transverse ﬁeld distribution in ﬁgure 3.10. The ﬁrst observation is that the amplitude
found in the area between the electrode and the lateral wall is several times bigger than the
central region. Structures with many gaps tend to decrease this effect, which makes them
generally more efﬁcient. In all cases considered, the homogeneity is on a par with the standard
cylindrical cavity (for which h ≈ 0.064).
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Figure 3.10 – Contour plots corresponding to the Hz amplitude. A normalization to the
amplitude found in the center (x = 0, y = 0) is considered. In each case, the result is shown
according to the symmetry used – the symmetry planes are applied across the center of the
gap (perpendicular to the plot). All dimensions are given in table 3.1 where the useful part of
the cross section is the circular region with a radius r = 10 mm.
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Figure 3.11 – Homogeneity proﬁles calculated for the Hz amplitude following the procedure
explained in section 2.3. In each case, the normalization of the ﬁeld is with respect to the
amplitude found in the center.
The thickens of the electrodes is found to have a negligible effect on the ﬁeld distribution (in
ﬁgure 3.10 the cases of thin electrodes are omitted being very similar to the shown). What
is more, the number of gaps/electrodes is found to have a rather small effect, where a slight
homogeneity degradation is seen for a larger number of gaps. The latter is a rather unexpected
since, intuitively, a larger number of electrodes somewhat conﬁnes better the ﬁeld "leaking
out" of the central region. However, it can be seen that the larger the number of electrodes the
more the relative amplitude variation from the center towards the wall of the electrode. As an
attempt to better quantify this behavior we can calculate the homogeneity proﬁles introduced
in section 2.3. The result is shown in ﬁgure 3.11 where we compare the loop-gap structures
from ﬁgure 3.10 to the simple cylindrical geometry with AR = 1. Since in this analysis we do
not have a z-dependence, the plots show what is the amount of ﬁeld variation attributed to
the cross section only. Because the useful region of the loop-gap is the central part, in all
cases (incl. the simple cylindrical geometry), the area is normalized to a circular cross section
with a radius r of 10 mm, which is the typical vapor cell used in practice. For the case of the
simple geometry a linear relationship exists between the ﬁeld variation and the amount of the
useful area, which is expected due to the azimuthal symmetry. For the loop-gap structures
this behavior is mostly seen in the center, while close to the gaps the ﬁeld leakage changes the
slope of the curve. The higher the number of the gaps the closer the loop-gap is to the behavior
of the standard geometry. It is interesting to see, however, that in case 1 (n = 2), although we
have a lot of leakage, the beginning of the curve is peaked hence maximizing the area that
"sees" ﬁeld in the interval of ≈ 10% variation.
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Figure 3.12 – A loop-gap geometry with electrodes attached to the lateral walls given for: n = 6
mm, R = 14 mm, r = 10 mm, w = 2.75 mm, t = 1.5 mm.
This might be a useful characteristic considering the fact that, in principle, the largest part of
the favorable signal comes from the center of the vapor cell.
The inﬂuence of the electrode support In all loop-gap structures considered until now we
assumed that the electrodes are "ﬂoating". For structural reasons, however, the easiest way
to build the cavity is by attaching them electrically to the lateral wall (ﬁgure 3.12a). As can
be seen the magnetic ﬁeld distribution is unaffected in the central region. The frequency
increases with increasing of the gap size as shown in ﬁgure 3.12b.
The inﬂuence of the vapor cell In the ﬁrst approximation the presence of the vapor cell
reduces the resonance frequency but in general no signiﬁcant change of the ﬁeld distribution
is expected. This is conﬁrmed by the result shown in ﬁgure 3.13, where the frequency is found
to decrease with ≈ 15% when a vapor cell with a standard thickness and dielectric material is
used. In order to counteract this effect, the thickens t of the gaps is increased, for which case
the ﬁeld distribution is shown. It can be seen that the effect of the vapor cell is marginal and
mostly localized at the vicinity of the gaps. The change of the overall homogeneity is found to
be marginal as well.
Longitudinal ﬁeld distribution In all the above investigations for the loop-gap geometry
we excluded the effect of the longitudinal ﬁeld distribution. The most straightforward way
to consider the real cavity is by applying PEC boundaries directly to the top and bottom of
the loop-gap cross section (considered empty). In this case, the resonance frequency can be
obtained in a way similar to the canonical structure (see eqs. 2.34 and 2.33) and the procedure
to design the loop-gap cavity can be now fully established: the overall height and radius are
chosen according to the vapor cell used; the loop-gap structure can be roughly determined
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using the lumped model; PMC boundaries and symmetry can be used to numerically obtain
the cutoff frequency such that for the ﬁxed height d the value needs to be:
fcut = c
2π
√(
2π fres
c
)2
−
(pπ
d
)2
, (3.4)
where c = 1/0μ0 is the speed of light in vacuum, fres = fRb, and the longitudinal wave
number corresponds to half the guided wavelength for p = 1.
One complication comes from the fact that, in practice, the lateral walls of the loop-gap cavity
are often chosen to extend above the central (loop-gap) region resulting in the empty top
and bottom segments (see ﬁgure 3.3). This is required e.g. for the tuning of the cavity or
in order to accommodate the vapor cell. In this case the problem can be analyzed via the
equivalent transmission line model shown in ﬁgure 3.14. The same approach is also known as
a transverse resonance method [25] and, for example, can be used to analyze discontinuity
problems [96, 97]. In this case, each cavity segment can be described via its corresponding
length, characteristic impedance and propagation constant attributed to the mode of interest.
It can be shown that, at resonance, for the left-oriented
←−
Z in and the right-oriented
−→
Z in input
impedances we have the equality
←−
Z in =−−→Z in that can be deﬁned for a chosen coordinate z
along the TL. Using this approach, we have calculated the resonance frequency for extensions
with various heights – the results are reported in table 3.2.
3.2.3 Figures of merit in the case of the loop-gap geometry
For the case of the loop-gap geometry no analytical solution is available. Instead we use a
full-wave simulation performed with Ansys HFSS ®. The ﬁeld data is calculated for a relatively
dense mesh and it is exported to MATLAB ® in order to generate the 2D-diagrams related to
the ﬁgures of merit. In this way we are able to directly compare very different geometries.
cell r t (mm) fnum (GHz)
1 (no cell) 1.5 6.84
4 1.5 5.786
4 2.55 6.842
Vapor cell wall 
1 mm 
Figure 3.13 – A contour plot corresponding to the Hz amplitude shown for a loop-gap geometry
with vapor cell included; n = 6 mm, R = 14 mm, r = 10 mm, w = 2.75 mm, t = 1.5 mm. The
thickness of the cell is 1 mm.
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Figure 3.14 – A scheme of the resonance transmission line model. The central region cor-
responds to the loop-gap segment. The two extensions are considered identical and with a
circular cross section. The aperture can be modeled with an equivalent reactance. The Rb
vapor is indicated for illustrative purpose only.
ext. height (mm) TL model (GHz) Numerical (GHz)
0 6.852 6.81
1.5 4.897 4.858
4.5 4.842 4.698
6.5 4.783 4.7
Table 3.2 – Resonance frequency obtained for a loop-gap cavity with empty extensions at both
end sides of the loop-gap region. The radius of the extensions is identical to the external radius
of the loop-gap region: R = 14 mm is the external radius; r = 10 mm is the internal radius, w =
2.75 mm is the thickens of the electrode; t = 0.54 mm is the gap size; d = 30.5 mm is the height
of the loop-gap region.
The loop-gap geometry, considered here, is based on 6 electrodes and it is characterized by an
external radius of R =18 mm and a length of d = 33 mm (see Figure 9. in [98]). In the plots,
the limit for the radius of the vapor cell is determined the internal radius of the electrodes.
The volume of the cell used in [16] is approximately 1.5 times larger than the volume of the
standard cell previously mentioned and is hence represented by the corresponding contour
curve. The radius of the apertures required for the optical pumping is approximately one half
of the external cavity radius. By comparing ﬁgures 3.15a and 3.15b with 2.17 and 2.18 it can be
seen that, in the case of the loop-gap structure considered, the FF and FFs are about half of the
cylindrical AR = 1 case and hence this structure is less efﬁcient. However, we note that the FOF
is relatively high – around 90% for a vapor-cell with a normalized volume of 1.5 (ﬁgure 3.15c).
From ﬁgure 3.16 can be seen that, in terms of homogeneity, the loop-gap geometry performs
equally well to the cylindrical cavity with AR = 1. The latter can be seen as a big advantage of
the loop-gap since, the high ﬁeld homogeneity does not come on the expense of a very large
volume – the loop-gap cavity considered has an overall volume which is more than 4 times
smaller compared to the cylindrical, AR = 1, cavity.
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(a) FF . (b) FFs . (c) FOF .
Figure 3.15 – 2D diagrams associated to the ﬁgures of merit related to the ﬁeld uniformity
shown for the case of a cavity based on a loop-gap geometry.
(a) Figure of merit "uniformity index". (b) Relative amount of the active vol-
ume that sees 10% amplitude varia-
tion.
Figure 3.16 – 2D diagrams associated to the ﬁgures of merit describing the amount of homo-
geneity shown in the case of a cavity based on a loop-gap geometry.
The case of the loop-gap geometry with PMC boundaries
The ﬁnal consideration in this part of the study is to test the performance of the structure when
PMC boundary conditions are applied at the top and bottom sides of the cavity. From ﬁgures
3.17a and 3.17b can be seen that the ﬁlling factor is improved with respect to the non-PMC
case. Furthermore, in the case of the PMC, the FOF is close to unity, regardless the volume of
the considered vapor cell (ﬁgure 3.17c). This is due to the fact that the return ﬂux is improved:
the magnetic ﬁeld lines need not turn at the PMC surface and hence they do not contribute
to the unwanted ﬁeld components. In terms of homogeneity, as expected, the longitudinal
variation of the ﬁeld amplitude is close to zero (ﬁgures 3.18a and 3.18b). By comparing ﬁgures
3.18a and 3.16a, it can be noted that while in the longitudinal direction the ﬁeld is signiﬁcantly
improved for the PMC case there is as well slight degradation in traverse direction. The latter
effect is attributed to the presence of the vapor cell (included in the simulation).
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(a) FF . (b) FFs . (c) FOF .
Figure 3.17 – 2D diagrams associated to the ﬁgures of merit related to the ﬁeld uniformity
shown for the case of a cavity based on a loop-gap geometry and PMC boundary conditions.
(a) Figure of merit "uniformity index". (b) Relative amount of the active vol-
ume that sees 10% amplitude variation.
Figure 3.18 – 2D diagrams associated to the ﬁgures of merit related to the homogeneity of
the ﬁeld amplitude in the case of a cavity based on a loop-gap geometry and PMC boundary
conditions.
Therefore in order to maximize the positive effect of the boundary condition modiﬁcation a
more optimal design corresponds to a longer vapor cell which will allow a more homogeneous
ﬁeld if the central region is used in the clock operation. However, it is worth noting that from of
point of view of the clock implementation the length of the cavity-cell package is also limited
by potential temperature issues.
3.3 Characterization of the existing cavities
Part of this thesis is related to the study and the characterization of two currently employed
cavity structures. A loop-gap geometry based on six electrodes was reported previously in [16]
and it was successfully implemented for both continuous [16] and POP applications [7].
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A version of this cavity was retroﬁtted in order to accommodate a modiﬁed design of the
vapor cell based on two stems. In order to differentiate, this design is referred as "double-stem
design".
In this section we report various studies related to the above-mentioned structures in the
following order: First we investigate the results of a ﬁeld imaging experiment that was used in
order to experimentally evaluate the ﬁeld distribution in the case of the ﬁrst (original) loop-gap
geometry. Next we brieﬂy describe the double-stem design, we report its performance and
comment on potential sensitivity issues related to the realization. Finally, we discuss results
obtained for the temperature coefﬁcient of this cavity.
3.3.1 Field imaging experiment
The role of the magnetic ﬁeld homogeneity in the clock performance puts importance not
only on the cavity itself but also on the experimental veriﬁcation of the ﬁeld distribution. A
modern approach to obtain the magnetic ﬁeld distribution attributed to the clock transition
is to directly use the atoms as sensors. The method was ﬁrst demonstrated for the case of
cold atoms, where imaging of the near-ﬁeld distribution around a coplanar waveguide was
obtained [99]. It was then shown to be suitable for imaging in hot atomic vapor cells [100, 101].
The method was recently used to measure the microwave magnetic ﬁeld distribution for one
of our currently employed cavities [102] (reported originally in [16]). Such an experiment can
be very insightful in terms of optimizing the cavity performance and it is therefore worthed
to analyze the experimentally obtained results and see how they relate to our a numerically
obtained analysis.
General description of the method and the experimental setup First, lets introduce the
main physical principle behind this method in a qualitative fashion – an in-depth description
can be found in [99]. The imaging of the magnetic ﬁeld is performed, somewhat, similar to
the operation of the POP clock – the interaction of the atoms with the optical/microwave
ﬁeld is separated in time, where the ﬁelds are applied in pulses. First, a pulse of laser light is
applied in order to prepare the atoms in the same state – the Fg ground state is depopulated
(see the explanation for the relevant atomic transitions discussed in section 1.3.1). After this
is achieved, the light is switched off and a pulse of microwave magnetic ﬁeld is then applied.
Becasue the microwave ﬁeld is tuned to the required frequency of transition (e.g. 6.8345
GHz with the magnetic ﬁeld directed along the quantization axis for the π-transition) the
pulse induces a cyclic process of population/depopulation (in the hyperﬁne structure) which
happens with (Rabi) frequency in the KHz range. For the laser light this (Rabi) oscillation
shows through the optical density OD (deﬁned as in [101]: OD =− ln(It/I0), where It and I0 is
the transmitted and incident power per unit area). This means that after the microwave pulse
(its duration dtμwcan be varied) is switched off and a second optical pulse is then applied
(probing pulse), the amount of detected light will depend on the duration of the microwave
pulse. If we repeat this process multiple times, by changing the duration dtμw we are able to
reconstruct the time-domain oscillations of the optical density (the signal is shown in 3.19).
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Once this signal is obtained, the data can be ﬁtted in order to ﬁnd the Rabi frequency – [102]:
ΔOD = A−B exp
(
−dtμw
τ1
)
+C exp
(
−dtμw
τ2
)
sin(Ωdtμw +φ), (3.5)
where A is an offset constant (gives the intrinsic optical density of the Rb vapor for the
conditions of the experiment but without the applied microwave ﬁeld), the amplitudes B , C
and the time constants τ1 and τ2 are related to the relaxation processes,Ω is the frequency and
φ is the phase of the Rabi oscillations. Becasue we can directly relate the microwave magnetic
ﬁeld to the Rabi frequency (see eq. 2.45), the detected signal shown in 3.19 is in principle all
the information needed to deduce the amplitude of the ﬁeld driving the given transition. In
our case, the driving ﬁelds provided by the cavity that can be imaged are related to the σ−,
σ+ and π-transitions (see eq. 2.46). In order to resolve this in a spatial way, a matrix detector
(CCD camera) is used where the temporal signal from ﬁgure 3.19 is obtained for each of the
n×n pixels of the camera. This technique was ﬁrst applied for a thin optical medium, e.g. [99]
and [101], where the microwave ﬁeld varies negligibly along the light propagation. However,
in the currently considered case, a thick vapor cell is used [102]. The obtained image, in this
case, corresponds to the amplitude of the microwave magnetic ﬁeld integrated by the light
along the full height of the vapor-cell (≈ 23 mm along the z-axis of the cavity) – according to
the Beer-Lambert law [102].
A simpliﬁed scheme of the setup used for the ﬁeld imaging experiments is depicted in ﬁgure
3.19. A diode laser is stabilized to the Rb D2 transition so that it drives atoms in Fg = 2 (see
section 1.6), and its light is pulsed using an acousto-optical modulator. The resulting light
beam traverses the microwave cavity containing the Rb vapor cell. The cell and the cavity
are temperature-stabilized to around 60 deg C and the static magnetic ﬁeld (the C-ﬁeld) is
applied parallel to the direction of the laser propagation and the central axis of the cavity
(the z-axis). Imaging lenses are used to enlarge the laser beam to the size of the accessible
cell diameter, and to image the transmitted beam onto the CCD camera chip. A switchable
microwave source is used to apply the microwave to the cavity.
Results In ﬁgure 3.20 we show the experimentally obtained 2D image of the microwave
magnetic ﬁeld driving the π-transition (in our case Bπ ≡ Bz since the quantization axis is
considered perfectly aligned to the axis of the cavity). The image covers a circular cross section
with a radius of 5 mm, aligned to the central axis of the cavity. Each pixel gives an averaged
value of the ﬁeld amplitude integrated over the 25 mm length of the relatively thick cell. If
we assume that Bz(z) is identical for all points from the cross section, it is clear that in this
case the image shown in ﬁgure 3.21 will correspond to the transverse ﬁeld distribution. The
numerically obtained distribution shown in ﬁgure 3.21 is calculated from a simulation of
the cavity where the whole complexity of the structure is considered: vapor cell, stem of the
vapor cell, feeding [103]. Similar to the experiment, we integrate the ﬁeld along the length of
the vapor cell, where in the ﬁgure we show a contour plot corresponding to the amount of
amplitude variation relative to the maximum (found in the center).
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Figure 3.19 – (left) The effect of the Rabi oscillations on the OD of the atomic medium, shown
in the time domain – image taken from [102]. In practice, the Rabi oscillations will modify
the absorption partially – typically, a fraction of the light passes through the medium and is
detected as a background signal. This is taken into account in the ﬁgurewere the normalization
is such that: OD = 0, when no microwave ﬁeld is applied. (right) The experimental setup used
for the ﬁeld imaging. AOM – acousto-optical modulator; IL – imaging lenses.
From the contour plot can be seen that within the area corresponding to the image we have
≈ 15% variation. It is seen that the amplitude variation of the Bπ component over the area
sampled in the experiment is ≈ 20% which is slightly higher due to the off-centered maximum.
In fact, both the experimental and numerical amplitude proﬁles show an off-center (relative to
the image center) displacement of the maximum ﬁeld towards the upper left corner. This can
be seen in ﬁgure 3.21 where we compare both by overlapping the contour plot with the image.
The relative x and y coordinates are approximately scaled according to the experimental
imaging conditions. By doing a simulation study, assuming the ﬁelds are perfectly aligned
to the cavity axis, the spatial shift of the ﬁeld maximum was determined to mostly depend
on the position of the cell stem – its position at the time of the experiment is shown in ﬁgure
3.21. This result is not unexpected since, inside the volume of the cavity the stem of the vapor
cell represents a major dielectric inhomogeneity. Moreover, the fact that for this cavity, the
mechanism of tuning is associated to rotation as well as insertion of the dielectric cell, makes it
rather difﬁcult to precisely control the distribution and compensate certain inhomogeneities.
In terms of a Bπ distribution, this experiment can be thought as a conﬁrmation of the simu-
lation. Moreover, given the structure and dimensions of the cavity, the variation of the ﬁeld
is similar to the generic case of the previously discussed 6-gap geometry – see ﬁgure 3.10.
The peak is found in the center where, for a sufﬁciently small radius, the ﬁeld is azimuthally
symmetric and no leakage from the gaps is seen.
In ﬁgure 3.22 we show what is the obtained distribution of the unwanted B− and B+ driving
ﬁelds. In the case of the experiment, the B− distribution appears offsetted towards the the
bottom left of the xy-plane. The image obtained for the B+ component is not symmetric to
the one found for B− and moreover, the maximum is found very close the center.
89
Chapter 3. Cavities with modiﬁed geometry
Figure 3.20 – Experimentally obtained distribution of the Bπ component (amplitude) found in
the center of the vapor cell.
Figure 3.21 – (left) A contour plot of the simulated Bπ ﬁeld (amplitude) calculated for the
complete cross section of the vapor cell. (right) Comparison between the simulated and the
experimentally obtained proﬁles. The position of the stem and the feeding loop are indicated
as they would be seen, relative to the xy-plane of the image, at the time of the experiment.
The arrow emphasizes the offset of the ﬁeld maximum.
In principle, for the considered mode in this cavity, it is expected to obtain identical and
azimuthally symmetric B+,− ﬁelds with a minimum found in the center – much like in the
case of the canonical geometry (ﬁgure 2.8). From ﬁgure 3.22 can be seen that such a behavior
can be approximately attributed to the case of the B− (apart from the relatively large offset),
however this is clearly not the case for the B+ image. On the contrary, for the simulated images,
we are able to see the expected minimum of the ﬁeld, although a slight asymmetry is found
between the two components. The latter can be qualitatively understood by looking at ﬁgure
3.23 where we show the B+,− components at separate planes along the height of the vapor cell.
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Figure 3.22 – Distribution of the B+,− components. (top) Experimentally obtained images;
(bottom) Simulated images.
Figure 3.23 – Simulated ﬁeld amplitude (B− is shown on the left; B+ is shown on the right)
found along different heights inside the vapor cell: 0.1l , 0.5l and 0.9l , where l is the cell height.
A common normalization is considered for the color-coding. The arrows indicate the direction
of the light propagation.
While for the different planes considered the distribution is found to be non-symmetric in
azimuth, the integration along z averages out this effect resulting in the, close to symmetric,
images for the simulated ﬁeld shown in ﬁgure 3.22.
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We note that in the simulations we were not able to reconstruct the behavior seen in the
experiments for the B+,− components. The fact that the light is integrated along the cavity
height washes out the effect of the non-symmetries that can in principle arise due to the feed
or the stem. One possible explanation of this behavior would be to consider that a potential
misalignment between the static magnetic ﬁeld, the light beam and the axis of the cavity was
present at the time of the experiment.
3.3.2 Field misalignment
In the previous section it was shown that the ﬁelds driving the unwanted σ+,− transitions
may have a non-negligible amplitude in the most important part of the cavity volume and
hence may play a signiﬁcant role in the clock performance. It was speculated that a potential
misalignment between the ﬁelds required for the operation of the clock (the microwave ﬁeld,
the static magnetic ﬁeld and the optical beam) can be the reason for such a behavior. While
in principle, in the clock operation, such a misalignment is usually taken care of, it is still
interesting to investigate it in line with the imaging experiment. For that matter, in this section
we study this effect theoretically for which, in order to simplify, the canonical cylindrical cavity
(TE011 mode) is considered.
Description of the general misalignment problem We make the following assumptions:
A perfectly collimated (parallel) light beam of a uniform intensity proﬁle is considered. The
light source is situated at the bottom opening of the cavity where the cavity walls are con-
sidered to be non-reﬂecting for the light. The static magnetic ﬁeld is considered to be fully-
homogeneous everywhere inside the cavity — the fringing ﬁeld is neglected and therefore the
quantization axis, deﬁned by the C-ﬁeld vector, is equal for all atoms. The cavity is illustrated
in the scheme shown in ﬁgure 3.24, where we ﬁrst report the ﬁeld amplitude found in the
ideal case for which no misalignment exists. The microwave magnetic ﬁeld is calculated with
respect to a coordinate system aligned to the central axis of the cavity. It is decomposed along
the C-ﬁeld direction and the driving ﬁelds B−, B+ and Bπ are obtained. In the ﬁeld calculation,
the effect of the Rb vapor, the dielectric cell and the light apertures are neglected. Similar to
the experiment, the ﬁeld images are obtained by integrating along the full height of the vapor
cell (a cell with a standard height of 20 mm is considered).
Misalignment of the C-ﬁeld We allow a misalignment of the C-ﬁeld by the rotation scheme
shown in ﬁgure 3.25. For θ = 0, the effect of a rotation at φ otψ is identical since the B−, B+
and Bπ components all have azimuthal symmetry. The symmetry is broken in the rotation
θ 
= 0, which is easily seen for the driving B− and B+ ﬁelds inside the cavity shown in ﬁgure
3.26a and for the corresponding averaged images shown in 3.26b. As a result of the rotation,
the ﬁeld at the top and bottom of the cavity is kind of mirrored (see the xy-planes reported
in 3.26a). However, the effect is somewhat averaged along the direction of the light beam,
resulting in the ﬁeld images shown in ﬁgure 3.26b. It is seen that even for small angles the
unwanted driving ﬁelds can have a complicated shape with a non-negligible amplitude found
in the center.
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Figure 3.24 – A Scheme of the cavity with the light source and the detector. Both the light beam
(represented by the red arrow) and the C-ﬁeld (represented by the black arrow) are considered
aligned to the central cavity axis. The obtained B−,+ components are symmetric and result in
integrated images that are identical. A common normalization is considered for the B+,− and
Bπ components.
Once the azimuthal symmetry is broken, the integrated images will be further rotated for
ψ 
= 0, but are invariant to rotation at φ 
= 0. Moreover, the averaged images obtained for B−
and B+ are always identical, regardless of the chosen direction for the C-ﬁeld. The amount
of clock signal degradation, due to increased coupling of B− and B+, is determined by the
θ angle only. Therefore, the FOF (shown in ﬁgure 3.27a) is invariant to rotation at φ and ψ.
Any misalignment of the C-ﬁeld will equally increase the coupling to the both σ− and σ+
transitions. For completeness, we include ﬁgure 3.27b, where we shown how the θ-rotation
affects the homogeneity of the ﬁeld (we have chosen to report the amount of active volume
for which the amplitude ﬁeld variation is in the interval of 35% relative to the maximum). It is
obvious that the rage of angles included is far from the clock operation requirements. However,
it is interesting to see that at a very large angle (θ = 60 deg) the homogeneity is improved
(clearly, this effect cannot be used, since for such angles the FOF factor is very low). However,
it is curious to note that such an effect might be worth further investigation since optimal
structures may exist for which the ﬁeld homogeneity can be improved in this way.
Misalignment of the light beam A laser beam misalignment will result in a horizontal dis-
placement of the averaging direction, spread of the shape of the peak of the averaged ﬁeld
and, depending on the detector area, a reduced amount of the useful signal. The displaced
direction of the laser light and thus the direction of the integration can be represented by
applying a shear mapping to the initial grid for which the ﬁeld is calculated – ﬁgure 3.28. In
ﬁgure 3.29 we report what is the general effect of such a misalignment. It can be seen that, at
the detector plane, the ﬁeld is displaced away (from the center of the image) due to the tilt of
the optical beam.
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Figure 3.25 – The cavity is initially ﬁxed to a coordinate system xyz. The coordinate system
x ′y ′z ′ is obtained by three consecutive rotations related to the angles φ, θ,ψ each correspond-
ing to rotation along a particular axis (z−x− z rotation convention for extrinsic rotation as
deﬁned in [105]). The rotated quantization axis is considered to be along z ′.
For the Bπ component this means that the maximum is not found at the center while for the B+
and B− components, on the contrary, we see that such an effect may result in a non-negligible
amplitude in the center. Assuming the C-ﬁeld is perfectly aligned, due to symmetry, any
further azimuthal rotation of the displaced beam results in ﬁeld images that are rotated but
will not change the shape of the ﬁeld proﬁle [104]. Thus, in this case, the total amount of the
driving ﬁelds interacting with the atoms depends only on the amount of radial displacement
and can be seen in ﬁgure 3.30. It is curious to note that B−,+ and Bπ decrease in slightly
different rates as function of the beam tilt. Due to that, the FOF is found to slightly improve for
small tilt angles, on the expense of less overall signal detected. It is also worth noting that such
a misalignment of the laser beam has the potential to spread the shape of the detected ﬁeld
distribution (although this effect is difﬁcult to see for the relatively small angle shown in ﬁgure
3.29a). In attempt to quantify it, we evaluate what is the ﬁeld homogeneity in the volumetric
region that is sampled by the tilted light beam. In ﬁgure 3.29b we show how much of the
active volume (hence the relative number of atoms, if they are considered homogeneously
distributed) will interact with the Bπ ﬁeld that varies 30% with respect to the maximum. It is
seen that, in principle, the homogeneity is improved, however the absolute amount of signal
is reduced since for large angles the light samples a very narrow region. It is worth noting that
this effect might lead to an overestimation of the ﬁeld homogeneity if the misalignment at the
experiment is non-negligible.
Final discussion It was shown that a small ﬁeld misalignment between the required ﬁelds
has indeed the potential to inﬂuence the outcome of the imaging experiment. Based on the
discussion above, we think that the most plausible explanation for the experimental result
shown in ﬁgure 3.22 might be a possible misalignment of the laser beam with respect to the
cavity axis. In this case, the amount of radial ﬁeld displacement from the center (the amount
of displacement of the maximum for Bπ and the amount of displacement for the minima for
B+ and B− seen on the experimentally obtained images is ≈ 2−3 mm) can be attributed to a
possible tilt of the laser beam.
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(a) Amplitudes of the B−,+ components corresponding
to the planes inside the cavity
(b) Integrated images. The light beam is considered
aligned to the central cavity axis; the normalization is
relative to the corresponding ﬁelds found in the case of
the perfectly aligned cavity.
Figure 3.26 – Effect of the C-ﬁeld misalignment on the B+,− driving ﬁelds.
(a) Field Orientation Factor (FOF) (b) Effect of the C-ﬁeld misalignment on the
amount of Bπ ﬁeld in the given variation range.
Figure 3.27 – Figures of merit as function of the C-ﬁeld misalignment (at angle θ) considered
for two separate aspect ratios of the cavity.
It is worth noting, however, that in all cases of the theoretically studied misalignment we
observe identical images for the B−, B+ (one exception would be to consider a phase differ-
ence between the transverse ﬁeld components – see appendix A). On the other hand for the
experimental images shown in ﬁgures 3.21 and 3.22 we can see a certain sense of azimuthal
rotation between the Bπ, B− and B+ ﬁeld distributions. One possible explanation for this
would be to consider the presence of mechanical noise in the process of data acquisition.
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Figure 3.28 – The displaced direction of the laser light is obtained by applying shear mapping
to the initial rectangular grid used (details included in appendix A).
tilt?angle?-?50
B–B+ B?
original size of the light beam
(a) Integrated images for B+,− and Bπ. The
circles deﬁne the laser beam footprint in the
perfectly aligned case.
(b) Relative amount of the active volume (rel-
ative number of atoms, if they are considered
homogeneously distributed) that sees Bπ ﬁeld
with amplitude that varies 30% with respect to
the maximum.
Figure 3.29 – Effect of the laser beam misalignment. A circular cavity with a radius a of 30
mm and a height d of 48.5 is considered. The radius of the laser beam is 15 mm, the C-ﬁeld is
oriented along the z-axis.
3.3.3 Double-stem design
Description of the design The design of the double-stem cavity is based on a six-electrode
loop-gap geometry similar to [16] which here we overview only brieﬂy. From the schematic
representation shown in ﬁgure 3.31 can be seen that the structure is based on a cylindrical
geometry, additionally loaded with six electrodes that form the azimuthally-symmetric loop-
gap.
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Figure 3.30 – Total amount of the driving ﬁeld interacting with the atoms as a function of the
laser beam tilt.
The mode of interest is a TE011-like where in the central volume the magnetic ﬁeld has a
maximum and is directed along z. The cell with the Rb vapor is therefore accommodated in
the center, where a quartz cell based on two-stems is considered. The pumping light passes
the structure through two quartz slabs positioned at the openings and required to reduce the
temperature gradient. An additional feature of this cavity is the existence of cutoff tubes at
both openings, needed to reduce the ﬁeld leakage.
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Cutoff 
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(a) 3D view.
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(b) Cut view.
Figure 3.31 – A scheme of the basic structure of the chosen cavity design.
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(a) A scheme of the cavity tuning used. It is based on
insertion of the dielectric cell and hence changing
the distance c (referred as a tuning gap distance).
y
x
t
(b) All gaps between the electrodes have the same
size t .
Figure 3.32 – Parameters used to obtain the required resonance condition.
While the main part of the cavity is unchanged with respect to the original geometry [16], the
structure needs to be reconsidered mainly due to the following reasons:
– Since the design of the vapor cell is based on two stems, the amount of dielectric ﬁlling
present in the top part of the structure is increased and furthermore an additional opening is
required in the top cap. While we do not observe a big difference in the structure of the modes,
there is a potential for some unwanted modes to perturb the performance since, in principle,
this type of cavity is not operating at the fundamental mode.
– Another major difference that can perturb the performance, with respect to the original
design [16], is the lack of dielectric lens required for the pumping light.
– Finally, as the least sensitive aspect we consider the presence of additional cutoff tubes.
Measurement of the temperature coefﬁcient As it was previously discussed (in section
3.1.2), one important design aspect of the loop-gap geometry is its generally increased tem-
perature stability. In fact, one of the major reasons for the here-considered design is the
improved temperature performance – the shorter reservoir stems of the vapor cell result in
approximately ten times lower stem temperature coefﬁcient [106]. Here we report what is
the temperature stability of this cavity. In ﬁgure 3.33a we show what experimental setup was
used to in order to perform the measurement of the TC. The cavity is loaded with the glass cell
shown in the ﬁgure. The cell is manually crafted (using a glass blowing technique) and it is
with a diameter of 25 mm and a height of 25 mm.
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It is ﬁlled with a buffer gas mixture (argon and nitrogen) with an overall pressure of 26 mbar
where PAr : PN2 = 1.6 : 1. During the experiment, the cavity-cell package is kept in a thermal
shield, where the temperature is stabilized using a dedicated micro-controller. The considered
range of operating temperatures is: 20:80 K , where each measurement is performed for a
sufﬁcient time interval (≈ 1h) so that the cavity is well thermally-stabilized . The resonance
frequency is obtained from the S11 parameter, measured with a Vector Network Analyzer
(VNA) – Hewlett Packard 8720D. In ﬁgure 3.33b we report the experimentally obtained result
for ﬁve different operating temperatures.
(a) Experimental setup.
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(b) Experimentally obtained S11 parameter shown for the con-
sidered temperature range.
Figure 3.33 – Measurement of the temperature coefﬁcient.
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The resonance frequency can be found as a function of the temperature from the minima
obtained for the ﬁtted data. In our case, a temperature coefﬁcient of≈ -33(2) KHz/K was found
[106] which, given the fact that no additional modiﬁcation of the design is applied, is on a par
with the top-performing structures that were reviewed in section 3.1.2.
Modeling of the temperature coefﬁcient To better understand the temperature behavior
of the loop-gap structure we have also studied the problem numerically. In principle, for
the case of the magnetron cavity the variation of the resonance frequency as function of the
temperature is a full-wave problem which can be appropriately studied via FEM simulations.
Changing the operational temperature can be implemented in the simulations using thermal
expansion coefﬁcients that will scale the dimensions of the cavity and the vapor cell (ﬁgure
3.34). It is important to note that for the expected variation range (20–50) KHz/K, a simulation
of the cavity for a 20 K temperature difference results in just a 0.005 % fractional change of the
resonance frequency. This is a stringent convergence criterion and cannot be easily fulﬁlled
even by a workstation-class computer (for the software used in our case – Ansys HFSS ®).
In order to reduce the computational domain, one possibility is to take an advantage of the
6-fold rotational symmetry of the cavity, which however proved not to be sufﬁcient in our case.
Instead, our approach is to consider the problem by utilizing a Transmission Line (TL) model
– ﬁgure 3.35a. In this way we can separate the effect of the temperature variation and treat
separately the transverse and the longitudinal (along z) cases.
First, we model the loop-gap segment by assuming PMC boundary conditions at the top and
bottom ends. In this case, the mode of interest is independent of z thus the height can be
reduced arbitrary. This allows a full-wave eigen simulation with a very high precision to be
performed for a thin slice of the loop-gap region (ﬁgure 3.35b). Using this approach, we can
ﬁnd the cutoff frequency as a function of the temperature fcut(T ). Finally, the resonance
frequency can be determined according to the relation: fres(T ) =
√
[0.5c/l (T )]2+ fcut2(T ),
where c is the speed of light in vacuum and the longitudinal temperature variation is included
via the height of the cavity, scaled according the temperature: l (T ). Here we have made an
approximation that the top and bottom extensions of the cavity are very thin and therefore
the length of the central region is close to one half of the guided wavelength.
In a more complete description of the problem, the extension caps are boundary conditions
that allow resonance for a shorter than a λ/2 cavity and can be modeled as equivalent lumped
impedances – ﬁgure 3.35a. Note that in the simulation used to obtain fcut(T ) we also consider
the presence of the vapor cell (see ﬁgure 3.35b). In this case, in principle, such a simpliﬁed
decomposition of the problem is not correct since in the transverse direction we have a
non-homogeneous dielectric ﬁlling. Qualitatively this means that, when PEC boundaries are
applied, the transverse ﬁeld distribution is inﬂuenced by the height of the cavity. However, we
consider this approach to be good enough, since the (transverse) distribution found for the
realistic cavity (considered with cell, stems etc.) is close to the one obtained in the case shown
in ﬁgure 3.35b. In ﬁgure 3.36a we show how the cutoff frequency depends on the temperature
for a cavity similar to the experimentally investigated.
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Figure 3.34 – The scaling factor used to model the temperature stability of the resonance
frequency. The nominal case of T0 = 60deg C is used as a reference. A given dimension
d associated to the cavity can be obtained by scaling the nominal one: d(T ) = d(T0)(1+
ΔTα), where the linear thermal expansion coefﬁcient is: α= 24×10−6K−1 for the Al alloy used
and α = 3.25×10−6K−1 for Pyrex. It is clear that variation of the temperature will then de-
crease/increase the dimensions for values for temperatures that are below/above the reference
T0.
The resonance frequency of the cavity is reported in ﬁgure 3.36b. In the ﬁgure, the case
referred as "longitudinal" is obtained for a ﬁxed cutoff frequency (no temperature variation in
transverse direction) and scaled according to the temperature, length of the cavity l (T ). From
ﬁgures 3.35b and 3.36a we see that the inverted temperature dependence for the longitudinal
and transverse case combine, so that the slope of the resonance frequency is reduced (≈
−9 KHz/K). The result for the numerically obtained TC is therefore about 3 times smaller
compared to the experimentally obtained (ﬁgure 3.37). A possible explanation may be that
the inﬂuence of the extensions is not considered in the temperature expansion.
Final notes and discussion In this section we covered an important characteristic of the
cavity – the temperature stability of the resonance condition. The experimentally measured TC
(-33 KHz/K) conﬁrms the expected temperature stability that the loop-gap cavities intrinsically
have. The loop-gap being a relatively complicated structure, makes it difﬁcult to have a direct
physical understanding for the TC. Moreover, a complete simulation of the structure, with the
full complexity of the design, is not possible in our case, since the expected frequency variation
is typically found under the level of the numerical noise. The use of a TL-based approach
allowed us to evaluate the TC numerically, which was found to qualitatively agree with the
experiment. Although a considerable overestimation of the performance was predicted by the
model (a rather simpliﬁed version of the original structure was assumed), it helped us reveal a
nice feature. Namely, the temperature dependence was found to have an opposite behavior
in the separately considered cases of transverse and longitudinal temperature variation. It is
evident that such an inverse behavior can be utilized to engineer a cavity, characterized by a
reduced temperature coefﬁcient.
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(a) A transmission line representation of the problem.
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(b) The loop-gap segment as modelled in
the FEM software (the eigen solver of An-
sys HFSS ®)
Figure 3.35 – The cavity can be simpliﬁed as a loop-gap waveguide segment characterized
by a translational symmetry and enclosed by the top and bottom extension caps (considered
empty). Physically, the resonance frequency can be determined if the guided wave propagation
(assuming a single mode) and the impedances corresponding to the top and bottom caps are
known functions of temperature.
(a) Cutoff frequency as a function of the temperature.
The result is obtained from a FEM eigen simulation
and corresponds to the temperature dependence as-
sociated to the transverse dimensions of the cavity.
(b) Resonance frequency as a function of the temper-
ature.
(c) Slope of the fres(T ) obtained as function of the cell
radius. The values for the cell radius are normalized to
the inner radius of the electrodes.
Figure 3.36 – Simulated effect of the temperature.
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Figure 3.37 – Comparison between the experimentally measured and the simulated tempera-
ture coefﬁcient.
For example, in ﬁgure 3.36 is shown the result from the initial study related to the control of
the fres(T ) slope. From the plot can be concluded that, depending on the radius of the cell
(the wall size is kept constant), opposite slopes can be obtained for the fres(T ) dependence.
Finally, we note that from the experimentally obtained result for the S11 parameter (see ﬁgure
3.33b) it can be seen that the resonance condition is not fully optimal – the curve shows a
partial modal overlap and, as a consequence, a relatively low Q-factor (Q = 70) was measured.
The main reasons for such a behavior are attributed to possible production tolerances, among
which, we consider the ones associated to the vapor cell to be the most sensitive realization
aspect. In appendix B we have included a rather extensive study of the sensitivity, related to
the resonance condition and its potential for a modal overlapping.
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4 Implementation of AMC boundary
conditions
It was already discussed (see chapter 2.3) that for a vapor cell with ﬁxed dimensions the longer
the cavity is, the better the homogeneity (within the cell, along the z direction). In fact, in the
non-physical limit where the top and bottom plates are inﬁnitely far away (a cavity with an
inﬁnite height), the ﬁeld is fully constant along the z-axis. This is because the guided wave-
length of such a cavity is λg →∞, since we are in the beginning of the dispersion curve (kz = 0).
Furthermore, in section 2.1 we showed that applying PMC boundaries at the top and bottom
plates is a possible way to obtain the same result for a ﬁnite height d of the cavity. What is more,
we saw that, in this case, the mode of interest can be considered independent on the cavity
height. Being described by a longitudinal modal number p = 0⇒ TE010, it follows that the only
way to control the resonance frequency in such a cavity is via the radius of the cross section.
Due to the improvement of the ﬁeld homogeneity such a mode holds a great advantage in our
application and it is worth investigating how to physically realize it. Therefore, in this chapter,
we concentrate on a realistic implementation of a cavity with bottom and top PMC boundaries.
The engineering of such artiﬁcial boundary conditions, also known as artiﬁcial magnetic
conductor (AMC), High Impedance Surface (HIS) or magnetic mirrors (in optics), has been an
active topic of research for various applications mostly related to miniaturization in antennas
[107] and microwave devices [108]; improvement of the ﬁeld homogeneity in the case of
electron paramagnetic resonance [109, 110, 111, 112], as well as for the use in quantum exper-
iments [113] and optical applications [114]. In the ﬁrst part of this discussion, we consider
the general case of a cavity geometry based on a section of a waveguide which we analyze
following the approach found in [109].
4.1 Generic cavity with AMC boundaries
It is somewhat intuitive, that if we want to mimic the effect of placing the top and bottom
conducting walls at inﬁnity, we would use a dielectric ﬁlling since the ﬁnite dimensions would
appear longer than in the empty case. So lets start from this simple intuition and investigate
how to obtain AMC boundaries based on dielectric ﬁlling. Lets consider a general cavity
without the cell and loaded with two dielectric segments as shown in ﬁgure 4.1. In order to
take advantage of symmetry, the coordinate system is positioned at the center of the central
region: d/2 and the two dielectric segments have identical height e.
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Figure 4.1 – A generalized cavity with translational symmetry and arbitrary cross section,
loaded at the top and bottom with two cylindrical dielectric segments (depicted in gray). The
cross section at the central region is identical to the regions with the dielectric ﬁlling. PEC
boundary conditions apply to all external walls.
Furthermore, identical dielectric material is used for both segments, where the relative di-
electric constant d can be arbitrary chosen while the central region is considered empty:
central = 0. For the TE family of modes the magnetic ﬁeld in the central, empty, part is given
by:
Hz(t1, t2,z)=ψ′(t1, t2)cos(k ′z z), −
d
2
< z < d
2
(4.1)
and for the dielectric segments we have:
Hz(t1, t2,z)=ψ(t1, t2)sin
[
kz
(
d
2
+e−|z|
)]
,
d
2
< |z| < d
2
+e, (4.2)
where, proceeding from the original mode of interest (with a longitudinal number p = 1),
expression 4.1 is chosen such that the ﬁeld distribution has an even symmetry with respect
to the center of the coordinate system. In eqs. 4.1 and 4.2, k ′z and kz are the longitudinal
propagation constants in the central part and in the dielectric segment accordingly. In order
to keep the notation simple and the analysis more general we have chosen ψ′, ψ to be the
generalized transverse wave functions related to the two regions. Accordingly, it can be seen
that eq. 4.2 fulﬁlls the PEC boundary condition for the standard TE011 mode :
Hz(t1, t2,z = d2 +e)= 0.
As previously explained, the transverse-longitudinal decomposition of the solution implies
that, for the structure shown in ﬁgure 4.1,ψ′ andψ both satisfy the 2-dimensional differential
equations:
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(∇t2+k ′c2)ψ′ = 0 and (∇t2+kc2)ψ= 0. (4.3)
Where ∇t is the transverse gradient and the transverse propagation constants k ′c and kc are
determined by accounting for the boundary conditions: ∂ψ′/∂n = 0 and ∂ψ/∂n = 0 that need
to be fulﬁlled at the circumferential PEC surface, n being the normal to the surface. Physically,
this decoupling of the solution means that the transverse ﬁeld distribution is independent
from the longitudinal boundary. Therefore, since in the considered case the cross section of
the cavity is identical for both regions, the ﬁeld is governed by the same transverse constant
kc = k ′c and hence, referring to equation 2.12, we can write the longitudinal propagation
constant as:
k ′2z =μ00ω2−kc2,
k2z =μ00dω2−kc2.
(4.4)
It is now clear that the effect of such a transverse discontinuity only alters the longitudinal
propagation constant and therefore the longitudinal shape of the ﬁeld.
The next step is to apply the relations from Maxwell’s equations to the longitudinal ﬁeld,
in order to obtain the remaining transverse ﬁelds in each region:
Form eq. 4.1, in the central region −d2 < z < d2 we have:
E ′t(t1, t2,z)=−
jωμ0
kc
2 cos(k
′
z z)zˆ×∇tψ′(t1, t2),
H ′t(t1, t2,z)=−
k ′z
kc
2 sin(k
′
z z)∇tψ′(t1, t2).
(4.5)
Form eq. 4.2, in the top segment d2 < z < d2 +e we have:
E t(t1, t2,z)=− jωμ0
kc
2 sin
[
kz
(
d
2
+e− z
)]
zˆ×∇tψ(t1, t2),
H t(t1, t2,z)=− kz
kc
2 cos
[
kz
(
d
2
+e− z
)]
∇tψ(t1, t2).
(4.6)
Until now, we considered the two regions separately. To link them, we must apply the bound-
ary conditions at the dielectric interface. The longitudinal propagation constants as well as
the relative amplitudes of the ﬁelds can be related by requiring continuity for both the traverse
and longitudinal ﬁeld components at z = d2 :
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• From H ′z(t1, t2,z = d/2) = Hz(t1, t2,z = d/2) or E ′t(t1, t2,z = d/2)= E t(t1, t2,z = d/2) we
can obtain:
ψ′(t1, t2)cos(k ′zd/2)=ψ(t1, t2)sin(kze); (4.7)
• From H ′t(t1, t2,z = d/2)= H t(t1, t2,z = d/2) we have:
k ′zψ
′(t1, t2)sin(k ′zd/2)= kzψ(t1, t2)cos(kze). (4.8)
By expressing ψ′ from eq. 4.7 and substituting it in eq. 4.8 we can obtain the following
transcendental relation between the longitudinal propagation constants :
k ′z tan(k
′
zd/2)= kz cot(kze). (4.9)
It is clear that, in terms of frequency, each dimension is characterized by an inﬁnite number of
solutions corresponding to the number of oscillations. We can thus rewrite eq. 4.4:
ω2mnp = (μ00)−1(kc2,mn +K ′z2,p )= (μ00r )−1(kc2,mn +kz2,p ), (4.10)
where in the transverse plane the solution is controlled by a double integer inﬁnity m,n (eq.
4.3) and in the z direction eq. 4.9 results in an inﬁnite number of solutions denoted by p.
In principle, in order to obtain the resonance frequency, it is sufﬁcient to solve eq. 4.9.
The next step is to consider the guided TE01 mode in the circular cross section for which the
explicit form of ψ is given in eq. 2.22 and kc is analytically known. The result is reported in
ﬁgure 4.2 where we show what is the effect of adding dielectric segments to the previously
considered empty TE011 cavity (AR = 1, fres = fRb). From ﬁgure 4.2, it is seen that, as expected,
by increasing e, the resonance frequency of the cavity is reduced with respect to the initial
fRb at e = 0. The special case of a dielectric segment with d = 1, is simply equivalent to an
increase of the cavity height d . In ﬁgure 4.2a this limit case is represented by the upper-most
curve. From the ﬁgure is evident that for any d > 1 a segment with a ﬁnite length exists such
that the resonance frequency of the cavity lowers down to the cutoff corresponding to the
radius a: fres ≡ fcut, which is the lower-limit of wave propagation in the central region. Note
that for d = 1 this is asymptotically achieved for e →∞. As expected, in these cases the guided
wavelength in the central region is: λg →∞ (k ′z = 0 in ﬁgure 4.2b). We can investigate this
case by plugging k ′z = 0 in eq. 4.9 which gives: kz = pπ/2e, fulﬁlled for: p = 1,3,5. We then
substitute this result in eq. 4.10 to obtain a discrete set of values for the dielectric length e:
(μ00)
−1kc2,mn = (μ00r)−1[kc2,mn + (pπ/2e)2], (4.11)
ea = p
4 fcut
1√
μ00(d−1)
. (4.12)
This is a remarkable result since it means that it is possible to create a cavity resonating at the
desired frequency yet with a constant ﬁeld distribution (in the central region).
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It is enough to choose the transverse cross section such that the corresponding fcut is the
desired fres of the cavity. Physically, e is the 1/4 of the (equivalent) guided wavelength
(
λ0
d−1
)
.
It is worth noting that the height of the cavity does not show in eq. 4.11 and therefore, in this
special case, the mode depends only on the segment height e and not on the height of the
cavity d . In the central region, such a behavior is described by a longitudinal modal number
zero, the ﬁeld "sees" PMC boundaries at the dielectric planes, and hence this corresponds to
the previously discussed (chapter 2.1) TE010 mode (we refer to this cavity as a TE010 cavity ).
Application consideration
Above, we showed that a TE010 cavity is, in fact, possible to implement with arbitrary cross
section. If we want to apply this concept to the atomic clock cavity, the simplest possible
realization is to consider the canonical case – the cylindrical cavity based on circular cross
section. In ﬁgure 4.3 we show a sketch of a possible implementation of such a cavity.
Structure and dimensions Because the pumping light needs to penetrate the Rb vapor and
get detected, the cavity has to be open at both sides. As we will see later, this has the potential
to degrade the performance of the boundary conditions and needs to be taken into account.
(a) Resonance frequency as function of the dielec-
tric height e. Normalization to fRb is considered.
The normalized cutoff frequency corresponding to
the circular cross section for the given radius is:
fcut/ fRb ≈ 0.926.
(b) Longitudinal propagation constant k ′z in the cen-
tral region shown as function of the dielectric height
e.
Figure 4.2 – Resonance condition in a fully enclosed TE011 cavity consideredwith additional top
and bottom segments homogeneously ﬁlled with dielectric. The family of curves corresponds
to dielectric segments of different relative permitivity d. The dimensions of the cavity are:
radius a = 28.9 mm, height d = 57.7 mm; the height of the dielectric segment is in the range of
0−11.8 mm.
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Figure 4.3 – A scheme of a possible realization of a TE010 cavity with artiﬁcial boundary
conditions. The two, top and bottom, segments are homogeneously ﬁlled with dielectric and
have a length e. The resonance frequency fres = 6.834 GHz corresponds to the clock transition.
The cell is accommodated in the central region and it is depicted in blue. All external walls are
conductive apart from the apertures required for the optical pumping (shown in white) at the
top and bottom plates.
However, the following results are concerned with the general design criteria of such a dielec-
trically ﬁlled cavity and can be obtained analytically neglecting the apertures. In terms of the
dielectric material, the segments need to be chosen with d 
= 1 and need to be transparent for
the laser light used (≈ 780 nm). Good candidates are Pyrex and quartz which have additional
advantage of reducing the temperature losses. In ﬁgure 4.4 we report what dimensions a
loaded cavity with a given AR must have in order to resonate at the required fRb. The result is
obtained by numerically solving eq. 4.10, for a ﬁxed fres = fRb, ﬁxed AR and sweeping a and d
in order to obtain the propagation constants for a given length of the segment d . The point
e = 0 corresponds to the standard unloaded geometry. As expected, depending on the amount
of the dielectric ﬁlling, both a and d need to decrease since the resonance frequency is kept
ﬁxed. From the plot shown in ﬁgure 4.4 it is evident that for all lengths e 
= ea the resonance
frequency depends on the height as well as the radius. However, when the condition for the
TE010 mode is obtained e = ea (for a chosen dielectric) the resonance frequency is independent
on the hight d . The latter is the reason why all three AR curves converge to a single point, for a
given dielectric. The height of the TE010 cavity is therefore only limited by the arbitrary chosen
height of the cell l (and the distance e). The dimensions of two potential cavities fulﬁlling the
TE010 condition and based on the discussed materials, are summarized in table 4.1.
By comparing the volume of the TE010 cavities to the optimal case (AR = 1 ) of the standard
TE011 geometry (ﬁgure 2.14), it is seen that the volume of the TE010 cavity can be made almost
two times smaller, for a cell with identical size.
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Figure 4.4 – Cavity radius a versus the dielectric segment height e for a TE011 cavity with
fres = fRb. Three different aspect ratios are considered (AR = 1, 2, 3) as well as three dielectric
materials: r = 2,r = 3.8 (quartz) and r = 5 (Pyrex). The height of the central region is:
d = 2a/AR.
Pyrex z quartz z
d ≈ 5 ≈ 3.8
ea (mm) 5.483 6.553
d (mm) 25 25
a (mm) 26.757 26.757
Vcavity (cm3) 80.3 85
Vcell/Vcavity 0.074 0.078
Table 4.1 – Dimensions of possible TE010 cavity implementations based on dielectric ﬁlling.
A standard cell is considered with dimensions: radius b = 10mm and height l = 20mm. The
light apertures have radius typically h = 10 mm. The cutoff extensions at the apertures are
neglected.
In fact, the lower limit of the cavity volume is at d = 0 (24 cm3, if Pyrex is chosen), for which the
resonance frequency is still fRb. On the other hand, the cavity can be made signiﬁcantly longer
if a dielectric cell with extended length is required, although, the latter is not a preferable
option for high-performance clocks because of unwanted temperature gradients, it is clear
that the TE010 cavity is a resonance structure that is unusually ﬂexible in terms of size.
Field distribution and performance It is possible to analytically obtain the ﬁeld distribution
in the fully-enclosed, dielectrically loaded TE011 cavity, where in equations 4.1, 4.2, 4.5 and 4.6
the explicit form for the circular cross section is used (introduced in chapter 2.1, eq. 2.32).
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(a) Longitudinal distribution proﬁle of the wanted Bπ ﬁeld (amplitude) across the central axis of the
cavity (r = 0).
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(b) Longitudinal distribution proﬁle of the unwanted B− and B+ ﬁelds (amplitude). In transverse
direction the proﬁle is taken at the radius of the cell (r = b).
Figure 4.5 – Field distribution along the height of a cavity loaded with dielectric segments
with different height e. The vertical dashed lines deﬁne the dimensions of the standard empty
cavity (e = 0) as well as the TE010 case (e = ea ). All ﬁeld components are normalized to the
maximum for Bπ found in the center. The dielectric material considered is with d = 2. The
length ea that fulﬁlls the TE010 condition is obtained from eq. 4.12 and it is ea ≈ 11.9 mm. The
central part of the cavity is considered empty.
In ﬁgure 4.5 we report the longitudinal distribution of the driving ﬁelds for a cavity (the
standard circular geometry with AR = 1, a = 29 mm and d = 57.4) mm) loaded with dielectric
segments with variable length. It is seen that the mode with zero amplitude variation (TE010) is
deﬁned in the central (empty) region of the cavity for e = ea, while with respect to the dielectric
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Figure 4.6 – Figures of merit as function of the segment lenght e. In the calculation, the biggest
possible size of the vapor cell is considered: radius b = 0.6a and height l = d . The length of the
dielectric segment is normalized as following: e/ea. The resonance frequency is kept ﬁxed to
fRb.
region, the mode can be considered as TE011. From the results for the ﬁeld distribution, there
are two important observations to be made: From ﬁgure 4.5a can be seen that adding dielectric
segments to the standard cavity leads to the expected improvement of the longitudinal ﬁeld
homogeneity (in the central, empty region) for the wanted Bπ ﬁeld. On the other hand, from
ﬁgure 4.5b we see that the unwanted driving ﬁelds are reduced in the central region of the
cavity. The latter is directly seen from eq. 4.5, for which H t(t1, t2,z) is zero in the limit case.
It can be now concluded that loading the cavity in such a way holds two advantages that
are important for the atomic clock performance: improved homogeneity and increased ﬁeld
uniformity. In order to put it into perspective, in ﬁgure 4.6 we report what is the improvement
of the corresponding ﬁgures of merit versus the height of the dielectric segments, considered
for cavities with different AR (as previously reported in section 2.12). It can be seen that, as
expected, the homogeneity of the available ﬁeld is signiﬁcantly improved – by a factor of two
for e = ea. Furthermore, the FOF is approaching one. This means that all available ﬁeld in
the central region drives only the wanted atomic resonance, which is fulﬁlled regardless the
chosen AR. Finally, in ﬁgure 4.7, we report the ﬁeld distribution for the AR = 1 case that can be
directly compared to the one previously reported for the standard TE011 cavity (ﬁgure 2.8). It is
worth noting that the results shown in ﬁgure 4.7 apply to the case of the biggest possible vapor
cell. As it was previously explained (section 2.2.2), the performance of the cavity is a tradeoff
between the amount of ﬁeld (hence the improved signal-to-noise ratio) and the quality of the
ﬁeld (uniformity and homogeneity).
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(a) (b)
Figure 4.7 – Analytical solution for the driving ﬁelds inside the TE011 cavity with AR = 1. The
boundary between the central empty region and the two dielectric segments is shown via the
white dashed line. All external boundaries are considered PEC. In the central region, the mode
is TE010 and it is characterized by zero variation of the Bπ component and unwanted B−,B−
components with zero amplitude. All driving ﬁelds are characterized by azimuthal symmetry
and hence all longitudinal planes are identical to the shown.
Therefore, in order to wrap up this discussion, lets see how the TE010 case compares to the
previously discussed optimal case for the standard geometry. In ﬁgure 4.8 we show, side by
side, the homogeneity performance in the standard case (ﬁgure 4.8a), for the TE010 cavity
with AR = 1 (ﬁgure 4.8b), as well as for a signiﬁcantly compacted TE 010 cavity with height
comparable to the height of the vapor cell (ﬁgure 4.8c).
It can be seen that in the conventional cavity, when the standard cell is used (with a volume
described by a contour line unity), the homogeneity is maximized for dimensions of the
cell: b/a ≈ 0.3 and l/d ≈ 0.4. Using the same cell, for the TE010 case, we have roughly 15%
improvement regarding the ﬁeld homogeneity. On the other hand, for the TE010 cavity the
optimum corresponds to cells that are longer for a given volume for which the homogeneity
can be improved up to two times. Therefore, for such a cavity, we have a strong incentive to
increase the height of the vapor cell in order to take advantage of the enhanced longitudinal
homogeneity of the magnetic ﬁeld driving the atomic resonance. It is worth noting, however,
that for practical reasons (mostly homogeneous control of the temperature) we are not free to
arbitrary choose the height of the vapor cells. From ﬁgure 4.8c can be seen that, as expected,
the performance of the TE010 cavity is not affected by its height, meaning that a cavity with a
volume reduced by a factor of almost two would be capable of obtaining the proper resonance
condition and will still provide ﬁeld with improved homogeneity. In terms of the FOF, the
standard cavity performs good for the vapor cells that are typically used (ﬁgure 2.19).
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(a) TE011 cavity with AR = 1.
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(b) TE010 cavity.
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(c) TE010 with reduced height.
Figure 4.8 – Bulk homogeneity (also referred as "uniformity index" see [21] eq. 51) for given
dimensions of the vapor cell. The height and the radius are normalized to the cavity ones: l/d ,
b/a. The contour lines describe the volume of the cell and are normalized to the volume of
the standard one (with dimensions: b = 10 mm, l = 20 mm).
The TE010 case holds, therefore, a marginal improvement of the ﬁeld uniformity (we have
omitted the corresponding color diagram, since the FOF is unity). However, as we will see later,
the effect is not negligible when structures with more complicated transverse cross section are
considered.
After we showed the performance of the TE010 cavity, we now concentrate on the practical
issues that need to be resolved in a potential realization of such a cavity.
Sensitivity Since the cavity operates at the limit case, the structure is characterized by a high
geometrical sensitivity which is a serious realization obstacle. This can be easily seen from
the slope of the curves crossing the x-axis in ﬁgure 4.2. As expected, the higher the dielectric
constant of the dielectric segment, the more sensitive the resonance condition is to its height.
In order to quantify the level of precision needed, lets start from the requirement that holds
for the Q-factor: if we assume a value of ≈ 150, to be as near-optimal, this is equivalent to
a resonance line-width: Δ f ≈ 50 MHz. This means that we need to reach the resonance
frequency with a relative error of ≈ 0.5%. In table 4.2 we report the numerically obtained
sensitivity for a variety of dielectric materials. It is evident that the resonance requirement is
easily fulﬁlled for a convenient range of dielectric materials. Furthermore, in terms of ﬁeld
performance, it can be qualitatively seen (ﬁgure 4.5) that 50 μm deviation of the dielectric
height has a negligible effect on the distribution of the ﬁelds.
Having calculated the amount of the relative error associatedwith the variation of the dielectric
height, it is easy to evaluate what is the corresponding effect in terms of variation of the
dielectric constant (real) value. We assume that the maximum precision of measurement
is ±0.01 (which is a realistic estimator for the method used in our lab: Fabry–Perot open
resonator technique).
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dielectric (r ) sensitivity (MHz/mm) relative error (%)
2 73 0.05
4 210 0.15
6 330 0.24
8 645 0.47
10 1034 0.76
20 1290 0.94
Table 4.2 – Sensitivity of the resonance frequency related to the height of the dielectric segment.
The relative error corresponds to the amount of frequency deviation from the fRb and it is
obtained assuming a standard production precision of ±50 μm.
By using eq. 4.12 we can directly obtain that such a variation of the dielectric constant is
equivalent to no more than ≈ 10 μm for the dielectrics used – well within the requirement.
Temperature coefﬁcient The next logical step of the sensitivity analysts is to calculate the
temperature coefﬁcient of the dielectrically loaded geometry. In order to simplify, we assume
that the variation of the dimensions as function of the temperature is governed by linear
thermal expansion coefﬁcients (shown in table 4.3). All dimensions associated to the cavity
structure can be thus scaled relative to a reference temperature T0:
x ′(T )= x+xα(T −T0), (4.13)
where x ′ is a given dimension scaled for a chosen temperature T , x is the nominal (original)
dimension deﬁned at T0 and α is the expansion coefﬁcient associated to the material. A refer-
ence temperature of T0 = 60 C is chosen, which is somewhat close to the optimal operational
condition for the Rb vapor in our case. The dielectric segments are considered ﬁxed (glued)
to the top and bottom metal plates of the cavity. This means that they are free to expand (or
shrink) with a separate expansion coefﬁcient associated to the chosen dielectric. In order to
obtain the variation along the height, we express the total cavity height as: L = d +2e (see
ﬁgure 4.3), which is then scaled as a function of the frequency. The scaled height of the central
region d ′ can be then found: d ′(T ) = L′(T )−2e ′(T ), where e ′(T ) is the scaled height of the
dielectric. In order to further simplify, we assume that both the radius of the cavity and the
radius of the dielectric segments are scaled with the expansion coefﬁcient of the metal. Using
the described temperature parametrization and the relations from section 4.1 it is easy to
solve numerically for fres(T ) – ﬁgure 4.9. As expected, increase of the temperature leads to
expansion of the dimensions and hence decreases the resonance frequency.
In ﬁgure 4.10 we show the calculated temperature coefﬁcient as a function of the dielectric
ﬁlling. For the empty cavity, the temperature scaling of the radius and of the height has equal
effect on the TC. The latter is found to be: TC ≈ -164 KHz/K, regardless of the aspect ratio.
This result is comparable to the already reported (see section 3.1.2) TC ≈ -180 KHz/K (with the
included vapor cell).
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Figure 4.9 – Resonance frequency of the cavity versus temperature. The corresponding tem-
perature coefﬁcients obtained from the slopes are: TC ≈ -164 KHz/K for the empty cavity; TC
≈ -127 KHz/K for a TE010 cavity realized with Pyrex or quartz.
material linear coefﬁcient α (10−6 K−1)
aluminium 24
Pyrex 3.25
quartz 0.59
Table 4.3 – Thermal expansion coefﬁcients for materials related to the implementation.
From ﬁgure 4.10 can be seen that increasing the height of the dielectric segments improves
the TC. In order to understand why, it is easier to take the limit case (the TE010 condition at e =
ea) for which a maximum improvement is reached. Imagine we ﬁrst ﬁx the length and scale
only the radius by increasing the temperature. In this case, the cutoff frequency associated to
the circular cross section will lower. From eq 4.12 can be seen that the height of the dielectric
segment will then need to be larger. If we scale it with the same amount as the radius, the
condition given by eq. 4.12 will be fulﬁlled again but for the lowered frequency. In this case,
the TC of this cavity would be identical to the standard, empty, one. However, since the
expansion coefﬁcient of the dielectric is signiﬁcantly lower and, as a result, the height of the
dielectric is shorter than the required. This translates to a slightly sinusoidal ﬁeld distribution
in the central region and hence the cavity resonates slightly above the cutoff. This is why
the frequency variation is partially compensated. Furthermore, the shorter the height of the
central region is, the more this effect is pronounced – this is the reason why in ﬁgure 4.10
cavities with higher AR appear with lower TC. In ﬁgure 4.11 we report the TC found as function
of the aspect ratio for different expansion coefﬁcients.
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Figure 4.10 – Temperature coefﬁcient as function of the dielectric loading for cavities with
different AR. The height of the dielectric segment is swept from e = 0 (empty cavity) to e = ea,
where ea is the length for which the mode in the central region is TE010. In each case, the
nominal dimensions are considered such that fres = fRb (as reported in ﬁgure 4.4). The
dielectric material used is Pyrex.
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Figure 4.11 – Numerically obtained temperature coefﬁcient as function of the aspect ratio
shown for different expansion coefﬁcients.
Q factor The unloaded Q-factor attributed to the losses in the conductor is obtained as in
[109] and it is shown in ﬁgure 4.12. It is seen that for the frequency of interest, considering
dielectric materials in the range r = 4− 6, we can achieve between 60% and 70% of the
performance associated to the most efﬁcient case of the standard TE011 cavity (ﬁgure 2.7).
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Figure 4.12 – Unloaded Q-factor of the TE010 cavity (with AR = 1), attributed to conducting loses
(Qc) and shown as function of the dielectric constant used for the loading. The normalization
is considered with respect to the Qc found for the standard TE011 geometry.
Implementation of variable tuning in the case of AMC Since the homogeneous mode is in
principle independent on the height, a standard solution based on the electrical length is not
optimal. In this case a frequency tuning can be obtained, by directly changing the cutoff of the
central region or by perturbing the AMC boundaries. In order to be physically understood, we
apply perturbation theory that was initially developed to study the sensitivity in the canonical
case [109]. Assume that the height of the dielectric segments e is chosen to vary slightly from
the optimal: e = ea±e ′, where ea is the condition to obtain AMC given by eq. 4.12 and e ′ is a
small dimension variation. In this case, a deviation from the expected homogeneous ﬁeld is
observed – ﬁgure 4.13.
In the ﬁrst case (ﬁgure 4.13a) the ﬁeld shows a slight sinusoidal variation similar to the case
ot PEC boundaries and therefore the resonance frequency is increased. In the second case
(ﬁgure 4.13b) the ﬁeld in the central region is slightly evanescent – the peak of the ﬁeld is
pulled towards the dielectric for which propagation starts lower in frequency. Therefore, in
this case, the TE010 mode is characterized by a resonance frequency slightly lower than the
cutoff frequency.
Since the AMC can be modeled as a parallel LC circuit, for the dielectric segment we have:
We =Wh, where We and Wh stand for the electric and magnetic energy. Accordingly, for the
dielectric volume of the perturbed AMC it can be calculated that in the ﬁrst case we have
Wh >We and accordingly, We <Wh in the second. It is now evident that the process of tuning
can be associated with imbalance of the EM energy attributed to the equivalent AMC volume.
The inﬂuence of the apertures The apertures required for the interaction of the laser light
with the Rb vapor represent a signiﬁcant variation of the cross section and hence have the
potential to perturb the performance of the homogeneous mode.
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Wh> We 
fres ↑ 
  
е' = −0.01е 
(a) Shorter dielectric segment.
Wh< We 
fres ↓  
е' = + 0.01е 
(b) Longer dielectric segment.
Figure 4.13 – The plots show the effect of the dielectric length on the Hz distribution in the
homogeneous region of the cavity. The result is calculated for the central axis of a TE010 cavity
with a radius of 26.7 mm and a length of 36.6mm. A dielectric material with r = 5 is considered.
The ﬁeld proﬁles are normalized with respect to the center of the cavity and the constant ﬁeld
distribution corresponding to the ideal AMC case is shown in red.
It is convenient to study this effect by using numerical simulations where the height of the
aperture can be made long and non-radiating (ﬁgure 4.14a) and eigen analysis can be applied.
The ﬁeld distribution is shown in ﬁgure 4.14b, where the cavity is with dimensions considered
as the reported in table 4.1 and (realistic) apertures with a radius of 10 mm. It is intuitive
to assume that, at the opening, the effective height of the dielectric segment is locally e > ea
and hence the ﬁeld maximum is slightly moved towards the dielectric extension – similar to
the case shown previously in ﬁgure 4.13b. From the contour plot it is easy to see that in the
region of interest the transverse distribution of the Hz ﬁeld is signiﬁcantly affected. Close
to the center the ﬁeld lines are pulled towards the central axis, where this effect gradually
decreases towards the circumferential cavity wall. We report this in detail in ﬁgures 4.15a
and 4.15b where the result is calculated for apertures of variable radius. It can be seen that a
very signiﬁcant degradation of the ﬁeld homogeneity is found for the central proﬁle (≈ 34%
variation from the maximum) while for the ﬁeld proﬁle taken at half the radius, the variation
is ≈ 5%. Furthermore it is seen that the shape of the two proﬁles is somewhat inverted, where
for the central proﬁle the ﬁeld is peaked close to the dielectric region. In ﬁgure 4.15c we show
what is the transverse ﬁeld distribution attributed to Hz in the case of a 10 mm aperture. It is
seen that the aperture leads to different transverse proﬁles along the height where the latter is
in contrast to the case of the fully-enclosed geometry. We also note that the edge between the
top wall and the aperture represents a signiﬁcant extremity as can be seen from ﬁgure 4.14b.
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Figure 4.14 – Due to symmetry, the ﬁeld can be evaluated e.g. in the y-z plane (x = 0), where
two symmetry axes at [y ,z = 0] and [y = 0, z] are considered. The walls of the cavity and the
aperture are depicted by the black lines. The dielectric ﬁlling (r = 4) is represented in the ﬁeld
map via the dashed lines.
Given the above discussion, it is evident that such a high homogeneity degradation is in a
stark contrast with the excellent performance of the canonical TE010 case. The most intuitive
way to mitigate the effect of the apertures is to locally (at the vicinity of the aperture) reduce
the thickens of the dielectric as shown in ﬁgure 4.16a. A result from a parametric study can
be seen in ﬁgure 4.16. It can be concluded that even by simply removing a small cylindrical
region (which is relatively easy to machine), we were able to keep the ﬁeld variation for both
the central and the off-centered (a/2) proﬁles in the range of few %. It is, in principle, possible
to "sculpture" the ﬁeld even better if a conical slab is used – a more continuous variation for
the dielectric constant r can be hence obtained in the transverse direction.
4.2 Loop-gap geometry with AMC
The goal of the following study is to implement the AMC in the case of the loop-gap geometry
that was extensively covered in chapter 3. In this way we can combine the loop-gap com-
pactness with the promising performance of the homogeneous TE010 mode. Alongside the
AMC solution based on a dielectric ﬁlling, it is also possible to locally modify the structure
of the cavity in the vicinity of the boundary. It is therefore interesting to investigate such an
alternative solution in the case of the loop-gap geometry.
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(b) Longitudinal ﬁeld distribution at half the cavity
radius: a/2.
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Figure 4.15 – Field distribution of the Hz component (amplitude), where h is the height of the
aperture, d is the height of the central region, e is the height of the dielectric ﬁlling (depicted
via the vertical lines).
4.2.1 Implementation of AMC based on planar structures
A common trait among the implementations of AMC is the utilization of some resonant be-
havior. In this sense, it is advantageous that the generic structure of the loop-gap cavity is
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(a) A scheme of the dielectric segment
where a small cylindrical slab of material
is removed.
0 5 10 15 20
0.8
0.85
0.9
0.95
1
1.05
Distance from center, z (mm)
H
z
,
n
o
rm
a
li
ze
d
 
 
1 mm
1.1 mm
1.2 mm
1.3 mm
1.35 mm
1.5 mm
(b) Longitudinal ﬁeld distribution along the central
cavity axis.
0 5 10 15 20 25
0.8
0.85
0.9
0.95
1
1.05
Distance from center, z (mm)
H
z
,
n
o
rm
a
li
ze
d
 
 
1 mm
1.1 mm
1.2 mm
1.3 mm
1.35 mm
1.5 mm
(c) Longitudinal ﬁeld distribution at half the cavity
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Figure 4.16 – Field distribution of the Hz component (amplitude) as function of the slab height.
The radius of the slab is identical to the radius of the aperture h. The position of the dielectric
is indicated via the vertical lines.
characterized by a longitudinal impedance discontinuity (the presence of the empty exten-
sions at both sides of the central loop-gap region). For the mode of interest, the standing wave
exists in the central region but it is under cutoff in the cylindrical extensions situated on both
sides. However, since part of the ﬁeld (mostly magnetic) leaks in the extensions, it is natural to
assume that they can be engineered so that a unity reﬂection coefﬁcient can be locally found.
In our case this cannot be obtained by changing the external radius or shape of the cross
section (due to the complicated structure of the physics package: dc coils, heating required for
the vapor, magnetic shielding). It is instead possible to utilize a loop-gap structure similar to
the one already used in the central region of the cavity – ﬁgure 4.17 [98].
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Figure 4.17 – The illustration shows some conceptual ways that can be used to modify the
structure in order to obtain AMC boundary conditions in the case of the loop-gap geometry:
the capacitance can be locally increased by including dielectrics in the gaps; the empty
extension can be loaded with a resonant structure. The cell is completely enclosed inside the
central loop-gap region where it is seen that the magnetic ﬁeld is oriented along the z-axis.
Image taken from [120].
Our idea is to use a planar design for which the metal loops (electrodes) can be realized based
on a PCB technology where the dielectric substrate, in this case, is only used for a support
– ﬁgure 4.18. Based on the approach established in section 3.2, we can design the planar
loop-gap to resonate close to the requirement: fint ≈ fclock. It is important to note that the
planar loop-gap needs to have a larger diameter than the aperture required for the laser light.
This means that it is appropriate to consider the interval of normalized radius r > 0.6 (see
ﬁgure 3.8). Placing it in the vicinity of the electrodes, couples it to the central loop-gap region
since both structures support the mode of interest (as shown in ﬁgure 4.17). While in principle,
the coupling problem is complicated to model, it is clear that the magnetic ﬁeld leaking out
of the central region contributes the most [115]. Therefore, it is mainly the distance between
the planar structure and the main loop-gap region that controls the amount of coupling. In
our case, due to structural reasons, it is preferred to ﬁx the planar loop-gap close to the top
and bottom walls of the vapor cell as shown in ﬁgure 4.18a. From a transmission line point
of view the AMC boundary corresponds to an impedance Z →∞ and hence the extensions
(loaded with the planar loop-gap) can be modeled as a parallel LC circuit. Since we consider
the planar AMC to apply at both ends of the central region, the magnetic/electric energy
integrated over the whole volume of the loaded extensions is: We =Wh. However, because of
the evanescent magnetic ﬁeld, we have: We <Wh and hence the cavity resonates above the
cutoff of the central region. This can be counteracted by decreasing the intrinsic frequency
of the planar loop-gap, since the parallel LC is capacitive for: f > fint. From ﬁgure 3.8 can be
clearly seen that, in this case, we need to reduce the internal radius r of the planar loop-gap.
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(a) A scheme of a cavity with extensions ad-
ditionaly loaded with planar loop-gap struc-
tures.
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(b) A scheme of the planar
loop-gap.
Figure 4.18 – A loop-gap cavity with AMC boundaries based on planar loop-gaps. The struc-
tures can be realized using PCB technology based on a standard substrate material (dielectric
shown in grey). The circular aperture in the center (white), required for the laser light, needs
to have a radius of l > 10 mm.
Parameter Size (mm)
radius of the shield, R 18
internal radius, r 16.8
thickness of the loop element, w 0.5
gap, t 1
number of gaps n 6
substrate (r = 2) thickness 0.127
metal thickness 0.07
Table 4.4 – Dimensions of the planar loop-gap.
The balance between We,Wh is easily obtained from simulations and it can be used as a design
rule – ﬁgure 4.19a. It can be seen that the AMC condition is obtained for r ≈ 0.72. For a lower
r , the ﬁeld is slightly evanescent towards the extensions and hence the cavity resonates lower
than the cutoff. It is interesting to see that for the smallest radius considered, the magnetic
energy starts increasing again, as well as the resonance frequency of the cavity. This is because,
as seen in ﬁgure 3.8, in this case the intrinsic frequency of the planar loop-gap starts increasing
again. In ﬁgure 4.20a we report the distribution of the required ﬁeld obtained for the optimal
case of the above-described planar AMC. It is seen that the central region of the cavity (close
to the axis) is characterized by high homogeneity. The ﬁeld is peaked at the vicinity of the
planar structure, however the central region is unaffected. It can be also noticed that there is a
signiﬁcant ﬁeld leakage found in the extensions.
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(a) Relative amount of the energy attributed to the
cavity extensions.
Wh ≈ We 
Wh < We Wh> We 
z 
x 
(b) Resonance frequency of the cavity. Normaliza-
tion to the cutoff frequency of the central region is
considered. The color diagrams are related to the
amplitude of the Bπ component and show the quali-
tative behavior of the ﬁeld.
Figure 4.19 – The plots show what is the effect of scaling the internal radius r of the planar
loop-gap. For normalized radius of ≈ 0.72 the mode in the central region is TE010 and the
cavity resonates at the cutoff (of the central region). All dimensions are as the reported in table
4.4. The height of the extensions is 14 mm, the distance between the planar loop-gap and the
central region is 1mm.
This is the reason why, generally, the planar AMC is found to work well when the extensions are
chosen to be long enough (14 mm in the optimal case shown). The effect is demonstrated in
ﬁgure 4.20b where we compare the longitudinal ﬁeld distribution for two different extension
lengths. It is seen that when the extensions are kept long (as reported for the case shown in
ﬁgure 4.19) the ﬁeld along the central axis is close to constant while the ﬁeld considered at half
the cell radius is within 5% variation. When extensions with half the length are considered,
the distribution for the off-centered proﬁle is degraded signiﬁcantly (≈ 18% ﬁeld variation). It
is possible, however, to try mitigate this effect by employing a second planar structure situated
above the planar loop-gap and further tune the AMC condition.
In terms of fabrication, the above-described solution is suitable since, for the frequency
of interest, the planar technology has generally well-controlled tolerances and negligible
losses. Furthermore, it is characterized by a small footprint and is hence less stringent to
accommodate inside the cavity. A variety of such structures can be easily developed, allowing
us to retroﬁt the cavity without complicated machining. However, for a highly compacted
design, a solution based on a dielectric ﬁlling is found to have a better performance.
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(a) A 2d contour map of the yz (x = 0) cavity plane. The
volume occupied by the Rb vapor is depicted by the (red)
dashed contour. The electrodes are shown in gray. The
result is with a dielectric cell included (not shown for clar-
ity).
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(b) Longitudinal ﬁeld distribution. The ﬁeld proﬁles correspond to the central axis as well as
to half the radius of the vapor cell. The dimensions of the vapor cell are indicated by vertical
lines. The height of the extensions is: 14 mm (long), 7 mm (short). A normalization to the
max. amplitude is separately considered dor each case.
Figure 4.20 – Field distribution (amplitude) of the required Bπ component for a cavity based
on a planar AMC solution.
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4.2.2 Implementation of a variable tuning in the case of the loop-gap geometry
A major concern in the practical realization of the atomic clock cavity are the various produc-
tions tolerances. Among all, the dimensions of the vapor cell usually vary the most where
production differences of up to ≈ 0.5 mm are not unusual. In section 3.2.2 we showed that the
vapor cell has a quite signiﬁcant effect on the resonance frequency – a dedicated numerical
study is included in appendix B. It is therefore evident that, in order to obtain the resonance
condition, it is crucial to include a possibility for a variable tuning mechanism.
The usual way to achieve this is to simply change the height of the cavity by inserting one
of its caps. The resolution of the tuning is therefore determined by the thread pitch used.
In more compact geometries, the cell can be attached directly to the cap and hence, in this
case, tuning is obtained by loading the cavity (see section 3.3.3). Depending on the design,
the insertion of the cell may slightly alter the amount of magnetic ﬂux interacting with the
Rb atoms and thus perturb the clock signal. Furthermore, such a tuning mechanism is not
azimuthally symmetric because the vapor cell has one (or more) dielectric stems, rotation
may also lead to unwanted redistribution of the ﬁeld (we have studied this effect for the case
of the currently used loop-gap geometry and the results are included in appendix B).
We want to emphasize that, in the here-considered case, two requirements should be fulﬁlled
at the same time: both the resonance frequency and the condition for the homogeneous mode
need to be met for the required clock frequency. This is in fact one of the most challenging
aspects of the TE010 cavity since, strictly speaking, the mode is only deﬁned for a single
frequency. Because we only have access to the resonance frequency (in principle imaging
experiments can be used to conﬁrm the homogeneity – see section 3.3.1) we need to make
sure that the cavity provides a well-controlled, close to homogeneous ﬁeld in a reasonable
frequency range around f Rb. For achieving this, we foresee two separate ways that can be
used in order to inﬂuence the resonance frequency: altering the AMC boundary conditions or
alternatively modifying the transverse propagation constant in the central region kc.
In section 4.1 we showed how changing the length of the dielectric region (in the case of AMC
based on a dielectric material) alters the resonance frequency. One can thus imagine a tuning
solution that works with a variable dielectric region at one of the AMC boundaries (ﬁgure 4.21).
This is however a very unstable conﬁguration because, in this case, there is an imbalance
between the two (top and bottom) dielectric segments. Since we operate very close to the
cutoff, it is highly probable to have evanescent ﬁeld in the central region. While, in principle,
the cavity can be tuned in this way the ﬁeld distribution can be very far from the optimal,
as seen from ﬁgure 4.21. An additional difﬁculty comes from the fact that such an approach
restricts further the positioning of the feeding mechanism.
In order to cope with this issue, the transverse boundary of the loop-gap can be locally
perturbed: e.g. in [35] tuning screws are attached to the lateral walls of the loop-gap while
in [72] capacitive tuning is similarly used where the gap is variably loaded via insertion
of a dielectric slab. We have found that, since in our case the radius of the central loop-
gap is relatively large, such a localized transverse perturbation cannot be utilized without a
signiﬁcant degradation of the required mode.
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Figure 4.21 – A scheme of a loop-gap TE010 cavity with a tuning mechanism based on insertion
of the top cap. Changing the tuning distance alters the effective length of the dielectric and
hence inﬂuences fres. In the case shown, the cavity resonates such that: fres < fcut. The
contour lines shown, correspond to the normalized Bπ ﬁeld. The yz plane is shown, where
symmetry along the central axis of the cavity is considered.
Instead, we propose a mechanism that can directly tune the transverse propagation constant
kc (or the cutoff fcut) of the central region in a more controlled way. The idea is to include an
additional loop-gap structure that can be mechanically rotated relative to the main loop-gap
of the cavity. It is hereafter referred as "rotator" and it is shown in ﬁgure 4.22. In this way,
the return ﬂux (the magnetic ﬁeld in the volume between the main loop-gap electrodes and
the outer cylindrical cavity shield) of the cavity can be perturbed in a symmetrical manner.
Because the active volume relevant for clock operation is located within the electrodes around
the cavity’s central axis (see ﬁgure 3.3) and due to the rotator’s identical symmetry (6-fold
rotational symmetry in the structure chosen), the homogeneity of the relevant ﬁeld in the
active volume is found stable with respect to this frequency tuning method.
One additional advantage of such a tuning mechanism is its ﬂexibility. The thickness and the
size of the tuning electrodes (ﬁgure 4.22b), can be used to engineer the required frequency
interval as well as the resolution of tuning. In ﬁgure 4.23 we show how the cutoff frequency of
the loop-gap is inﬂuenced by the position of the rotator. It can be concluded that the most
usable rotation range is approx. between 15 and 30 deg., where this is the most restrictive
characteristic of this tuning mechanism. Some improvement can be obtained, for example,
by altering the width rw as well as the shape of the electrodes, where one can imagine that
this range is going to be larger for a geometry with lower number of gaps. In terms of the
resolution, from ﬁgure 4.23, it can be evaluated that the rotator can be easily designed for a
large enough tuning range – anywhere from few to several hundred MHz.
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Figure 4.22 – A scheme of a loop-gap structure with (mechanically) variable fcut. A set of
symmetrically situated electrodes (referred as "rotator" and depicted in blue) can be designed
such that rotation with respect to the z-axis of the cavity results in variation of the transverse
propagation constant associated to the central region. The parametrization is as following: rh
– height; rw – width; rt – thickness.
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Figure 4.23 – Variation of the cutoff frequency as function of the rotator position angle. The
height of the rotator rh is normalized to the height of the main loop-gap region. In the range
A→B the rotator effectively increases the width of the main loop (electrode) w and hence
increases the frequency – a similar effect was already discussed in section 3.2.2. In the range
B→C the frequency is reduced because the rotator electrode is close enough to the gap, couples
to the electric ﬁeld creating a high capacitance region with respect to the loop wall.
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It is evident that, the larger is the targeted interval (relative to the desired f Rb), the more
sensitive is the geometry and the lower the resolution is. Nevertheless, for a frequency interval
of±200 MHz, we have≈ 60 MHz/deg which is on a par with the previously discussed loop-gap
geometries (see section 3.3.3).
In this study we initialized the general requirements for the tuning mechanism as well as the
challenges that apply to the TE010 mode speciﬁcally. The proposed solution is found to be
appropriate and it proved to be very ﬂexible in terms of design freedom. Moreover, a sufﬁcient
tining range is achieved without displacing the vapor cell.
4.3 Complete cavity design
Up to now in this chapter, we extensively covered the design aspects but also the practical
issues relevant to the TE010 mode of interest. Based on this, in this ﬁnal part, a realistic cavity
design is proposed where we take into account the full complexity of the problem.
4.3.1 Description of the proposed design
A detailed scheme of the proposed cavity with the vapor cell is presented in ﬁgure 4.24. For the
central region (referred as "main loop-gap") of the cavity, a loop-gap geometry based on 6-gaps
is preferred. This particular choice is mainly dictated by a requirement of compatibility with a
physics package previously customized. A 4-gap geometry is also a good candidate, a 2-gap
might be too restrictive on the tuning while a 8-gap geometry might be structurally too weak,
depending on the technology used for production. The height of the electrodes is chosen to
be similar to the height of the vapor cell because, in this way, the magnetic ﬁeld is well-guided
throughout the full length of the cell. From ﬁgure 4.24 can be seen that the support needed
for the electrodes of the main loop-gap is removed in the center. This is required so that the
rotator electrodes can be accommodated. Note that, the bottom part of the cylindrical shield
is physically attached to the electrodes (depending on the technology it can be machined
together) and hence provides a structural support. The rotator is implemented via the top
cylindrical shield, where the tuning electrodes are embedded on its internal wall. The width
of the electrodes (as deﬁned in ﬁgure 4.22b) is such that it can be inserted and freely rotated
azimuthally (no thread is used). This is possible because the support elements, at the top of
the main loop-gap, are slightly thinner and hence allow the rotator to move freely with respect
to the bottom part. The latter is illustrated in the transverse cut, shown in ﬁgure 4.24, where
it is referred as a "rotator gap". It is worth noting that the discontinuity formed between the
ﬁxed bottom part of the shield and the rotator will not affect the ﬁeld much because, in this
region, the wanted mode is characterized by azimuthal currents.
In this implementation, we have chosen to use AMC made of dielectric since such a solution is
found more beneﬁcial in preventing heat loss. The optimal dimension is initially based on the
result for the canonical case. Using simulations, the optimal dielectric segments are obtained
where the presence of the apertures is also taken into account. However, the cavity is designed
such that the previously discussed planar AMC solution can be also accommodated with a
minimal modiﬁcation.
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The top and bottom dielectric segments are kept in place using two dielectric rings such that a
layer of air exists between them and the metal caps. If required, the caps can be made movable
so that, depending on the availability of the materials used, we are able to obtain the effective
length for which the TE010 mode is deﬁned. Relatively large light apertures are considered (a
radius of 9 mm) since the quality of the ﬁeld allows to sample a larger region of the cell volume.
Close to the aperture, the thickness of the dielectric is modiﬁed, as explained in section 4.1, so
that the apertures have a negligible effect on the longitudinal homogeneity of the ﬁeld. The
vapor cell used in this cavity is similar to the previously shown two-stem design (see section
3.3.3). It is characterized by a signiﬁcant dielectric discontinuity (due to the two dielectric
stems) which could contribute to the excitation of unwanted modes (a study of this effect is
included in appendix B). This is the reason why, in the current design, we put emphasis on
keeping all non-symmetric structures ﬁxed and hence the ﬁeld better controlled. Namely, the
stems are accommodated through holes in the dielectric segment where the cell is ﬁxed (it
can be also glued) to the bottom dielectric segment which is kept ﬁxed too. In this way, the
process of tuning is independent of the vapor cell position and, therefore, does not perturb
the overall quality of the ﬁeld.
Due to the large cell tolerances, typically, a whole set of electrode structures with different gaps
is required. In this way, it can be ensured that the cavity will meet the resonance condition.
This is a signiﬁcant difﬁculty because a complete dissembling of the cavity-cell package is
required. In the here proposed design, it is instead possible to use rotator realizations with
different electrode thickness. In this case, when needed, the resonance condition can be
met simply by using a different rotator structure – no dissembling is needed and both the
feeding and the cell can be kept in place. The latter is not negligible, since the process of
accommodating the vapor cell is often involved with gluing, resulting in a fairly complicated
procedure.
4.3.2 Cavity modes
It is unfortunate that cavities with such a complicated structure are usually found to support
an abundance of unwanted modes that can signiﬁcantly degrade the performance. In fact, the
latter is valid even if we take the simplest form of our 6-gap structure (neglecting supports,
dielectrics, top extensions etc.) since the mode we are interested in is not the fundamental.
After we have all details of the design clariﬁed it is now appropriate to investigate what
modes exist besides the TE010-like mode of interest. In ﬁgure 4.25 we report what is the
ﬁeld distribution associated to three such unwanted modes that are found near the required
resonance frequency fres = fRb. Clearly, the modes shown in the ﬁgure are incompatible to
the optimal clock operation and hence we need to ensure that they are well isolated from the
mode of interest. Among them, mode (1) is of the TM type while both modes (2) and (3) have
regions with longitudinal components of the magnetic ﬁeld.
Lets see which design parameters are suitable to use in order to obtain the required mode with
enough separation. Since the dimensions of the vapor cell are ﬁxed (hence the internal radius
r of the loop-gap), it is found appropriate to employ the size of the external cavity radius R
and the size of the gap t .
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Figure 4.24 – A detailed scheme of the proposed design. The dimensions of the structure are
reported in table 4.5. The design of the cell is based on two stems (one of which is not seen for
the chosen view). The feeding is separately discussed in section 4.3.4.
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parameter value
number of electrodes, n 6
loop-gap internal radius, r 12.7 mm
loop-gap external radius, R 17 - 18 mm
loop-gap height, d 23 mm
gap thickness, t 2.5 - 3.2 mm
aperture radius, h 9 mm
dielectric segment thickness, e 3.6 - 3.7 mm
cell radius, b 12 mm
cell height, l 25 mm
cell thickness 1 mm
rotator electrodes thickness, rt 0.5 - 1.75 mm
rotator electrodes height, rh 6 mm
rotator electrodes width, rw 8 - 9.5 mm
Table 4.5 – Dimensions associated with the structure shown in ﬁgure 4.24. The material used
for the dielectric segment (Pyrex) is assumed identical to the one used for the vapor cell (with
a measured dielectric constant of: r = 5.02±0.01). The volume of the cavity is Vcavity ≈ 65 cm3.
In ﬁgure 4.26 we show the resonance frequency as a function of the external radius R for a gap
size t of: 2.6, 2.8 and 3 mm accordingly. For the interval considered, a cavity with a gap size
of t = 3 mm is found to be able to obtain the required fRb where it can be seen that the ﬁrst,
lower, (unwanted) mode is separated by ≈ 80 MHz and the ﬁrst, upper, is ≈ 150 MHz away. We
ﬁnd this separation to be sufﬁcient enough, given the fact that the half-power line-width is
found to be ≈ 50 MHz for all the modes discussed.
However, we still need to make sure that the tuning mechanism is not going to lead to any
further overlap. Its inﬂuence can be seen in ﬁgure 4.27, where we consider cavities with two
separate values for the gap size: t = 3.3 and 3 mm. As expected (previously shown in ﬁgure
4.23), the thickness of the rotator electrodes determines the dynamic range of the frequency
tuning. The latter can be made symmetric to the target frequency by slightly altering the
gap distance – e.g. from ﬁgure 4.27 can be seen that an increase of the gap size brings down
the tuning curve. The latter applies less to the unwanted modes since the gap size affects
selectively the capacitance of the TE010-like mode. It is therefore enough to use the two
parameters in order for the tuning mechanism to be conveniently engineered.
It would be optimal if all the unwanted modes have an opposite slope to the TE010 mode of
interest. Unfortunately we can see that this is the case only for the unwanted mode (3) – ﬁgure
4.27. The least amount of separation between the wanted mode and modes (1) and (2) is found
when the rotator electrodes are in front of the gap (for an angle of 30 deg. corresponding to
the position marked by "C" shown in ﬁgure 4.23). However, in terms of resonance frequency,
the unwanted modes are generally less sensitive to the perturbation of the rotator, especially
for a larger rt.
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Figure 4.25 – Magnetic ﬁeld distribution associated to the unwanted modes found near the
required resonance frequency fres. Each row corresponds to a given mode which is hereafter
referred according to the numbering shown.
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Figure 4.26 – Resonance frequency as function of the external cavity radius R shown for various
gap sizes t . The modes are color-coded while the different gap sizes are indicated by the family
of curves. The target frequency fRb is represented by the horizontal (dotted) line. The rotator
electrodes are considered with a thickness rt of 1.5 mm.
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(b) t = 3 mm.
Figure 4.27 – Resonance frequency as function of the rotator position shown for two different
cases of the gap sizes t . In both plots we consider rotators with a thickness rt of: 1, 1.5 and 1.7
mm. The modes are color-coded while rt is indicated by the family of curves. The positions
of the rotator, corresponding to the different angles, are visualized in ﬁgure 4.23. The target
frequency fRb is represented by the horizontal (dotted) line.
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Figure 4.28 – Surface current distribution found for the unwanted mode (3). Regions with
purely z-oriented currents are found at the internal electrode surface as well as at the internal
surface of the rotator.
This allows us to tune the cavity while preserving the modal isolation. Moreover, because
the vapor cell is kept stationary, in the process of tuning, both the quality of the ﬁeld and the
amount of modal overlapping are very well-controlled.
4.3.3 Second design proposal – cavity with corrugations
It is possible to further increase the interval for which the tuning of the resonance frequency
can be obtained without a modal overlap. We do this by adding an additional design feature –
selected regions of the internal cavity walls are made corrugated. The corresponding structure
is shown in ﬁgure 4.29. The effect can be easily understood by analyzing the distribution of the
surface currents associated to the unwanted modes (ﬁgure 4.28). Since in the central region
the mode of interest is only characterized by a longitudinal magnetic ﬁeld, the associated
azimuthal currents are relatively unperturbed by the discontinuity of the ridges. On the
other hand, as seen from ﬁgure 4.28, the unwanted modes are found to have longitudinal
components. By introducing the corrugations, we make the current path effectively longer and
hence the resonance frequency lowers. The region where the corrugation is applied is chosen
such that only the unwanted currents are affected. In ﬁgure 4.30 we compare the simulated S11
parameter for the case of the cavity with and without corrugations (in both cases the rotator
potion is considered to be at 30deg). It is immediately seen that the unwanted (3) mode is
down-shifted by ≈ 300 MHz, while the unwanted (2) mode is shifted (down) by more than 600
MHz and it is therefore not seen on the plot. In fact, another upper mode is seen, brought
down due to the corrugation – referred as (4) in the plot shown in ﬁgure 4.30. Moreover, it can
be seen that, for the interval of 6.7–7 GHz, the wanted mode is well-deﬁned for the cavity with
corrugations and for the sufﬁcient tuning range of ≈ 150 MHz (for 30−15deg position of the
rotator) no overlap is observed.
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Figure 4.29 – A detailed scheme of the proposed design of a loop-gap cavity with corrugations.
The depth of the corrugation Cd is in the range of 1.3 – 2.6 mm; The height of the corrugation
Ch is in the range of 0.8 – 1.2 mm.
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Figure 4.30 – S11 frequency response shown for several positions of the rotator. A cavity with
corrugations and a single feed is considered. The S11 parameter for the case of the non-
corrugated cavity is shown (dashed line) for a rotator angle of 30deg. The target frequency fRb
is indicated by the vertical (black) line.
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4.3.4 Feeding mechanism
In our design the feeding mechanism serves two important purposes: we aim at efﬁcient
power transfer to the mode of interest and we also want to use the feed design as an additional
feature in order to suppress the appearance of unwanted modes. The compact size, the tuning
mechanism, the apertures and the AMC boundary conditions all limit the design and the
position of the feed. An optimal choice is to use a feeding mechanism based on a small loop.
In our case it is logical to use a planar technology – the dimensions of the loop are otherwise
too small to obtain precise control. Our idea is to use a Printed Circuit Board (PCB) technology
in order to be able to realize a feeding mechanism based on a planar loop. It can be placed
close to the external shield so that the mode can be driven in the area of the returned magnetic
ﬂux (ﬁgure 4.31). We think this approach is favorable because this technology allows a very
good control of the dimensions.
In this case, the plane of the feeding loop needs to be oriented perpendicular to the z-axis
since the wanted mode is z-independent. The feed can be positioned anywhere along the
height for which the magnetic ﬂux is present. Moreover, from ﬁgure 4.25 it is seen that because
the unwanted mode (1) is of a TM-type it will not couple to the feeding loop (if the loop is
perfectly aligned). If the feed is positioned in the middle of the z-axis, it is clear that the
unwanted modes (2) and (3) are not coupled either – in that region, their magnetic ﬂux is
found orthogonal to the one of the feed.
Coaxial
cableElectrode
Shield
PCB loop Feed position
PCB
 loop
Magnetic field distribution
Z
Z
Figure 4.31 – A scheme of the planar-based, PCB feeding loop and its position inside the cavity.
The loop is ﬂoating (not closed) and it is based on a standard dielectric substrate (not shown
for clarity). The dimensions of the feed are: 2 mm x 2.6 mm, 200 μm line thickness, 17 μm
thickness of the metal, where a standard substrate material, "Rogers RO4003C", is considered.
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Figure 4.32 – Distributed feeding based on two loops. (Left) For the mode of interest the
orientation of the loops is chosen so that the direction of the magnetic ﬂux is identical for
both feeds, when both receive signals that are in phase. (Right) For z 
= 0, the magnetic ﬂux
attributed to the unwanted mode (3) is antisymmetric with respect to the central axis of the
cavity and it will not be coupled by the feeds.
However, we note that, this location is not possible since in this case, the rotator electrodes can-
not be accommodated. It can be concluded that the most optimal position of the considered
feeding loop is situate it as close to the center as it can be practically achieved.
It is worth noting that the above-described solution can be further improved if the feed is
distributed azimuthally. This approach is used, for instance in [116], in order to limit the
modes that contribute to losses and hence minimize the cavity phase shift. In our case, its
simplest implementation would be to include one additional feed to the structure (ﬁgure 4.32)
for which the unwanted mode (3) will not be coupled and the tining range can be increased
even further.
4.3.5 Quality of the obtained ﬁeld
Field homogeneity After it was ensured that the main performance requirements are met,
the next step is to evaluate the quality of the ﬁeld relevant for the atomic clock operation. In
ﬁgure 4.33 we report the ﬁeld distribution at the target frequency fRb (for a rotator position of
≈ 25 deg) found for a cavity with one feed. We can see that the distribution is quite close to the
ideal, non-driven, TE010-like case – along the direction of light propagation the ﬁeld is nearly
constant. In fact, the ﬁeld amplitude found in the central region of the cavity is seen to vary as
little as 2% from the maximum. Moreover, the transverse distribution of the ﬁeld is not too
compromised by the proximity of the rotator electrodes (for the case shown they are situated
in front of the main electrode gap which can be considered as the worst case of perturbation).
One issue is that the ﬁeld is skewed towards the feed – the lack of azimuthal symmetry for the
feed and the cell can lead to the ﬁeld maximum slightly offsetted from the center. The latter is
easily seen in the transverse ﬁeld maps shown in ﬁgure 4.34.
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Figure 4.33 – Hz ﬁeld (amplitude) distribution normalized to the center. Two longitudinal
planes are considered: xz- plane for y = 0 and yz-plane for x = 0. The cell interior is indicated
via the (red) dashed line. The transverse variation of the ﬁeld is more pronounced for the
yz-plane since in our case this plane is situated across the gap.
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Figure 4.34 – Hz ﬁeld (amplitude) distribution normalized to the center. Three transverse (xy)
planes are considered at heights: z = 0.1l (bottom); z = 0.5l (middle); z = 0.9l (top), where l is
the height of the vapor cell. The cell interior is indicated via the (red) dashed line, the light
aperture is indicated via the (purple) dashed line.
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(a) Field across the cavity axis (x = 0,y = 0).
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(b) Field across half of the cell radius (x = b/2,y = 0)
Figure 4.35 – Hz ﬁeld distribution (amplitude) along the height of the vapor cell. The result cor-
responds to the corrugated cavity where the rotator positions from ﬁgure 4.30 are considered.
The ﬁeld proﬁles are case-wise normalized to the amplitude found in the center.
Stability of the ﬁeld homogeneity By deﬁnition, the process of tuning changes the reso-
nance frequency and inﬂuences the homogeneity in our cavity for which, in principle, the
TE010 mode is deﬁned for a single frequency. It is worthwhile to check if the ﬁeld homogeneity
is preserved in the full-tuning range considered in ﬁgure 4.30. The result is reported in ﬁgure
4.35 where we show the Hz component for two longitudinal proﬁles along the height of the cell
interior. It can be seen that, for the considered frequency range of ≈ 130 MHz, the z-variation
of the ﬁeld stays in the 10% range. The slight imbalance, with respect to the center, seen in
ﬁgure 4.35b, is attributed to the presence of the rotator gap (see ﬁgure 4.24).
Field orientation factor In ﬁgure 4.36 we show the distribution of the unwanted magnetic
ﬁeld. As expected for the TE010 mode, the transverse ﬁeld is well-contained within the dielec-
tric segments with the exception of some regions for which the amplitude is not more than
10%, relative to the amplitude of the Hz ﬁeld (found in the center). For the xz-plane, shown
in ﬁgure 4.36, it is seen that these regions are quite symmetric with respect to the cavity axis.
Such an effect can be attributed to the small gap included in the upper part of the electrode
supports, needed to allow rotation. From the distribution for the xz-plane, shown in ﬁgure
4.36, we see that the rotator electrodes do not introduce unwanted ﬁeld in the central region.
However, it can be seen that this is not the case for the feeding loop, which seems the main
reason for the slight degradation of the FOF. Nevertheless, we would like to report that the FOF
found for this cavity is still very high – approx. 98% of the available in the cell ﬁeld is used to
drive the wanted π-transition.
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Figure 4.36 – Unwanted ﬁeld (amplitude) distribution. Two longitudinal planes are considered:
xz-plane for y = 0 and yz-plane for x = 0. The cell interior is indicated via the (red) dashed
line.
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Figure 4.37 – Distribution of the phase shift (degrees) associated to Hz found inside the vapor
cell. Two longitudinal planes are considered for the cell interior: xz-plane for y = 0 and
yz-plane for x = 0.
Q-factor A Q-factor of≈ 170 is found from the simulations, where we have considered losses
in the metal (aluminum), as well as in the vapor cell (Pyrex). At the apertures and the openings
required for the stems, a radiation boundary condition is used.
A note on the phase distribution For completeness, we are interested in the phase distribu-
tion associated to the Hz ﬁeld. Albeit, in principle, this is not among the major concerns in
our studies, it was recently reported that such an effect might be relevant for the performance
of POP clocks [117]. In ﬁgure 4.37 we show the amount of phase shift deﬁned relative to the
center of the vapor cell interior. The presence of the corrugations is not found to have a too
signiﬁcant effect. It can be seen that, for the region of interest, the feed has the biggest impact
on the phase shift.
4.3.6 Design realization and stage of development
We want to note that, in general, both versions of the cavity (with/without corrugations) are
suitable to implement, where the corrugated one is generally more preferable since it allows
larger tolerances for the vapor cell implementation. It is clear that, assuming the traditional
methods used, the corrugated cavity is the more difﬁcult to machine. However, we think that,
for the overall size of this structure (a realistic feel can be obtained from a mockup design
shown in ﬁgure 4.38) the suitable approach is a realization based on additive manufacturing
[118]. We have considered two types of solutions: The cavity can be 3D-printed directly in
aluminum, based on a Selective Laser Melting (SLM) process. Alternatively, a more traditional,
Stereolithography-based process (SLA) can be applied combined with metalization.
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(a) Top view. (b) Front view.
Figure 4.38 – A mockup design of the corrugated cavity made using a standard 3D-printed
technique. Using such an approach allows for a more intuitive analysts in line with the
realization as well as the the various requirements of the physics package.
Figure 4.39 – A ﬁrst prototype based on a SLM-type 3D printing. In the this case the printing
process is realized directly in Aluminum.
In the domain of atomic clock cavities using additive manufacturing is a novel approach.
This means that some additional preliminary studies are needed before applying this method
to the case of the ﬁnally proposed solution. In order to investigate, we ﬁrst considered a
3D-printed realization of a more generic loop-gap geometry where only the main loop-gap
region was 3D-printed (ﬁgure 4.39). This allowed us to inspect the realization and to compare
the performance with a similar, conventionally-realized, structure. The ﬁrst results show
that, considering the tolerance requirements, the structure is identical to the previous re-
alization. The resonance performance of this ﬁrst cavity prototype was initially measured
and showed a close to identical performance in terms of the measured return loss. It can be
concluded that a realization based on additive manufacturing is indeed a suitable solution for
the implementation of the ﬁnally proposed design.
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Modern vapor-cell clocks are now developed up to the point that approach the performance
of passive masers for a fraction of their volume. However, in order to obtain such a high
stability, the requirements for the components that constitute the clock have also increased.
The microwave cavity is a limiting component both in terms of performance and compactness.
Moreover, a new generation of pulsed vapor-cell clocks can reach stabilities for which even
small imperfections of the required ﬁeld quality, namely amplitude and orientation, can lead
to a signiﬁcant degradation of the clock signal. We propose a compact solution that solves this
problem by combining a loop-gap type geometry with an implementation of AMC boundary
conditions. This allows the cavity to resonate at a favorable TE010 mode characterized by a
constant ﬁeld amplitude and a fully parallel orientation along the quantization axis. Two
general directions have been followed throughout the research process:
• Investigation and optimization of the loop-gap geometry
• Analysis and implementation of the TE010 mode
Investigation and optimization of the loop-gap geometry For the majority of implemen-
tations in the community of atomic clocks the (standard) cylindrical geometry is preferred
where various modiﬁcations exist, however they cannot usually combine performance with
compactness. One notable exception is the loop-gap geometry which is known, yet not fully
adopted. As an initial reference point, in our studies, we used such a previously realized loop-
gap cavity which was investigated via a ﬁeld imaging experiment and temperature stability
measurements.
The results from the imaging experiment showed that the transverse distribution of the wanted
ﬁeld in the loop-gap cavity is similar to the much larger standard cylindrical cavity which
conﬁrmed the potential of the loop-gap geometry to provide a well-controlled ﬁeld. However,
it was seen that the ﬁeld distribution driving the clock transition has an offset from the cavity
axis. Such an effect has the potential of degrading the clock performance and it was hence
important to investigate. It was shown to be attributed mainly to the fact that the mechanism
of tuning is based on rotating (and inserting) the non-symmetric vapor cell.
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The experimentally imaged unwanted ﬁeld showed a non-negligible amplitude close to the
center and moreover, the two left/right circularly polarized transverse components were found
non-symmetric – an unwanted effect which leads to degradation of the FOF factor. Since
a similar result was not seen in the general, full-wave, analysis we made a hypothesis of a
possible misalignment existing between the static magnetic ﬁeld the optical beam and the
cavity axis. In order to check, the simpler case of a circular geometry was considered, for
which the ﬁeld misalignment was numerically implemented in a way that physically resembles
the imaging experiment. As expected, it was seen that even a small misalignment might, in
fact, lead to a non-negligible coupling of the unwanted ﬁeld along the central axis of the
cavity. Moreover, it was shown that the most plausible explanation for the distribution of the
unwanted ﬁeld, seen in the experiment, is a misalignment of the optical beam. However, the
observed difference between the circularly polarized components could not be explained by
the effect of misalignment and it was attributed to mechanical noise present at the time of
the experiment. It was also unexpected to ﬁnd that a misalignment of the optical beam can
effectively improve the ﬁeld homogeneity, which is an important conclusion since it means
that the imaging experiment tends to overestimate the ﬁeld homogeneity in the presence of
an optical beam tilt. Overall this model was found useful in terms of realistically representing
the ﬁeld misalignment and allowed quantifying its effect based on the various ﬁgures of merit.
It is simple to implement and in the future can be used as a tool in the interpretation of such
imaging experiments.
After the ﬁeld distribution found via numerical simulations was experimentally conﬁrmed it
was logical to further (numerically) investigate what is the intrinsic homogeneity that could
be achieved in the different possible implementations of the loop-gap cross section. A little
surprising is the fact that structures with a lower number of gaps were found to perform
somewhat better, conversely to some of the reported results available in the literature. In
fact, not many studies were found that aim at improving this type of cavities (in contrast
to lower frequency resonance structures used in MRI for example). It was also understood
that the loop-gap has a surprising potential for miniaturization, mainly because of its many
degrees of freedom. In the literature, the most prominent work related was found from the
EPR community. In our case, based on a relatively simpliﬁed lumped method approach we
were able to get a good physical understanding which helped a lot in the design selection
process.
Since the temperature stability of the cavity is important for the medium and long term
performance of the clock, a dedicated experiment was used in order to verify the temperature
coefﬁcient of the loop-gap. It was measured to be a signiﬁcantly better than the standard
geometry and to be on a par with similar structures reported in the literature. In order to
understand the temperature behavior, we used a simpliﬁed analysis which revealed an intrin-
sic feature of the design that allows engineering the slope of the temperature coefﬁcient by
properly choosing the diameter of the vapor cell. It can be concluded that, considering the
temperature stability the loop-gap geometry is not a compromise in terms of performance.
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Finlay, based on our experimental experience, it can be concluded that a common difﬁ-
culty in the design of these structures comes from the presence of the unwanted modes. This
can play a signiﬁcant role in the degradation of the performance, especially given the fact that
the vapor cell is usually characterized by considerable tolerances. This means that the design
needs to always include an efﬁcient mechanism to tune the resonance frequency in order to
meet the resonance condition for the clock transition.
Analysis and implementation of the TE010 mode In our application, the intrinsic advantage
of the TE010 mode stems from the fact that such a cavity resonates at the cutoff frequency asso-
ciated with the cross section and, as a consequence, the magnetic ﬁeld amplitude is spatially
constant (along the height) and fully parallel to the cavity axis. Additional beneﬁt is the possi-
bility to compact or increase the height of the cavity without affecting the resonance frequency.
First in our analysis, we showed that for the ideal case of PMC boundaries applied to the
top and bottom walls of a cylindrical cavity, it is possible to obtain such a mode for any ar-
bitrary cross section. This is an important conclusion since it means that the concept is in
principle applicable to a variety of structures. The next step was to consider a more realistic
implementation (based on AMC boundaries) in the context of the clock application. In order
to obtain a physical intuition, given the requirements of the physics package, we took the case
of the canonical cylindrical geometry for which we intended to evaluate if the AMC boundary
can be utilized successfully (implemented with a dielectric material transparent for the laser
light). An interesting outcome of the study was that the main concerns of high sensitivity (in
terms of dimensions) turned out not to be true and the mode was found not so restrictive
when a realistic range of production tolerances is considered. Moreover, we also modeled the
temperature stability which, due to an effect of compensation coming from the dielectric seg-
ments, was found to be considerably improved (with respect to the standard geometry). The
latter is not unusual since selectively loading regions of the cavity is a well-known approach
that can be used to improve the temperature performance. As expected, the presence of the
light apertures was found to degrade the ﬁeld homogeneity. However, because it effectively
resembles an additional dielectric loading, we were able to diminish this effect simply by
removing slabs from the dielectrics used for the AMC boundary condition. It is also worth
noting that, even with this relatively simple implementation, the volume of the cavity was
effectively reduced since the height is limited only by the vapor cell. The major difﬁculty in the
implementation of the TE010 cavity comes from the fact that the mode is in principle deﬁned
only for a single frequency. Therefore, the mechanism chosen for the frequency tuning needs
to allow obtaining the mode ideally at the target resonance frequency. However, the speciﬁcs
of the TE010 mode is such that a solution based on the electrical length of the cavity was found
unstable. Alternatively, a (local) perturbation of the circumferential walls was also studied
as a possibility but it was found to have an even more negative impact on the distribution of
the ﬁeld. The conclusion at that stage is that such a simple cylindrical geometry (modiﬁed
149
Summary and conclusions
with a dielectric material) can be in principle easily implemented for the TE010 mode and it is
applicable for a high-performance vapor-cell atomic clock. However, no practical way to tune
the resonance frequency of the cavity was found.
In the next stage of the work our goal was to apply the TE010 mode to the loop-gap type
geometry. In this way it is possible to combine the excellent transverse homogeneity of the
loop-gap cross section with the nearly constant ﬁeld distribution along the height of the TE010
cavity and, moreover, we showed that in terms of temperature performance, compactness
and FOF, such a cavity is a signiﬁcant improvement. The speciﬁcs of the loop-gap structure
were found very beneﬁcial concerning the implementation of the tuning as well as the AMC
boundaries.
Considering the important issue of frequency tuning, it was recognized that the speciﬁc
symmetry of the loop-gap is actually an advantage for the tuning mechanism realization
because it allows a ﬂexible way to change the cross section. Our approach is to introduce
an additional loop-gap structure that can be azimuthally displaced and hence the tuning is
obtained via a perturbation of the returned magnetic ﬂux. In the design of the tuning we aimed
and achieved two main features: the solution is found very ﬂexible in terms of design and it
can be designed for a broad tuning range while at the same time preserving the azimuthal
symmetry; it does not involve displacement of the cell, and hence provides a stable operation.
Based on our studies, the latter proved to be of a crucial importance for the suppression of the
unwanted modes.
Alternative ways to obtain the AMC boundaries were explored for the loop-gap TE010 cavity
where a particularly interesting AMC solution based on a planar PCB structure was studied. It
was found to be fairly easy to manufacture and it is characterized by low production tolerances
and low losses. While, in principle, the size is signiﬁcantly reduced compared to the solution
based on a dielectric ﬁlling, it must be noted that the planar AMC performed well only if large
enough extensions were included, which slightly diminished its compactness aspect. Finally,
it can be also concluded that such a solution opens possibilities for size and cost reduction,
hence it is worth further investigation.
Final design In the last stage of the work, based on our various studies and the lessons
learned from the available experiments, we proposed a novel design suitable for high per-
formance vapor-cell clocks. The cavity is designed to operate at the TE010 mode and it is
based on a six loop-gap structure. The AMC boundaries are realized via dielectric segments in
order to minimize heat loss and also to improve the temperature coefﬁcient. The resonance
frequency is tuned directly through the cutoff of the cross section which is realized using an
additional loop-gap structure. In this way the tuning can be both azimuthally symmetric
and symmetric to the AMC boundaries hence allowing the TE010 mode. Because the vapor
cell is kept ﬁxed (in the tuning process), the ﬁeld is well controlled and the performance in
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terms of homogeneity and FOF is very stable even for a signiﬁcant tuning range. We have also
used large apertures with additional cutoff extensions in order to decrease the ﬁeld leakage.
The dielectric segments used for the AMC are modiﬁed so that the ﬁeld non-homogeneity
arising from the apertures is well mitigated in the region sampled by the optical beam. The
overall volume is about two times lower relative to the standard geometry which is a good
achievement given the substantial improvement of the performance and the fact that, in our
case the vapor cell is chosen to be relatively large. In order to tackle the potential problems
related to the existence of unwanted modes, we provide two additional solutions that were
able to signiﬁcantly increase the isolating between the wanted and the unwanted modes: a
cavity with added corrugations and a possibility for a distributed feed. Although they are
not strictly necessary, depending on the technological limitations, they would improve the
performance if implemented. Moreover, the proposed distributed feed is found to additionally
improve the ﬁeld homogeneity in the vicinity of feeding loop.
In terms of realization, we have chosen the novel approach of additive manufacturing which in
our case is especially suitable since the proposed design is quite a challenge to machine. Using
it we ﬁrst realized a prototype based on a simpliﬁed design which, in terms of performance,
was found comparable to a similar design based on conventional means of realization. For
the feeding mechanism we consider to use a PCB structure, which is favorable in terms of
tolerances, it can be easily reproduced and it allows for a relatively easy implementation of a
distributed feed.
In conclusion: two versions of the design were proposed (with and without corrugations),
which fulﬁll the requirements established in section 1.3.4 and provide homogeneity of the
ﬁeld amplitude of a few % in the central region sampled by the laser light as well as almost
97% proper orientation along the quantization axis. Our design can be compacted, if needed,
since the resonance frequency is independent of the height.
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Maximizing the performance of the TE010 cavity
One possible direction of improvement is to simply increase the height of the TE010 cavity
allowing for increased height of the vapor cell. This means that the number of atoms that "see"
improvement of the ﬁeld homogeneity will also increase hence improving the clock signal.
From a purely electromagnetic point of view, the longer the height of the cavity is chosen to
be, the more sensitive the TE010 mode is. Nevertheless, given the tolerances, the height of the
cavity can be easily scaled by a factor of two while still preserving the ﬁeld homogeneity. This
means that, in principle, the amount of Rb vapor sampled by the light ﬁeld is going to double.
While such a geometry would increase the footprint of the cavity, the height will still be smaller
than the standard geometry. One signiﬁcant difﬁculty stems from the fact that obtaining a
homogeneous temperature distribution in the vapor is more difﬁcult in the case of larger
volumes. Therefore, the problem of heating the vapor has to be modeled accordingly and the
heating mechanism needs to be rethought. Finally, one needs to also consider that due to the
longer path of the laser light (throughout the vapor) the clock operation might be prone to
effects like position shift arising from inhomogeneities associated with the absorption of the
light.
Cavity based on planar loop-gaps
A potentially interesting line of development is related to the planar structure that was dis-
cussed in section 4.2. The goal here is to reduce the realization complexity of the loop-gap
cavities and to explore the industrialization potential of the planar structure. It is realistic to
imagine that the whole loop-gap cavity can be realized using a PCB technology. In fact, such
planar loop-gap structures have been largely employed in EPR applications. In our case, it is
possible to stack several planar resonators along the height of the vapor cell. By controlling
the distance between the planar elements it is in principle possible to obtain the favorable
TE010 mode. Moreover, if for the external shield a simple metal cylinder is used, it would be
feasible for such a cavity to be produced fairly easy. While in terms of temperature stability
this structure would be a tradeoff, given its simplicity, it is worth exploring.
Modeling of the light absorption
In the interpretation of the ﬁeld imaging experiment, the light signal absorbed by the rubidium
vapor is considered according to the Beer-Lambert law. This mainly stems from the fact that
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the imaging experiment was originally developed for an optically thin medium. It means
that the variation of the optical density (and the driving ﬁelds) along the path of the light
integration is negligible. For the case of the atomic clock cavity the vapor cell is no more
optically thin however, the same approximation can be also used. Physically, it means that all
differential volumes inside the cell contribute equally to the clock signal. It is worth noting
that, in general, the application of the Beer-Lambert law implies that the light should not
cause optical saturation or optical pumping. Therefore, in the actual clock implementation,
especially for the case of longer cells, it is justiﬁed to use a model that is better suited to
account for such effects. In this case, the ﬁgures of merit and the interpretation of the ﬁeld
imaging experiment can be updated accordingly so that a more physical notion is obtained
for the optimal design.
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A Field misalignment
Laser beam misalignment When the integration procedure is performed in a cavity with
axis perfectly aligned to the direction of the light, the resulting 2D image of the ﬁeld distribution
represents the traverse variation of the ﬁeld (e.g. if we take the ideal case for which the
longitudinal ﬁeld variation is identical for all points from the cross section, we will obtain
the 2D Bessel proﬁle in the case of the circular cavity). A laser beam misalignment results in
a horizontal displacement of the averaging direction, spread of the shape of the peak of the
averaged ﬁeld and reduced amount of the useful signal. We calculate the driving ﬁelds for a
set of voxels with coordinates created on a standard 3D rectangular grid inside the volume of
the cavity. All voxels corresponding to the same transverse coordinates represent arrays where
the ﬁrst array element is considered situated at the plane of the light source and the last is at
the plane of the detector – ﬁgure A.1. In this case, for example, the value corresponding to
the pixel x1, y1 from the detector plane is obtained by calculating the Riemann sum from the
corresponding array:
Ax1,y1 =
∑
A(x1, y1,zi )Δz, (A.1)
where A is the considered driving ﬁeld that can be evaluated analytically everywhere in the
cylindrical cavity. Physically this corresponds to the signal that will be detected by the detector
at the top plane of the cavity. The displaced direction of the laser light and thus the direction
of the ﬁeld integration can be represented by applying a shear-type mapping to the initial
rectangular grid – ﬁgure A.2. In 3D, the shearing transformation, performed with respect to
the z axis, preserves the volume and the cross section of the laser beam and it will not change
the z-coordinate of the grid points. The transformation can be represented by the matrix
equation:
⎛
⎜⎜⎜⎜⎝
x ′
y ′
z ′
1
⎞
⎟⎟⎟⎟⎠=
⎛
⎜⎜⎜⎜⎝
1 0 a 0
0 1 b 0
0 0 1 0
0 0 0 1
⎞
⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎝
x
y
z
1
⎞
⎟⎟⎟⎟⎠ , (A.2)
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Figure A.1 – The 3D rectangular grid in the cavity is shown for the x-z plane. The elements at
the plane of the light source and at the plane of the detector are pointed out.
Figure A.2 – An example of shear mapping performed in 2D — a unit square before and after
the transformation. Every point that is not found on a will be displaced along x by a distance
proportional to its perpendicular distance to a; m - shearing factor.
where x ′y ′z ′ are the sheared coordinates and xyz are the coordinates of the initially created,
3D rectangular grid. The shearing parameters a and b can be assigned any real values. The
effect of this transformation is to displace the initial x, y coordinates by an amount that
is proportional to the z coordinate, while leaving z unchanged. After the sheared grid is
obtained the total ﬁeld inside the cavity is calculated for the sheared coordinates. A scheme
of the transformed grid can be seen in ﬁgure A.3. The integrated value obtained at the
plane of the detector is associated to the transformed coordinates which depend on the
misalignment of the laser beam and will be different from the original pixel coordinates of the
detector (the detector is ﬁxed and aligned to the axis of the cavity). This is solved by applying
interpolation that maps the integrated ﬁeld obtained at the plane of the detector to the actual
pixel coordinates.
Inﬂuence of the phase difference It is of interest to see what is the distribution attributed to
the unwanted B− and B+ components if a constant phase difference is (artiﬁcially) introduced
between the Bx and By components in the cavity. From ﬁgure A.4 is seen that in this case the
integrated images corresponding to the B+ and B− components appear rotated. In a realistic
cavity such a phase difference may in principle be seen localized in the vicinity of the feeding
loop.
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Figure A.3 – The transformed 3D rectangular grid in the cavity is shown for the x-z plane.
The vertical array of voxels used to calculate the integrated ﬁeld quantity at the detector
plane is obtained for arbitrary displacement of the laser beam. All arrays with voxels having
coordinates outside the radius of of the beam aperture are discarded.
Figure A.4 – 2D integrated proﬁles found for B+ and B− assuming a phase difference φx
between the transverse magnetic ﬁeld components in the cavity.
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B Vapor cell study. Stability of the reso-
nance condition
B.0.1 Variation of the vapor cell dimensions
In this part we study what is the effect of the tolerances associated to the produced vapor cells.
Based on the provided measurements (see ﬁgure B.1) we have determined what are the worst
case deviations concerning the radius and the length of the vapor cell (table B.1).
In order to represent this dimension variations in our simulations we have scaled the nominal
(a) (b)
Figure B.1 – Measured dimension data for different vapor cell realizations. The dashed lines
indicate the mean values. The nominal value for both the radius and the height is 25 mm.
External height External diameter
nominal 25 25
min 24.85 24.6
max 25.38 24.97
Table B.1 – The extreme values found for the measured dimensions of the vapor cell (mm).
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vapor cell geometry in height (along z) and width (perpendicular to z). The scaling coefﬁcients
are deﬁned relative to the nominal dimensions (table B.2). Based on this, in order to study the
effect on the resonance frequency we have grouped four different cases (table B.3). In this way
we are able to cover the worst-case combinations of tolerances that apply to the cell. In order
to obtain the resonance condition for these 4 cases, we have chosen the two extreme cases for
the gap size: 2.5 and 2.6 mm. This choice is justiﬁed because for these cases the separation
between the modes is the smallest. It can be seen (ﬁgure B.3) that the wanted resonance is
not too inﬂuenced for cases 2 and 4, where the resonance condition is obtained for tuning
distance close to the nominal case. On the other hand cases 1 and 3 cannot reach resonance
condition at all.
Worst realizations in terms of the wanted mode
It can be directly seen that cases 1 and 3 differ to to 2 and 4 in terms of the transverse scaling.
It can be concluded that the worst realizations are the ones that have the minimum value
found for the diameter (in other words the largest deviation). Size variation in terms of length
is not so crucial – the difference between the separate cases 1 and 3 is not so pronounced
(the same is valid when the separate cases 2 and 4 are compared). It can be thus concluded
that the worst cells are the ones that have the smallest diameter with respect to the nominal
(that would be also the case if they had larger but, as previously discussed, this is not allowed
because of the production technology).
Worst realizations in terms of the unwanted mode
From ﬁgure B.3, for the unwanted mode, can be seen that for large positive tuning cap dis-
tances (when the cell is removed away) all simulated cases converge close to the nominal one.
However, when the tuning cap is inserted, cases 1 and 2 remove away the unwanted mode
from the nominal (hence they are favorable) while cases 3 and 4 bring the unwanted mode
closer and hence they are not favorable. If for example, cases 2 and 4 are taken from table
B.3. It can be seen that both are characterized by the same scaling for the radius but different
scaling for the heights. It can be thus concluded that the height of the cell is the main reason
that plays a role in bringing the unwanted resonance closer when the cell is deeply inserted.
Furthermore, it can be seen that the cells having longer than the nominal height are the worse
ones.
So considering the above analysis, it can be ﬁnally concluded that, the worst case corre-
sponds to case 3 from table B.3, where we have somewhat put more importance into obtaining
the resonance condition rather than the separation of the modes.
Separate cell realizations
According to the above discussion and considering the cell dimensions in table B.4 we consider
cell the "3304" to be a representation of the worst case that is considered in the simulations. It
can be seen that this corresponds to the case 3, reported in table B.3.
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Scaling along z Scaling transverse to z
nominal 1 1
min 0.994 0.984
max 1.0152 0.9988
Table B.2 – Scaling factors applied to the cell dimensions in the simulations. The scaling along
z is related to the height of the cavity, while the scaling transverse to z is needed for the radius.
From the values it can be concluded that the relative variation of the radius is in the range:
-0.12% ÷ -1.6%, while for the height we have: -1.5% ÷ +0.6%.
Simulated cell Scaling along z Scaling transverse to z
case 1 0.994 (min) 0.984 (min)
case 2 0.994 (min) 0.9988 (max)
case 3 1.0152 (max) 0.984 (min)
case 4 1.0152 (max) 0.9988 (max)
Table B.3 – Four separate cases of the simulated cell.
B.0.2 Variation of the cell permittivity d
The inﬂuence of a potential deviation from the nominal dielectric constant (associated to the
vapor cell) is shown in ﬁgure B.4. It can be seen that both the wanted and unwanted modes
are affected in a similar way.
Name of the cell Max height Min height Max diameter Min diameter
“boro vide” 1v 25.21 25.11 24.92 24.63
“boro vide” 2b 25.35 25.15 24.86 24.60
3302 25.26 24.9 24.86 24.63
3304 25.38 25.32 24.76 24.61
3305 25.04 24.85 24.97 24.71
Table B.4 – Extreme values for the measured cell dimensions (mm).
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(a) (b)
(c) (d)
Figure B.2 – Resonance frequency as function of the tuning cap distance for cavities with gaps
2.5 and 2.6 mm. The four different cases correspond to the dimensions of the vapor cell scaled
according to table B.3. The nominal case is indicated by the dashed line and corresponds to
the result shown in B.3. The resonance frequency required for the clock transition fres = 6.835
GHz is indicated via the black line.
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(a) (b)
Figure B.3 – Resonance frequency as function of the tuning cap distance for a cavity with a
gap of 2.4 mm. The case shown corresponds to the cell "3304" which is considered as the
worst case (case 3 reported in table B.3). The nominal case is indicated by the dashed line.
The resonance frequency required for the clock transition fres = 6.835 GHz is indicated via the
black line.
(a) (b)
Figure B.4 – Resonance frequency as function of the tuning cap distance for a cavity with gap
2.6 mm. The cases shown correspond to ±5% variation of the cell dielectric constant with
respect to the nominal case (indicated by the dashed line). The resonance frequency required
for the clock transition fres = 6.835 GHz is indicated via the black line.
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