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RÉSUMÉ
Dans ce mémoire, nous nous intéressons à l’étude de l’effet de l’apport d’azote
sur les propriétés physiques de l’alliage GaAsN. Nous avons en particulier étudié les
propriétés structurales et électroniques de cet alliage en nous servant de la théorie
de la fonctionnelle de la densité dans le cadre de l’approximation de la densité locale
avec une base d’ondes planes et de pseudopoteiltiels.
Nous avons tout d’abord calculé les propriétés physiques des semi-conducteurs
binaires GaAs et GaN. Par la suite, nous avons déterminé les structures géométriques
d’équilibre des composés Ga108As107N1, Ga64As63N1 et Ga32As31 N1. Concernant les
propriétés électroniques de l’alliage, nous avons mis en évidence la décroissance ra
pide de l’énergie de la bande interdite de l’alliage en fonction de la concentration
d’azote. ce qui corrobore l’expérience. Nous avons aussi trouvé que, dans le GaAsN,
l’azote favorise des interactions interatomiques dans les directions 11101. Finalement,
nous avons étudié l’effet de la contrainte de croissance dans le GaAsN. Les résultats
montrent que la contrainte n’affecte pas en général la structure de bandes électro
niques de l’alliage mais renforce la décroissance du gap d’énergie.
Mots-clés : Théorie de la fonctionnelle de la densité, semiconducteurs III-V, al
liage, GaAsN, bande interdite, structure de bande, contrainte épitaxia]e.
ABSTRACT
In this pro ject, we have been interested in studying the role of the nitrogen on
the physical properties of GaAsN and their changes with nitrogen concentration.
We have invcstigated especially structural arid electronic properties by the method
of density fonctionnel theory within the local density approximation, using a plane
wave and pseudopotential’s basis set.
We calculted firstly the physical properties of the binary semiconductors GaAs
and GaN. Then we determined the geometry of the relaxed ground state for
Ga108As107N1, Ga64As63N1 and Ga32As31N1. We fbund that the energy gap decreases
quickly compared to GaAs, which is in agreement with the experimental resuit. We
also found that the nitrogen atom favors 11101 directionnal interaction. Finally, we
study the affect of the epitaxiaÏ constraint on GaAsN. We found that the constraint
doesn’t effect in general the electronic baud structure but it reinforces the decrease
of the hand gap energy.
Key-words Density functional Theory, III-V semi-conductors, Alloy, GaAsN,















CHAPITRE 1 :L’ALLIAGE TERNAIRE GaAsN
1.1 Intérêt technologique .
1.2 Croissance structurale du GaAsN
1.3 D’autres applications du GaAsN
1.4 Intérêt physique
Diminution de la bande interdite dans l’alliage
Discussion des états E et E_










CHAPITRE 2 t CADRE THÉORIQUE
2.1 Méthodes ab initio
2.2 Théorie de la fonctionnelle de la densité
2.2.1 Idée de la fonctionnelle de la densité
2.3 Théorèmes de Hohenberg et Kohn ‘1
2.3.1 Premier théorème de Hohenberg et Kohn [‘Ï
2.3.2 Deuxième théorème de Hohenberg et Kohn ‘1
2.4 Équations de Kohn-Sham






2.6 Ondes planes et théorème de Bloch dans le formalisme DFT . . . 23
viii
2.7 Approximations Numériques 24
2.7.1 Approximation de l’énergie de coupure 24
2.7.2 Échantillonnage des points k 25
2.7.3 Pseudopotentiels 5
2.7.4 Méthode des pseudopotentiels à normes conservées 26
CHAPITRE 3 ÉTUDE PRÉLIMINAIRE DES COMPOSÉS BINAIRES
GaAs ET GaN 27
3.1 Propriétés structurales 27
3.1.1 Structure cristalline 27
3.1.2 Modélisation et description de la méthode de calcul 27
3.1.3 Calcul des paramètres de maille et des modules de compression 2$
3.2 Propriétés électroniques 29
3.2.1 Structure de bande 30
3.2.2 Masse effective 33
3.2.3 Densité d’états électroniques totale 35
3.3 Étude de la variation de niveaux de la bande de collduct ion en fonction
de la pression hydrostatique 36
CHAPITRE 4 :ÉTUDE THÉORIQUE DE L’ALLIAGE TERNAIRE
GaAsN 40
Étude du GaAsN volumique 41
4.1 Introdllction 42
4.2 Propriétés structurales du GaAsN 42
4.2.1 Modélisation 42
4.2.2 Détermination des structures d’équilibre 42
4.2.3 Variation du paramètre de maille en fonction de la concentration 44
4.2.4 Influence d’une impureté d’azote sur la longueur des liens ato
miques dans le Ga32As31N1 45
4.3 Propriétés électroniques 47
4.3.1 Effet de la relaxation structurale sur la structure électronique
du GaAsy_N 47
4.3.2 Variation du gap de l’alliage GaAs1_2N 47
ix
4.3.3 Confirmation de la coexistence de deux régimes structuraux
du GaAsN influençant sa bande interdite 50
4.3.4 Calcul des pentes et vérification de la variation du paramètre
de maille en fonction de la concentration d’azote 52
4.3.5 Structure de bandes électroniques 52
4.3.6 Comparaison de la structure de bande du Ga32As31N1 relaxé
avec le Ga32As32 53
4.3.7 Étude de l’effet de la relaxation du GaAs31N1 sur le GaAs 53
4.3.8 Densité d’états électroniques totale du Ga32As31N1 55
4.3.9 Densité d’états électroniques partielles du Ga32As31N1 55
4.3.10 Effet de la pression hydrostatique sur les niveaux d’énergie du
GaAs1_N 56
II Étude du GaAsN contraint 59
4.4 Introduction . 60
4.5 Étude théorique de la contrainte structurale 60
4.6 Effet de la contrainte structurale sur les propriétés structurales . . 62
4.7 Effet de la contrainte sur les propriétés électroniques 63
4.7.1 Structure de bande électronique 63
4.7.2 Simulation du GaAs avec les contraintes structurale de la




1.1 Spectre d’absorption d’une fibre optique fabriquée à base de sitice (Si02) 4
1.2 Variation des bandes interdites en Jonction des paramètres de maille
des altiages III- V [21 6
1.3 Spectre d’étectroréflectance de l’attiage GaAsi_N, avec xO.O22, dé
posé sur un substrat de GaAs. Le transition du gap du GaAs à 1.52 eV
est notée (E0 + A0). Le déplacement du gap du GaAso022 No978/GaAs
est observé à 1.19 eV (E0). Un autre pic apparaît très bien à 1.83
eV, correspondant à l’énergie E+ 9
3.1 Structure zinc biende de l’arséniure de gallium 28
3.2 Zone de Brittouin de ta structure zinc btende 30
3.3 (a) Exemptes d’une maille élémentaire dans un réseau à deux dimen
sions, (b)Maille de Wigner-Seitz 31
3.4 Structure de bande du GaAs 32
3.5 Structure de bande du GaN 32
3.6 Densité d’états électroniques du GaAs 36
3.7 Densité d’états électroniques du GaN 37
3.8 Variation des niveaux d ‘énergie aux points de haute symétrie en jonc
tion de ta pression hydrostatique pour le GaAs 38
3.9 Évolution de la bande interdite du GaN en jonction de ta pression
hydrostatique 39
4.1 Variation du paramètre de maille du GaAsi_N en jonction de ta
concentration; en médaillon, les mesures expérimentales /5] 45
4.2 Influence de l’azote sur tes liens Ga-As dans le cas du Ga39As31N1 et
du Ga27As26N1 46
4.3 Visualisation de la structure du GaAs31N1 48
xi
4.4 Comparaison de ta structure de bande du GaAsN retaxé et non retaxé
pour une concentration de 3.125Yo dans te système à 6.. atomes. Les
courbes discontinues représentent tes bandes d’énergie du Ga32 As31 N1
retaxé.Les courbes continues représentent tes bandes d’énergie du Ga32As31N1
non retaxé 49
4.5 Déptacement de t’énergie de gap du GaAsN en fonction de ta concen
tration d’azote catcuté à t ‘aide de ta méthode LAP W et ta Jonctionnette
GGA de Enget et Vosko (E V,? à partir des structures retaxées de ta
section 1 de ce chapitre. Les points noirs représentertt tes structures
GFC; tes points btancs sont ceux qui représentent tes structures CS;
tes cerctes hachurés représentent tes gaps d’énergie caïcutés dans te
présent trayait 51
4.6 Comparazson de ta structure de bande du Ga32As31N1 avec cette du
Ga32As32 54
4.7 Comparaison de ta structure de bande du Ga32As31N1 avec cette du
GaAs contraznt (ta contrainte étant tes positions du GaAsN retaxées
imposées au GaAs) 54
4.8 Densité d’états étectroniques totate du Ga32As31N1 55
4.9 Densités d’états partiettes du Ga32As31N1 57
4.10 Effet de ta pression hydrostatique sur tes niveaux d’énergie du Ga32As31N1. 58
4.11 Variation du paramètre de maitte en fonction de ta concentration
d’azote; aj.theo et sont te paramètre de maitte contraint théo
rique catcuté dans te présent trayait et te paramètre de maitte expéri
mentat, respectivement 63
4.12 Structure de bandes d’énergie du GaAsN contraint (contrainte épi-
taxi ate) 64
4.13 Structure de bandes du GaAs contraint par ta contrainte épitaxiate
apptquée au GaAsN (comme ci- haut) 65
LISTE DES TABLEAUX
3.1 Paramètres de maiÏtes et modules de compression calcutés dans le pré
sent travail comparés aux résultats expérzmentaux et théoriques de ta
littérature; a est te paramètre de maille, t est ta longueur de la liaison
atomique et B est te module de compressiov 29
3.2 Énergies de gap du GaAs et du GaN, respectzvement, aux points de
haute symétrze 33
3.3 Masses effectives des porteurs de charqes du GaAs au point F. mc/me
est la masse effective de l’électron dans la première bande de conduc
tion; mL/mC est la masse effective des trous lourds et m/me est ta
masse effective des trous légers 35
3.4 Comparaison de ta valeur dE/dP (meV/bar) pour le GaAs et le GaN
avec des valeurs expérimentales et théoriques de la littérature 37
4.1 Tableau représentant tes différentes structures optimisées; x désigne
la concentration d’azote dans le GaAsiN 43
4.2 Tableau comparatif des gaps d’énergie calculés par te code Abinit et
ceux calculés par te code WIEN2K à partir des structures relaxées
dans le présent travail /5] 50
INTRODUCTION
Depuis la découverte des semi-conducteurs, la technologie de l’information ne
cesse de progresser. En effet, grâce à leurs propriétés physiques remarquables, ils
suscitent actuellement un intérêt croissant pour l’industrie des télécommunications.
En particulier, la nature directe du gap de certains semi-conducteurs a permis l’essor
de nombreux dispositifs optoélectroniques pour des applications dans le domaine des
télécommunications par fibres opticlues. En ce sens, l’avènement des lasers â semi
conducteurs a offert de nouvelles alternatives pour atteindre les meilleures transmis
sions à travers les fibres optiques.
Les défis pour l’industrie télécommunications est d’obtenir des matériaux qui
permettraient les meilleures transmissions atténuation dans les fibres optiques. Un
tel objectif n’est possible qu’à l’aide matériaux lasers émettant dans la gamme de
longueurs d’ondes 1.3 im et 1.55 im. Les lasers à semi-conducteurs seraient les
matériaux de choix pour de telles applications. Actuellement, les matériaux les plus
prometteurs dans ce domaine sont les semi-conducteurs III-V [6] car en variant leur
composition, il est possible de couvrir une large gamme de longueurs d’ondes.
Récemment des études ont montré qu’il est possible d’atteindre efficacement la
gamme de longueurs d’ondes destinées aux télécommunications par fibres optiques
grâce au dopage de l’arséniure de gallium par l’azote 1. En effet, l’incorporation
de quelques pour cents d’azote dans le GaAs permet de réduire rapidement son gap
d’énergie, et ainsi couvrir les longeurs d’ondes désirées. De plus, le gap d’énergie du
GaAsN reste direct. Ces propriétés lui confèrent un potentiel considérable pour réa
liser des matériaux lasers pour les fibres optiques. D’autre part, la présence d’azote
dans l’alliage conduit à ne réduction de son paramètre de maille. La combinaison
de ces effets n’est pas habituelle dans les semi-conductellrs III-V, et permet de nom
breuses applications telles que la fabrication de puits quantiques sur le GaAs, le InP,
le mAs ou encore sur le silicium [4[ Par ailleurs. des applications dans le domaine
photovoltaïque peuvent être réalisées [8J•
Néanmoins, si les applications pratiques du GaAsN sont éventuellement impor
tantes, la compréhension fondamentale du changement de ses propriétés physiques
n’est pas encore très claire. En particulier, la réduction surprenante de son gap
d’énergie par l’ajout d’azote reste un sujet â controverse, et fait d’ailleurs l’objet
d’intenses recherches actullement C’est dans le but d’élucider l’origine du chan
gement des propriétés du GaAs sous l’effet d’un dopage d’azote que nous dédions le
présent travail.
Nous proposons une étude théorique de l’alliage GaAsN par des méthodes ai)
initio en faisant appel à la théorie de la fonctionnelle de la densité (DFT). Cette
théorie est une des méthodes les plus utilisées actuellement pour simuler les proprié
tés de la matière à l’échelle atomique. Elle permet en fait la résolution de l’équation
de Shridinger en ne nécessitant aucun paramètre expérimental et en utilisant un
minimum de ressources informatiques en comparaison à d’autres méthodes ai) ini
tio. Pour nos calculs, nous nous sommes servis du code Abinit, qui utilise une base
d’ondes planes et des pseudopotentiels. Entre autre, nous utilisons l’approximation
de la densité locale pour l’énergie d’échange et de corrélation.
Ce document est divisé en quatre chapitres. Le premier chapitre concerne une
étude bibliograpique, exposant nos recheches respectives sur le GaAsN. Ce chapitre
sert d’introduction aux chapitres suivants.
Le second chapitre présente le cadre théorique dans lequel a été effectué ce travail.
Nous discutons, en particulier, des fondements de la théorie de la fonctionnelle de la
densité. Nous exposons aussi les principes sur lesquels sont fondés les différentes ap
proximations physiques et numériques utilisées dans le code Abinit. Nous discutons
également du formalisme des ondes planes ainsi que de celui des pseudopotentiels.
Dans le troisième chapitre, nous présentons une étude préliminaire des semi
conducteurs binaires, sur lesquels ont été construits le GaAsN. L’objectif de ce
chapitre sert d’une part à reproduire les propriétés physiques connues des semi
conducteurs volumiques GaAs et GaN, et d’autre part de valider la méthode de
calcul utilisée. Les résultats obtenus dans ce chapitre servent de référence à notre
étude sur le GaAsN.
Le dernier chapitre, qui constitue la plus grande partie de ce mémoire, porte sur
l’alliage ternaire GaAsN. Ce chapitre est divisé en deux parties. La première concerne
l’étude des propriétés structurales et électroniques de l’alliage ternaire volumique et
la seconde est dédiée à l’étude de l’effet de la contrainte structurale du composé
GaAsN sur un substrat GaAs.
CHAPITRE 1
L’ALLIAGE TERNAIRE GaAsN
Dans ce chapitre nous proposons une brève synthèse des travaux sur l’alliage
GaAsN permettant de mieux cerner et orienter notre recherche.
1.1 Intérêt technologique
Comme nous l’avons indiqué dans l’introduction, actuellement le GaAsN compte
parmi les matériaux les plus prometteurs pour l’optoélectronique. En particulier,
le GaAsN révèle un intérêt considérable dans le domaine des télécommunications
par fibres optiques. Celui-ci pourrait éventuellement émettre efficacement dans la
gamme de longueurs d’ondes destinées à véhiculer l’information à travers les fibres
optiques.
Les fibres optiques sont des matériaux généralement fabriqués à base de silice,
qui est un composé oxygéné du silicium ($i02). Comme le montre la figure 1.1, leur
spectre d’absorption fait apparaître un pic intense à la longueur d’onde 1.4 ,irn. Ceci
se traduit par une dispersion maximale de la lumière qui entraine une forte perte de
la propagation de l’information à cette longueur d’onde. Par contre, une plus faible
dispersion dans les fibres optiques s’observe aux minima du spectre, soit à 1.3 pm et
1.55 jrn. En fait, ces fenêtres spectrales correspondent à la plus faible atténuation
dans les fibres optiques, permettant d’éventuelles applications en transmission sur
de longues distances, notamment dans le domaine des télécommunications. En effet,
des performances réalisées dans la technologie des fibres optiques ont montré la
possiblité d’acheminer une très grande capacité (soit de 15 Tbits/s) sur de très
grandes distances (pouvant atteindre jusqu’à 150 kilomètres) [‘°1
Dans cette dernière décennie les lasers à semi-conducteurs se sont imposés dans
un nombre croissant d’applications en optoélectroniques, et notamment dans l’in
dustrie des communications par fibre optique. Les semi-conducteurs III-V à gap
direct tels que le GaAs, le InP et les alliages associés sont largement utilisés dans
ce domaine d’application. L’intérêt paratique de ces semi-conducteurs provient du
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FIG. 1.1: Spectre d’absorption d’une fibre optique fabriquée à base de silice (Si02).
électroniques et optiques en variant leurs compositions ou encore en élaborant des
hétérostructures, etc. Comme le montre la figure 1.2, en réalisant des alliages ter
naires à partir des composés binaires III-V, une large gamme de longueurs d’ondes
est ainsi couverte. L’une des alternatives les plus spectaculaires et les plus surpre
nantes pour atteindre efficacement le but des télécommunications par fibres optique
s’avère celle du dopage de l’arséniure de gallium par l’azote. En effet, l’incorporation
de quelques pourcents d’azote dans le GaAs permet une décroissance très rapide de
sa bande interdite en réduisant aussi son paramètre de maille. Cette réduction est
très forte comparée aux autres semi-conducteurs III-V. En d’ailleurs, ce comporte
ment est inhabituelle en comparaison même aux autres nitrures III-V, qui changent
généralement leur bande interdite de façon très prononcée141.
En effet, les mécanismes responsables de ce changement dans les propriétés sont
diverses et trés controversés dans la littérature.
1.2 Croissance structurale du GaAsN
La technique la plus répandue pour la réalisation du GaASN est l’pitaxie par
Jet Moléculaire (EJM ou encore MBE Molecular Beam Epitaxy). Cette méthode






cipe est en fait d’évaporer des molécules se trouvant dans des cellule par chauffage.
Ces molécules sont transformées en gaz sous évaporation et vont venir se déposer
progressivement sur le substrat sous vide ppussé de l’ordre de 10_6 mbar. Le flux
moléculaires en direction du substrat est contrôlé généralement en variant la tem
pérature des cellules (voir la référence [11]). Par ailleurs, les sources utilisées dans la
EJM peuvent être en phase solide comme le As, Ga, Al, In, Si ou en phase gazeuse
comme le AsH3, PH3, Ga, In, Al ou (Si, Be). Cette technique a l’avantage d’utiliser
des matériaux de très haute pureté. Cependant, la durée de la croissance est lente.
Dans le cas du GaAsN, la croissance cristalline se fait sur le GaAs. Les sources
de gallium et l’arsenic sont généralement introduites dans les cellules en phase solide
ou gazeuse; par la suite, ils sont évaporés par chauffage. Pour l’azote, plusieurs
types de précurseurs ont été utilisées comme source. Il s’agit des gaz NH3 [12-14] et
d’azote (N2) [15] et les organo-métalliques comme le dimethylhydrazine (DMHy) [16],
le monomethylhydrazine [17], L’hydrazine [18], Le tertiarybutylhydrazine (TBHy) [19]
et le trifluorine d’azote NF3 [181rn très efficace pour fournir l’azote.
Dans le NH3, l’azote est dissocié par chauffage dans les cellules sources. Dans le
cas du N2, la fragmentation de l’azote nécessite de très hautes températures. Pour
ce faire, des cellules plasma sont utilisées. Celles-ci induisent la décharge du N2 par
ionisation. Ainsi, un flux radical (RF) d’azote est obtenu. La puissance du RF varie
entre 200 et 500 Watt. Le contrôle de la croissance se fait par la pression. Cette
technique permet d’atteindre des concentrations plus élevées d’azote. Quant à la,
série des organo-métalliques, la technique est une croissance en phase vapeur. Cette
technique est en fait couplée à L’EJM.
La croissance utilisant ces organo-métalliques est l’épitaxie en phase vapeur des
organo-métalliques (EPVOM, MOCVD Metalo-Organic Chamical Vapor Phase).
Cette technique est basée sur la réaction de flux gazeux organiques à la surface d’un
substrat à haute température. Dans cette méthode toutes les sources sont en phase
gazeuse et ce qui la distingue de la EJM est qu’elle ne nécessite pas de vide poussé.
D’autre part, l’accès à des vitesses de croissance élevées est possible. Dans le GaAsN,
les sources utilisées pour la croissance d’azote sont, par exemple, le Triméthylgallium
ou le Diéthylarsenic pour les éléments Ga et As, respectivement. Les précurseurs
d’azote sont les organo-métalliques indiqués dans le paragraphe précédant. À l’aide













fIG. 1.2: Variation des bandes interdites en fonction des paramètres de maille des
attiages III- V .
pu être réalisées.
En fait, ces méthodes de croissance induisent de nombreux processus physico
chimiques influençant les propriétés du GaAsN. Par exemple, la vitesse de croissance,
la températue de croissance et la pression sollt à l’origine de défauts tels que
les défauts morphologiques, l’incorporation d’impuretés comme l’hydrogène ou les
oxydes lors de la croissance, etc. En ce sens, d’intenses recherches se font pour
comprendre les processus de croissance du GaAsN. Malheureusement, il est difficile
de simuler ces mécanismes de croissance. Par exemple, la majorité des calculs ab
initio modélisant la croissance des matériaux se font sur les effets des contraintes de
tension ou de compression à la surface du substrat et du matériau accrû.
1.3 D’autres applications du GaAsN
Les applications du GaAsN sont très variées, par exemple, des puits quantiques
construits à base du GaAsN que l’on dépose sur des substrats de GaAs ou de InP,
mAs permettent l’obtenir des dispositifs des gaps d’énergie allant de 0.6 eV à 1 eV [4],
utilisés comme détecteurs ou émetteurs de lumière. Pour des concentrations données




d’ondes opérant dans le domaine des télécommunications mentionné ci-haut.
D’autre part, le GaAsN entre dans le cadre de nombreuses autres applications
en photonique et en microélectronique. Par exemple, l’incorporation de 2 % d’azote
dans le GaAs permet d’obtenir un alliage ayant un paramètre de maille compatible
avec le silicium. En effet, des matériaux à gap direct réalisées par le dépôt de tels
alliages sur le silicium peuvent ainsi être synthétisés. Par la suite, il est possible
d’obtenir des matériaux non seulement intéressants du point de vue économique
en considérant l’abondance du silicium dans la nature, mais aussi du point de vue
technologique. De plus, cette technique est très bien maîtrisée.
Ajoutons que le GaAsN est un très bon matériau pour la fabrication de cellules
solaires [8]• En effet, le remplacement de quelques cellules solaires de InGaP-GaAs
par des cellules à base de InGaAsN/GaAsN, améliore le rendement de l’effet photo
voltaïque* de 70% [4,8]
Relativement à ses intérêts pratiques, le GaAsN occupe de plus en plus les cher
cheurs. Ses propriétés physiqiles particulières, son énergie de gap directe, la réduc
tion de son énergie de gap rapide pouvant couvrir la gamme de longueurs d’ondes
de l’infrarouge (bande interdite allant 0.8 eV à 1 eV) selon la concentration de
l’azote incorporée dans l’alliage lui procure des avantages aussi bien pratiques que
fondamentaux. D’ailleurs, nous dédions à ce propos la section suivante pour exposer
les différentes étapes de recherche réalisées pour la compréhension des propriétés
physiques du GaAsN.
1.4 Intérêt physique
1.4.1 Diminution de la bande interdite dans l’alliage
L’expérimentation sur les matériaux fabriqués à base de l’alliage ternaire
GaAsi_N1 s’est intensifiée au début des années 90 suite aux succès remportés dans
le domaine des matériaux III-V. La combinaison des différents éléments chimiques
qui composent ces matériaux permet de varier leurs propriétés structurales et élec
troniques. En particulier, elle permet de changer leurs paramètres de maille ainsi
que leurs bandes interdites et ce, en fonction de la concentration (voir la figure 1.2).
L’une des propriétés les plus remarquables de l’alliage GaAs1_1N est la diminution
*Leffet photovoltaïque consiste à transformer l’énergie lumineuse en électricité.
$
rapide de son gap d’énergie sous l’effet d’azote.
Généralement, le changement du gap dans les alliages de type AB1C est bien
représenté par la règle suivante
L\Eg(x) = E9(x)— [(1 —i)E9(AC)+xE9(BC)j = —bx(1 —x). (1.1)
L’expression 1.1 fait apparaître un coefficient, b, “le bowing”, relié à la courbure du
gap d’énergie en fonction de la. concentration. Sa valeur est habituellement de l’ordre
de 1 eV. Exceptionnellement, dans le cas des nitrures III-V, b est de l’ordre de 1$-
20 eV, dépendant fortement de la concentration d’azote [4J• Il est encore plus grand
pour de faibles concentrations d’azote (x < 1%), pouvant atteindre 26 eV [91 Pour le
GaAsN, le coefficient b peut atteindre 40 eV, dans le cas des très faibles concentration
d’azote dans l’alliage. Du point de vue fondamental, cette anomalie a incité de
nombreux chercheurs à étudier les mécanismes responsables du comportement plutôt
particulier de cet alliage.
De nombreuses études ont mis en évidence la réduction du gap en fonction de la
concentration d’azote. Les premiers calculs théoriques furent effectués par le modèle
diélectrique de Van Vechten [4[ La réduction du gap est expliquée par l’électronéga
tivité de l’atome d’azote. Ces calculs montrent un très bon accord avec l’expérience
pour les concentration d’azote inférieures à 2 ¾. Par contre, selon ce modèle des gaps
négatives sont trouvés pour les plus grandes concentrations et la courbure maintient
une valeur constante. Ces derniers résultats ont été malheureusement contredits par
des mesures expérimentales de photoluminescence 14,20,211 En fait, la valeur de la
coubuTe b décroît avec la concentration d’azote. Des calculs ab initio basés sur la
LDA ont confirmé la validité de ces expériences, mais dans la limite des concen
trations supérieures à 2% [4,22-241 La réduction de b a été expliquée par la nature
très localisée de la perturbation qu’introduit l’azote dans l’alliage. Cet effet est de
même associé à la plus petite taille de l’atome d’azote ainsi qu’à sa nature chimique
éléctronégative différente comparée à celles du gallium et de l’arsenic.
Une étude plus récente, employant la méthode de la DFT dans le cadre de la LDA,
qui utilisent une base FPLMTO (Full Potentiel linear Muffin-tin Orbital Method)
[251, appuient ces explications. Or, selon cette étude la diminution du gap est plutôt
attribuée à une brisure de symétrie dans l’alliage, qui fait en sorte qu’il y a interaction
entre les orbitales L et F du GaAs par la présence d’azote.
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FIG. 1.3: Spectre d’électroréflectance de l’alliage GaAsi_N, avec xO.O22, déposé
sur un substrat de GaAs. Le transition du gap du GaAs à 1.5e eV est notée (E0+A0).
Le déplacement du gap du GaAso022N0.978/GaAs est observé à 1.19 eV (E0). Un
autre pic apparaît très bien à 1.83 eV, correspondant à l’énergie E /3,]
En outre, les calculs LDA montrent de meilleures résultats pour la valeur de la
courbure b en tenant compte de l’effet de la contrainte de croissance du GaAsN/GaAs
[4,24]
Entre autres, toutes les mesures de photoluminescene montrent un déplacement
considérable du pic de résonance vers l’infra-rouge quand la concentration d’azote
augmente. De plus, les pics d’absorption montrent une transition directe du maxi
mum de la bande de valence vers le minimum de la bande de conduction. De plus,
ces mesures montrent que la diminution du gap d’énergie sous l’effet de l’azote est
rapide. Pour une concentration de 2.2 %7o d’azote le gap diminue d’environ 330 meV.
Dans la figure 1.3 le spectre d’électroréfiectance de la composition GaAs0978N0022
illustre bien ces transitions [31
D’autre part, plusieurs résultats expérimentaux et modèles théoriques indiquent
que cette bande se définit par un mélange d’états d’azote et de GaAs. Ainsi, la
première bande de conduction serait la conséquence d’une superposition d’états.
D’autres calculs utilisant des modèles empiriques et des pseudopotentiels [91,
n’indiquent aucun état d’azote dans la première bande de conduction. Néanmoins,
quelques études suggèrent que l’état électronique de l’azote est supposé être très éloi
gné de la première bande de conduction et ne l’affecte que par un effet perturbatif
[4,26] Nous parlerons plus en détail de cet effet dans la section suivante.
1.0 12 lA. 16 U 2.0 22 24
Potmy(cY)
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Par ailleurs, bien d’autres explications ont été avancées pour interpréter cette
diminution du gap. Par exemple, la formation d’agrégats d’azote, et en particulier
de paires d’azotes, est fréquemment discutée dans la littérature. Cette suggestion
est vérifiée à l’aide de la loi suivante
=
où x est la concentration du dopant. c est un exposant compris entre O et 1. Dans le
cas des semi-conducteurs dopés de type n ou p où l’impureté présente des états liés
(localisés), la valeur de c est i27l Cependant, dans le cas où l’impureté incorpo
rée dans le semi-conducteur est isoélectronique , la valeur du coefficient n est très
proche de 1. Concernant le dopage de l’arséniure de gallium par l’azote, bien que
l’azote isolé ne forme pas d’états liés, les paires d’azote dans le GaAsN en forment
des états liés, donnant une valeur de ci = . Or, le GaÀsN est un semi-conducteur
isoélectronique, étant donné que l’azote remplace l’arsenic qui est de la même co
lonne; par conséquent, o devrait prendre la valeur 1. En fait, dans le cas du GaAsN
la valeur vaut deux fois celle des semi-conducteurs dopés de type n ou p (o = 2 x
127] Selon certains chercheurs, le facteur deux indique que l’azote est présent en
paires dans l’alliage et forme des états liés {4,9,27]
Cette anomalie, existant particulièrement dans le GaAsN, nécessite encore le
besoin d’être clarifiée. La question qui se pose est la suivante : comment doit-on
considèrer le GaAsN? Comme semi-conducteur dopés de type n ou p, isoélectro
nique, ou comme appartenant à une nouvelle classe de semi-conducteurs?
1.4.2 Discussion des états E et E_
Comme le montre la figure 1.3, des mesures d’électroréfiectance font apparaître
deux pics de résonance. L’énergie qui correspond à la plus petite longueur d’onde
est notée E_. Elle représente la transition de l’énergie de gap au point F. La seconde
énergie, notée E+, correspond à une transition d’énergie plus grande (troisième pic
sur la figure 1.3). Mentionnons que le deuxième pic qui apparaît sur ce spectre
tCe type de semi-conducteurs est dopés par des charges.
tles semi-conducteurs isoélectroniques sont des alliages de semi-conducteurs dans lesquels on
remplace une de leur composante par un élément de la même colonne. L’impureté dans ce type
d’alliage ne forme aucun état lié [26)
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correspond à une transition optique du spin-orbite de la bande de valence (E_ +
A0) [26] De plus les expériences révèlent que l’énergie des états E diminuent au
fur et à mesure que l’on ajoute de l’azote; tandis que l’énergie des états E+ croît
proportionnellement avec l’ajout d’azote [4,26]•
En parallèle, plusieurs calculs confirment l’existence des énergies E_ et E+. C’est
le cas en particulier du modèle empirique baud anti-crossirig (BAC) [4,24,28], où les
états électroniques sont interprétés comme étant une combinaison linéaire de deux
ftnctions d’ondes, l’une reliée à l’atome d’azote et l’autre à la première bande de
conduction du GaAs volumique au point F
>= c1 (N)) + c2 (GaAs)). (1.2)
Selon ce modèle, l’interaction des états IJ(N)) et ‘I’(GaAs)) est à l’origine des
énergies E_ et E+ données par
= {[Eo + EN] + [E0 — EN]2 + 4xC2}, (1.3)
où E0 est l’énergie de la première bande de conduction du GaAs, EN est l’énergie
du niveau d’azote et C représente le terme d’interation entre ‘I’(N)) et ‘I’(GaAs)).
Les énergies E_ et E+ sont donc considérées comme étant une conséquence de l’in
teraction entre l’atome d’azote isolé et la première bande de conduction du GaAs
au point F [4,241 De plus, ces calculs suggèrent que la première bande de conduction
E_ porte un caractère plutôt délocalisé, alors que à l’état E il serait complètement
localisé. De ce fait, il est supposé être un état venant essentiellement de l’azote.
Plus récemment, des calculs ab initio effectués par la méthode LMTO [25] confirment
l’existence de ces deux états. Ils suggèrent que la formation des états E+ et E_ ré
sulte d’une brisure de symétrie introduite par l’azote. Les états E+ sont identifiés
avec les états L1 du GaAs, et les états E_ découlent de l’interaction entre les états
L et F au centre de la zone de Brillouin.Ces résultats ne montrent aucun état localisé
d’azote dans la structure de bande.
Selon Zhang et al [29], les états d’énergie E_ sont supposés être localisés et seraient
à l’origine de la décroissance de la mobilité électronique. Quant aux niveaux E+, ils
représentent une combinaison linéaire entre les états singuliers d’azote ai(N) et des
états singuliers ai(L) j29]
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La résonance Raman montre que l’état d’énergie E+ interagit avec les phonons
optiques au point L. Ce résultat a été démontré par des calculs ab znzt,o qui utilisent
l’approximation de la densité locale [41
1.4.3 Masse effective et dispersion des porteurs de charges
En général, la masse effective décroît lorsque le gap d’énergie diminue dans les
semi-conducteurs III-V. Or, dans le cas des nitrures semi-conducteurs III-V, la masse
effective est proportionnellement liée à la concentration d’azote. De plus, la première
bande de conduction s’avère non parabolique [26]• Dans le GaAsN, l’effet de l’azote
sur la masse effective est controversé. Les premières mesures ont été réalisées par Fiai
et al [301, et Skierbiszewski et al [‘1 avec des résultats contradictoires. Les mesures de
Fiai, utilisant la méthode ODCR (cyclotron resonance), montrent une décroissance
de la masse effective par rapport à la croissance de la concentration d’azote. Au
contraire, les mesure effectuées par Skierbiszewski et al démontrent une relation de
proportionalité entre la masse effective et la concentration d’azote. Ces résultats
ont été appuyés par la plupart des modèle théoriques, comme le modèle empirique
du BAC [24,28} ainsi que par la méthode des liaisons lbrtes t4,321 Cependant, il
reste quelques expériences qui démontrent que la masse effective est inversement
proportionnelle à la concentration d’azote, comme dans le cas des mesures d’électro
réfectance effectuées par Zhanget al [27J Par ailleurs, les calculs LDA montrent que
la masse effective décroît lorsque la concentration d’azote augmente. Cependant, ces
résultats sont considérés erronés vu que la LDA sous-estime ou encore parfois est
invalide pour le calcul des masses effectives.
CHAPITRE 2
CADRE THÉORIQUE
Le présent chapitre expose le cadre théorique sur lequel s’appuie l’ensemble de
nos simulations numériques. En premier lieu, nous présentons les fondements des mé
thodes ab initio. Ces méthodes, issues de l’équation de $chrèdinger, permettent en
théorie d’avoir accès à toutes les propriétés physiques du système. Elles ne font inter
venir que les constantes fondamentales de la physique et ne comportent donc aucun
paramètre empirique. Aussi, nous parlerons des premières approximations physiques
introduites pour résoudre l’équation de $chr5dinger. Par la suite, nous discuterons
de la théorie de la fonctionnelle de la densité. Les différentes approximations utili
sées dans ce cadre sont également mentionnées, en particulier nous discuterons de
l’approximation de la densité locale et de celle des pseudopotentiels. Nous parlerons
également de la base d’ondes planes employée dans le code que nous avons utilisé
(Abinit). Nous exposons, finalement, quelques approximations numériques qui nous
ont été très utiles lors de la convergence de nos calculs.
2J Méthodes ab initio
La connaissance exacte des propriétés de la matière fait appel à la théorie de
la mécanique quantique. Cette théorie, qui permet d’étudier les systèmes à l’échelle
atomique, repose sur la résolution de l’équation de $chrèdinger. À partir de la seule
connaissance de l’hamiltonien du système, toutes les propriétés de la matière sont,
en principe, déterminées en résolvant cette équation qui s’écrit en général comme
suit
H’I) = E’IJ). (2.1)
L’équation 2.1 est une équation différentielle qui permet de trouver les valeurs
propres que sont les énergies E du système et les vecteurs propres que sont ses
fonctions d’ondes “I’.j en définissant l’opérateur H l’hamiltonien du système. Pour un
système à N corps, dans son état fondamental, l’équation stationnaire de Schrôdin
ger s’écrit sous la forme suivante
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{ -noyaux clcctrons i,i
(2.2)
Les deux premiers termes du premier membre de l’équation 2.2 représentent l’énergie
cinétique des noyaux et des électrons respectivement. Les trois derniers termes re
présentent, dans l’ordre, l’interation noyau—noyau, noyau—électron et la répulsion
coulombienne électron—électron, h étant la constante de Planck.
En fait, la résolution de l’équation de Schridinger avec l’hamiltonien de l’équation
2.2 n’est possible de manière exacte que dans le cas des systèmes mono-électroniques.
De nombreuses approximations ont été élaborées afin de résoudre le problème. La
première est celle de Born-Oppenheimer, basée sur le fait que les noyaux sont beau
coup plus lourds que les électrons (3 à 5 ordres de grandeur). Par conséquent, les
noyaux atomiques sont considérés comme étant fixes alors que les électrons sont
considérés comme étant en perpétuel mouvement autour des noyaux immobiles dans
un champ moyen créé par ceux-ci. L’équation de Schridinger 2.2 peut être alors sé
parée en une partie nucléaire et une partie électronique. L’équation 2.2 est reécrite
comme suit
{ — +ve_n(r)+ r r } =
etectrons i,j
L’hamiltonien est exprimé en unités atomiques, h2/me = 1 et e2 = 1. Les trois termes
qui interviennent dans l’expression de cette équation sont, respectivement, l’éner
gie cinétique des électrons, l’attraction électrostatique des électrons par le champ
moyen des noyaux et la corrélation électronique. Bien que l’approximationn de Born
Oppenheimer permet de simplifier l’hamiltonien de l’équation 2.2, la résolution de
l’équation de $chr5dinger reste néanmoins complexe à cause du terme de corrélation
électronique de l’équation 2.1. L’approximation devient d’autant pius compliquée
que le nombre d’électrons devient important. Donc cette approximation ne suffit
donc pas à elle seule pour résoudre l’équation de Schrôdinger. De ce fait, l’approxi
mation de Hartree a été introduite. Celle-ci suppose au préalable que les électrons,
étant indépendants, sont soumis à un potentiel qui prend en compte l’attraction
du noyau écranté par la répulsion due aux autres électrons. Par conséquent, chaque
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électron du système polyélectronique est décrit par sa propre fonction d’onde. La
fonction d’onde totale peut donc s’écrire comme étant le produit de fonctions d’ondes
à une particue, orthogonales entre elles,
(r1, ...r) = flj(r) =
où les r sont les coordonnées des positions des électrons. Dans cette approximation,
nous cherchons les fonctions dondes qui minimisent l’énergie du système. Pour ce
faire, le principe variationnel est utilisé. En effet, la méthode de variation permet de
donner des expressions approchées des solutions de l’équation de Schrddinger. Pour
une fonction d’onde Iî) domrée, la valeur moyeime de l’harniltonien H dans l’état
‘1’) est telle que
(H) = > E0, (2.3)
où la fonction d’onde électronique tient compte de la condition de normalisation
(‘IJ’Iî) = 1. Le nuénateur de l’équation 2.3 est défini par l’intégrale suivante
(H)
= f j*f
et E0 est la plus petite des valeurs propres de H. Cela veut dire que chaque énergie
moyenne calculée à partir d’une certaine fonction propre d’essai de l’hamiltonien
H est supérieure ou égale à l’énergie fondamentale exacte du système. Donc, dans
la méthode variationnelle, la meilleure fonction d’onde est obtenue en minimisant
l’énergie électronique effective 2.3 par rapport aux paramètres de la fonction d’onde
(choisis en utilisant des critères physiques), et la valeur minimale ainsi obtenue
constitue une approximation du niveau fondamental du système. En utilisant ce
principe, Hartree a introduit une méthode d’itération fondée sur l’auto-cohérence
(self-consistency) du champ électronique qui définit de façon plus exacte la valeur
de l’hamitonien moyen 2.3. Cependant, l’approximation de Hartree ne tient pas
compte de l’interaction entre les électrons et les états de spin. Par conséquent, la
fonction d’onde ainsi obtenue ne satisfait plus au principe dexclusion de Pauli, qui
impose l’anti-symétrie de la fonction d’onde totale. Ce problème a été résolu par
Fock, qui a exprimé la fonction d’onde totale comme un déterminant de Slater.
16
Celui-ci est construit sur la base dune combinaison de fonctions d’ondes . Ainsi, la
fonction d’onde totale de Hartree-fock est représentée sous la forme suivante
bi(ri) 2(r1) ...
1 ‘1(r2) 2(r2) ... b(ri)
PHF(r1,r2 r) = (2.4)
vn!
(2.5)
où i/’(r) = avec la variable de spin (+k) et où les fonctions de spin
sont orthonormées; les variables r représentent les coordonnées d’espace et
désigne le facteur de normalisation, n étant le nombre d’électrons. Ainsi, la résolution
de l’équation de Schridinger se fait à l’aide de la méthode variationnelle 2.3. La
minimisation de l’énergie électronique se fait sur les fonctions d’ondes orthogonales
IHF, construites dans la base d’un déterminant de Slater. Ainsi, les équations de
HaTtree-Fock se ramènent à résoudre de façon auto-cohérente le système







où le premier terme représente l’énergie cinétique des électrons, le deuxième repré
sente le potentiel du noyau, le troisième terme représente le potentiel d’interaction
électronique moyen local au point r et finalement le dernier tenier représente le
potentiel d’interation non-local.
En regardant à présent les équations simplifiées 2.6, on s’aperçoit que l’approxi
mation de Hartree-Fock permet d’aborder le problème à N corps comme un problème
à un corps dans lequel chaque électron est soumis à un potentiel effectif. La résolu
tion de l’équation de Schrédinger revient à résoudre N équations mono-électroniques
de type Hartree-Fock de façon auto-cohérente, ce qui rend la méthode assez lourde.
Afin de mieux approcher le modèle de Hartree-Fock plusieurs méthodes numé
riques d’autocohérence ont été introduites pour assurer la convergence des solutions
2.3. Par exemple, des approximations incluant un plus grand nombre d’orbitales
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atomiques (fbnctions d’ondes) ont été proposées. Cependant, malgré ces développe
ments, la procédure de Hartree-Fock s’avère assez complexe et les difficultés s’ac
croissent d’autant pius que le nombre d’électrons devient important. L’inconvénient
provient soit du coût en calcul, soit des ressources nécessaires pour le stockage des
données.
Les limites engendrées dans la représentation des systèmes par cette approxima
tion ont été contournées par la théorie de la fonctionnelle de la densité. En effet,
en utilisant une approche complètement différente du traitement des corrélations
électroniques et en utilisant de la densité électronique comme variable essentielle du
système au lieu de la fonction d’onde à n électrons, la théorie de la fonctionnelle de
la densité constitue en fait une alternative de choix aux méthodes ab initio présen
tées précédemment du point de vue de l’efficacité et de l’exactitude. D’ailleurs, les
méthodes issues de cette théorie ont acquis une popularité grandissante au courant
des dernières années. C’est d’ailleurs la raison pour laquelle nous avons choisi de
réaliser l’ensemble de nos simulations dans le cadre de cette théorie.
2.2 Théorie de la fonctionnelle de la densité
2.2.1 Idée de la fonctionnelle de la densité
En 1920, Thomas et Fermi avaient déjà introduit une approximation faisant appel
à la densité électronique p(r). Cette théorie, basée sur le modèle du gaz homogène
d’électrons, consiste à exprimer l’énergie totale en fonction de la densité d’un gaz
homogène d’électrons en chaque point r. Ce modèle, largement utilisé pour décrire
les atomes ou encore pour approcher ces derniers ainsi que les impuretés dans les
métaux, demeure néanmoins simpliste en raison de son incapacité à traiter de nom
breux problèmes physiques plus complexes. De plus, le manque de précision de la
méthode de Thomas-Fermi fait d’elle un modèle incomplet. Dans ce cadre, plusieurs
approches ont été développées afin de représenter des systèmes complexes avec une
meilleure précision. Cependant, il a fallu attendre une quarantaine d’années, soit en
1964, pour que finalement Hohenberg et Kohn tl puissent, en se basant SIIf l’idée
de Thomas-Fermi, présenter une théorie alternative aux méthodes ab initio. C’est la
théorie de la fonctionnelle de la densité, qui consiste à exprimer l’énergie totale en
fonction de la densité E = E[p(r)j.
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Cette théorie a été rendue eflcore plus pratique grâce aux travaux de Kohn et
Sham qui ont proposé, en 1965, un ensemble d’équations analogues aux équations
de Ha.rtree-Fock à partir desquelles il est possible d’obtenir la. densité électronique
d’un système, et donc son énergie totale, et à partir de là d’en déduire en principe
toutes les autres propriétés physiques.
2.3 Théorèmes de Hohenberg et Kohn 1’]
L’approche de Hohenberg et Kohn est fondée sur deux théorèmes donnant une
cohéreilce aux modèles proposés par la théorie de Thomas et Fermi.
2.3.1 Premier théorème de Hohenberg et Kohn [‘1
Énoncé
Le premier théorème de Hohenberg et Kohn s’énonce de la manière suivante
La densité de charge d’un système non dégénéré dans son état fondamentat dé
termine te potentiet externe à une constante additive près.
La densité électronique est définie comme la variable de base pour la résolution de
l’équation de Schrôdinger électronique. En effet, connaissant la densité électronique
toutes les propriétés électroniques relatives à l’état fondamental peuvent, en principe,
être déterminées.
Preuve
La validité de cette hypothèse peut être démontrée par un raisonnement par
l’absurde. Supposons deux potentiels externes donnant liell à la même densité de
charge p(r) et appliquons le principe variationnel 2.3 aux équations de Schrédinger
2.1 pour les deux potentiels externes; on obtient
f HV’E E(’Hj) (7)
H’’ E’/ E’ (‘H’’)
où E et E’ correspondent aux énergies de l’état fondamental de chacun des dellx
systèmes considérés.
En tenant compte du fait que l’énergie E du système H est toujours inférieure à
l’énergie obtenue avec l’état ‘IJ’, il est permis d’écrire
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E < (‘H’) = (‘I’”) + (‘ —
Cela conduit à,
E < E’ + f p(r)[v(r) — v’]dr. (2.8)
En procédant de la même façon pour E’, on obtient
E’ < (‘) = (I) + (fr -
d’où
E’ <E + f p(r)[v’(r) — v(r)]dr. (2.9)
Or l’addition des deux équations 2.8 et 2.9, donne l’inégalité suivante
E+E’ <E’+E.
Ce résultat contradictoire montre bien que deux potentiels externes différents V
et “‘xt ne peut pas donner la même densité. Ainsi, l’énergie de l’état fondamental
peut s’écrire comme étant une fonctionnelle de la densité. telle que
E[p(r)] = V[p(r)] + T[p(r)] + Vee[p(r)] = Vext[p(r)] + FHIC[p(r)], (2.10)
où T[p(r)] est l’énergie cinétique du système d’électrons, Vee[p(r)] représente le po
tentiel d’interaction électronique de Coulomb, Vxt[p(r)] est le potentiel externe et
FIK[p(r)] est la fonctionnelle de Hohenherg et Kohn qui comprend l’énergie ciné
tique et l’énergie de Coulomb.
2.3.2 Deuxième théorème de Hohenberg et Kohn ‘1
Énoncé
Le deuxième théorème de Hohenberg et Kohn stipule t11
L’énergie étectronique E[p(T)] du système dans Ïétat fondamental est un mini
mum et elle satisfait à ta condition uarmtionnette.
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En fait, le second théorème dc Hohenberg et Kohn établit le principe varia
tionnel pour l’énergie totale E[p(r)] de la relation 2.10. Si on considère une den
sité électronique d’essai, (r), telle que (r) > O et f 5(r)dr = N, on a toujours
E[p(r)] < E[(r)], où E[(r)] est l’énergie de la fonctionnelle de la relation 2.10.
Cette condition conduit à chercher le minimum de la fonctionnelle E[p(r)]. Dès lors,
on constate que le problème consiste à trouver le moyen de minimiser E[p] en tenant
compte de la contrainte f p(r)dr = N. La recherche du minimum de la fonctionnelle
E{p(r)] nécessite d’évaluer sa dérivée
E[p]
= f dfldr =0, (2.11)
nous pouvons, en nous servant de ta méthode des multiplicateurs de Lagrange qui
tient compte de la contrainte f p(r)dr N, démontrer qu’à partir de la connaissance
de la fonctionnelle FHK[p(r)], l’énergie de l’état fondamental est déterminée. En effet,
en introduisant une certaine fonctionnelle auxiliaire A[p] définie comme suit
A{p(r)] = E[p(r)j - p(r)dr - N].
où u est le potentiel chimique.
Le minimum de la fonctionnelle A[p(r)] peut alors être déterminé comme dans
la relation 2.11,
p(r) p(r)




En tenant compte de ce résllltat et de l’équations 2.10, on obtient
E[p(r)] — 6FFJK[p(r)]






Nous nous servirons de cette dernière formulation 2.13 dans la section qui suivra.
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2.4 Équations de Kohn-Sham
Kohri et Sham ont introduit une méthode, basée sur les théorèmes de Hohen
berg et Kohn [1, qui minimise la fonctionnelle E[p] en variant la densité p(r) du
gaz d’électrons 1• La résoliltion de l’équation de Schrédinger est ainsi obtenue de
manière autocohérente. Dans ce formalisme, Kohn-Sham ont proposé, par analogie
avec la définition de la fonctionnelle universelle de Hohenberg et Kohn, un système
de référence d’électrons non-interagissant ayant la densité électronique de l’état fon
damental et exprimée en fonction d’orbitales, de telle sorte que l’énergie cinétique
soit calculée selon l’expression suivante
TKS[p(r)] = -
La sommation est effectuée sur les N fonctions d’ondes et la différence entre l’énergie
cinétique du système réel et l’énergie cinétique de Kohn-Sham est supposée faible.
La reformulation de Kohn-Sham consiste alors à réécrire la fonctionnelle FHK[p(r)1
de la manière suivante
FHJ[p(r)] TJ(s[p(r)] + J[p(r)J + E[p(r)],
avec,
E[p(r)] = T[p(r)] - Tjs’[p(r)] + V[p(r)] - J{p(r)].





avec le potentiel effectif 1Veff
ff[p(r)1 = Vext(r) +
+ E[p(r)]
= t(r)
+ J dr + (r).
Cette équation est exactement la même que celle de la théorie de Hohenberg et
Kohu pour un système d’électrons non-interagissant soumis à un potentiel effectif
VefJ. En appliquant le principe variationnel, on obtient un ensemble d’équations que
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l’on résout par un processus itératif
{ — + 1ff[P(r)]}Ji = (2.14)
Ce formalisme est appelé formalisme de Kohn et Sham. Il consiste en des équations
dépendantes du potentiel effectif v€ff{p(r)]. Celui-ci étant non-linéaire puisqu’il dé
pend de la densité, la résolution exacte de l’équation différentielle est difficile. De
ce fait, ces équations peuvent être résolues par une procédure autocohérente. En
pratique, on choisit une densité d’essai à partir de laquelle on calcule un potentiel
effectif Vejj. En injectant celui-ci dans l’expression 2.14, on obtient une nouvelle
densité électronique. La convergence est atteinte lorsque le potentiel effectif ne varie
plus.
Malheureusement, le théorème de Kohn et Sham ne donne aucune indication
de la forme de F[p(r)]. La principale question qui se pose est donc : connaissant
la densité électronique de l’état fondamental, comment trouver la fonction d’onde
correspondante? Les deux théorèmes de Hohenberg et Kohn n’ont pu répondre à la
question explicitement.
2.5 Approximation de la densité locale
L’un des problèmes centraux dans de la résolution des équations de Kohn- Sham
est celui de la représentation de l’énergie d’échange et de corrélation car il n’existe
aucune expression analytique exacte de cette fonctionnelle de la densité. Pour cette
raison, de nombreuses voies ont été explorées afin de mettre au point des approches
pouvant représenter ce potentiel. L’une des plus utilisées actuellement est l’approxi
mation de la densité locale (LDA). Cette approximation consiste à subdiviser le gaz
réel inhomogène d’électrons en un ensemble de petites parties placées en r conte
nant chacune un gaz homogène d’électrons interactifs de densité p(r) (maintenue
constante dans chaque partie). Ceci permet de réécrire l’énergie d’échange et de
corrélation sous la forme suivante
E[p(r)j = f P(xc[P(r)] (2.15)
En différenciant la relation 2.15, on définit le potentiel d’échange et de corrélation
V[p(r)j dans l’approximation LDA sous la forme suivante
23
E[p(r)] = Jfl(r)cxc[P(r)]dr.
Dans ce contexte, plusieurs autres approximations ont été développées. Dans nos
simulations, nous utilisons la fonctionnelle d’échange et de corrélation c de Perdew
et Wang 92 [34]
La LDA peut s’avérer une approximation assez grossière puisqu’elle néglige les
effets des variations de la densité. Plus précisement, la LDA repose sur l’hypothèse
que les termes d’échange et de corrélation ne dépendent que de la densité locale p(r).
Par conséquent, on pourrait s’attendre à ce qu’une telle approximation ne donne des
résultats corrects que dans des cas assez particuliers où la densité varie lentement.
En effet la LDA a montré ses limites dans le cas du calcul de quelques propriétés
physiques telles que la sur-estimation de l’énergie de cohésion et la sous-estimation
dc l’énergie de la bande interdite. En revanche, la LDA a obtenu beaucoup de succès
pour l’optimisation des structures ou encore le calcul des propriétés vibrationnelles
ainsi que quelques propriétés électroniques telle que la structure de bande.
2.6 Ondes planes et théorème de Bloch dans le formalisme DFT
L’utilisation des ondes planes dans l’étude des solides est très utile, grâce au
théorème de Bloch qui considère les fonctions d’ondes comme étant dépendantes
d’un potentiel ayant la périodicité du réseau. Pour un solide cristallin infini, sur
lequel on impose les conditions aux limites périodiques (Born-Von Karman), les
fbnctions d’ondes s’écrivent
‘I’fl,k(r) = erUfl,k(r),
où k étant un vecteur d’onde de la première zone de Brillouin et n est l’indice de
bande d’énergie. La fonction U,k(r) possède la périodicité du réseau,
Ufl,k(r) = Uk(r + R).
R est un vecteur quelconque du réseau de Bravais. Les fonctions U(r) sont des
solutions de l’équation de Schrédinger.
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+ k)2 + VHartree(r) + (r) + v(r)) U,(r) = EU,k(r).
2m
La décomposition des foictions d’ondes en série de Fourier donne
‘I’,k(r) = Cfl,k(G)C)r.
En injectant cette expression dans l’équation de Kohn-Sham 2.14 nous sommes ra
menés à un système séculaire autocohérent
Les potentiels Vext(G — G’), VHaTtTee(G — G’) et V(G — G’) sont les transformées
de Fourier des potentiel externe, de Hartree, et d’échange et de corrélation. La
détermination des valeurs propres et fonctions propres (fonctions d’ondes) se fait
soit par diagonalisation, soit par le principe variationnel en minimisant l’énergie
totale par l’ajustement des coefficients C,k(G) en tenant compte de la contrainte
de l’orthogonalité des fonctions d’ondes.
2.7 Approximations Numériques
2.7.1 Approximation de l’énergie de coupure
Numériquement, la considération d’une infinité d’ondes planes dans l’espace de
Fourier est impossible. Les calculs montrent cependant que le paramètre de maille
ainsi que l’énergie totale du système ne changent plus à partir d’un certain nombre
d’ondes planes. D’autre part, le nombre d’ondes planes est proportionnellement lié
à l’énergie cinétique des ondes planes et au volume de la cellule (maille convention
nelle)
N7 V x (E)32.
Cette relation rend nécessaire de tester des critères de convergence sur l’énergie
cinétique des ondes planes. L’énergie de seuil à partir de laquelle l’énergie totale est
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à peu près fixe est appelée énergie de coupure (ou cut-off). Par conséquent, l’énergie
cinétique des ondes planes = (k -b G)2 sera toujours prise inférieure à une
certaine énergie Et_0fj. Cette dernière est, par la suite, prise comme paramètre de
convergence, que l’on fixe dans le caldili de toutes les autres propriétés.
2.7.2 Échantillonnage des points k
Dans le cristal inifini, il existe un nombre infini d’électrons et donc une infinité
de points k dans l’espace réciproque. Or, à chaque point k est associé un nombre
fini d’états électroniques occupés. Pour cette raison plusieurs méthodes de raffine
ment ont été suggérées pour un meilleur choix de points k. Parmi les méthodes les
plus utilisées actuellement mentionnons celle de Monkhorst-Pack [351 Cette méthode
consiste à échantillonner des points k dans des grilles de l’espace réciproque prenant
en considération la symétrie du système à étudier. Plus la grille choisie est grande,
plus le nombre de points k est élevé. Comme pour l’énergie cut-off des ondes planes,
la grille pour laquelle l’énergie totale né varie plus est prise comme un paramètre de
convergence dans le calcul de toutes les autres propriétés physiques.
2.7.3 Pseudopotentiels
L’approximation des pseudotentiels est très utile dans l’étude des propriétés phy
siques de la matière condensée. La méthode consiste à remplacer les électrons de
coeurs d’un atome par un potentiel fictif qui représente le mieux possible l’atome
près de son noyau. Elle s’avère très bonne, étant donné que les états électroniques
très près des noyaux atomiques ont peu d’effet sur les électrons des atomes voisins,
puisqu’ils ne contribuent pas aux interactions chimiques et physiques entre atomes;
seuls les électrons de valence jouent un rôle significatif dans les propriétés physiques
des matériaux. Cette méthode est également compatible avec le formalisme de la
DfT avec base d’ondes planes.
Dans nos calculs, nous avons utilisé le code FHI98PP [36] pour l’optimisation des
pseudopotentiels. Cette technique consiste à générer des pseudopotentiels à norme
conservée de type Trouiller et Martins [3738], utilisant la paramétrisation LDA ou
GGAt pour l’énergie d’échange et de corrélation; elle permet aussi le contrôle de la
*GGA (Generalized gradient approximation) : approximation de l’énergie d’échange et de cor
rélation qui tient compte du gradient de la densité de charge.
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transférabilité des pseudopotentiels.
2.7.4 Méthode des pseudopotentiels à normes conservées
Les pseudopotentiels à normes conservées sont des pseudopotentiels qui favorisent
la transférabilité. Ces conditions ont été formulées par Hammann, $chlùter et Chiang
(1979) et ensilite reformulées par Bachelet, Hammann et Schifiter BHS (1982) [39J•
Une autre méthode a été proposée par Trouiller-Martins. Cette méthode est une
méthode BHS à normes conservée où l’on impose des contraintes supplémentaires à
la pseudo-fonction d’onde. La partie radiale de la pseudo-fonction d’onde (associée
au pseudopotentiel) vérifie les inégalités suivantes
f R(r) = rL+leP(f) r <
R(r) = R(r) r > r
où P(r) est un polynôme d’ordre 6 en r2 de la forme
P(r) = c0 + c2r2 + c4r4 + c6r6 + c8r8 + c10r’° + c12r’2. (2.16)
La pseudo-fonction d’onde est la solution de l’équation de Schrôdinger. Elle vérifie la
condition de la conservation de la norme qui détermine les coefficients c de l’équa
tion 2.16, l’égalité des fonctions d’ondes de valence et des pseudo-fonctions d’ondes
au point r = r, ainsi que leurs quatre premières dérivées, et enfin l’annulation de la
première dérivée des pseudo-fonctions d’ondes pour r = O.
La méthode de Trouiller-Martins donne des résultats très similaires à celle de
BHS. La principale différence réside dans le fait que dans la méthode de Hammann,
les rayons de coupure sont plus petits et la pseudo-fonction d’onde s’approche de
la fonction d’onde de valence exponentiellement au delà de r; par contre l’égalité
est stricte dans la méthode de Trouiller-Martins. Pour cette raison l’approche de
Trouiller-Martins permet d’obtenir des pseudopotentiels plus lisses pour les électrons
2p, 3d, 4d, 5d, ce qui lui confère un avantage pour l’étude des élements avec des
orbitales localisées.
tUn pseudopotentiel est généré pour une configuration atomique donnée; la tranférabilité
consiste à reproduire les vecteurs propres et les valeurs propres dans d’autres configurations en
tenant compte de la précision.
CHAPITRE 3
ÉTUDE PRÉLIMINAIRE DES COMPOSÉS BINAIRES GaAs ET
GaN
Dans ce chapitre nous présentons une étude préliminaire des composés binaires
GaAs et GaN. Notre objectif est de reproduire les principales propriétés physiques
par une méthode ab initio implémentée dans le programme Abinit . Les résultats
de ce chapitre seront très utiles pour la suite de l’étude.
3.1 Propriétés structurales
3.1.1 Structure cristalline
Comme la plupart des semi-conducteurs III-V, le GaAs et GaN cristallisent dans
la structure zinc blende. Cette structure est constituée de deux réseaux cubiques à
faces centrées (CFC), chacun comprenant un type d’atome, décalés de (, , ) l’un
par rapport à l’autre; chaque atome dans cette maille établit quatre liaisons avec ses
plus proches voisins. En d’autre termes, si l’on considère un réseau CFC, le gallium
se place dans quatre des huit interstices tétraédriques (voir figure 3.1).
3.1.2 Modélisation et description de la méthode de calcul
Les calculs DFT sont effectués à l’aide de l’approximation de la densité locale,
en utilisant la fonctionnelle de Perdew et Wang t341 Les électrons de coeur sont
représentés par des pseudopotentiels. Ces derniers sont générés par la méthode de
Trouiller-Martins 1371 et optimisés à l’aide du code FHI [36j Précisons qu’une partie
de la charge est incluse dans le pseudopotentiel dans le cas du gallium afin de mieux
tenir compte des effets d’échange et de corrélation. Autrement dit, des orbitales
atomiques 3d de la couche de valeilce sont prises en compte dans le pseudopotentiel
du gallium pour améliorer la densité électronique de celui-ci.
*Q rappelle que ce code implémente la théorie de la fonctionnelle de la densité en utilisant une
base d’ondes planes et l’approximation des pseudopotentiels.
tNotons que le GaN cristallise souvent dans la structure hexagonale, mais dans le cas du présent
travail nous l’étudions dans la phase zinc blende.
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FIG. 3.1: Structure zinc btende de Ï’arsémure de gallium.
D’autre part, nous avons utilisé la méthode de Moukhorst-Pack [35J pour échan
tillonner les points k dans l’espace réciproque; une grille de 4 x 4 x 4 a été suffisante
pour converger l’énergie totale dans le cas des deux semi-conducteurs. Concernant
l’énergie de coupure cinétique des ondes planes, nous l’avons fixé à 17 hartrees dans
le cas du GaAs et à 32 hartrees dans le cas du GaN. Le critère de convergence pour
l’auto-cohérence (SCF) a été fixé à 10_12 hartrees.
3.1.3 Calcul des paramètres de maille et des modules de compression
Afin de déterminer les structures d’équilibre des composés GaAs et GaN, nous
avons optimisé les volumes tout en gardant la maille primitive ainsi que les coor
données des atomes fixes. Pour ce faire, nous nous sommes servis de la méthode
de Broyden-Fletcher-Goldfarb-Shanno (BFGS) [°1• Cette méthode permet la re
laxation structurale par l’annulation du tenseur des contraintes hydrostatiques et
des forces entre atomes; elle sera discutée de façon plus détaillée dans le chapitre
suivant. Spécifions qu’une tolérance maximale sur les forces par atome de iO har
trees/Bohr est admise. Les paramètres de maille ainsi trouvés sont présentés dans le
tableau 3.1. Les résultats obtenus sont en bon accord avec l’expérience et les calculs
DFT.
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TAB. 3.1: Paramètres de mailles et modules de compression calculés dans te présent
travail comparés aux résultats expérimentaux et théoriques de ta littérature; a est te
paramètre de maitte, t est ta longueur de ta liaison atomique et B est te module de
compression.
Composé Méthode a(À) 1(À) B(GPa)
Cala 5.58 2.42 74.13
GaAs Exp b 5.65 2.44 75
Autres c 560d561e551f550g 75d74e77f
Cala 4.46 206.65
GaN Exp 450h 237+31’
4 550 192’ 156k 184jAutresc
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D’autre part, nous avons déterminé le module de compression de ces matériaux.
Celui-ci est proportionnel à la courbure de l’énergie totale par rapport au paramètre
de maille au point d’équilibre,
Pour le calculer, nous avons ajusté les courbes d’énergie totale à l’aide de l’équation
d’état de Murnaghan 1441• Les résultats sont montrés dans le tableau 3.1. Ils corres
pondant bien aux valeurs expérimentales et ab initio. Nous constatons un excellent
accord dans le cas du GaAs.
3.2 Propriétés électroniques
Après avoir défini les propriétés structurales, nous nous penchons maintenant
sur l’étude des propriétés électroniques. Les propriétés électroniques du GaAs et du
GaN sont gouvernées essentiellement par celles des électrons étant donné qu’ils sont
des semi-conducteurs. De plus, les électrons se déplacent perpétuellement dans un
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potentiel cristallin périodique. Ces deux dernières conditiolls (potentiel cristallin +
périodicité), en fait, sont à l’origine de la localisation des électrons dans des bandes
d’énergie. La connaissance de ces bandes d’énergie à l’état fondamental permet de
déterminer les propriétés électroniques de base de ces matériaux.
3.2.1 Structure de bande
Pour comprendre les propriétés électroniques des semi-conducteurs, il est pri
mordial de déterminer les bandes d’énergie des électrons, comme nous venons de
l’indiquer. Celles-ci permettent a priori de définir la physique de base des matériaux
en déterminant la variation de l’énergie E(k) en fonction du vecteur d’onde k. No
tons que les bandes d’énergie sont représentées dans l’espace des vecteurs d’ondes k
(l’espace réciproque). L’espace réciproque est en fait subdivisé en un certain nombre
de régions équivalentes. Ces régions sont appelées zones de Brillouin. Généralement,
on définit la structure de bande dans ta première zone de Brittouin afin de tenir
compte de la périodicité et de la symétrie du réseau étudié (voir la figure 3.2). La
première zone de Brillouin est définie comme étant le plus petit polyèdre dails le
réseau réciproque, mettant en jeu tous les vecteurs d’ondes k qui peuvent subir une
diffraction de Bragg sur le cristal. Une diffraction de Bragg permet de déterminer
cfc





FIG. 3.3: (a) Exemptes d’une maitte élémentaire dans un réseau à deux dzmenszons,
(b)Mailte de Wigner-Seitz.
l’ensemble des vecteurs G qui définissent les différentes translations dans l’espace
réciproque. La construction de la première zone de Brillouin est analogue à celle de
Wigner-Seitz, dans l’espace réciproque. Cette dernière est construite en utilisant les
plans médiails de tous les segments qui relient un noeud particulier à tous ses voisins
(tel qu’illustré dans la figure 3.3 pour un réseau bidimensionnel).
Il existe de nombreuses techniques de calcul de la structure de bandes. Parmi
elles, celle qui utilise une base d’ondes planes est la plus utilisée. D’ailleurs, dans
notre cas, cette dernière a beaucoup d’avantages. La diffraction s’exprime directe
ment dans cette base et les images dans l’espace réel s’obtiennent par transformée
de Fourier. Dans ce cadre, le formalisme de Bloch vu au chapitre 2 est largement
utilisé.
Dans notre cas, nous avons affaire à des semi-conducteurs de type III-V qui,
nous le rappelions, cristallisent dans la structure zinc blende. Il s’agit de la structure
CFC où la maille élémentaire contient deux atomes différents. La première zone
de Brillouin de la structure CFC, dans l’espace réciproque, est un décatétraèdre
(polyèdre composé de 14 faces) comprenant huit hexagones et six carrés (voir la
figure 3.2). Cette structure est très symétrique, et il est donc profitable d’exploiter
les symétries inhérentes pour simplifier les calculs.












E = 0.692eV, Valence hands = 12.973eV
FIG. 3.4: Structure de bande du GaAs.
A
FIG. 3.5: Structure de bande du GaN.
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TAB. 3.2: Éneigies de gap du GaAs et du GaN, ‘respectivement, aux points de haute
s’tjmétrie.
, Energies de
Compose Nos calculs Experience Autres calculs
gap (eV)
Eg(f) 0.692 1.52° 0•55b,0•17c
490b 397b











sont les valeurs expérimentales de la référence j57]
t) LDA avec méthode utilisant les fonctionnelles LAPW tout électrons, PW92, BP
respectivement [51]•
C LDA avec la méthode des pseudopotentiels {53j•
d LDA avec pseudopotentiels [58]
LDA avec pseudopotentiels [59]•
GaN
gToupes. Cette théorie permet de prédire les différents éléments de symétrie d’une
structure géométrique donnée (points de haute symétrie, axes de symétrie, plans de
réflexion, rotations de symétrie.etc.). Dans le cas de la structure CfC, on dénombre
trois points de haute symétrie importants, soit en unités réduites, le point F(0, 0, 0)
au centre de la zone Brillouin, les points X(, 0,0) aux centres des carrés et les
points L(,
, ) aux centres des hexagones.
Les structures de bandes des matériaux étudiés sont illustrées dans les figures
3.4 et 3.5. Nous avons bien des gaps directs au point F dans les deux cas, puisque
le maximum de la bande de valence et le minimum de la bande de conduction sont
au centre de la zone de Brillouin (point F). Le tableau 3.2 récapitule les valeurs
de ces gaps. Entre autres, nous observons que le gap de ces matériaux est sous-
estimé d’environ 40% par rapport à l’expérience; c’est le principal défaut de la DFT
et particulièrement de la LDA. Par ailleurs, l’allure générale de la dispersion des
bandes E E(k) ainsi que leurs positions sont, en général, bien reproduites en
comparaison avec les résultats expérimentaux.
3.2.2 Masse effective
Notion de masse effective
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La propagation d’une onde ou d’un corpuscule est décrite par la relation de
dispersion qui relie l’énergie E au vecteur d’onde k comme on vient de le voir. Four
l’électron libre dans le vide, la relation de dispersion s’écrit
E(k)=—
2m
où m est la masse de l’électron. Dans le cristal, la relation de dispersion E — E(k)
décrit l’influence du potentiel périodique créé par les ions du réseau cristallin. En
effet, si l’électron est soumis à des forces externes dues à un champ électrique E
ou à un champ magnétique B dans le cristal, il sera accéléré par rapport au réseau
cristallin, ce qui lin confère une masse effective m* très différente de celle de l’électron
libre. Dans ce contexte, électron est donc très influencé par le cristal et il est donc
considéré comme une quasi-particule, autrement dit un électron libre “habillé” par
le reste du cristal. Pour un semi-conducteur à l’équilibre ou presque, les niveaux
occupés dans la bande de conduction sont voisins du bas de celle-ci. Far conséquent,
la relation de dispersion des électrons dans le cristal au voisinage du minimum de la
bande de conduction sera donné par
E(k) E(k0) +
()k=kO
- k00)(k4 - k0)
où les indices o, 3 permettent de répéter les composantes x, y et z des vecteurs
d’onde. Ceci conduit à définir l’inverse de la masse effective au point k0 = O comme
étant




où k0 et kfl déterminent les différentes con;posantes des vecteurs d’ondes dans l’es
pace réciproque. La relation 3.1 est aussi appelée relation de dispersion. Celle-ci
montre que la masse effective est inversement liée à la dispersion des ondes élec
troniques dans le cristal. De plus, cette relation montre que la masse effective se
présente sous forme d’un tenseur de composantes k0, k, ce qui veut dire que la
masse effective dépend de la direction dans laquelle l’électron se propage.
Calcul des masses effectives
En ajustant les courbes de dispersion du GaAs avec des paraboles, nous avons
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TAB. 3.3: Masses effectives des porteurs de charges du GaAs au point f. mc/me est
ta masse effective de l’électron dans ta première bande de conduction; mL/me est
ta masse effective des trous lourds et m/me est ta masse effective des trous légers.
Composé méthode mc/me mL/me
Cala 0.037 0.57 0.037






Le présent travail. cl FLAPW et GGA de (P92)[60].
b Expérience [61]• e FLAPW avec GGA (EV) [60,62]
FLAPW et LDA [60] LMTO et SA avec LDA (63]
g LMTO et SA [631 avec GGA (PW) [64]
pu établir les masses effectives données dans le tableau 3.3. Dans le cas des électrons
et des trous légers, comme on peut le constater, les valeurs sont surestimées coin
parativement aux valellrs expérimentales. Par contre, on observe une assez bonne
description de la masse effective des trous lourds. En outre, nos calculs montrent une
meilleure estimation des masses effectives comparativement à d’autre calculs DFT,
comme nous le montrons dans le tableau 3.3.
3.2.3 Densité d’états électroniques totale
La densité d’états n(E, k) est une grandeur très utile car elle est extrêmement
riche en renseignements physiques. Elle est définie comme étant le nombre d’états
d’énergie dans un intervalle compris entre E et E + dE et un volume donnés, ayant
un vecteur d’onde k. Par définition, elle est donnée par
n(E, k) = > [E — E(k)j,
où n représente l’indice de bande et les E(k) sont les énergie propres.
Calcul des densités d’états électroniques
Les densités d’états électroniques totales du GaAs et du GaN sont représentées
sur les figures 3.6 et 3.7 respectivement. Nous distinguons dans les deux cas une
séparation en deux sous-bandes dont l’une correspond à la bande dc valence et
l’autre à la bande de conduction. En conséquence, le caractère semi-conducteur du















densités d’états électroniques corroborent l’expérience [57,651 ainsi que les résultats
théoriques de la littérature [58,63]•
3.3 Étude de la variation de niveaux de la bande de conduction en fonc
tion de la pression hydrostatique
Dans cette section nous discutons de l’effet de la pression hydrostatique sur les
énergies de gap aux points de haute symétrie, soit F, X, L, dans le cas du GaAs.
Nous avons aussi déterminé la variation de l’énergie de bande interdite au point F
dans le cas du GaN.
La variation des gaps en fonction de la pression est linéaire, comme nous l’illus
trons dans la figure 3.8. Dans le cas du point F et L nous constatons une croissance
de l’énergie de gap en fonction de la pression hydrostatique. Cependant, l’accrois
sement du gap en fonction de la pression hydrostatique est plus grand au point F
par rapport à celui au point X. Par contre, l’énergie de gap diminue en fonction de
la pression hydrostatique au point L. Ceci, nous indique qu’au point L les bandes
sont plus localisées qu’au point f et au point X. D’autre part, les bandes au point
X sont plus localisées que celles au point f.
Par ailleurs, nous observons qu’à la pression 5.8 GPa, une transition directe
Energie (eV)







à indirecte au point X se prodilit, et une autre transition du gap du même type
est prodilites au point L à la pression 6.4 GPa. Ces valeurs sont un peu loin des
valeurs trouvées par Christensen [631, mais elles corroborent d’autres résultats de la
littérature.
Pour le GaN, l’énergie de gap au point F augmente en fonction de la pression
hydrostatique. L’ajustement linéaire de cette variation est donné par Eg(p) = 2.229+







a voir référence [66]
hMéthode des pseudopotentiels empiriques [22J•
C DFT avec LDA [22]
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FIG. 3.7: Densité d’états électroniques du GaN.
TAB. 3.4: Comparaison de ta valeur dE/dP (meV/bar) pour te GaAs et te GaN avec
des valeurs expérimentales et théoriques de ta tittérature.
Nos calculs Expérience Autres calculs
8.37 10.$2a 846b 10.3e’
-3.33 126d 2•51b, 2.2c







de diminuer le gap au point F. Par contre, la pression hydrostatique l’augmente.
D’autre part, l’effet de la pression sur le GaN est moins important que dans le cas
du GaAs (voir 3.9). indique que dans le cas du GaN l’énergie de bande au point F
possède un caractère plus localisé dans le GaN que le GaAs.
Cette étude sera utile pour les analyses que nous présenterons dans le chapitre
qui suivra. Pour terminer ce chapitre, mentionnons que les calculs effectués jusqu’à
présent nous ont servi à comprendre les semi-conducteurs binaires de base sur lequel
est construit l’alliage ternaire que nous étudions maintenant.
4 6
Pression hydrostatique (GPa)
FIG. 3.8: Variation des niveaux d’énergie aux points de haute symétrie en fonction
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FIG. 3.9: Évotution de ta bande interdite du GaN en Jonction de ta pression hydro
statique.
CHAPITRE 4
ÉTUDE THÉORIQUE DE L’ALLIAGE TERNAIRE GaAsN
Dans le chapitre précédent, nous avons présenté une étude des composés binaires
GaAs et GaN. Nous abordons maintenant le thème principal de ce mémoire, soit
l’étude des propriétés physiques fondamentales de l’alliage ternaire GaAsN. En par
ticulier, nous nous attachons à la compréhension de l’origine de la diminution rapide
du gap d’énergie de l’arséniure de gallium par le dopage à l’azote. Ce comportement,
qui manifeste à la présence des concentrations relativement faibles d’azote, s’avère
assez surprenant. Cet effet demeure controversé, depuis quelques années et d’ailleurs
fait l’objet d’intenses recherches actuellement. Notre objectif dans ce travail est d’ap
porter une contribution pour éclaircir les mécanismes responsables du changement
des propriétés physiques du GaAsN lorsqu’un atome d’azote est substitué dans un
site d’arsenic. Nous focalisons notre étude sur le GaAs32N1 en plus de considérer
d’autres concentrations telles que, le GaAs64N1 et le GaAs128N1. Nous menons une
étude théorique faisant appel à une méthode ab initio. Ce chapitre s’articule en deux
parties, l’une expose l’étude du GaAsN volumique. La seconde partie est consacrée
à l’étude du GaAsN contraint.
Première partie




Nous abordons dans cette partie l’étude de l’alliage ternaire GaAsN volumique.
Nous exposons nos calculs ab initio des propriétés physiques fondamentales de l’ai
liage. Notre travail porte principalement sur l’étude des propriétés électroniques de
l’alliage, en plus de s’attarder sur les propriétés structurales et optiques.
4.2 Propriétés structurales dii GaAsN
4.2.1 Modélisation
Avant d’entamer l’étude des propriétés électroniques de l’alliage GaAsi_1N, nous
nous penchons sur la détermination des structures d’équilibre de l’alliage pour dif
férentes concentrations d’azote. Pour simuler ces concentrations, nous utilisons la
méthode des supercellules. Celle-ci compte parmi les méthodes les plus utilisées pour
simuler les solides. Elle consiste à répéter une maille élémentaire dans l’espace direct,
en tenant compte de la périodicité du réseau. Elle permet d’utiliser le théorème de
Bloch et le formalisme des ondes planes.
Chaque concentration est simulée par un système contenant N atomes d’arsenic
et de gallium, dont de chaque espèce, où l’on incorpore l’impureté en remplaçant
un atome d’As par un azote N. Le tableau 4.1 énumère les différentes cellules simulées
dans notre travail avec leurs concentrations correspondantes.
Cela nous donne soit une maille primitive cubique à faces centrées (CFC), soit
d’une maille primitive cubique simple (CS) (voir 4.1). Pour les concentrations simu
lées par un CFC, nous avons répété les deux atomes de la maille primitive ayant les
coordonnées (0, 0, 0) et (0.25, 0.25, 0.25), N x N x N fois. Dans le cas des concen
trations 0.009, 0.03 125, 0.25, 0.5, 0.75, nous avons utilisé une maille primitive C$
contenant huit atomes ayant la symétrie de la structure CFC (p-43m). Ensuite, la
maille primitive est répétée N x N x N fois dans la supercellule. Dans les deux cas,
nous remplaçons un atome d’arsenic de la supercellule par un atome d’azote.
4.2.2 Détermination des structures d’équilibre
La détermination des structures d’équilibre représente l’étape première et fon
damentale dans toute étude rigoureuse d’un système physique. Le soin qui lui est
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TAB. 4.1: Tableau représentant tes différentes structures optimisées; x désigne ta
concentration d’azote dans le GaAsi_N.
Nombre Maille pri- Grandeur de la su-
• d’atomes mitive perceÏÏuÏe
o 2 CFC 1x1x1
0.009 216 CS 3x3x3
0.015 128 CFC 4x4x4
0.03125 64 CS 2x2x2
0.037 54 CFC 3x3x3
0.125 16 CFC 2x2x2
0.25 8 CS 1x1x1
0.5 8 CS 1x1x1
0.75 8 CS 1x1x1
1 2 CFC 1x1x1
apporté conditionne fortement la qualité des propriétés physiques. En premier lieu,
il est primordial de définir les paramètres initaux de simulation tels que les positions
des atomes, l’énergie de coupure des ondes planes, les points k, etc. Par la suite, le
calcul de relaxation est entrepris.
Dans le cas de nos simulations, nous avons choisi la méthode d’optimisation de
Broyden-Fletcher-Goldfarb-Shanno (BFGS) t4°43] implémentée dans le code Abinit
[70J Cette méthode est l’une des méthodes Quasi Newtonienne les plus stables nu
mériquement. Elle consiste à trouver l’état d’équilibre par l’annulation des forces
agissant sur les atomes.
Géométries structurales et paramètres de convergence
Commençons par définir les paramètres initaux des simulations. La première
étape est la détermination des géométries initiales. Celles-ci consistent à définir les
coordonnées des atomes dans la supercellule pour chaque concentration donnée (voir
les systèmes présentés dans le tableau 4.1). La seconde étape concerne le choix des
critères de convergence. En ce qui a trait à l’énergie de coupure des ondes planes, le
test de convergence est assez lourd à effectuer étant donné que le plus petit système
à simuler comprend huit atomes dans la maille primitive. En effet, sachant que le
GaAsN est composé essentiellement de liaisons Ga-As et Ga-N, et en tenant compte
du fait que l’azote est l’atome qui possède les orbitales atomiques les plus localisées
dans l’alliage, il est convenable de prendre comme énergie de coupure dans le GaAsN
celle du GaN, soit 32 hartrees. Quant à l’échantillonage des points k dans la zone
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de Brillouin, nous avons utilisé la grille de Monkhorst-Pack 1. Dans le cas des
concentrations 0, 0.25, 0.75, 0.125, 0.037, 0.03125 une grille de 4 x 4 x 4 a été
suffisante pour faire converger les calculs. Cependant, pour les concentrations z
0.015625, 0.0092 nous avons utilisé une grille de 2 x 2 x 2.
Nos calculs de relaxation structurale se présentent sous forme d’un certain nombre
de cycles de Broyden. Chaque cycle de Broyden contient des itérations dont chacune
d’elles détermine l’énergie totale et les fonctions propres du système en résolvant
les équations de Kohn-Sham. Cette procédure s’effectue de façon auto-cohérente.
En fait, les fonctions propres de la première itération serviront à construire un nou
vel hamiltonien et ainsi de suite jusqu’à autocohérence. Cette dernière est atteinte
lorsque la différence entre deux énergies totales successives devient inférieures à 10_12
hartrees (critère que l’on a fixé).
Une fois l’autocohérence atteinte l’énergie totale du système est définie et il
est désormais possible de calculer les forces agissant sur chaque atome de façon
à minimiser l’énergie totale du système en relaxant les positions atomiques. Nous
avons utilisé pour ce faire la méthode d’optimisation de Fletcher-Goldfarb-Shanno
(FGS). La précision de nos calculs a été fixée à io (Hartrees/Bohrs).
4.2.3 Variation dii paramètre de maille en fonction de la concentration
Nous avons donc déterminé la variation du paramètre de maille du GaAs_1N
en fonction de la concentration x. Nous comparons nos calculs à des mesures expéri
mentales de rayons X efectuées par le groupe de la physique expérimentale de notre
regroupement (voir la figure 4.1) 1. Le GaAs_iN a été obtenu à l’aide de l’épi
taxie à phase vapeur des organo-métalliques ( décrite dans le chapitre 1). Les précur
seurs utilisés sont le trimethylgallium, le tertarybutylarsenic et le dimethylhydrazine
comme sources du Ga, As, N respectivement. Une couche de 60 nm d’épaisseur du
GaAs a été déposée sur le substrat à 600°C. Par la suite, une couche de 200 nm
d’épaisseur a été crie sur le GaAs à une température de 550°C 15,711. Néanmoins, les
concentrations de nos simulations sont plus grandes que les valeurs expérimentales
réalisées. Malgré cela, nous constatons une variation linéaire du paramètre de maille
en fonction de la concentration d’azote, qui coïncide avec les résultats expériemen
taux. De plus, les deux pentes qui définissent cette variation sont en assez bonne
concordance. La variation du paramètre de maille en fonction de concentration dans
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nos calculs est donnée par a(x) 5.5942 - 0.0114 x (À/%), et la variation expéri
mentale est décrite par: a() 5.6536 - 0.010$ x (À/%). La différence entre les deux
pentes correspond à une erreur de 5.5%. En fait, cette erreur est réduite dans des
calculs ultérieurs qui incluent l’effet de la contrainte épitaxiale de la croissance du
GaAsN sur le substrat GaAs (voir Partie II).
4.2.4 Influence d’une impureté d’azote sur la longueur des liens ato
miques dans le Ga32As31N1
En plus de la diminution du paramètre de maille en fonction de la concentration
d’azote, les calculs de relaxation structurale nous montrent que les atomes se sont
déplacés. Afin d’analyser de manière plus rigoureuse cette question, nous avons tenté
d’étudier l’effet de Fazote sur les liens inter-atomiques dans l’alliage. Pour cela, nous
avons défini la variation des longueurs de lien entre chaque atome dc gallium et ses
premiers voisins en fonction de la distance associant l’atome d’azote et le centre des
liens GaAs. Les résultats sont illustrés dans la figure 4.2, pour les concentrations
3.7% et 3.1%.
Notons que le nombre de liaisons dans une structure peut être calculé avec la
x(%)
FIG. 4.1: Variation dzt paramètre de maille du GaAslXNŒ en fonction de ta concen















2 I I I I
0 2 4 6 8
Distances entre l’azote et les différentes liaisons dans le GaAsN (À)
FIG. 4.2: Influence de l’azote sur tes tiens Ga-As dans te cas du Ga32As31N1 et du
Ga27As26N1.
(nombre d’atomes)x(nombre de liaisons par atome)
formule 2 , ou la division par 2 est
requise afin de ne pas compter deux fois les liaisons. Par exemple, dans le cas du
système à 64 atomes, nous avons (64 x 4)/2 = 128 liens. La plus petite distance est de
2.03 À, qui correspond aux liaisons Ga-N reliant l’impureté et les plus proches atomes
de Ga pour un total de 4 liens puisque la structure est tétraédrique. En comparant la
longueur du lien Ga-N dans ce cas avec celle du composé GaN volumique pur, 1.93 À,
nous nous apercevons que les liens Ga-N sont plus grands de 8% lorsque l’azote est
une impureté dans le GaAs. Une telle valeur, correspondrait à une tension (pression
négative) de plus de 22.5 GPa dans le GaN pur.
Les deuxièmes plus proches liens de l’azote correspondent à des liaisons Ga
As. La grandeur de ces liaisons est pratiquement confondue avec celle du GaAs pur.
Dans le cas de la structure incluant 64 atomes (3.1 ¾ d’azote), que nous le rappelons
simulée dans une structure de maille primitive CS, nous différencions trois longueurs
de liaisons distinctes, très proches l’une de l’autre. Par contre, dans le cas des 54
atomes simulé dans une structure CFC, la symétrie est conservée à ce niveau.
À partir des troisièmes voisins, les distances diminuent de 3.67 ¾. La liaison GaAs
atteint une valeur de 2.36 Â. Plus nous nous éloignons de l’azote, plus cette valeur
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se stabilise. Nous distinguons le même comportement dans le cas de la concentration
3.7 %. Entre autres, concernant la symétrie, elle reste invariante dans le cas de cette
dernière concentration. Par contre, nous remarquons toujours une brisure de symétrie
dans le cas de la première concentration. Les quatrièmes voisins se distinguent des
précédents par une brisure de symétrie dans le cas de la concentration 3.7 %. Cette
étude nous apprend que l’azote joue un rôle important dans la déformation des
positions atomiques de la structure du GaAsN.
4.3 Propriétés électroniques
4.3J Effet de la relaxation structurale sur la structure électronique du
GaAs1 N
Dans cette partie, nous examinons la diminution du gap dans l’alliage GaAsi_N
en fonction de la concentration. À cette fin, nous avons réalisé un ensemble de
simulations qui nous ont permis, comme nous le verrons tout au long de cette section,
de clarifier plusieurs points souvent confus dans la littérature.
Avant d’étudier la variation des gaps d’énergie, nous examinons l’effet de la re
laxation structurale sur les propriétés électroniques de l’alliage. Dans ce but, nous
avons comparé les structures de bandes du composé comportant 64 atomes, le
Ga32As31N1 (3.1 %) relaxé et non relaxé 4.3, illustrées dans la figure 4.4. La dis
tinction majeure entre les deux structures apparaît au niveau de la bande interdite
du GaAsN. La relaxation structurale révèle une diminution du gap de 300 meV par
rapport à celui de la structure non relaxée. Cette valeur, non négligeable, indique
que la relaxation structurale influence considérablement le gap d’énergie.
Cependant, à part le premier niveau, la bande de conduction n’est pas affectée
de façon significative par l’effet de la relaxation. Nous observons aussi que la bande
de valence n’est pas influencée par la relaxation.
En résumé, le calcul de la relaxtion structurale s’avère très important pour la
détermination du gap d’énergie.
4.3.2 Variation du gap de l’alliage GaAsi_N
Compte tenu de la conclusion du paragraphe précédent, nous avons calculé les
gaps d’énergie des structures relaxées citées dans le tableau 4.1. Pour les concentra-
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FIG. 4.3: Visualisation de ta structure du GaAs31N1.
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tions supérieures à 3.125% , soit pour les systèmes Ga27As26N1, Ga4As3N1, Ga4As2N2
et Ga4As1N3, nos calculs mettent en évidence des gaps d’énergie négatifs. Cepen
dant, ceci ne permet pas de prononcer sur la nature métallique ou semi-conductrice
du matériau; l’erreur est particulièrement due à la LDA, qui sous-estime les éner
gies de gap. Nous n’avons pu obtenir des gaps d’énergie qu’à des concentrations
inférieures à 3.125% d’azote dans l’alliage, soit le système Ga32As31N1.
Nous constatons une décroissance évidente de la bande interdite quand la concen
tration d’azote augmente. Par ailleurs, nos calculs montrent que cette décroissance
n’est pas uniforme. Le gap pour la concentration de 3.125 %, est éloigné de la droite
qui décrit la décroissance moyenne du gap en fonction de la concentration. Nous
tenons à préciser que ce gap n’est pas une valeur erronée. Il a été recalculé par le
code Siesta et WIEN2K, et les même résultats ont été obtenus. Ce point correspond
en fait au système de 64 atomes (Ga32As31N1). c’est le seul simulé par une maille
primitive CS (contrairement aux autres structures simulées avec une maille primi
tive CFC). Cela pourrait s’expliquer par le fait que l’énergie de gap du GaAsN serait
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FIG. 4.4: Comparaison de ta structure de bande du GaAsN relaxé et ‘non relaxé pour
une concentration de 3.125% dans te système à 64 atomes. Les courbes disconti
nues représentent tes bandes d’énergie du Ga32As31N1 reÏaxé.Les courbes continues
représentent tes bandes d’énergie du Ga32As31N1 non relaxé.
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TAB. 4.2: Tableau comparatif des gaps d’énergie calculés par te code Abinzt et ceux
catc’uÏés par te code WIEN2K à partir des structures relaxées dans te présent trayait
[5J
x(%) 0 0.9259 1.5625 3.1250 3.7037
Eg(eV)a 0.63 0.420 0.29 0.22 0
Eg(eV)b 1.17 0.92 0.73 0.69 0.30
a Nos calculs.
b Calculs LAPW et la GGA (EV) effectués par Dr. Viadimir , avec les structures
relaxées du travail présent.
du GaAsi_N simulée par une maille primitive CS ait la même symétrie que celle
simulée par la maille du CfC, l’effet de l’ordre positionnel de la supercellule diffé
rencie les deux structures. En effet, l’ordre positionnel dans le GaAsN joue un rôle
important dans la réduction de la bande interdite. De ce fait, nous présumons que
l’environnement de l’azote pourrait être l’éventuelle cause de cette anomalie.
Afin de mieux comprendre l’origine de cette anomalie, nous avons essayé de
calculer le gap de la concentration 0.0092, simulée dans une structure CS. Nous
avons pu relaxer la structure, cependant, les exigences des calculs en terme de temps
et de ressources nous ont empêché de calculer le gap à cette concentration. C’est
pourquoi notre collègue Vladimir Timovski a entrepris ce calcul à partir de nos
données de relaxation structurale avec WIEN2K. Le calcul des structures de est
très précis avec ce code. Rappelons que les plus grandes concentrations simulées
par un CS (contenant 8 atomes dans cellule primitive) nous avons obtenu des gaps
d’énergies négatifs.
D’autre part, nous constatons que l’énergie de gap dans le cas de la concen
tration 3.125 ¾, simulée dans un C$, est pratiquemement identique à celle de la
concentration 1.5625 ¾, simulée dans un CfC. Ce fait pourrait aussi s’expliquer par
l’interaction de l’azote avec les atomes qui l’avoisinent.
4.3.3 Confirmation de la coexistence de deux régimes structuraux du
GaAsN influençant sa bande interdite
En utilisant les résultats de nos calculs concernant la relaxation structurale,
Vladimir a tenté de vérifier l’anomalie discutée ci-haut. Les résultats ont montré de
façon évidente l’existence de deux régimes : diminution du gap dans la phase CfC
et aussi celle dans la phase CS. Notons que ces calculs ont été effectués dans le
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FIG. 4.5: Déplacement de l’énergie de gap du GaAsN en fonction de ta concentration
d’azote calculé à l’aide de ta méthode LAFW et ta fonctionnelle GGA de Enget et
Vosko (EV) à partir des structures retaxées de ta section 1 de ce chapitre. Les points
noirs représentent les structures CFC; tes points blancs sont ceux qui représentent
tes structures C$; tes ceTctes hachurés représentent tes gaps d’énergie calculés dans
te pTésent travail.
cadre de la fonctionnelle du gradient généralisé (GGA) d’Engel et Vosko [621 Cette
fonctionnelle améliore beaucoup la valeur des gaps d’énergie comparativement aux
gaps trouvés dans nos calculs. D’ailleurs comme nous l’observons dans le tableau 4.2,
l’alliage à 3.7 97o d’azote possède un caractère semi-conducteur, avec un gap d’énergie
de 0.30 eV, ce que nous n’avons pas trouvé dans nos calculs.
D’autre part, comme nous le voyons dans la figure 4.5, le déplacement de la
variation de l’énergie de gap du GaAsN dans le cas de nos calculs est sous-estimée
en comparaison des calculs effectués avec la fonctionnelle d’Engel et Vosko, bien que
la tendance soit bonne. Par ailleurs, les différences en énergie de gap de nos calculs
sont augmentée d’environ 150 meV par les calculs de Vladirnir.
Par la présente étude nous confirmons ainsi des résultats trouvés antérieurement
par Al-Yacollb et Bellaïche [72] Noils tenons aussi à préciser que cette collaboration,
mettant en commun nos études respectives, a favorisé l’enrichissement de notre re
cherche.
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4.3.4 Calcul des pentes et vérification de la variation du paramètre de
maille en fonction de la concentration d’azote
En bénéficiant de l’apport des travaux de M. Viadimir Timochevski, nous pou
vons tracer les droites qui lient les gaps que nous avons calculés dans le cas des deux
régimes. La variation de l’énergie de gap en fonction de la concentration requise dans
le cas des supercellules CFC est donnée par, Eg(eV) 0.631 - 0.22035 x. Dans le cas
cas des supercellules CS, nous avons E9(eV) 0.631 - 0.13184 x. Nous remarquons
ainsi que la diminution de l’énergie de gap dans le premier cas est effectivement
plus prononcée en comparaison du cas CS. De plus, la diminution calculée par la
pente dans ce dernier cas se rapproche davantage de la majorité des résultats expé
rimentaux. Cela suggère que l’alliage préférerait une organisation dans le désordre
14,91
D’autre part, d’après la loi qui lie la variation de l’énergie de gap des alliages à
la concentration, le coefficient b vaut -25.45 eV pour la concentration 3.125 ; dans
le cas de la concentration 1.5625 9o, nous trouvons -21.45 eV. Nos calculs montrent
donc que la variation de l’énergie de gap du GaAsN dépend de la concentration de
l’azote. Ces résultats sont en bon accord avec les mesures de photoluminescence de
la référence 1731 ainsi que les calculs théoriques cités dans les articles 122,23,741 ainsi
que les expériences 120,21,751
4.3.5 Structure de bandes électroniques
Afin de mieux comprendre l’origine de la diminution du gap, nous avons calculé
les structures de bandes du Ga32As31N1. En raison de la lourdeur des calculs qui
s’accroît avec la taille de la cellule, nous avons choisi cette concentration pour la
plupart de nos calculs ultérieures. En fait, plus la concentration à simuler est faible,
plus la taille de la supercellule doit être grande, rendant ainsi les calculs exigeants
en terme de stockage des données.
Notons que les paramètres utilisés dans le calcul des structures électroniques du
Ga32As31N1 sont les suivants : paramètre de maille à l’équilibre est de 10.53 Bohr;
nombre de points k dans la partie irréductible de la zone de Brillouin utilisé pour
l’autocohérence 10, dans une grille de Monkhorst-Pack de 4x4x4.
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4.3.6 Comparaison de la structure de bande du Ga32As31N1 relaxé avec
le Ga32As39
Nous avons effectué une étude comparative entre la structure de bande du
Ga32As31N1 et celle du Ga32As32; ceci est illustré dans la figure 4.6, nous superpo
sous la structure de bande du GaAs avec 64 atomes et celle du Ga32As31N1 (xii3.1
%). Dans les deux cas, nous nous sommes limitées à la dispersion dans la direction X
(110) de la zone de Brillouin, puisque toutes les bandes électroniques se retrouvent
au point F par repliement de la supercellule. Le premier point que nous avons véri
fiée par ce caldIIl est la réduction du gap d’énergie du GaAs au point F ainsi qu’au
point X par l’ajout de l’azote. De plus, comme le montre la figure 4.6, la structure
de bande du GaAs a été modifiée par l’ajout de l’azote.
Nos calculs prédisent que l’énergie du deuxième niveau dans la bande de conduc
tion du GaAsN, appelé E+ dans la littérature, coïncide exactement avec l’énergie
des premiers états singulets au point L ai(Li) du GaAs, soit à 1.04 eV au desssus
du gap (voir la figure 4.6). Nos calculs prédisent que les états E sont autres que
les états X du GaAs; ceci corrobore les résultats trouvés dans [25] Par contre, nos
calculs sont en désaccord avec les résultats expérimentaux [4] ainsi que ceux de Kent
et Zunger [9] et du modèle BAC [28] et tight binding [321rn
4.3.7 Étude de l’effet de la relaxation du GaAs31N1 sur le GaAs
Dans le but de mieux cerner le rôle de l’azote dans le GaAsN, nous avons réalisé
plusieurs simulations. En premier lieu, nous avons tenté de vérifier si la diminution
de l’énergie de gap du GaAsN pouvait être à l’origine du réarrangement des positions
atomiques du GaAs sous l’effet de la présence d’azote dans l’alliage. Dans ce but,
nous avons simulé le GaAs avec 64 atomes en lui imposant les positions d’atomes
relaxées de l’alliage Ga32As31N1. Nos calculs montrent que la structure de bandes
d’énergie du Ga32As32 contraint diffère de celle du Ga32As31N1, tel que le montre la
figure 4.7. Par contre, le gap du Ga39As39 contraint augmente par rapport à celui
du Ga32As31N1.
Cette étude, nous amène à conclure que le réarrangement des atomes dans le
GaAsN n’est pas la cause principale pour laquelle le gap d’énergie diminue, mais la






















fIG. 4.6: Comparaison de ta structure de bande du Ga32As31N1 avec cette du
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FIG. 4.7: Comparaison de ta structure de bande du Ga32As31N1 avec cette du GaAs










4.3.8 Densité d’états électroniques totale du Ga32As31N1
Les densités d’états électroniques (DOS) totales et projetées, entre -4 et 3 eV,
du Ga32As31N1 ainsi que celles du GaAs et du GaN, sont présentées dans les figures
4.8,3.6 et 3.7. La référence des énergies est prise au niveau de Fermi.
La DOS est divisée en deux parties : i) la bande de valence, à caractère princi
palement p des composés Ga et As, est située en dessous du niveail de Fermi; ii) la
bande de conduction, à caractère s et p pour les composés Ga, As et N, est située
entre 0.63 et 3.4 eV au dessus du niveau de Fermi.
D’autre part, nous distinguons dans la figure 4.8 un étalement de la DOS via
les énergies de bande semblable à celui du GaN présenté dans la figure 3.7 près du
minimum de la bande de conduction. Ceci ne figure pas dans la DOS du GaAs et
nous indique la présence d’orbitales atomiques de l’azote dans cette région.
Précisons qu’au regard de l’aspect général de la DOS, les résultats obtenus pour
le GaAs, le GaN et le GaAsN sont en accord avec d’autres calculs DFT I63J
4.3.9 Densité d’états électroniques partielles du Ga32As31N1
Le calcul des densités partielles effectuées par M. Vladimir Timochevski à l’aide
du programme WIEN2K pour la composition Ga32As31N1 confirme d’une manière
Energie (eV)
FIG. 4.8: Densité d’états étectroniques totale du Ga32As31N1.
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plus précise ce (lue flOUS venons de montrer ci-haut. La figure 4.9 présente la densité
d’état partielle de l’atome d’azote et celle de ses plus proches voisins, ainsi que la
densité partielle de son dix-neuvième voisin (l’arsenic). Nous voyons clairement un
pic intense de type s dans la première figure 4.9 et il n’existe pratiquement pas d’état
p provenant de l’arsenic ou du gallium, ce qui justifie nos constatations antérieures.
Sur la seconde densité d’états, correspondant à celle du gallium premier proche voisin
de l’azote, nous différencions une très faible contribution de sa fonction d’onde p par
rapport à celle de l’azote. Ceci s’explique par la nature électronégative de l’azote.
Quant aux seconds voisins de l’azote, qui sont des atomes d’arsenic, ils montrent une
faible contribution des états p ainsi que des états s. Conséquemment, leur interaction
avec les états d’azote peut être négligée. La présence de l’azote s’éteint au troisième
proche voisin comme indiqué dans la quatrième densité partielle associée au gallium,
présentée dans la figure 4.9. Il n’existe pratiquement pas d’interaction de l’arsenic
avec l’azote à longue portée comme le montre la dernière densité partielle.
4.3.10 Effet de la pression hydrostatique sur les niveaux d’énergie du
GaAs1
L’étude de l’effet de la pression sur les niveaux d’énergie sert à déterminer la
localisation des états d’énergie dans un matériau. Comme le montre la figure 4.10,
nous constatons que la première bande d’énergie croît avec la pression hydrosta
tique, donnant une pente de 43 meV/GPa. Or, cette croissance est moins prononcée
que dans le cas du GaAs, qui vaut dans nos calculs $3 meV/GPa (voir le chapitre
précédent). Ce résultat indique a priori que la première bande de conduction du
GaAsN devrait être plus localisée que celle du GaAs. Les autres bandes d’énergie
sont moins affectées par la présence d’azote dans l’alliage. La présence d’azote dans
l’alliage affecte toutefois aussi la première bande de conduction.
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FIG. 4.10: Effet de ta pression hydrostatique sur tes niveaux d’énergie du Ga32As31N1.
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Deuxième partie




Nous consacrons cette dernière section à l’étude des propriétés structurales, élec
troniques et optiques de l’alliage GaAsN sous l’effet de la contrainte du GaAs. En
fait, l’élaboration du GaAsN se fait en incorporant quelques pourcents d’azote sur
le substrat GaAs durant la croissance épitaxiale. Cependant, lors de la. croissance,
le substrat maintient son paramètre de maille constant, tandis que l’alliage épitaxié
subit une relaxation uniaxiale selon la direction de croissance afin de compenser la
contrainte biaxiale. Dans le cas du GaAsN, une contrainte en tension est exercée
dans le plan, alors qu’une compression est appliquée selon la direction perpendicu
laire. De telles déformations s’avèrent être à l’origine de changements intéressants des
propriétés physiques de certains matériaux. Par exemple, dans les semi-conducteurs
III-V, les contraintes peuvent modifier la bande interdite, soit en changeant la lar
geur de leur gap d’énergie, soit en favorisant le confinement des porteurs dans les
régions de dislocation causées par les contraintes.
4.5 Étude théorique de la contrainte structurale
Les mécanismes qui résultent de la déformation peuvent être déterminés à l’aide
des propriétés élastiques du solide. En utilisant de la Loi de Newton dans la limite des
faibles déformations, nous arrivons à exprimer la déformation uniforme d’un cristal
en fonction de la contrainte. Si nous supposons un cristal non-déformé initialement
défini par une base orthonormée de trois vecteurs r, r, r, et que nous déformons
ces vecteurs légèrement de leurs positions initiales, nous pouvons établir la relation
suivante
=
Les coefficients e représentent les composantes de déformation selon différentes
orientations dans le cristal. Ils sont sans unité et définissent un tenseur d’ordre 2
comme suit





D’autre part, en utilisant la Loi de 1-looke qui permet de lier les contraintes aux
déformations, dans le cas d’une réponse linéairet définie comme suit,
V = — ro)2, (4.2)
où V est le potentiel d’énergie, k est une constante, et en considérant la symétrie cu
bique du cristal, les modules élastiques se réduisent à trois coefficients indépendants
C11, C12 et
Doté de ces deux dernières relations 4.1 et 4.2; il devient possible d’exprimer
l’énergie élastique comme suit
U = Cii(6 + c + + C44(e + + e) + + ezze + ee).
Lorsqu’il s’agit de déformations tétragonales dont l’axe de déformation est l’un des
axes du cube, soit [1001, 10101, [0011, le tenseur de déformation épitaxiale se simplifie
en
xx O
o o . (4.3)
o o
Dans notre cas, il s’agit d’une déformation biaxiale. Les constantes de défor
mation plariaires sont donc égales, e e, et l’énergie élastique de déformation
devient







*Une déformation est provoquée par des contraintes. Ici, nous supposons que cette réponse à la
déformation est linéaire comme le montre la relation 4.2.
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Soit a11 le paramètre de maille parallèle ou contraint, aj le paramètre de maille
perpendiculaire et a est le paramètre de maille de l’alliage volumique du matériau en
croissance. On peut déterminer le paramètre de maille perpendiculaire à l’équilibre
en optimisant l’énergie élastique 4.4 par rapport à la déformation perpendiculaire,




a1 = —2(a11 — a) + a. (4.5)
4.6 Effet de la contrainte structurale sur les propriétés structurales
Calcul du paramètre de maille perpendiculaire
En appliquant les lois de l’élasticité que nous venons de décrire précédemment
et en utilisant les valeurs théoriques des paramètres de maille d’équilibre de Falliage
ainsi que celui du GaAs, nous estimons le paramètre de maille perpendiculaire a1=
10.46 Bohrs pour r = 3.125%. Les modules élastiques du GaAs sont tirés de la
référence [781 (Ci2 = 566GPa; C11 = 1221GPa).
Vérification
Afin de simuler le GaAsN contraint par le GaAs, nous avons fixé le paramètre de
maille dans le plan (100) à celui de l’arséniure de gallium, 10.57 Bohrs. Nous avons
laissé ensuite relaxer l’alliage selon la direction croissance, perpendiculaire au plan
(110). Comme prévu par le calcul élastique précédent, nous avons trouvé aj=10.43
Bohrs, équivalent à celui estimé par la relation 4.5.
Variation du paramètre de maille perpendiculaire en fonction de la
concentration
Ici, nous réalisons une étude similaire à celle effectuée dans la section 1. Cette fois
ci, nous étudions la variation de ai calculée théoriquement par rapport à la concen
tration d’azote. Nous obtenons une droite théorique de : ai = 5.6003 — 0.011489r
(Â/% ); la droite expérimentale, du groupe de la physique expérimeiltale de notre
regroupement (voir la section 4.2.3 de la première partie de ce chapitre), vaut
ai = 5.6534 — 0.020494x (À1’%).
4.7 Effet de la contrainte sur les propriétés électroniques
4.7.1 Structure de bande électronique
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Dans cette section, nous nons intéressons à l’effet de la contrainte 511f les pro
priétés électroniques de l’alliage. Dans la figure 4.12 nous présentons la structure de
bande du GaAsN contraint. À première vue, nous constatons que la bande interdite
est plus petite que celle de la structure du GaAsN relaxée sans contrainte. Cette
observation indique que la contrainte influence le gap d’énergie. Par ailleurs, ces ré
sultats e montrent en aucun cas que la réduction de la bande interdite est essentiel
lement due à l’effet de la contrainte. Par contre, la contrainte renforce la diminution
de la bande interdite. Mis à part le premier niveau de la bande de conduction, les










FIG. 4.11: Variation du paramètre de maitte en Jonction de ta concentration d’azote;
aLtheo et aI.exp sont le paramètre de maitte contraint théorique calenté dans te présent







4.7.2 Simulation du GaAs avec les contraintes structurale de la crois
sance épitaxiale du GaAsi_N1
Dans le but de vérifier si la contrainte est la cause principale de la diminution du
gap d’énergie au point F, nous avons imposé à l’arséniure de gallium les contraintes
épitaxiales du Ga32As31N1. Ensuite, nous avons évalué la structure de bandes du
GaAs contraint. Nos calculs révèlent une augmentation du gap d’énergie du GaAs
sous contrainte. Ceci montre que la contrainte ne présente pas de fonction majeure
dans la diminution du gap au point f, mais elle favorise cette diminution. En ap
pliquant la relation de Végard, nous obtenons un coefficient de Végard b»J6.4 eV.
Cette valeur se rapproche davantage des valeurs expérimentales trouvées dans la
littérature {28J
Si nous observons la bande de valence du Ga32As31N1 sous contrainte, nous dis
tinguons une levée de dégenerescence au maximum de la bande de valence (aIl centre
de la zone de Brillouin). C’est donc dire que la contrainte introduit une brisure de sy
métrie qui engendre un dédoublement faisant apparaître un niveau associé aux trous
lourds et un second associé aux trous légers. La différence d’énergie ainsi trouvée
vaut EO.OZ12 eV. La valeur de E due à l’interaction spin-orbit dans le GaAs
est de 0.35 eV. Cette valeur est plus grande que celle du dédoublement qu’on vient
X f R
FIG. 4.12: Structure de bandes d’énergie du GaAsN contraint (contrainte épitaxiale).
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I
de trouver sous l’effet de la contrainte. De ce fait. nous avons calculé la différence de
l’éclatement des énergies au maximum de la bande de valence du GaAs contraint,
en appliquant la contrainte épitaxiale du GaAsN décrite ci-haut. Nous distinguons
une levée de dégénérescence au maximum de la bande de valence (au point F) don
nant une valeur AE0.0743 eV. Cette dernière est très similaire à celle du GaAsN
épitaxié, à une différence de 30 meV près, ce qui est très négligeable en terme d’éner
gie. De cette brève analyse nous en déduisons que la levée de la. dégenerescence est
directement liée à la contrainte.
FIG. 4.13: Structure de bandes du GaAs contraint par la contrainte épitari aïe appti
quée au GaAsN (comme ci- haut].
CONCLUSION
Au début de notre travail, nos recherches consistaient à étudier la concordance
entre l’effet du dopage du GaAs par l’azote sur sa bande interdite et l’effet de la
pression hyrostatique. Cependant, nos premiers calculs ont montré des résultats
contradictoires : la pression hydrostatique du GaAs fait en sorte que la bande in
terdite augmente, alors que l’ajout d’azote a pour efièt de la diminuer. Dès lors,
nous avons tenté de comprendre le rôle que pouvait jouer l’azote dans l’alliage. Nous
récapitulons nos résultats comme suit
i) En première étape nous avons étudié les propriétés structurales de l’alliage.
Cette étude nous a montré, d’une part, le rôle de la pression joué par l’azote dans
l’alliage. D’autre part, dans l’étude de l’influence de l’azote sur les liens atomiques
de l’alliage GaAsN, nous avons explicité la nature électronégative de l’azote faisant
en sorte que les liaisons Ga-N sont en tension en comparaison des liaisons GaN dans
le cas volumique pur. Par contre, ces liaisons sont plus petites comparativement aux
liaisons Ga-As dans le cas volumique pur et dans le cas du GaAsN. D’autre part,
nous avons remarqué des liaisons Ga-As plus petites dans alliage comparativement
à celles du GaAs volumique.
ii) L’étude des propriétés électroniques nous a permis d’éclaircir plusieurs points.
Mentionnons d’abord l’évidence de la réduction rapide de la bande interdite du
GaAsN sous l’effet de l’incorporation d’azote. Nous observons une baisse considérable
comparativement à la majorité des semi-conducteurs III-V. Par ailleurs, nous avons
démontré, par un calcul de la structure de bande du GaAs en lui imposant les
positions du Ga32As1N1 relaxé, l’importance de la présence de l’azote dans l’alliage.
Nous avons en particulier observé une augmentation de la bande interdite du GaAs
ainsi contraint, et de façon générale, une modification complète de la structure de
bande.
iii) L’analyse des densités d’états totales du GaAs, GaN et des composés GaAsN
nous a montré l’existence d’états d’azote près des premières bandes de conduction
du GaAsN. Ce résultat a été renforcé par la visualisation de la fonction d’onde au
point F, qui revèle un caractère très localisé. De plus la fonction d’onde en ce point
montre un caractère majoritaire de type s.
iv) Le calcul des densités d’états partielles confirme définitivement l’existence
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d’états d’azote dans la structure électronique de l’alliage. En particulier, cette ana
lyse nous montre qu’il s’agit d’états s dans la. première bande de conduction. En
outre, cette étude nous montre que les interations N-As sont. faibles. Les interac
tions N-Ga sont encore plus faibles.
Nous tenons à mentionner que le fornialisme utilisé dans le cadre de notre travail
est sans doute un moyen efficace de déterminer les propriétés structurales de cet
alliage. Il serait très intéressant d’élaborer des simulations permettant l’étude exacte
des interactions N-N que nous pensons être à l’origine des changement inhérents dans
l’alliage, notamment dans les directions 11O), où encore d’envisager les structures
en agrégat d’azote dans l’alliage.
Enfin, je tiens à dire que te projet de ce rnéTrwire est relativement ambitieux et
m’a permis d’en conclure que te doute n’est pas un obstacte à ta connaissance, mais
bien au contraire te moteur de toute démarche pour appréhender le monde sensible
et intettectuet.
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