On the purpose of studying the effect of long-range Coulomb-interaction in strongly correlated electronic systems we bring in as its representative the nearest-neighbor repulsion (v) in addition to the on-site repulsion (u) and shall investigate the possibility of the superconducting transition of carriers doped into the charge-density wave (CDW) state expected for v > u/4 in 2-dimensional square lattice. We shall see that strongly correlated hopping processes of doped carriers make the systems superconducting. The favored superconducting phase is of extended s-wave symmetry, and T c ∼100K is shown to easily be attained near the half-filling.
§1. Introduction
In studying strong correlation among electrons culminating in high T c cuprates, heavy fermion systems or organic conductors, one of the most intricate problems in condensedmatter physics currently, we call for the Hubbard model and its derivatives like t-J model.
It is true that we have learnt much from these models but it is not at all certain whether the learning survives, even qualitatively, when the neglected long-range Coulomb interactions are restored. This is mainly because these models are, in spite of being simple, not tractable analytically, even in perturbation theory. To say the least of it we still do not know what the ground state of the two-dimensional Heisenberg antiferromagnet is, the most important starting point toward real understanding of high T c copper oxides as commonly believed.
In viewing the status it is worthwhile putting the problem other way around, namely, taking into account the long-rangeness of Coulomb interaction, to some extent, from the beginning. The new "Problemstellung" is physically more fit, especially for cuprates, because of their ionic character. For this purpose we have proposed 1) a model in which the nearest neighbor Coulomb repulsion, v, is brought in as an representative of long-range Coulomb repulsion, in addition to the on-site repulsion, u and the nearest neighbor hopping integral, of the model is that the ground state is known, in contrast to the conventionally assumed case of antiferromagnetic (AF) uniform charge distribution (v < u/4), to be the static, nonmagnetic charge-density wave (CDW) state in which lattice sites are separated into Asublattice with two electrons in a spin singlet pair and B-sublattice with no electron (Fig.1 ).
The observation is confirmed later numerically by the quantum Monte Carlo simulation 2) and by the exact diagonalization method 3) ; Indeed at the absolute zero the ground state at half filling can be identified as an antiferromagnetic spin-density wave (SDW) state for w = u/v > 4 while for w < 4, as the CDW state as predicted. Further, for w < 4, the CDW phase is shown to be rather rigid against doping 2,3) even up to quarter filling 4) . Recently it is also shown 5) that the true ground state at half filling is the CDW state modified by the condensed charge fluctuation due to the hopping, just like the ground states of spin ordered states renormalized by spin waves. The single particle as well as collective excitaions are found to be gapped with rather wide openings (about 8v − u for the former and 7v − u for the latter). Thus, as long as |t| ≪ v or u , the thermal fluctuations do not disturb the ground state at temperatures even as high as v/k B .
It is true that the system described by the model for w < 4 is non magnetic, charge-density wave ordered and exhibiting a small Fermi surface when doped, not necessarily in accord with experimental observations up to now, thus seems not relevant to high T c cuprates, as it stands. But, as mentioned above, it has definite advantages, namely the well defined ground state being rigid against doping and thermal fluctuation, so that it is worth further theoretical investigation.
As such we would like to pursue the line set by ref.1) and study in this paper superconductivity of the model when doped. Since the model is particle-hole symmetric we shall only consider the hole doping of N h = 2N − N e holes where N e is the total electron number and 2N is the number of whole sites. In §.2 we present the effective Hamiltonian for the doped holes given in ref.1) based on the second-order perturbation theory. Elimination of on-site processes is carried out systematically by introducing pseudo-spin operators in terms of onsite-avoiding hole operators (construction of the pseudo-spin operator is done in Appendix A). As a result of the elimination the Bloch energy of a hole and the hole-hole interaction are modified. Pairing of holes is favored, especially near the CDW-AF phase boundary, for the spin-singlet and s-wave like state as in the ordinary BCS mechanism.
Due to the symmetry charactor of the gap function (Γ 4 of the point group D 4 ), the corresponding gap equation is brought into a 3 × 3 matrix form in §.3 (its elements will explicitly be given in Appendix B). We shall solve the gap equation iteratively and present the results for the transition temperature, T c , as a function of hole concentration, n h = N h /2N for various values of w: It shows a maximum around n h ∼ 0.05 and can reach a value k B T c ∼ J/10 near the CDW-AF phase boundary (w = 4) with J = t 2 /4u, the exchange integral adopted by the ordinary Hubbard model, thus T c can easily be ∼ 100K.
We also calculate the superconducting correlation function and the specific heat. It is found that the superconducting correlation length is about 2.8a 0 where a 0 is the lattice constant of the original square lattice.
Finally in §.4 we give conclusions and discussions. §. 2 
Possibility of Cooper Pair Formatio
Based on ref.1) we shall study the possibility of superconductivity of doped carriers (holes) in this section.
As noted there, when doped, holes occupy the A-sublattice sites (corresponding to Cu + , in case of CuO 2 system) while B-sublattice (corresponding to Cu +3 , ditto) remains intact unless doped heavily. Hopping integrals and potentials of holes to the second order in t 2 are summarized in terms of w = u/v and g = t 2 /v in the following:
A)Hopping integrals: (Fig.2a ) There are two free hopping integrals
and also two for correlated hopping †   T 1 = −g{1/(5 − w) + 1/(6 − w)} ,
See Fig.2b ) for a typical correlated hoppig process.
B)Hole-hole potentials: The potential energy V m for holes of m-th neighbor apart is
To the above we must add, at least formally, hopping integrals and potentials including on-site repulsion, namely,T
and V 0 . All of them are of order of u and should properly be eliminated, as will be seen.
Taking all the above into account and performing Fourier-transform over A-sublattice sites we get Hamiltonian for the doped hole system in the following form:
2 − 4c) † Correlated hopping mechanism first presented in ref1) is analogious to the superexchange mechanism of the attractive interaction between two localized spins which leads the system to the antifferomagnetic ordering. In both mechanism an intermediate state with higher energy plays an essential role and produces effective attraction between two carriers.
where N is the number of A-sublattice sites. Further b † k,σ (b k,σ ) denotes the creation (annihilation) operator of a hole defined by
where c i,−σ (c † i,−σ ) is the creation (anihilation) operator of an electron which appeared in (1-1) and A represents the set of all the A-sublattice sites. In (2-4b) ε(k) is the tight-binding Bloch-energy relative to the band bottom
where a = √ 2 a 0 ( a 0 is the lattice constant of the original square-lattice) denotes the lattice constant of the A-sublattice and W stands for the band width defined by
Notice that the band bottom lies at 6T 1 relative to the energy of a localized single hole 1) .
Finally the hole-hole interaction, V h , in (2-4c) can be given by the aforementioned hopping integrals and potentials as
where
The tilded hopping integrals are defined by subtracting from the correlated ones the corresponding free hopping integrals, namely,T i =T i − T i , since the latter are already taken into account in defining the Bloch energy. Thus, for example,
In order to discuss the possibility of superconductivity in the doped carrier system it is convenient to introduce pairing operators defined by
where σ 0 is the 2 × 2 unit matrix and σ a for a = 1, 2, 3 are conventional Pauli-matrices.
Needless to say t 0 (k) corresponds to the singlet pairing while t(k) governs the triplet pairing.
Further they satisfy
In terms of the pairing operators the reduced Hamiltonian corresponding to H I can be written as
where H ISP and H IT P are the reduced interactions respectively for singlet and triplet pairings and
We now concern ourselves with the elimination of "on-site" terms. In the case of triplet pairing we are automatically free from them owing to the exclusion principle so that we can use H IT P as it stands with V − (k, k ′ ) of (2-10d) given by
For singlet pairing, on the other hand, we have to restrict the Hilbert-space to the states of no doubly occupied sites. By so doing we can discard the terms explicitly pertainig to
. Further we have to eliminate the on-site processes inherent in the Fourier-transformed operators. To do so we replace, in a conventinal manner, the hole operators by
whereb † i,σ andb i,σ are the on-site-avoiding operators defined respectively by  
,−σ denotes the number operator of holes at site i of spin σ . Then H 0 of (2-4b) should be replaced bỹ
and H ISP bỹ
witht 0 (k) defined by the on-site-avoiding operators through (2-9a) and with
and
Note that the last term on the r.h.s. of (2-13d) comes from the fact that in eliminating the on-site potential term
V 0 should be replaced by the Bloch energy of two localized holes, 2 × 6T 1 , and similarly in eliminating the on-site hopping term the term withT (on) (k) but not withT (on) (k) should be taken out, namely
It is rather clear from the definition that the pairing interaction V Now the reduced Hamiltonian to be investigated is
For a consistent treatment of the Hamiltonian, the pseudo-spin formalism 6) is most suited.
Its application is, however, not immediate since the hole operators were modified as to avoid on-site double occupation. As we shall show in Appendix A we can construct appropriate pseudo-spin operators from the modified operators, by making use of local mean field approximation for the commutators among the modified pairing operators,
The pseudo-spin operators satisfy usual SU (2) commutation relations;
In terms of the pseudo-spin, the reduced Hamiltonian (2-14a) including the chemical potential term can be rewritten as:
ef f (k, k ′ ) respectively are the Bloch energy, the chemical potential and the s-wave like pairing-interaction modified by the introduction of the on-site avoiding pseudo-spin and are given bỹ
We can then readily write down the gap equation at a temperature T :
for the gap defined by
where < · · · > denotes the thermal average
. We have taken the phase convention that <τ (y) (k) >= 0 with
) . Further E(k) stands for the Bogoliubov's quasi-particle energy
In (2-20a) and (2-20c) C < stands for the region in the first Brilluoin zone where the modified Bloch energy is less than an appropriate cut-off. We shall deal with the cut-off in the next section.
Properties of the Superconducting Phase
Based on the formalism given in the preceding section we shall solve the gap equation to determine the transition temperature and the energy gap, then study the superconducting correlation and the specific heat. We shall omit the superscript (s) since we restrict ourselves to the s-wave like pairing alone.
The Transiton Temperature and the Energy Gap: Without any loss of generality we can factorize the gap function as
We note that d(T ) depends only on temperature and c(k, T ) depends both on temperature and wave vector . The wave-vector part, c(k, T ) , represents the symmetry of the gap and directly reflects the lattice symmetry and the anisotropy of the hole-hole interaction. Then the gap equation (2-20a) can be reduced to
is given by (2-19) and(2-13d). The transition temperature is determined
by the condition
From the hole-hole interaction (2-13d) the wave-vector dependent part, c(k, T ) , should take
Before going into the detailed study of the gap equation , we should note that, although the irreducible representations appearing in the right hand side of (3-4), 1, cos k x a + cos k y a, and cos k x a cos k y a , are independent and othogonal to each other, we cannot decouple into each of these representations due to the presence of the thermal factor, Θ(k ′ ) . We can only bring the gap equation into the 3 × 3 matrix form as
All the matrix elements appeared in M (T ) are listed in Appendix B.
It should be noted here that there is an arbitrariness in the factorization, (3-1a):
Indeed an overall factor for c(k, T ) may be factored out and be absorbed into d(T ) . Let us define the gap function at the center of the first Brilloiun zone (Γ point) as cos k x a cos k y a ). There is no symmetry-related distinction among these representations.
7)
Now one way for the factorization is to factor out (c 0 + 2c 1 + c 2 ) from c(k, T ) and use ∆ Γ (T ) in place of d(T ) . Instead we factor out c 0 from c(k, T ) , for the sake of numerical simplicity, and redefine relevant quantities as
Then ∆ Γ (T ) is given by
The gap equation, (3-5a), remains the same formally, but due to the above mentioned arbitrariness in the vector (c) , should turn out to be
although M contains C i in a nonlinear manner through E(k) . The coefficients, C i , are self-consistently determined by
Needless to say the transition temperature is determined from (3-3), or ∆ Γ (T c ) = 0 , in other words, by
for a given set of hole concentration, n h , and w .
To solve the gap equation we resort to the iterative procedure: To begin with we solve (3-10) and determine the transition temperture, T c . Then at a temperature lower than T c we put the zeroth order solution for C i (T ) as
where C i (T c ) are determined by (3-5c) by setting T = T c and ∆ Γ (T c ) = 0 . We next write down the first iteration for ∆(k, T ) as
and solve (3-5b) for D (1) (T ) . By using the solution we calculate the r.h.s. of (3-5c) to obtain the first iteration to C i (T ) . By repeating the procedure for higher iterations until the desired accuracy is attained we can reach the solution for the gap function at an arbitrary temperature below T c .
We shall now present the numerical results for the transition temperature as well as the gap function. As for the energy cut-off,ε c , we take the energy contour corresponding to the Fermi surface at the hole concentration of n hc = 0.25 : This value is chosen because above which the rigidity of the CDW ground-state for the t − (u, v) model is shown demolished, as stated before for CuO 2 system 4) . Then we havẽ
We shall call this as the natural cut-off.
Firstly in Fig.5a ) we give T c as a function of n h for sevaral values of w . As seen there it increases as √ n h as n h increases from 0, then develops maximum at n h = 0.054 for w = 4.0; at n h = 0.048 for w = 3.9; at n h = 0.043 and n h = 0.192 for w = 3.8, respectively. It vanishes at n * hc ≃ n hc around the cut-off, as n * hc − n h . Further, as w approaches to 4, the curve of T c grows up in accordance with the observation stated before that the pairing interaction becomes most attractive at the CDW-AF phase boundary. The maximum value of the transition temperature reaches ∼ 10 −1 g, where the coupling constant g = t 2 /v corresponds to the conventional exchange energy, i.e., 4t 2 /u , of the Hubbardmodel near w = 4 and can be of order of ∼ 10 3 K. Hence our mechanism easily explains the transition temperature as high as ∼ 100 K. We have also shown in Fig.5b ) the anisotropy parameters, C 1 and C 2 , at T c as functions of n h for the same set of values for w . Notice that
for all the values of w considered. Further they are rather large at low hole concentrations and at the CDW-AF boundary, decrease as n h increases and become small at high concentrations.
As is pointed out just in the above, the transition temperature is dependent on the choice of the cut-off. To illustrate this we give T c in Fig.6a ) and C i in Fig.6b ) as functions of n h at w = 3.9 for several choices of the cut-off. The cut-off dependence can clearly be seen in Fig.6a) . Further, as seen in Fig.6b ) the anisotropy is conspicuous at a low cut-off:
This is because the main source of the pairing interaction is the correlated hopping terms in (2-13d), which are inherently anisotropic and give strong attraction around the center of the first Brilloiun zone, the region most important for a smaller cut-off.
Next we provide the solution to the gap equation at temperatures below T c at the natural cut-off. To be specific we have chosen w to be 3.9. To obtain an overall view of the gap in k space we plot on Fig.7 ∆(k, T ) at the absolute zero and n h = 0.05 . As seen from the figure the gap function is very much alike to the sign-reversed Bloch energy. This is owing to the approximate relation (3-14) which is seen holding also at T < T c as shown in Fig.8a ). Thanks to this relation we can approximately express the gap function (3-9) in terms of the modified Bloch energy (2-17a) as
In other words the gap function has a constant value on a Bloch contour. We shall thus define from (3-15a) the energy gap, say ∆ F (T ) , of our model as the gap on the Fermi surface,ε(k) =μ h , which is explicitly given by
In Fig.8b) Fig.5a ) the gap becomes the widest at n h = 0.05 at which T c is the largest for w = 3.9 .
Further we have presented in Fig.8c ) ∆ F (0) and ∆ Γ (0) , together with∆(0) , the gap function at the absolute zero averaged over the 2-dimensional Fermi sea, as functions of n h . Also shown in Fig.8d ) are the ratios
of hole concentration for w = 3.9. We can see that the gap on the Fermi contour gives the ratio close to the BCS value, 3.52.
From (3-15b) we may find the condition for the gap on the Fermi surface to vanish,
From the above it is clear that the lower bound forμ h W exceeds the natural cut-off set by (3-13) so that in our model the gap function never vanishes on the Fermi contour. For a hole concentration of our interest, i.e., n h ≤ n hc the Fermi surface is much smaller than the contour on which the gap vanishes. Fig.9b) ). We have also found that the superconducting correlation in other directions is quite similar to the above, thus the superconducting correlation extends about ξ ∼ 2.8a 0 in every direction.
Electronic Specific Heat: Electronic specific heat in the superconducting phase is given by the standard expression;
We have evaluated this quantity as a function of temperture and shown the result for w = 3.9
and n h = 0.05 in Fig 10. As a comparison we have also plotted there the heat capacity in the normal phase, C N . The jump
at T = T c becomes 1.67 for w = 3.9 and n h = 0.05, a value little larger than the BCS value, 1.43.
Conclusions and Discussions
Based on the 2-dimensional t − (u, v) model we have shown that the static , nonmagnetic CDW state, consisting of alternate doubly occupied sites (A-sublattice) and empty sites (B-sublattice), is eligible for superconductivity with T c as high as 10 2 K when the system is, 1) doped near the half-filling and 2) close to the phase boundary to AF.
Main source of pairing interaction between doped carriers, say holes which necessarily reside on A-sublattice (in case electrons, on B-sublattice), comes from the correlated hopping caused by consecutive hoppings of the background electrons via a nearby empty site (e.g., Fig.2b) ). We have paid special attention to elimination of the on-site processes by making use of the pseudo-spin formalism. In accord with the elimination, the Hamiltonian of the doped system has to be modified. We have shown that the effective hole-hole interaction especially enhances the s-wave type attraction and results in the highest superconductingtransition temperature at the CDW-AF phase boundary, w = 4.
Throughout this paper we have assumed that the background CDW configuration remains rigid against hole doping for n h less than n hc = 0.25, the critical dose set by the numerical study for CuO 2 system 4) . If more holes are doped, the CDW configuration will make a transition to a metallic phase.
As noted in the introduction the CDW ground-state is shown 5) modified by the con- 
Appendix B
We shall provide the matrix elements appeared in the equation (3) (4) (5) (6) (7) . By inserting the effective interaction (2-13d) and the gap function (3-4) into the gap equation (3-2) we can obtain them as follow:
In the above · · · · · · denotes
. by C S (T c ) for w = 3.9 and n h = 0.05 at the natural cut-off.
