empirical validation. This paper aims at bridging the gap between these approaches. A derivation of 23 the Fisher model "from first principles" is proposed, where the basic assumptions emerge from a 24 more general model, inspired by mechanistic networks. I start from a general phenotypic network 25 relating unspecified phenotypic traits and fitness. A limited set of qualitative assumptions are then 26 imposed, mostly corresponding to known features of phenotypic networks: a large set of traits are 27 pleiotropically affected by mutations, and determine a much smaller set of traits under optimizing 28 selection. Otherwise, the model remains fairly general regarding the phenotypic processes involved, 29 or the distribution of mutation effects affecting the network. A statistical treatment and a local 30 approximation close to a fitness optimum yield a landscape that is effectively the isotropic Fisher 31 model, or its extension with a single dominant phenotypic direction. The fit of the resulting 32 alternative distributions is illustrated on an empirical dataset. These results bear implications on the 33 validity of Fisher's model's assumptions, and on which features of mutation fitness effects may vary 34 (or not) across genomic or environmental contexts. 35
INTRODUCTION 37
The distribution of the fitness effects of random mutations (henceforth denoted 'DFE') is a central 38 determinant of the evolutionary fate of a population, together with the rate of mutation. Obviously, 39 it determines the rate of adaptation by de novo mutations, by setting the mutational input of fitness 40 variance. Furthermore, by setting the distribution of fitness at mutation-selection balance, the DFE 41 also determines the amount of standing variance in populations at equilibrium, and their potential 42 for future adaptation. The DFE is therefore central to evolutionary theory, for both adapting and 43 equilibrium populations. There is, however, no widely accepted model that predicts the distribution 44 of fitness effects of random mutations, and how it is affected by various environmental or genetic 45
contexts. Yet, predicting what happens under changed conditions is a minimum requirement for 46 many applications of evolutionary theory. 'Phenotype-fitness landscapes' provide a general tool for 47 such inference: by defining changed conditions (genetic background or environment) as explicit 48 alternative 'positions' in the landscape, their effects can be handled quantitatively. 49 'Mechanistic' landscapes: One such approach has seen considerable development in the past 50 decade: models that explicitly describe the 'direct' molecular effect of a mutation (on RNA secondary 51 structure, on metabolic reactions etc.) and integrate its effect on cellular yield or growth rate, 52 through a network of phenotypic interaction. This approach, which can take various forms, is often 53 dubbed "systems biology" (reviewed in PAPP et al. 2011) . It relies on a phenotype-fitness landscape 54 that is parameterized from some empirical knowledge of the system, to describe part of the complex 55 functional effect of given mutations. Probably the most popular and most advanced example of this 56 approach is Flux Balance Analysis (FBA). FBA has proved accurate in predicting, from first principles, 57 the fitness effect of a wide variety of gene deletions (alone or in combination) in several model 58 microbial species, mostly the bacterium E.coli (IBARRA et al. 2002) and the yeast S. cerevisae (PAPP et 59 al. 2004; SEGRÉ et al. 2005) . It relies on a description of the effect of the removal of a given gene on 60 the full metabolic network of the cell, and ultimately on cell yield and growth rate. These approaches 61 are powerful in both predictivity and explanatory potential, as they provide hints on why a particular 62 genetic change has a given fitness effect. Other landscape models focus on point mutations affecting 63 particular metabolic pathways (e.g. the lactose utilization pathway, PERFEITO et al. 2011) . These 64 studies test whether given mechanistic models can be accurately fitted to observations. FBA, on thethermodynamics. Given some assumptions on the microscopic process, this group behavior is 123 predictable from a few measurable macroscopic quantities like temperature, volume, pressure etc. 124
The accuracy of the prediction increases with the number of random particles, namely with the 125 complexity of the process. Here, I hope to make it plausible that a very similar argument applies to 126 Fisher's geometric model, under a few qualitative assumptions on the genotype-phenotype-fitness 127 map. These assumptions mostly derive from general features identified by systems biology regarding 128 the structure of phenotypic networks (BARABASI and OLTVAI 2004) , and some observations from 129 experimental evolution. Provided these assumptions are valid, we will see how some laws of large 130 numbers yield the isotropic FGM. 131 I tried, as much as possible, to keep the details of the phenotypic network and its very nature 132 unspecified, to retain the generality of heuristic models. The model is intended to describe the DFE 133 among mutations in a single gene or set of genes in the same functional complex. I will discuss its 134 extension to mutations scattered across the genome. To obtain the key results, I used tools from 135
Random Matrix Theory (BAI and SILVERSTEIN 2010), which provides a statistical description of large 136 matrices whose elements are drawn from random distributions. Derivations of the results are given 137
in Appendices and in a Supplementary Mathematica notebook. The main text is reserved for 138 assumptions, arguments and key results, and a glossary of notations is given in Table 1 . 139
The observed vs. predicted patterns are illustrated on a set of fitness measurements among 140 random single nucleotide substitutions in two ribosomal protein genes of the bacterium Salmonella 141 typhimurium (LIND et al. 2010) . This is more intended as an illustration than a test of the model, the 142 latter being tackled in the Discussion. 143
144

METHODS
145
Biological and mathematical assumptions 146 I first describe the key biological features behind the model, their justification, and present a 147 heuristic argument behind the main results. In all of the following, I use the shortcut 'phenotype' to 148 mean the genetic value of a lineage for the phenotype considered (averaged over micro-149 environmental variation). The model relies on eight key assumptions: the first five are basic 150 'biological' assumptions about the relationship between genotype, phenotype and fitness, and the 151 last three are more technical 'mathematical' requirements of the model. 152
(1) There is a fitness optimum for a subset of key traits 153
(2) The parent phenotype is not too far from the optimum 154 (3) Mutations have mild effects on phenotype 155 (4) Each mutation pleiotropically affects many 'mutable' traits (high level of pleiotropy) 156
(5) The large set of 'mutable' traits in turn affects a smaller subset of key 'optimized' traits that 157 determine the optimum (high developmental integration) 158
These 'basic' assumptions are detailed and justified below. Three additional (milder) assumptions 159 bear on the general class of distributions that are considered here: 160 Fitness : The obvious first trait to define is fitness, or any fitness component (growth rate per unit  180 time, survival probability, competitive index over some period of time etc.). This is the only quantity 181 that will be considered measurable empirically, for a given set of genotypes. I will refer to 'fitness' to 182 mean any such measurable fitness component, and denote by (for Malthusian fitness) the 183 breeding value of a lineage for fitness. Malthusian fitness will be our landmark fitness component. 184
Optimized traits : A second class of traits is dubbed "optimized traits", whose breeding values for a 185 given genotype is given by the vector . These traits are characterized as follows: (i) there is an 186 optimizing function relating them to fitness (with a maximal fitness at some value of ), and (ii) they 187 are not fully correlated by mutation. These traits can be thought of as the traits defined in the FGM: I 188 denote (for consistency with the FGM) the number of optimized traits. The dimension counts the 189 number of traits that are jointly modified by any single mutation, but not fully correlated. Now all the ingredients in the model are defined: Figure 1 illustrates the genotype-209 phenotype-fitness mapping that is used in this article. So far, we made no assumption on the 210 particular properties of these functions or traits, except a causal relationship, and the existence of a 211 phenotypic optimum (assumption (1)). We will see below the biological justification behind the five 212 basic assumptions (1-5), and their implications for the model. 213
Practical illustrations: First, let us consider a practical (but limiting) example with a mutation 214 affecting an enzyme involved in metabolism, in a unicellular organism. Mutations at the focal gene 215 will modify the concentrations of the products and substrates of the reaction catalyzed by the 216 enzyme, and in turn modify many other metabolite concentrations, via the metabolic network. This 217 will in turn alter a set of key metabolites (ATP, NADPH etc.) that directly determine the cellular 218 growth rate via an optimizing function. In the microbial metabolic network models used in Flux 219
Balance Analysis (see e.g. PRICE et al. 2004) , this optimization function is empirically defined and 220 calibrated. In this example, the concentrations of the metabolites modified by mutations are the 221 mutable traits ( ), and those of the metabolites determining cellular growth are the optimized 222 traits ( ). The metabolic network relating these metabolite concentrations determines the 223 developmental function , and the optimizing function relating the key metabolites to cellular 224 growth is the fitness function . 225
In metabolic theory, the optimizing function is constructed to define an optimum, but not 226 necessarily with respect to all the factors that enter the function. For example, some metabolite 227 concentrations may enter the function in a linear fashion but be determined by other metabolite 228 concentrations via quadratic functions. In that case, the corresponding 'optimized traits' would be 229 these lower-level metabolite concentrations that do not enter the optimizing function explicitly. 230
In a recent study, Le Nagard et al. (2011) simulated a phenotype-fitness landscape with 231 underlying phenotypes encoded by a neural network (mimicking a set of interacting genes), which 232 itself determines fitness. This is akin to the type of landscape considered here, and, indeed, the 233 authors analyzed their results using complexity definitions from the FGM. However, their approach 234 differs from ours in that their fitness is a Gaussian function of the distance between a genotype's 235 reaction norm (to some environmental variable) and some optimal reaction norm. On the contrary, 236 our fitness function depends on distances from a single phenotypic optimum, in fixed conditions. 237
Existence of a fitness optimum: To define the set of optimized traits, I assume that there is, at a local 238 scale in phenotype space, a phenotypic state that maximizes fitness. This idea, initially 239 introduced by Fisher (1930) property implies that every node in the network is connected to most other nodes via a path of short 306 length. We can thus expect that any mutation that affects a given node will in turn modify many 307 other phenotypes through this set of short paths. This suggests that most mutations should be highly 308 pleiotropic ( ≫ 1 assumption (4) Developmental integration: Our last biological assumption (5) requires that the many mutable traits 321 affect a much smaller subset of optimized traits ( ≪ ). We refer to this assumption as 322 "developmental integration" (although development may not be involved), because it refers to 323 integration through the developmental function, in the sense of Wagner (1984; 1989) conditions of convergence to the CLT are a vast and well-studied subject of probability theory that is 375 obviously beyond the scope of this article. Our assumptions (6-7) thus simply require that we are 376 under those conditions sufficient to apply the CLT, even to dependent and not identically distributed 377
variables. This still encompasses a vast array of situations and distributions. 378
The CLT then implies that converges to a (multivariate) Gaussian as gets large, with 379 mean E and covariance matrix E . *
. . * , which is denoted ~ , . 380
Notice that may depend on the particular parent phenotype, because both and may depend 381 on position in -space, unless phenotype space for is additive and the developmental function is 382 linear. I drop the explicit reference to this fact for notational simplicity, but will get back to it in the 383 Discussion. Note also that this central limit theorem argument cannot be turned the other way 384 around (from 'optimized' to 'mutable' traits). First, it is the mutable traits that are causally affected 385 by mutation, by definition. Second, the developmental function . : → is not a bijection so 386 we cannot define the inverse relationship that might yield a Gaussian distribution of 387 the . 388
Finally, as assumption (1-3) yield a simple fitness function ( 1/2 ‖ ‖ ), we can 389 express the change in fitness induced by mutations as 390
for a mutation with effect on optimized traits, arising in a parent with phenotype . In the special 391 case where our 'fitness component' is Malthusian fitness itself, is exactly the selection coefficient of 392 the mutation. It is also approximately so if log , where is Darwinian fitness with discrete 393 non-overlapping generations. Otherwise, it only describes a linear change in the measured fitness 394 component. Eq.
(1) corresponds to an anisotropic FGM (MARTIN and LENORMAND 2006b): the 395 distribution of the phenotypic effects of mutations is Gaussian, and the DFE is a quadratic form in 396
Gaussian vectors, a well characterized distribution (MATHAI and PROVOST 1992). The difference is that 397 the normality of phenotypic effects emerges from assumptions (3-7) and the central limit theorem, 398 rather than being assumed from the start. Note also that the local approximation for has reduced 399 anisotropy to the mutational covariance: the selective covariance is , the identity matrix 400
(because the fitness function is isotropic . be the 405 projection of in the eigenspace of ( is simply expressed in another basis for phenotype space). 406 Finally, let χ denote a non-central chi-square deviate with degrees of freedom and non-407 centrality parameter . The DFE in eq.
(1) can be written as a function of a set of independent known 408 random variables (this is called a stochastic representation): we have 409
where ∑ /2 ‖ ‖ /2 ‖ ‖ /2 is a constant with ‖ ‖ ‖ ‖ the distance to the 410 optimum from the parent position (in any orthonormal basis). The DFE is thus fully determined by 411 the parental position in -space and the eigenvalues of . We thus retrieve a known result from 412 the FGM (e.g. MARTIN and LENORMAND 2006b), in the simpler case where . . 413
A short comment on what follows at this point. Because the DFE in eq. (2) depends on the particular 414 set of eigenvalues ∈ , , its parameters themselves are random: the 's are inherently random 415 in our model, as the matrices and are random/unknown. The distribution of the eigenvalues is 416 called the spectral distribution of (it is random just as a sample distribution is in statistics). 417
However, we will see that when , ≫ 1, two simplifications occur. First, the DFE is approximately 418 characterized by an expectation over the spectral distribution (the expectation is still random if the 419 distribution is not fixed). Second, the spectral distribution itself proves to converge to a known limit 420 distribution. Together these two points ensure that the DFE is well approximated by a deterministic 421 limit distribution. The following section introduces tools to predict the spectral distribution of , 422 based only on assumptions (4-5) of developmental integration, plus mild mathematical conditions 423 (assumptions (6-8)) on the general class of distributions considered; most details are given in 424 Appendix 1. 425 The nature of the distribution from which the vectors are "drawn" remains fairly general, they 464 must only satisfy the mild mathematical assumptions (6-8). 
426
Spectral distribution of and Random Matrix Theory
RESULTS
535
Approximation to the spectral distribution of 536 This section gives an approximation for the LSD of , then moves towards more 537 simplification, looking for situations where all converge to a single positive constant 538 (convergence to isotropy). 539
In the absence of developmental or mutational correlations: A first simple statement is that the M-P 540 law is exactly the LSD of when . This happens whenever the pathway coefficients are 541 unbiased ( ), and both mutation effects on and pathway coefficients are independent with 542 equal variance ( . ∝ , the identity matrix in dimensions The effective parameters and account for the effect of multiplication by / . . / . 555
The phenotypic covariances within the network, both among mutable traits ( ) and among pathway 556 coefficients ( ), jointly affect the system but simply by reducing the effective ratio index of the M-P 557 law, by a factor: 1/ 1 . The effect is the same as that seen in Figure 3 when becomes 558
smaller: a widening of the spectral distribution, namely an increase in anisotropy among dimensions. This effect of a small rank in the mutational covariance was described in detail in (CHEVIN et al. 2010) . 570 Now, the actual situation is less extreme, because is positive-definite, so that all eigenvalues are 571 non-zero. The model must therefore behave in between one in dimensions and one in one 572 dimension. 573 A more explicit treatment of the effect of on the LSD of is given in Appendix 1.B, using a recent 574 result by Benaych-Georges & Nadakuditi (2011). It can be summarized as follows. The bias only 575 affects the leading eigenvalue , which shows a phase transition behavior determined by the ratio 576
This corresponds to our intuition: the effect of bias becomes effective whenever 577 affects substantially. The parameter is akin to a coefficient of variation of the pathway 578 coefficients: when the bias is small relative to the variance in pathway coefficients, * . ≪ 579 and → ∞. The phase transition occurs at . When , all eigenvalues fall 580 into the M-P law, so that → 1 (the upper bound of the M-P law in eq. (4)). 581
When
, rises above the bulk of smaller eigenvalues, which remain under the M-P law. 582
This can be summarized by the relative value of max , over the mean of the bulk ( 583 E ). Beyond this phase transition, and there is a favored direction in the mutant 584 phenotype space (the direction associated with the first eigenvector). The factor of increase of the 585 dominant eigenvalue, / satisfies 586
587
Putting all these results together yields the following spectral distribution for in the general case: 588
where the effective parameters and are given by eq. (4) and the factor is given by eq. (6). 589
Eqs. (4)-(7) are fairly general as they rely on the general results of RMT. They apply for 590 arbitrary distribution(s) of the pathway coefficients, provided they satisfy the (mild) assumptions (6-591 8). They also make no assumption on the heterogeneity of the eigenvalues of , provided it remains 592 finite, so that remains larger than in eq. (4) (see Appendix 1.B). They do rely on the key 593 assumptions that and are large enough to apply these asymptotic limits, and that developmental 594 integration is high ( / ≫ 1), namely on assumptions (4-5). 595 Notebook. Different distributions of the do not affect the spectral distribution of , which is 606 always well predicted by the M-P law approximation in eq. (7) (bulk by eq. (4) and. by eq. (6)). 607
608
Distribution of Fitness Effects and isotropic approximations 609
Isotropic approximation below the phase transition: Let us assume that (eq. (6)), 610 namely that we are below the phase transition where rises above the lower eigenvalues. Once the 611 eigenvalue distribution of is worked out, the DFE is obtained by a relatively straightforward 612 argument, in the limit → ∞ (high developmental integration). In this case, the effective ratio index 613 must also become large ( / 1 → ∞, eq. (4)). From the properties of the M-P law (and 614 of the M-P law approximation in eq. (7)), all the eigenvalues of then converge to a single limit 615
: → (see Figure 3) . We denote this result the isotropic approximation because it boils 616 down to isotropy in the FGM: all directions in -space become equivalent. This isotropic 617 approximation is detailed in Appendix 2. Note that, although framed as a simplistic and extreme limit 618 here, this approximation involves more mathematical subtleties than meets the eye. The key 619 quantity to describe the DFE as a function of the LSD of happens to be robust to substantial 620 variation across ; this key technical point is illustrated in Supplementary Figure 1 . This is why the 621 simplistic isotropic approximation ends up being accurate in situations where anisotropy is in fact 622 substantial. 623
In the limit of / → ∞, the isotropic is equivalent to replacing for all : recalling that 624 ‖ ‖ /2, the stochastic representation in eq. (2) then reduces to 625
namely a constant minus a non-central chi-square deviate with degrees of freedom and non-626 centrality 2 / . This distribution has an analytical pdf: let , denote the pdf of the non-central 627 chi-square with degrees of freedom and non-centrality , the pdf of the DFE in eq. (8) is 628 , , , 2
This distribution depends on just three parameters ( , , ), which constitutes a striking reduction in 629 the parameterization of the model. Most importantly, there is no directionality effect on the DFE: the 630 mutant selection coefficients have the same distribution, irrespective of the direction to the 631 optimum from the ancestor position. Only the overall distance to the optimum ( ‖ ‖ /2) 632 counts: this is the isotropic model in its exact form. At the optimum ( 0), this DFE reduces to the 633 negative gamma distribution * ~ Γ /2, , where the '*' refers to the fact that this is the DFE at 634 the optimum. 635
Beyond the phase transition: when eq. (6), anisotropy arises because, even with ≫ 636 1, the leading eigenvalue can be strikingly higher than the others (see Figure 4b ). This generates a 637 favored direction in phenotype-space where mutants tend to arise preferentially. However, this 638 anisotropy is still of a relatively simple form, because the 1 lower eigenvalues can still be 639 equated to a constant whenever ≫ 1. We thus retain a form of isotropic approximation. We can 640 then replace for all 1, while , and the stochastic representation in eq. (2) 641 becomes 642 
where . , . , . is the Kummer confluent hypergeometric function. The left hand factor in eq. (11) 659 is the pdf of the negative gamma distribution Γ /2, , which is the DFE when 1 and 0. 660 Consistently, the right hand term in eq. (11) (hypergeometric function factor) simplifies to 1 661 when 1. 662 anisotropy that is generated by the phase transition for : a single favored direction emerges, and 672 the model converges more and more to that in one dimension as gets larger, as suggested by our 673 initial intuition. The consequence for the DFE is shown on Figure 5 .
d. 674
Appendix 2 details these approximations and why they prove accurate even though the 675 actual model can be relatively far from isotropic. It also provides approximations for the first 676 moments of the DFE. 677
678
Fitting empirical DFEs among random single nucleotide substitutions.
679
In order to illustrate how these results can be used, I fitted the observed DFE among random single 680 nucleotide substitutions introduced into two ribosomal genes of the bacterium Salmonella 681 typhimurium (LIND et al. 2010) . In this study, a large set of mutants was created by site-directed 682 mutagenesis, and their selection coefficient in competition (at 1:1 ratio) was estimated with high 683 precision (detection limit | | 10 ). I neglected the measurement error in this analysis, whose goal 684 is merely to evaluate the qualitative agreement between theory and data on one example. I fitted 685 the distribution of among both synonymous and non-synonymous mutations, because they showed 686 no significant difference in DFE in this study (LIND et al. 2010 The results of the fits are given in Table 2 Figure 2) . 723
Whenever the isotropic approximation is valid, predictions can be made on how the DFE will change 724 with context (environmental or genomic background), based only on fitness measurements. This is 725 the case where empirical tests appear most feasible. Otherwise (with anisotropy), the DFE will be 726 affected by the direction from the parent toward the optimum (not just its distance), which is much 727 more difficult to infer from empirical measures. Assumptions (1-4) alone yield a Fisher model, but 728 isotropy further requires that ≪ (assumption (5)) and that 1 (mild bias in the distribution of 729 pathway coefficients, see eq. (6)). In fact, provided 1, isotropy always seems to be a reasonable 730 approximation, even in situations where is only slightly smaller than , and, hence, the spectral 731 distribution of is quite spread (see Figure 4) . We propose a tentative justification for this 732 robustness in Appendix 2 and Supplementary Figure 1 . 733
In what follows, I discuss limitations and several implications of the model for the distribution of 734 mutation fitness effects across genetic or environmental contexts, and for parallel evolution. 735
Model assumptions and limitations:
The five central assumptions were presented and discussed in 736 the Methods section, so I do not delve into this here. The two most obvious limitations of the model 737 lie in its local approximations. The first approximation assumes that mutations have mild effects on 738 phenotype (assumption (3)), so that the developmental function can be approximated by 739 its linear trend (slope ′ ). The second local approximation (assumptions 2-3) assumes that 740 the parent and its mutants all lie close enough to the optimum that their phenotypes lie below the 741 leading order quadratic approximation to the fitness function. These assumptions may, of course, 742 break down (strong maladaptation, critical genetic changes that induce large phenotypic changes). 743
Whether the model is robust to strong deviations from these assumptions is a matter of simulating 744 various such deviations, which is beyond the scope of the present paper (it might be done using the 745 online Supplementary Notebook). Whether such deviations are actually important in real-life 746 systems is, as for all tests of the model, a matter of generating empirical DFEs, possibly from mutants 747 in particular genes, and measured in various contexts (genetic background or environmental 748 conditions). Provided the maladaptation corresponding to these contexts is measured, the model 749 should provide testable predictions. An extension of the model could also consider higher-order 750 approximations to the developmental functions, using tools derived e.g. by Rice (Chapter 8 of RICE 751 2004). 752
Finally, it was also assumed that mutation effects on mutable traits are unbiased (E 753 ). This potentially limits the generality of the conclusions. The present model yields a gamma 754 distribution (or a sum of two gammas) when the parent is close to optimal. This type of distribution 755 has shown a good fit to empirical DFEs, both on Lind's dataset ( Another approximation of the DFE in Fisher's model, with a parent close to an optimum, has 773 previously been proposed by Martin & Lenormand (2008) , who used arguments from extreme-value 774 theory. The present approach follows the same spirit in using a local approximation, but it differs 775 from the extreme value approximation in three respects. First, the latter only describes the 776 distribution of beneficial effects, not deleterious effects. Second, it applies in a potentially narrower 777 range about the optimum, as it requires a low frequency of beneficial mutants, not just a local 778 approximation in phenotype space. Finally, as for all previous work on the Fisher model, Martin & 779 Lenormand (2008) had to assume the normality of mutation effects on optimized traits, whereas, 780 here, it emerges from more general "first principles". The present model can accurately capture fairly 781 high proportions of beneficial mutants ( Figure 5, Supplementary Figure 2) . 782
Finally, the present results might contribute to the debate over pleiotropy and its 783 evolutionary cost (ORR 2000; WAGNER and ZHANG 2011; HILL and ZHANG 2012). In the present model, 784 two unrelated measures of dimensionality are defined at distinct levels of integration (see Figure 1) .
785
The dimension of pleiotropy is the number of not fully dependent traits that are jointly affected by 786 mutations in a given genetic target. It is the quantity often considered in empirical studies of 787 pleiotropy. The second dimension is that of optimization, , the number of not fully dependent traits 788 that jointly define a local fitness optimum. The two are related by the developmental function . . 789 Whenever , it is clearly not that impacts the DFE and thus has an evolutionary impact: 790 when pleiotropy ( ) is higher than the dimension of optimization ( ), it is the latter that drives the 791 'cost of complexity'. The recent study by Le Nagard et al. (2011) also appears consistent with our 792 findings. They simulated evolution in a phenotype-fitness landscape where the underlying network of 793 interacting genes could evolve. They showed that complexity, in 'Fisherian' terms (roughly our ), 794 could evolve in response to the complexity of the environmental challenge imposed (defined by the 795 complexity of an optimal reaction norm). This evolution was rather independent of the size of the 796 underlying network (which could be a good proxy for ), especially for larger networks (where 797 ). In this study, too, the cost of complexity seems to be 'paid' according to the dimensionality of 798 optimization rather than that of pleiotropy itself. 799
Relationship to previous empirical findings: A central goal of this study was to propose an 800 explanation for why the Parameter is the number of traits under optimizing selection (the dimension of 822 optimization, in -space). It might be expected to be fairly stable across contexts within a given 823 species, as it relates to the core internal processes determining fitness. The nature of the traits under 824 selection can also change without affecting the parameter, as long as they remain in roughly the 825 same number. In the empirical example on Salmonella (Figure 6, Table 3 ), no significant difference 826 in was detected between mutations within the two genes studied. However, the power to detect 827 such differences was limited, and whether these genes truly pertain to distinct 'targets' is difficult to 828 assess: they are part of the same broad class of ribosomal protein genes. 829
Parameter summarizes the contribution of mutational covariances on mutable traits ( ) 830 and of covariances among pathway coefficients ( ). It may, in principle, be affected by any effect of 831 the context on these covariances. A change in the nature of optimized traits (see above) would also 832 affect , because a different developmental function (from to ) would then be defined, 833
modifying . Yet, because it synthesizes the small contribution from many parameters, it may also 834 prove stable across contexts. Even if and/or changes across contexts, the resulting effect on the 835 DFE will be negligible if they still average out to the same . Settling this issue could be possible by 836 empirical fitting of the sort described in Figure 6 . In Table 3 the estimates of were fairly similar in 837 the two genes considered. The context here would be the mutational target, which may or may not 838 differ between these genes. More such studies would obviously provide key insights. 839
Parameter was the only parameter showing significantly different estimates in the two 840 genes whose DFE was fitted in Figure 6 (see Table 3 ). This suggests that these two genes did pertain 841 to distinct mutational targets and that may vary among these targets (in the same environment 842 and genetic background). A simple (maybe too simple) way to account for such a pattern is to 843 consider that each gene 'samples' a subset of pathways, with associated coefficients , within the 844 larger set of all possible pathways. According to the bias in the sampled by a given gene, 845
or not, and this gene will lie below or beyond the phase transition ( 1 or 1, see eqs. 846
(5)- (6)). This provides a null model to describe genomic variation in the DFE. 847
Finally, the fitness distance to the optimum ( or the pair ( , )), is typically expected to 848 vary across contexts. It is the main application of Fisher's model to summarize the effect of various 849 contexts into variation at a single parameter . The genomic background and the environment 850 should jointly determine or ( , ) a priori. Whether the mutational target (gene) affects these 851 parameters depends on the isotropy of the model. Below the phase transition (eq. (8)), all genes 852 'see' the same distance to the optimum . Beyond the phase transition however (eq. (10)), the 853 overall distance may be divided into distinct pairs of ( , ) according to the 854 subspace associated with the leading eigenvalue for this gene. This is the basis for potential 855 parallel evolution, by roughly the same process as described in (CHEVIN et al. 2010) . 856
To summarize, the DFE in eqs. (8)- (10) . : Developmental function relating mutable traits ( ) and optimized traits ( ), see
