Longitudinal studies could be complicated by left-censored repeated measures. For example, in Human Immunodeficiency Virus infection, there is a detection limit of the assay used to quantify the plasma viral load. Simple imputation of the limit of the detection or of half of this limit for left-censored measures biases estimations and their standard errors. In this paper, we review two likelihood-based methods proposed to handle left-censoring of the outcome in linear mixed model. We show how to fit these models using SAS® Proc NLMIXED and we compare this tool with other programs. Indications and limitations of the programs are discussed and an example in the field of HIV infection is shown.
Introduction
Designs with repeated or grouped measures are common in epidemiological studies.
The linear mixed model for correlated gaussian response is increasingly used, especially since availability of methods to fit such models in standard statistical packages like S-PLUS, BUGS or SAS [1] [2] [3] .
However, longitudinal or grouped data could be complicated by left-censoring of some measures because of a detection limit of the assay used to quantify the marker. For example, this can occur with the concentration of some pollutants in environmental data [4] , with antibody titre [5] or with Human Immunodeficiency Virus viral load in blood compartment (HIV RNA) [6, 7] . This latter example will be used throughout this paper because most of the methods to deal with left-censoring through longitudinal models have been proposed in this topic. HIV RNA ranged from 0 (in theory) to 6 log 10 copies/ml. The detection limit depends on the assay generation ranging from 4 log 10 copies/ml for the first assays available (in 1996) to 0.7 copies/ml today. Despite the improvement of the sensibility of assay, left-censoring is still an issue because antiretroviral treatments available since 1996 are very effective and lead to a steep decrease of HIV RNA after their initiation.
Several methods have been proposed to handle left-censoring of HIV RNA [6] [7] [8] [9] [10] [11] rather than imputing the value of the detection limit or half of this limit. For mixed models, one can distinguish multiple imputation [8] and likelihood-based methods [6, 7, 10] . Among likelihood methods, Hughes [6] and Jacqmin-Gadda et al. [7] approaches differ only in the optimisation algorithm used to obtain maximum likelihood estimates. Lyles et al. have published an approach to deal with left-censoring of HIV RNA as well as informative dropout based on an hierarchical formulation of the likelihood [10] . Basically, all these methods lead to less biased estimates and increased standard errors of estimates compared to simple imputation methods. However, the diffusion of these methods could be limited by the use of Fortran [6, 7] or SAS® IML programs [10] .
In this paper, we show how to use the new SAS® procedure NLMIXED [12] to fit mixed models taking into account left-censored repeated measures. We compare this procedure based on the conditional formulation of the likelihood given random effects with the algorithm proposed by Jacqmin-Gadda et al. [7] and based on a conditional formulation of the likelihood given observed measures.
Methods

Model
We considered a linear mixed model [13] 
Likelihood
Basically, two approaches are distinguished according to the development of the likelihood.
In Hughes [6] and Jacqmin-Gadda et al. [7] papers, the likelihood is formulated given To use the NLMIXED procedure or the Lyles et al. program [10] , the likelihood is formulated given the random effects: 
Computation
Whatever the method used, estimation of model parameters is based on maximum likelihood and need computation of multiple integral. However, the approaches differ in term of dimension of the integrals, numerical methods used to compute those integrals and optimisation algorithm used to maximise the likelihood.
The Fortran program proposed by Jacqmin-Gadda et al. [7] to maximise the likelihood (1) n were numerically calculated using a subregion adaptative multiple integration method [15] . This integration algorithm was found to be optimal when the size of the integral is less than 10 [16] . The algorithm developed by Hughes [6] aims also to maximise the likelihood (1) but it is based on an EM algorithm and a Gibbs sampler to compute the integral in the E step. Those two algorithms have been previously compared in a simulation study and it has been shown that the MCEM algorithm presents more convergence problems and leads to more biased estimates for some covariance structures [7] .
The NLMIXED procedure is available since SAS® version 7 and has been written to fit non linear mixed model [12, 17] . This procedure allows specifying a general form for the conditional distribution of the response variable given the random effects. Thus, a general log likelihood function (given the random effects) can be specified using the option general in the statement model. Then, the procedure directly maximises the approximate integrated likelihood. Several optimisation algorithms can be used with NLMIXED through the option technique such as Conjugate Gradient, Double Dogleg, Nelder-Mead Simplex, classic, Ridge or Quasi Newton-Raphson. By default, NLMIXED performs a Quasi-Newton optimisation.
This algorithm works with an approximation of the Hessian matrix and thus does not need calculating second order derivatives, which is computationally intensive. This great choice in algorithms allows using the optimal one according to the kind of data [18] . By default, the computation of the integral over random effects is performed by an adaptive Gaussian quadrature method [19] but other methods such as importance sampling (a Monte Carlo method) may be chosen using the option methods. The IML program proposed by Lyles et al.
[10] and NLMIXED are very close in their approach. However, the IML program was written for a model including only a random intercept and a random slope and then need to be rewritten for another model. The program uses a simple quadrature method to integrate over random effects that is clearly weaker than the adaptative quadrature implemented in NLMIXED [20] . Moreover, computational time is definitely longer than other methods (about half an hour for the presented application). The advantage of IML is the potential of programming very different models and, for example handling informative dropout as proposed by Lyles et al. [10] .
Differences between approaches are summarised in table 1.
Codes for NLMIXED
Univariate mixed model
The model considered in the following included a fixed    and random   Because the procedure minimises the log-likelihood, the value of the likelihood contribution for the observation ij Y is log-transformed. The distribution for the random effects is specified in the statement random. Today, only normal distribution is available with NLMIXED. When defining the lower triangle of the random effects covariance matrix, some of covariance elements can be set to 0. That could be useful to test a covariance with a likelihood ratio statistics. In the statement random, the option subject=id defined how the dataset is clustered.
Nested random effects are not possible at present. 
Bivariate mixed model
Extension to a bivariate random effects model as proposed previously with the procedure MIXED [21] is also possible with NLMIXED. Thus, parameters of a bivariate model accounting for left-censoring of one or both markers can be estimated. The key idea is to distinguish the two markers using an indicator (noted VAR in the code). Presentation of dataset must be performed as previously reported [21] with, in addition, an indicator of the censoring status of the measure. The code for a bivariate model including four random effects, i.e. one intercept and one slope for each marker, is presented below. In the programming statement, conditional expectancies given random effects are defined according to the marker:
When the covariance matrix of random effects, defined in the statement random, is unstructured, ten variance parameters must be estimated: 
Example
Estimations of parameters for the model (3) were compared according to the two programs previously described. Estimations from a crude approach using the procedure MIXED where left-censored measures were replaced by the value of the threshold were also presented. We used the data set simulated by Lyles et al. [10] . It is available at http://www.blackwellpublishers.co.uk/rss/Volumes/Cv49p4.htm. The true parameters were elsewhere [7] . Results according to the method used to take into account left-censoring were similar. Computation times were several seconds for CENSAD and NLMIXED. Analyses were performed in a Windows environment with Pentium III processor. NLMIXED methods were performed using SAS® 8.2. CENSAD has been compiled using Fortran Powerstation 4.0® with default options. The two methods started with estimations obtained from the crude approach.
Conclusion
We presented two approaches to fit linear mixed models accounting for left-censoring of the response and we showed with an example that they gave the same results. Thus, in a practical point of view, to fit mixed models for left-censored repeated measures, one can choose between NLMIXED and CENSAD. The main elements to choose between approaches are the structure of the data and the model used. In fact, CENSAD will be limited when numerous measures are censored while too many random effects will limit NLMIXED because of the numerical integration. Another point is the potential extension of the estimation to more general model. CENSAD allows including a Gaussian process in the error term like a first order auto-regressive process or a Brownian motion. The extension to a bivariate model is direct with NLMIXED (see section 3.2) and possible using the other method [22] ). Using NLMIXED, the main limitation is then the number of random effects. In our experience, the procedure was reliable until four random effects leading, for example, to a bivariate model with two intercepts and two random slopes.
Using the approaches presented in this paper, one must keep in mind the limits of the methods. In particular, the models are fully parametric and assume the normality of outcome distribution. Moreover, in case of missing data, estimations are reliable only if the missngness process is not informative [10] .
In conclusion, linear mixed models may be estimated accounting for repeated left-censored measures using available tools. In the context of HIV infections, this could be very useful because of the occurrence of longitudinal analyses of HIV RNA evolution and the bias induced by naïve approaches [6, 7, 10] . 
