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Tugas akhir (TA) merupakan salah satu syarat dalam penyelesaian jenjang pendidikan formal di suatu perguruan 
tinggi. Namun, kebanyakan mahasiswa mengalami kesulitan dalam menentukan area penelitian sehingga TA yang 
diambil kurang atau tidak sesuai dengan kemampuan mereka. Penelitian ini bertujuan untuk merekomendasikan 
area penelitian TA bagi mahasiswa berdasarkan data nilai A, B dan C pada 10 Mata Kuliah Wajib (MKW) yang 
diperoleh selama 6 semester untuk angkatan 2015, 2016, 2017 dan 2018 pada mahasiswa Program Studi 
Informatika, Fakultas Teknik, Universitas Mulawarman. Analisa pengelompokkan menggunakan metode K-
Means. Berdasarkan percobaan, pengelompokkan area penelitian TA dilakukan dengan 3 cluster (C), yaitu C1 
adalah sedikit, beranggotakan 1 MKW; C2 adalah sedang, beranggotakan 6 MKW; dan C3 adalah banyak, 
beranggotakan 3 MKW telah diperoleh. Pengujian akurasi cluster menggunakan metode Sum of Squared Errors 
(SSE) sebesar 0.6566 dan metode Silhouette Coefficient (SC) sebesar 5.8329 telah didapatkan. Hal ini 
menunjukkan bahwa nilai MKW juga memiliki pengaruh dalam menentukan TA. 
 
Kata Kunci – Rekomendasi, Tugas akhir (TA), K-Means, Sum Squared Error (SSE), Silhouette Coefficient (SC) 
 
1. PENDAHULUAN  
Setiap mahasiswa yang menempuh jenjang 
perguruan tinggi, baik negeri maupun swasta, 
diwajibkan untuk menyelesaikan tugas akhir (TA) 
atau skripsi menjelang akhir masa studi sebagai 
prasyarat kelulusan mahasiswa. Namun demikian, 
mencari dan memahami materi skripsi yang akan 
dikerjakan menjadi salah satu hambatan. TA yang 
diambil seharusnya dapat disesuaikan dengan 
kemampuan mahasiswa dalam memahami suatu mata 
kuliah yang pernah ditempuh (Farokhah & Aditya, 
2017; Muttaqin & Defriani, 2020). Namun, sebagian 
besar mahasiswa mengambil TA karena mengikuti 
rekan seangkatan yang sudah lebih dulu mendapatkan 
judul atau referensi judul dari internet yang tidak 
sesuai dengan kemampuan mereka. Hal ini dapat 
menghambat mahasiswa tersebut dalam proses 
pengerjaan dan penyelesaian TA (Siswanto & 
Sampurna, 2013). Lebih lanjut, nilai yang diperoleh 
pada mata kuliah wajib (MKW) dengan TA memiliki 
hubungan yang erat. Dimana, nilai yang diperoleh 
mengindikasikan kemampuan mahasiswa dalam 
memahami mata kuliah tersebut. Oleh karena itu, 
analisa keterhubungan nilai MKW yang pernah 
ditempuh selama kuliah dapat membantu dalam 
menentukan TA sangat diperlukan. 
Berbagai algoritma cerdas untuk menganalisa 
telah banyak diimplementasikan. Salah satunya adalah 
algoritma K-Means yang merupakan algoritma 
pengelompokkan iterative yang sederhana 
diimplementasikan, relatif cepat, dan mudah 
beradaptasi (Parlina, Windarto, Wanto, & Lubis, 
2018). Keterhubungan nilai MKW dan TA sangat 
perlu dianalisa agar mahasiswa, dosen dan program 
studi dapat mengetahui kondisi setiap mahasiswa. 
Berbagai penelitian yang menggunakan algoritma K-
Means telah dilakukan oleh peneliti Hermawan, 
Ugiarto, & Puspitasari (Hermawan, Ugiarto, & 
Puspitasari, 2017) telah menggunakan algoritma K-
Means untuk mengelompokkan kinerja 32 asisten 
laboratorium menjadi 3 (tiga) cluster yaitu C1 = 
sangat bagus, C2 = bagus dan C3 = kurang bagus. 
Hasil penelitian memperlihatkan bahwa 12 asisten 
(C1), 14 asisten (C2), dan 6 asisten (C3). Peneliti 
Kurnia Bakti & Indriyatno (Kurnia Bakti & 
Indriyatno, 2017) telah menggunakan algoritma K-
Means untuk menganalisa dokumen tugas akhir dari 4 
(empat) program studi Diploma tiga (D3) yaitu D3 
Teknik Komputer, D3 Farmasi, D3 Akuntansi dan D3 
Kebidanan, Politeknik Harapan Bersama. Data 
diperoleh secara acak dari tahun 2013-2015 dengan 
masing-masing program studi sebanyak 50 laporan 
TA. Berdasarkan percobaan indikator jarak antar 
klaster yang dihasilkan sebesar 0.001 dengan metode 
Davies Bouldin Index. Hasil penelitian 
memperlihatkan bahwa terdapat 4 (empat) cluster 
yang digunakan yaitu C0 = 46 items, C1 = 66 items, 
C2 = 45 items, dan C3 = 43 items. Peneliti Asroni 
(Asroni, 2015) telah menggunakan algoritma K-
Means untuk mengelompokkan mahasiswa 
berdasarkan nilai akademik pada jurusan Teknik 
Informatika UMM Magelang. Data penelitian yang 
digunakan adalah 124 jumlah instance yang memiliki 
5 atribut yaitu NIM, nilai MK algoritma dan 
pemrograman, MK fisika dasar, MK kalkulus 1, dan 
IPK. Hasil penelitian memperlihatkan bahwa cluster 1 
adalah IPK tertinggi dapat digunakan untuk memilih 
5 mahasiswa untuk mewakili lomba. Peneliti Muzakir 
(Muzakir, 2014) telah menggunakan algoritma K-
Means untuk menganalisa penentuan beasiswa bagi 
22 mahasiswa dan penghasilan orang tua di 
Kabupaten Musi Banyuasin. Berdasarkan hasil 
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penelitian menunjukkan bahwa terdapat 3 (tiga) 
cluster yang terbentuk yaitu C1 = sangat baik, C2 = 
baik, dan C3 = kurang baik. Hasil penelitian 
memperlihatkan bahwa diperoleh sebanyak 2 siswa 
berada pada C2 dan 20 siswa berada pada C3. Peneliti 
Adrianto (Adrianto, 2016) telah menggunakan 
algoritma K-Means untuk menganalisa pemilihan 
jalur peminatan sesuai kemampuan pada Program 
Studi Teknik Informatika, Universitas Dian 
Nuswantoro. Berdasarkan hasil percobaan 
merekomendasikan sebanyak 5 (lima) jalur peminatan 
terdiri dari C0 = RPLD, C1 = RPLD, C2 = SC, C3 = 
SC dan C4 = SC. 
Artikel ini menggunakan algoritma K-Means 
untuk menganalisa keterhubungan nilai MKW dengan 
TA mahasiswa. Tujuan penelitian ini adalah untuk 
membantu mahasiswa, dosen dan program studi 
dalam memberikan masukkan dalam merencanakan 
penelitian sehingga diharapkan TA yang ditempuh 
dapat dikerjakan dengan baik, tepat waktu dan sesuai 
dengan kemampuan mahasiswa. Artikel ini terdiri dari 
motivasi penulisan artikel pada bagian pertama. 
Kedua, menjelaskan model kerja algoritma K-Means. 
Ketiga, analisa hasil percobaan. Kesimpulan 
penelitian pada bagian akhir. 
 
2. TINJAUAN PUSAKA  
A. Algoritma K-Means 
Algoritma K-Means merupakan salah satu 
algoritma pengelompokkan (clustering) berbasiskan 
metode non-hierarchy yang mempartisi data dan 
membentuk satu atau lebih kelompok yang memiliki 
kesamaan (Hasanah, Ugiarto, & Puspitasari, 2017; 
Purnawansyah, Haviluddin, Gafar, & Tahyudin, 2017; 
Putra, Santosa, & Kusumawardani, 2015). 
 
 
Gambar 1. Flowchart K-Means Clustering 
 
Gambar 1, memperlihatkan alur analisa dalam 
penerapan rekomendasi TA menggunakan algoritma 
K-Means. Pertama, menentukan jumlah cluster 
berdasarkan nilai A, B dan C. Dalam penelitian ini, 
sebanyak 3 cluster yaitu C1 adalah sedikit, C2 adalah 
sedang, dan C3 adalah banyak. Kedua, menentukan 
centroid awal berdasarkan nilai maksimal, rata-rata, 
dan minimal yang diperoleh dari data. Ketiga, 
menghitung jarak data dengan centroid. Dalam 
penelitian ini, metode Euclidean Distance (ED) telah 
digunakan, Persamaan 1. 
 





Dimana, i adalah objek; x,y adalah koordinat objek. 
 
Keempat, mengelompokkkan data ke centroid 
terdekat. Terakhir, menghitung kembali nilai centroid 
hingga data tidak mengalami berubah lagi. 
 
B. Perhitungan Akurasi 
Pengujian model dilakukan untuk mengetahui 
seberapa dekat relasi antara objek dalam sebuah 
cluster dan seberapa jauh sebuah cluster terpisah 
dengan cluster lain. Dalam penelitian ini, uji cluster 
menggunakan Sum of Squared Errors (SSE) dan 
Silhouette Coefficient (SC). SSE digunakan untuk 
menguji jumlah cluster yang ideal (Kusuma, 2015; 
Purnawansyah & Haviluddin, 2017; Puspitasari & 
Haviluddin, 2016; Sari & Devianto, 2014). 
Sedangkan, SC merupakan metode evaluasi untuk 
mengetahui kekuatan dan ketepatan suatu hasil cluster 
(Anggara, Sujiani, & Helfi, 2016). 
 
1) Sum of Squared Errors (SSE) 
Dalam penelitian ini, metode SSE untuk 
pengukuran jarak akurasi untuk menghitung selisih 
total dari nilai sebenarnya. Nilai SSE yang mendekati 
0 menandakan bahwa model tersebut mempunyai 
komponen kesalahan acak terkecil dan digunakan 
untuk peramalan terhadap suatu model yang diamati 
(Purnawansyah & Haviluddin, 2017; Puspitasari & 
Haviluddin, 2016; Sari & Devianto, 2014; Sugiyama, 
2015). Perhitungan metode SSE menggunakan 
Persamaan 2. 
 
SSE = ∑ = (𝑋𝑋𝑖𝑖 − 𝑌𝑌𝑖𝑖)𝑛𝑛𝑖𝑖=1 2 …………………(2) 
 
Dimana, X adalah nilai aktual yang sebenarnya; Y 
adalah nilai yang tercapai. 
 
2) Silhouette Coefficient (SC) 
Dalam penelitian ini, evaluasi metode SC 
digunakan untuk menguji kualitas dari 3 dan 4 cluster. 
Dimana, nilai SC terbaik digunakan untuk mengukur 
kualitas cluster (Gentle, Kaufman, & Rousseuw, 
1991; Sugiyama, 2015). Perhitungan metode SC 
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Dimana, S(i) adalah hasil nilai SC; b(i) adalah nilai 
minimum dari rata-rata jarak; a(i) adalah perbedaan 
rata-rata objek (i) ke semua objek lain pada a. 
 
C. Sampling Data 
Dalam penelitian ini, data nilai A, B dan C dari 
10 MKW yang berjumlah 488 telah diperoleh dari 
transkrip mahasiswa lulusan tahun 2015, 2016, 2017 
dan 2018 pada program studi Informatika, Fakultas 
Teknik, Universitas Mulawarman. 10 MKW tersebut 
adalah mata kuliah yang dianggap mendukung dalam 
penentuan TA. Data nilai A, B dan C pada 10 MKW 
dinormalisasi untuk menyamakan rentang nilai 
dengan Persamaan 4. Adapun, data nilai dapat dilihat 
pada Tabel 1. 
 
𝑋𝑋′ =
0,8 (𝑋𝑋 − 𝑏𝑏)
(𝑎𝑎 − 𝑏𝑏)
+ 0,1 ………………….(4) 
 
Dimana, 𝑋𝑋′ adalah data baru; X adalah data awal; b 
adalah nilai minimum; a adalah nilai maksimum. 
Tabel 1.  Nilai A, B dan C pada 10 MKW 
No. Mata Kuliah 2015 2016 2017 2018 
1 Basis Data 150 92 83 92 
2 Sistem Operasi 152 102 110 107 
3 Sistem Jaringan 
Komputer  
160 104 105 112 
4 Sistem Keamanan 
Komputer 
137 95 103 90 
5 Kecerdasan 
Buatan 
162 98 109 104 
6 Algoritma dan 
Pemrograman 
150 96 93 90 
7 Pemrograman 
Visual 
70 38 72 82 
8 Pemrograman 
Berbasis Objek 
158 84 92 102 
9 Pemrograman 
Web 
160 79 77 82 
10 Struktur Data 149 80 96 86 
 
3. HASIL DAN PEMBAHASAN 
Dalam percobaan ini, metode K-Means telah 
diterapkan. Sebanyak 488 dataset pada 10 MKW 
dengan nilai A, B dan C telah diimplementasikan. 
Analisis yang dilakukan adalah mengelompokkan TA 
yang bertujuan untuk melihat kelompok MKW yang 
dianggap mendukung dalam penentuan TA. 
Berdasarkan percobaan, jumlah cluster yang telah 
digunakan adalah 3 cluster dengan kriteria cluster 
pertama (C1) adalah sedikit, cluster kedua (C2) adalah 
sedang, dan cluster ketiga (C3) adalah banyak. 
Sedangkan, Nilai centroid awal telah mengambil nilai 
terendah (minimum) untuk (C1), nilai rata-rata untuk 
(C2) dan nilai tertinggi (maksimum) untuk (C3). 
Adapun, nilai centroid yang telah diterapkan dapat 
dilihat pada Tabel 2. 
Tabel 2.  Nilai Centroid Awal 
Nilai Centroid Awal 
C1 0.3065 0.1000 0.3194 0.3839 Minimal 
C2 0.7890 0.4148 0.4613 0.4658 Rata-rata 
C3 0.9000 0.5258 0.5645 0.5774 Maksimal 
 
Kemudian, menghitung jarak data ke centroid 
menggunakan metode ED dengan Persamaan (1). 
Hasil perhitungan jarak data ke centroid dapat dilihat 
pada Tabel 3. Selanjutnya, mengalokasikan masing-
masing data ke dalam centroid terdekat. Sebaran data 
pada iterasi pertama dapat dilihat pada Tabel 4. 
Proses selanjutnya, nilai centroid baru yang telah 
diperoleh pada iterasi pertama telah dihitung kembali. 
Nilai centroid baru pada iterasi pertama dapat dilihat 
pada Tabel 5. Proses menghitung centroid sampai tiap 
data pada cluster tidak berubah lagi telah dikerjakan. 
Hasil cluster pada iterasi terakhir dapat dilihat pada 
Tabel 6. 
 
Jarak Data ke Centroid pada Iterasi Pertama 
No. Mata Kuliah C1 C2 C3 
1 Basis Data 0.6300 0.0871 0.2429 
2 Sistem Operasi 0.7324 0.1695 0.0733 
3 Sistem Jaringan Komputer 0.7754 0.1986 0.0347 
4 Sistem Keamanan Komputer 0.6039 0.0981 0.2271 
5 Kecerdasan Buatan 0.7611 0.1746 0.0648 
6 Algoritma dan Pemrograman 0.6538 0.0749 0.2021 
7 Pemrograman Visual 0.0000 0.5991 0.7945 
8 Pemrograman Berbasis Objek 0.6661 0.0998 0.1870 
9 Pemrograman Web 0.6389 0.1758 0.3301 
10 Struktur Data 0.5982 0.0773 0.2594 
Tabel 3.  Hasil Cluster pada Iterasi Pertama 
No. Mata Kuliah C1 C2 C3 
1 Basis Data  *  
2 Sistem Operasi   * 
3 Sistem Jaringan 
Komputer  
  * 
4 Sistem Keamanan 
Komputer 
 *  
5 Kecerdasan Buatan   * 
6 Algoritma dan 
Pemrograman 
 *  
7 Pemrograman Visual *   
8 Pemrograman Berbasis 
Objek 
 *  
9 Pemrograman Web  *  
10 Struktur Data  *  
Tabel 4.  Nilai Centroid Baru pada Iterasi Kedua 
Nilai Centroid Baru 
C1 0.3065 0.1000 0.3194 0.3839 Minimal 
C2 0.7890 0.4148 0.4613 0.4658 Rata-rata 
C3 0.9000 0.5258 0.5645 0.5774 Maksimal 
Tabel 5.  Hasil Cluster pada Iterasi Terakhir 
No. Mata Kuliah C1 C2 C3 
1 Basis Data  *  
2 Sistem Operasi   * 
3 Sistem Jaringan 
Komputer  
  * 
4 Sistem Keamanan 
Komputer 
 *  
5 Kecerdasan Buatan   * 
6 Algoritma dan 
Pemrograman 
 *  
7 Pemrograman Visual *   
8 Pemrograman Berbasis 
Objek 
 *  
9 Pemrograman Web  *  
10 Struktur Data  *  
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Gambar 2, hasil analisa ditampilkan dalam 
bentuk grafik. Simbol “o” merupakan cluster dan 
simbol “x” merupakan nilai dari centroid. Terdapat 3 
warna plot cluster yaitu merah (C1), hijau (C2), dan 
biru (C3). Selanjutnya, untuk mengetahui hasil cluster 
yang ideal dengan SSE telah dilakukan. Berdasarkan 
percobaan, nilai SSE dengan 3 cluster sebesar 0.6566 
% dan 4 cluster sebesar 1.1072 % telah diperoleh. 
Dalam percobaan ini menunjukkan bahwa 3 cluster 
memiliki nilai yang lebih baik dibandingkan dengan 4 
cluster sehingga telah digunakan untuk analisa 




Gambar 2. Sebaran C1, C2 dan C3 
 
Dalam pengujian ini, keakuratan cluster juga 
telah diukur menggunakan metode SC. Berdasarkan 
hasil pengujian, nilai Si Global 3 cluster adalah 
0.5852% dan nilai Si Global 4 cluster adalah 0.4591% 
telah diperoleh. Hal ini telah menunjukkan bahwa 
pengujian menggunakan 3 cluster telah memperoleh 
nilai yang lebih baik dibandingkan 4 cluster. Data nilai 
Si pada 3 dan 4 cluster juga telah menunjukkan bahwa 
nilai Si pada 3 cluster lebih kuat berdasarkan acuan 
dari kriteria subjektif pengukuran. Hal ini sesuai 
dengan pernyataan Kaufmann Roesseeuw (Gentle et 
al., 1991) yang telah menunjukkan bahwa hasil 
clustering dikatakan kuat jika nilai SC bernilai positif 
dan semakin mendekati nilai 1. Dengan kata lain, jika 
nilai SC yang baik terhadap suatu cluster maka 
hasilnya dapat digunakan sebagai dasar analisa. Hasil 
pengujian SC dapat dilihat pada Tabel 7. 
Tabel 6.  Hasil Pengujian Silhouette Coefficient (SC) 
Data 
ke- 
3 Cluster 4 Cluster 














































































































Dalam penelitian ini juga dibuat aplikasi 
sederhana untuk menampilkan implementasi 
algoritma K-Means. Gambar 3, menunjukkan hasil 




Gambar 3. Tampilan Aplikasi 
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4. KESIMPULAN 
Penerapan algoritma K-Means dalam 
menganalisa keterhubungan nilai yang diperoleh pada 
mata kuliah wajib (MKW) dan tugas akhir (TA) 
mahasiswa telah dipresentasikan. Hasil percobaan 
telah didapatkan 3 cluster berdasarkan MKW dengan 
nilai A, B, dan C, dimana C1 adalah sedikit, yang 
berhubungan dengan 1 MKW Pemrograman Visual; 
C2 adalah sedang, yang berhubungan dengan 6 MKW 
yaitu Basis Data, Sistem Keamanan Komputer, 
Pemrograman Berbasis Objek, Pemrograman Web, 
dan Struktur Data, sedangkan C3 adalah banyak, yang 
berkorelasi dengan 3 MKW yaitu Sistem Operasi, 
Sistem Keamanan Komputer, dan Kecerdasan Buatan. 
Perhitungan pengukuran hasil cluster menggunakan 
metode Sum of Squared Errors (SSE) dan evaluasi 
cluster menggunakan metode Silhouette Coefficient 
(SC), dimana, SSE 3 cluster bernilai 0.4506% dan 4 
cluster bernilai 1.1072% telah didapatkan.  
Hal ini menunjukkan bahwa 3 cluster lebih baik 
karena nilai kesalahan (error) yang diperoleh lebih 
kecil. Sedangkan, evaluasi cluster telah menggunakan 
SC menunjukkan bahwa 3 cluster memiliki rata-rata 
nilai 0.5852%. Hal ini berarti bahwa 3 cluster lebih 
baik dalam mengelompokkan MKW. Sedangkan, 
pada 4 cluster memiliki rata-rata nilai 0.4591% yang 
berarti bahwa cukup lemah dalam menempatkan 
objek dalam sebuah cluster. Hasil penelitian 
mengindikasikan bahwa metode K-Means dapat 
menjadi alternatif analisa hubungan nilai MKW dan 
TA sehingga diharapkan mahasiswa, dosen dan 
program studi dapat menjadikan bahan pendukung 
untuk membuat keputusan atau kebijakan dalam 
mengarahkan mahasiswa menentukan penelitian TA. 
Komparasi dan optimalisasi algoritma K-Means untuk 
menghasilkan berbagai akurasi menjadi penelitian 
selanjutnya. 
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