The geometrical structure known as Tulczyjew triple has been used with success in analytical mechanics and first order field theory to describe a wide range of physical systems including Lagrangian/Hamiltonian systems with constraints and/or sources, or with singular Lagrangian. Starting from the first principles of the variational calculus we derive Tulczyjew triples for classical field theories of arbitrary high order, i.e. depending on arbitrary high derivatives of the fields.
Introduction

Variational calculus in statics
From a mathematical point of view, calculus of variations is a theory providing tools for finding extremals or stationary points of functionals, i.e. maps from a set of functions to real numbers. Using calculus of variations one may find for example differential equations for curves of the shortest length connecting two points or surfaces of minimal area spanning a given frame. In physics the same mathematical tools can be used to formulate principles of least action leading to Euler-Lagrange equations both in mechanics and field theory. In our paper we shall adopt a different point of view based on ideas of W.M. Tulczyjew as presented in his numerous works and lectures (see, for instance the book [17] and papers [18, 19, 21, 22] ).
In the Tulczyjew approach a physical system is studied through its response to interactions. This can be explained in a natural way in statics since all mathematical objects that are used there have direct physical interpretations. Take a static system S and suppose that the set of configurations of S is a smooth manifold Q. The system S can be probed by changing its configuration in a quasi-static way, i.e. slowly enough to produce negligible dynamical effects. The changing of configurations changing is called a process and is represented mathematically by a one-dimensional smooth oriented submanifold of Q with boundary. It may happen that not all the processes are admissible. In such a case we say that the system is constrained. We assume that we can estimate the cost of every process. All the information about the system is therefore encoded in the following three objects: the configuration manifold Q, the set of all admissible processes, and the cost function that assigns a real number to every process. The cost function should fulfill some additional conditions, e.g. it should be additive in the sense that if we break a process into two subprocesses, then the cost of the whole process should be equal to the sum of the costs of the two subprocesses. Usually one also assumes that the cost function is local, i.e. for each process it is an integral of a certain positively homogeneous function W on TQ or, in case of a constrained system, on some subset ∆ ⊂ TQ. Vectors tangent to admissible processes are called admissible virtual displacements. The set ∆ should be positively homogeneous since admissible processes are a priori unparameterized.
In statics, one is usually interested in equilibrium configurations of isolated system, as well as systems interacting (with other static systems). A point q ∈ Q is an equilibrium point if for all "short enough" processes starting in q the cost function is non-negative. The first-order necessary condition for an equilibrium point q is W (δq) ≥ 0 for all vectors δq ∈ ∆ ∩ T q Q. Interactions between systems are described by composite systems. One can compose systems that have the same configuration space Q. The composite system is then described by the intersection of admissible processes and the sum W = W 1 + W 2 of the cost functions W 1 and W 2 . We would like to know how does a system S 1 interact with any possible other system (S 2 ) which means that we would like to know all equilibrium points of all possible composite systems (containing S 1 ). However, making a list of all composite systems and their equilibrium points is not an efficient way of describing S 1 . A more efficient way is discussed below.
There is a distinguished class of systems called regular, for which all the processes are admissible and the function W is the differential of a given function U : Q → R, called the potential. Thus, restrict to the composition of S 1 with a regular system. The condition for an equilibrium point of the composite system reads now W 1 (δq) − dU, δq ≥ 0, i.e. W 1 (δq) ≥ dU, δq (the presence of a minus sign is just a matter of conventions). Let us note that a regular system at a point q is represented by a covector ϕ = dU (q) called a force. We may now make a list of all forces in equilibrium with our system at a point q. The subset C = q∈Q C q of T * Q is called a constitutive set. Now given two systems with the same configuration manifold and constitutive sets C 1 and C 2 we can answer the question whether or not q is an equilibrium point for the composite system. This happens precisely when C 1 q ∩ C 2 q = ∅. The correspondence between cost functions W and the constitutive sets C is known as the Fenchel transformation and considered within convex analysis. If W is convex then C contains the full information about W , i.e. W can be recovered from C. In any case, all the information we need about our system is encoded by the constitutive set. For a regular system with potential U the constitutive set is C = dU (Q). It is then a Lagrangian submanifold (generated by U ) in T * Q. Notice that a regular system is in equilibrium without external forces iff its configuration is an extremal for the potential U .
The above ideas apply efficiently to other theories as mechanics or field theory as well. To see this we shall specify a configuration space Q, a set of processes (or at least infinitesimal processes), the set of functions on Q (to define regular systems), the set of covectors T * Q (to define constitutive sets). It is not always obvious how to do this since in many interesting situations Q is not a manifold any more. The main aim of the present paper is showing how things work in the case of higher derivative field theory.
Variational calculus in mechanics
In this section we shall concentrate on the main ideas leading to the classical Tulczyjew triple in mechanics. We briefly present two "regimes" of the theory: mechanics on a finite time interval and mechanics on an infinitesimal one. Analyzing the first regime allows to identify appropriate mathematical descriptions of physical quantities, while analyzing the second one provides phase equations and the Tulczyjew triple itself. We refer to [17] for details.
Let M be the manifold of positions of a mechanical system. Thus, for motions concentrated in a finite time interval [t 0 , t 1 ] a configuration q is a smooth path q : [t 0 , t 1 ] → M. The set of all configurations will be denoted by Q. Since Q is not a finite-dimensional manifold, it is not obvious a priori what are processes in Q, smooth functions on Q, and tangent vectors to Q. We adopt the following (natural) definitions. They are well enough for our purposes. Smooth functions on Q are action functionals associated to Lagrangians L : TM → R by the usual formula S(q) = t1 t0 L(q)dt. Smooth, parameterized processes, or curves in Q are smooth maps χ : R 2 ⊃ I × [t 0 , t 1 ] → M where I is some neighborhood of zero in R. This means that at a value s ∈ I of the parameter, the process reaches a configuration given by the path t → χ(s, t). Notice that, with these definitions, the composition of a process with a function is a smooth function R ∋ s → S(χ(s, ·)) ∈ R. Having smooth curves and smooth functions in Q one can define tangent and cotangent vectors as suitable equivalence classes.
A tangent vector to Q is an equivalence class of processes with respect to the obvious equivalence relation. Namely, two processes χ 1 and χ 2 are equivalent if they have the same value at s = 0 and, for all smooth functions S,
The equivalence class of a process χ will be temporarily denoted by [χ] . We say that [χ] is tangent at q ∈ Q iff χ(0, t) = q(t). A tangent covector to Q is an equivalence class of pairs (q, S) (with q ∈ Q and S a smooth function) with respect to the obvious equivalence relation. Namely, two pairs (q 1 , S 1 ) and (q 2 , S 2 ) are equivalent if q 1 = q 2 and, for all smooth curves χ such that χ(0,
, where a prime "(·)
′ " denotes derivative with respect to s. The equivalence class of a pair (q, S) will be denoted by dS(q). We can pair a covector and a vector provided they are attached at the same configuration. The pairing is
Vectors and covectors defined as equivalence classes are very abstract objects. It is very useful to describe them in alternative, and easy to use, ways, what Tulczyjew calls "convenient representations". The choice of convenient representations for vectors and covectors is based on integration by parts. Namely, integrating by parts in (1.1) we get
where EL : T 2 M → T * M is the Euler-Lagrange map and PL : TM → T * M is the vertical differential of the Lagrangian L. It is easy to see that the tangent vector [χ] is equivalent to (i.e. it contains the same information as) the curve δq : [t 0 , t 1 ] → TM , where δq(t) is a vector tangent to the curve s → χ(s, t) at s = 0. Similarly, the covector dS(q) is equivalent to the triple (f, p 0 , p 1 ), where f :
Explicitly, in coordinates, q = (x i (t)),q = (x i (t),ẋ j (t)), we have
The target space T * M in naturally interpreted as the phase space, i.e., the space of momenta.
We now pass to a different "theoretical regime": the one when the time interval [t 0 , t 1 ] is infinitesimally small. The appropriate notions are thus obtained in the limit t 1 − t 0 = O(dt). For instance, configurations are infinitesimal paths, i.e., tangent vectors to positions. We conclude that in the "infinitesimal regime" Q = TM . In particular, the configuration space is a finite-dimensional manifold, and it is then clear what processes, i.e., curves in Q, functions on Q, tangent and cotangent vectors are. A Lagrangian L is now interpreted as a potential for the cost function dL of a regular system, and the constitutive set is just C = dL(TM ) ⊂ T * TM . In this case, it is interesting what one gets as convenient representations of vectors and covectors. The infinitesimal version of κ is the well-known canonical involution
The infinitesimal version of Formula (1.2) reads
Similarly, the infinitesimal version of α is the Tulczyjew isomorphism
Finally, the constitutive set is dL(TM ) or, when "conveniently represented" via α M :
Since D is a subset of the tangent space, it can be regarded as an (implicit) first-order differential equation for curves in the phase space. Actually, it is precisely the dynamics of the system. Now we are ready to present the Lagrangian part of the Tulczyjew triple that contains all the structure needed in the Lagrangian formulation of mechanics in the infinitesimal regime. The map α M is an isomorphism of double vector bundles [14] . Both TT * M and T * TM are symplectic manifolds. The map α M is also a symplectomorphism. It follows that D is a Lagrangian sub manifold.
In the infinitesimal regime one sees that, in some cases, the dynamics D is the image of a vector field on T * M . Since D is a Lagragian submanifold this vector field should be at least locally Hamiltonian. The correspondence between functions on T * M and Hamiltonian vector fields can be described using the following diagram:
Informally, a variational principle on fields described as sections of a bundle E is given by an action functional
where L is a Lagrangian density, i.e., a differential m-form, to be integrated on V , depending on a space-time point x, and derivatives, σ(x), Dσ(x), . . . , D k+1 σ(x), of a section σ of E at the point x, up to some finite order k +1. From a precise, geometric point of view, a (k +1)-st order Lagrangian density should be understood as an m-form L on M with values in functions on the space J k+1 of (k + 1)-st jets of sections of E, i.e., a section of the line bundle [2, 16] . An easy integration by parts shows that extremals of the action functional (1.6) (with respect to variation fixing the values of σ at the boundary ∂V ) are solutions of the Euler-Lagrange equations. The Euler-Lagrange equations are (2k + 2)-th order PDEs. From a geometric point of view, they consist in a submanifold E ⊂ J 2k+2 canonically associated to a given Lagrangian density L [16] . A (k + 1)-st order Lagrangian density defines a (k + 1)-st order (classical) Lagrangian field theory. The relationship between variational principles and the associated Euler-Lagrange equations, or, more generally, the calculus of variations, is rather well understood in intrinsic, geometric (and homological) terms. The main works on the topic are due to Tulczyjew [23] and Vinogradov [26] . Notice, however, that the Euler-Lagrange equations do not exhaust all the relevant geometric content of a field theory even when the theory is defined by a variational principle. Fixing variations equal zero at the boundary means neglecting boundary terms which should be included in the theory. We have seen above that boundary terms in mechanics are momenta. In Electrodynamics boundary terms are related to magnetic strength and electric induction. Moreover Euler-Lagrange equations with right-hand-side equal to zero are equations for fields without sources (or external forces in mechanics). Using the Tulczyjew approach one can include both boundary terms and sources in field theory.
The main aim of this paper is twofold: (1) showing that Tulczyjew paradigms apply as well to higher order field theories, i.e. systems whose configurations are sections of a generic bundle on a "space-time manifold", and whose cost functions are (in the regular case) action functionals whose Lagrangian density depends on space-time derivatives of the configurations up to arbitrarily high order; (2) showing that all the mathematical structure needed in a suitable infinitesimal regime (dynamics on an infinitesimal space-time region) is encoded by a certain (field theoretic, higher order) version of the Tulczyjew triple (1.5).
In [6, 7] the first author made the first steps in this direction, discussing first derivative field theory, and this paper heavily relies on that one. However, higher order field theories exhibit novel features as we explain below.
Mathematical background
A convenient differential geometric setting for intrinsic aspects of partial differential equations (PDEs) in provided by the theory of jet spaces. Classical field theory and, in particular, the calculus of variations have a nice geometric formulation within jet spaces. In this section we recall basic facts about them, and the main geometric constructions underlying field theory from both the Lagrangian and the Hamiltonian sides. At the same time, we set our (mathematical) notations.
We will consider PDEs imposed on sections of fiber bundles. The geometric portrait of a PDE is a submanifold in a jet space. Namely, let ζ : E → M be a fiber bundle, dim M = m, dim E = m + n. We will often interpret M as a space-time manifold. More generally it will be the manifold of independent variables. We denote by Ω i → M the bundle of differential i-forms on M . For the sake of simplicity, we assume M to be oriented. This allow us to avoid the use of densities and to use differential forms, instead, as objects to be integrated over M . However, except for the orientation, M will not carry any other extrinsic geometric structure, unless otherwise specified. We will often interpret E as the target space of the fields, i.e., a field is a section of E (over M ). Accordingly, fibers of E are the manifolds of dependent variables. The k-th order jet space encodes multiple, partial derivatives of dependent variables with respect to independent ones up to the order k and can be defined as follows. Let (x i , u α ) be bundle coordinates in M , i.e., (x i ) are local coordinates in M and (u α ) are local fiber coordinates in E. A (local) section σ of E can be locally written as
for some smooth functions (f α ) of the (x i ). We will consider multiple partial derivatives of the (f α ) with respect to the (x i ). Our notations for partial derivatives are the following. Let I = (i 1 , . . . , i n ) be an n-entry multiindex. We set
Two local sections σ 1 , σ 2 , with local description σ κ :
, are tangent up to the order k at a point x ∈ M with local coordinates (x i ) if
Tangency up to the order k is a well defined equivalence relation. In particular, it is independent of the choice of coordinates. The equivalence class of section σ is denoted by j k σ(x) and it is called the k-th jet of σ at x. It contains a full, intrinsic information about derivatives of σ at x up to order k. For instance, the first jet of σ at x contains the same information as the tangent space to the image of σ at σ(x). The k-th jet space of sections of E is the set J k E:
Clearly, J 0 E identifies with E, and J 1 E identifies with the set of n-dimensional tangent subspaces to E, transversal to fibers of π. Moreover, there are obvious projections ζ k :
The k-th jet space can be coordinatized as follows. Let U be a coordinate domain in E and (x i , u α ) bundle coordinates in it. There are jet coordinates
, and let σ be locally given by (2.1). Then put
When equipped with jet coordinates J k E is a smooth manifold. Moreover, the projections ζ k and ζ k,l are fiber bundles. For instance, a section of ζ 1,0 : J 1 E → E can be understood as an Ehresmann connection in E, i.e., an n-dimensional distribution on E, transversal to fibers of ζ.
In the following, we will deal with various bundles and bundle maps. However, every manifold fibered over M will be understood as a bundle over M unless otherwise specified. For instance, we will understand the projection ζ k and interpret J k E as a bundle over M without further comments. We will also consider jets of sections of various bundles. However, jets of section of E will play a special role, and we denote simply by J k the bundle J k E, if there is no risk of confusion. A section σ of E can be prolonged to a section j
, called the k-th jet prolongation of σ. If σ is locally given by (2.1), then j k σ is locally given by:
and contains a full, intrinsic information about derivatives of σ up to order k. Sections of J k of the form j k σ are sometimes called holonomic sections. The main geometric structure on J k , k > 1, consists in the following canonical embedding ι :
The embedding ι is able to detect holonomic sections of J k in the following sense: a section Σ of J k is holonomic iff j 1 Σ takes values in the image of ι. In the following, we will understand the map ι and interpret
There is another geometric structure on J k which will be relevant for our purposes. Namely, the bundle ζ k,k−1 :
is an affine bundle in a canonical way. The underlying vector bundle is the bundle
x M is the k-th symmetric power of T *
x M , consisting of covariant, symmetric k-tensors on M at x, and v e E denotes the vertical tangent space to E at e. In particular π 1,0 : J 1 E → E is an affine bundle modelled over T * M ⊗ E vE. Jet spaces allow one to give an intrinsic definition of PDEs, i.e., a definition manifestly independent of the choice of coordinates. Namely, a system of k-th order PDEs imposed on sections of the bundle
Locally, E is given by
for some local functions (F a ) on J k , and a section σ of E, locally given by (2.1), is a solution iff
Thus, the analytic definition of systems of PDEs is recovered when using local coordinates.
There have been a lot of work about a possible geometric formulation of the Hamiltonian side of classical field theories (see [27, 28, 29] for a recent proposal by the second author, see also references therein). Whatever the approach, affine duality plays a prominent role. Let us recall here basic facts about it. Let N be a smooth manifold, A → N an affine bundle on it, and Λ → N a line bundle. In applications, N will often be the total space of a bundle N = E → M , A will be the first jet bundle of E and Λ will be the bundle of m-forms on M with values in functions on E, i.e., the bundle E × M Ω m . For now, let us stick on the general case. Denote by V the model vector bundle of A. Linear maps from fibers of V to fibers of Λ over the same point of N form the vector bundle A * := V * ⊗ N Λ. Similarly, affine maps from fibers of A to fibers of Λ over the same point of N , form a vector bundle A † := Aff(A, Λ) over N . Moreover, there is a canonical projection ℓ : A † → A * which consists in taking the linear part. It is easy to see that ℓ is an affine bundle with 1-dimensional fiber, and model vector bundle A * × N Λ → A * . We will need one more construction involving A and Λ. Denote by J 1 ℓ the space of first jets of sections of ℓ. Sections of Λ act on A † by vertical automorphisms in an obvious way. This action can be lifted to an action on J 1 ℓ as follows. Let λ be a section of Λ, and H a generic section of ℓ. Define the action of λ on 
The manifold PA † is referred to as the affine phase space [9, 7] . In the case when E is a bundle over M , A = J 1 E, and
* E is the dual bundle to vE. In this case, we will also denote A * by PE, or simply P if this does not lead to confusion, because it should be understood as the phase space of first order classical field theories defined on E, see below. We will also denote A † by J † E, or just J † if this does not lead to confusion. There is a tautological vertical 1-form ϑ P on P with values in Ω m−1 , i.e. a section of the bundle v * P ⊗ P Ω m−1 → P defined as follows. Denote by π : P → E the projection, and, for p ∈ P put
Notice that ϑ P is a "field theoretic version"of the Liouville 1-form on a cotangent bundle. The space PJ † is a field theoretic version of a twice iterated cotangent bundle (see next section). See [7] for an alternative description and more details.
Finally, recall that i-forms on M with values in functions on E, i.e. sections of the bundle E × M Ω i can be "differentiated along fibers of E" to get vertical forms on E with values in Ω i . Namely, there is an operator, the vertical differential d v which takes a section σ of
In bundle coordinates, the vertical differential is given by
is just the restriction of df to vE.
First order field theory
A Lagrangian field theory is specified by a variational principle of the kind (1.6). In the case of a (k + 1)-st derivative theory, the Lagrangian density L is a bundle map J k+1 → Ω m covering the identiy. As we already remarked, J k+1 can be understood as a distinguished submanifold of J 1 J k . Accordingly, a (k + 1)-st derivative Lagrangian field theory on a bundle E can be understood as a first derivative theory on J k subjected to the (vakonomic) constraints J k+1 ⊂ J 1 J k . This idea goes back to de Donder [5] . Now, in mechanics, constraints in TM can be easily handled within the Tulczyjew triple approach (on an infinitesimal time interval, see Section 1.2). Namely, a Lagrangian L :
A similar construction works for constrained first derivative field theories (see [7] ), in particular, higher order field theories.
Thus, let us briefly recall the Tulczyjew triple for a first order field theory. Fields are sections of a bundle ζ : E → M and a Lagrangian density is a bundle map J 1 → Ω m covering the indentity. The details of the construction can be found in [7] .
Precisely as for mechanics the Lagrangian side of the triple is based on variational calculus. The phase space for the theory is the total space of the bundle π : P → E, (see Section 2). In the case with no sources the Lagrangian side of the Tulczyjew triple for first order classical field theories is then
where we denoted by LagE the space v * J 1 ⊗ J 1 E Ω m , and α is the field theoretic version of the Tulczyjew isomorphism α M (see [7] for its definition). In the following we shall often use Lag instead of LagE if there is no risk of confusion. Both spaces, J 1 P and Lag are double affine-vector bundles [12] with vector bundle structure over J 1 and affine bundle structure over P. The map α is a double vector affine bundle morphism. The phase equations determined by a Lagrangian density L are the subset D of J 1 P given by
The double bundle Lag on the right is endowed with a canonical vertical two-form ω J 1 with values in the line bundle Ω m . The form ω J 1 is fiber-wise symplectic (every fiber is in a sense a cotangent bundle). The double bundle J 1 P on the left is endowed with a canonical vertical two-form ω J 1 P with values in Ω m as well. Moreover, ω J 1 P is fiber-wise presymplectic. Actually,
The double bundle structure of Lag makes it easy to define the Legendre map λ:
where ξ is the projection ξ : Lag → P. In coordinates
We stress that, while the Tulczyjew morphism α M : TT * M → T * T * M is an isomorphism, its field theoretic analogue α is not in general. One could reduce the space J 1 P to get a space isomorphic to the "fiber-wise cotangent bundle"Lag, but then one would loose the obvious interpretation of the dynamics as a first order partial differential equation.
The Hamiltonian side of the Tuczyjew triple is
where by HamE we denoted the space PJ † , i.e. the affine phase bundle for the affine dual bundle of J 1 → E (see Section 2). We shall often use Ham instead of HamE. The bundle Ham is a double affine-vector bundle with affine bundle structure over P and vector bundle structure over J 1 . The map β is a double affine-vector bundle morphism defined as the composition of the canonical isomorphism R J 1 E between Lag and Ham with α (see [7] for the definition of R J 1 ). Moreover Ham is endowed with a canonical vertical two-form ω J † with values in Ω m . Since R J 1 is an antisymplectomorphism we get that
Phase equations D can be also generated by an affine generating object, in the simplest case, a section H of the bundle J † → P:
The next to the simples case is when
In this case, use symplectic relations techniques one obtained a generating family of sections (of J † → P) parameterized by elements of J 1 :H :
which is equivalent to a family of form valued maps
In some cases the above family reduces to a single generating section H. This is the field-theoretical version of Legendre transformation. Note, that a pair (j 1 σ(x), p) is critical forH precisely if p = λ(j 1 σ(x)). Summarizing, the Tulczyjew triple for first order field theories on the bundle E → M is
The right-hand-side is the Lagrangian one, the left-hand-side is the Hamiltonian one, the dynamics lives in the middle. Hamiltonian and Lagrangian spaces Ham and Lag are canonically isomorphic double affine-vector bundles equipped with (antisymplectomorphic) vertical symplectic forms with values in Ω m . The dynamics D is a submanifold of J 1 P, i.e. a first order partial differential equation on sections of the bundle P → M .
Finally, we remark that, exactly as in the opening of this section, a dynamics can be generated by a Lagrangian density L even when L is only defined on a "constraint" subbundle C ⊂ J 1 , L : C → Ω m . Namely, first of all L generates the "Lagrangian" submanifold S C,L in Lag given by
It is easy to see that D is the "correct phase dynamics" of the Lagrangian field theory specified by the (vakonomic) constraints C and the constrained Lagrangian L.
Higher order field theory: the unreduced triple
In this section we shall construct the Tulczyjew triple for field theories of order (k + 1) treated as constrained first order theories. We interpret a (k + 1)-st order Lagrangian L : J k+1 → Ω m as a first order one defined on the submanifold J k+1 of holonomic jets in J 1 J k . The price for going back to well-known structures is that we have to accept unphysical degrees of freedoms coming from the mathematical language.
In this approach we can repeat the construction of the Tulczyjew triple for first order theories replacing the bundle ζ : E → M with the bundle ζ k : J k → M and using, in the simplest case, Lagrangians defined on J k+1 ⊂ J 1 J k as generating objects. Let us go through spaces and bundles that will appear in the triple.
Since Lagrangians are defined on a submanifold of J 1 J k the Lagrangian space is
Using coordinates (x i , u α I ) in J k as defined in Section 2 we can define the adapted coordinates (
which is a vector bundle over J k . We can define a system of adapted coordinates (x i , u ,where η i := (−1) i−1 dx 1 ∧ · · · ∧ dx i ∧ · · · ∧ dx n , and a hat " (·)"denotes omission. The Tulczyjew morphism α k := α : J 1 P k −→ Lag k is constructed exactly as in [7] , replacing the bundle E → M with the bundle J k → M . In adapted coordinates
The Lagrangian side of the Tulczyjew triple for field theories of order (k + 1) is then (4.1)
Using Diagram (4.1) one can give the right answer, for instance, to the Question: "What is the phase space dynamics of a field theory governed by a variational principle specified by a Lagrangian density L : J k+1 → Ω m ?" Indeed, the dynamics D k should be a submanifold of J 1 P k , i.e. a first order PDE on sections of the bundle P k → M . Now, a dynamics can be generated from L as discussed in the end of Section 3. It is enough to put (3.3) ). A description of D k in local coordinates shows that it is indeed the "right answer" to the above Question. Namely, in coordinates (x i , u In first order field theory the double bundle structure of the Lagrangian side of the triple allowed us to construct the Legendre map (3.1) that associates momenta to configurations. In the higher order case we do not have a map like this any more. This is because S J k+1 ,L is not the image of a section of the bundle Lag k → J 1 J k . Instead of a map we get only a relation. A point p ∈ P k is in the relation λ k with w ∈ J 1 J k if and only if w is a holonomic jet and there exists a point in S J k+1 ,L that projects on both p and w. It is easy to see in coordinates that this means that
One can say that only "the highest order momenta" are defined here. Since in the following we will often use relations we introduce a specific notation for them. Namely, a relation (as opposed to a plain map) will be indicated by a dotted line . For instance
Notice that D k coincides exactly with the Euler-Lagrange-Hamilton equations determined by L (see, e.g., [27] , see also [3] ). In their turn, as shown in [27, 3] the Euler-Lagrange-Hamilton equations are essentially equivalent to the Euler-Lagrangian equations, but still keep the nice feature of incorporating momenta. We conclude that diagram (4.1) contains a full information about the dynamics of a Lagrangian field theory (including the dynamics of momenta).
We now pass to the Hamiltonian side of the triple. The Hamiltonian space is
Recall that the spaces Ham k and Lag k are canonically isomorphic double bundles and we can define the "Hamiltonian Tulczyjew morphism" β k :
The Hamiltonian side of the Tulczyjew triple for field theories of order (k + 1) is
Using the above diagram one can generate a dynamics D k from an Hamiltonian generating object, in the simplest case a section H of the bundle
Following the pattern of first order field theories we get (k+1)-st order version of Legendre transformation. For a generic Lagrangian L the Hamiltonian generating object is actually a family of sections of the bundle J † J k → P k parameterized by elements of J k+1 . It is easier to write the corresponding family of Ω m valued maps
The pair (ϕ, j (k+1) σ(x)) is a critical point for the family
i.e. precisely when ϕ projects on an element of P k which is in the relation λ k with j 1 j k σ(x).
The full version of the Tulczyjew triple for (k + 1)-st derivative field theories is (4.2)
Ham k~⑦
Summarizing, as usual the right-hand-side is the Lagrangian one, the left-hand-side is the Hamiltonian one, and the dynamics lives in the middle. Hamiltonian and Lagrangian spaces Ham k and Lag k are canonically isomorphic double affine-vector bundles equipped with (anti-symplectomorphic) vertical symplectic forms with values in Ω m . The dynamics D k is a submanifold of J 1 P k which can be generated either in Lagrangian or in Hamiltonian way.
We refer to diagram (4.2) as the "unreduced Tulczyjew triple for (k +1)-st derivative field theories". When using it for field theories depending on derivatives of the fields up to order k + 1, we interpret J k+1 as a constraint subbundle in the "configuration" bundle J 1 J k . However, the extra variables in
In the next section we show that, starting from first principles, diagram (4.2) can be actually "reduced" to a genuine (reduced) Tulczyjew triple where the unphysical degrees of freedom disappear.
Higher order field theory: the reduced triple
In the previous section we have constructed the Tulczyjew triple for (k + 1)-st order field theories, considering jets of order (k + 1) as holonomic first jets of sections of the bundle J k → M . Following this point of view we could use well-developed first order theory for the price of having non-physical degrees of freedom coming only from the mathematical language.
On the other hand Tulczyjew paradigms allow to construct a triple for virtually any theory, starting from first principles. Recall that the Lagrangian side of the Tulczyjew triple is directly obtained from variational calculus, while the Hamiltonian side can only be obtained after taking a suitable limit (see Section 1.2). In this section we follow Tulczyjew strategy to obtain a triple for field theories depending on higher derivatives of the fields. We call the result the "reduced triple" because it can also be obtained from the "unreduced triple" in previous section performing a suitable "symplectic reduction". The reduced triple is free from unphysical degrees of freedom.
As usual, let the fields be sections of a fiber bundle ζ : E → M over the "space-time" M . Let us first focus on fields propagating on a finite domain D of the space-time. We assume D to have a smooth boundary ∂D. The configuration space Q consists o sections σ of ζ defined over D. We define processes, smooth functions and tangent vectors for Q in a similar way as in Section 1.2. Parametrized processes in Q are vertical homotopies, i.e. smooth maps χ : I × D → E where 1) I is neighborhood of 0 in R, 2) for every x ∈ D, s → χ(s, x) is a vertical curve in E, and 3) for every s ∈ I, x → χ(s, x) is a section of ζ. Functions on Q are action functionals specified by (k + 1)-st order Lagrangian densities
Note that, as in mechanics, the composition of a function with a process is a smooth function I ∋ s → S(χ(s, ·)) ∈ R. Tangent vectors and covectors are obvious equivalence classes of processes and functions respectively. The pairing between vectors and covectors is given by the formula
where dS(σ) is a tangent covector, the equivalence class of the pair (S, σ), and [χ] is a tangent vector, the equivalence class of χ. Adopting the statics point of view reviewed in Section 1.1, we interpret the (k + 1)-st order field theory with Lagrangian L as a regular system with cost function given by dS and constitutive set being C = dS(Q).
To find convenient representations of vectors and covectors we integrate by parts k + 1 times and obtain
where EL :
Using these convenient representations for tangent vectors and covectors, one sees that C is "conveniently represented"by the following phase equations:
This means, in particular, that f represents sources of the field, while v * J k ⊗Ω m−1 should be understood as the phase space of the theory. Note that we have obtained the same phase space P k as in the previous section. It should be stressed, however, that the boundary term PL in (5.1) is canonical only up to total differentials (see for instance [27] and references therein). As a consequence, there are still "nonphysical degrees of freedom" in P k . In principle, one could quotient them out at the price of loosing the nice interpretation of the dynamics as a submanifold in a jet space, i.e. as a differential equation, which, on the other hand, is obviously desirable for many purposes. Therefore, we keep adopting P k as the "optimal" phase space of the theory. In the following we shall consider only field theories without sources assuming f = 0.
The Lagrangian side of the Tulczyjew triple is obtained, as in Section 1.2, by passing to the new regime where the domain D becomes infinitesimally small. It is easy to see that, in this infinitesimal limit, Q becomes (a fiber in) J k+1 . Accordingly, TQ becomes (a fiber in) vJ k+1 , and T * Q becomes (a fiber in) v * J k+1 ⊗ Ω m . The latter space will be denoted by Lag k E, or simply Lag k if this does not lead to confusion. It is naturally equipped with an obvious vertical symplectic form with values in Ω m . In the infinitesimal regime, a Lagrangian L is interpreted as a potential for the cost function d v L, thus the constitutive set is C = d v L(J k+1 ) ⊂ Lag k . Now let us look at the correspondence between vectors and covectors and their convenient representations in the infinitesimal regime. Formula (5.1), with the additional condition f = 0, assumes the following form
where p is a section of P k , and d M is the total differential [7] (see also [2, 16] where d M is referred to as the horizontal differential and denoted differently). The right-hand side of (5.2) defines a pairing between holonomic first jets of sections of P k → M and holonomic first jets of sections of vJ k → M , where, by holonomic, we mean here "projecting on holonomic jets in
project on holonomic jets in J 1 J and, 2) project on the same jet j 1 σ(x) ∈ J k . Define the following pairing
where κ k,1 is the field theoretic version of the isomorphism κ M (1.3)
This shows that convenient representations of covectors are provided by points in J 1 P k projecting on holonomic jets in J 1 J k , which we collectively denote by J 1 hol P k . Similarly, convenient representations of vectors are given by points in J 1 vJ k projecting on holonomic jets in J 1 J k , or, which is the same, points in J k+1 vE. We now define a relation α k generalizing α M . A covector ψ ∈ Lag k is in the relation α k with
hol P k , 2) ψ and j 1 p(x) are over the same point of J k+1 , and 3) for all
In coordinates j 1 p(x) is in the relation α k with ψ iff
The relation α k
is the main part of the Lagrangian side of the reduced Tuczyjew triple for (k + 1)-st order field theories. Since the pairing ·, · is degenterate α k is not an isomorphism and not even a map. Before we present the full Lagrangian side of the reduced triple, let us examine the double bundle structure of Lag k . It is obviously a vector bundle over J k+1 . The second bundle structure is an affine bundle. Recall that ζ k+1,k : J k+1 → J k is an affine bundle with underlying vector bundle
). An element of Lag k restricted to vectors tangent to the fibre of ζ k+1,k acts as an element of
The Lagrangian side of the reduced Tulczyjew triple is the diagram (5.3)
Both spaces J 1 P and Lag k are double vector-affine bundles with vector bundle structures on the right and affine bundle structures on the left. The relation α k is not a morphism of double vector affine bundles in a strict sense, but it is compatible with these structures. In particular α k projects on the map P k → Q k which is a morphism of vector bundles over the identity on J k defined as follows. The fibre of P k over j k σ(x) is the vector space (
. Elements of this vector space act on v j k σ(x) J k as one-forms with values in Ω m−1 x
. The restriction of an element of (P k ) j k σ(x) to vectors tangent to the fibre of ζ k,k−1 defines a projection from (
, and there is a "symmetrization map"
that in coordinates reads
where, for
Composing, we get the map P k → Q k in (5.3). Finally let us observe that, since J k+1 ⊂ J 1 J k , there is an obvious "reduction" relation
commutes (in a relation-theoretic sense). As a consequence, the phase equations in (k + 1)-st order theory obtained by means of the Lagrangian side of the reduced and unreduced triples are the same, i.e. α
In the reduced triple we can also find the Legendre relation λ k expressed as the composition of d v L, α k and the projection j 1 P k → P k , as illustrated in the following diagram
The structure of the relation λ k is clear: using the double bundle Lag k we can construct a map
The element j k+1 σ(x) is in the relation λ k with p ∈ P k if p projects on ℓ k (j k+1 σ(x)) ∈ Q k . This means that λ k (j k+1 σ(x)) contains the whole inverse image of ℓ k (j k+1 σ(x)) with respect to P k → Q k .
Now we pass to the Hamiltonian side of the reduced triple, which is based on the affine bundle structure of ζ k+1,k : J k+1 → J k . The space of affine functions on fibres of ζ k+1,k with values in the appropriate fibre of Ω m will be denoted, for simplicity, by K k . Note that there is a canonical projection K k → Q k consisting of taking the linear part of an affine map. The bundle K k → Q k is an affine bundle with one dimensional fibre. The underlying vector bundle is Q k × M Ω m → Q k . The affine phase bundle PK k (see Section 2) is the Hamiltonian space for the Hamiltonian side of the reduced triple for (k+1)-st order field theories. It will be denoted by Ham k E, or simply Ham k .
The Hamiltonian space Ham k is a double vector affine bundle with affine bundle structure over P k and vector bundle structure over J k+1 . Moreover, it is easy to see (along very similar lines as in [7] ), that Ham k is naturally equipped with a vertical symplectic form with values in Ω m . Finally, 6 On the relation between different order triples Tulczyjew triples (4.2) and (5.4) capture most of the relevant geometric structures underlying classical field theories of order k + 1 defined on the bundle E. For instance, they prescribe how to produce the dynamics from different kind of generating objects (e.g., a Lagrangian density defined on a constraint submanifold) "depending on derivatives of the fields up to the order k + 1". Notice that when a "generating object depends on derivatives up to the order k + 1", one may safely state that "it also depends on derivatives up to the order l + 1"for all l ≥ k. For instance, any (k + 1)-st order Lagrangian density is a (l + 1)-th order Lagrangian density as well, for every l ≥ k. In other words, generating objects can be pull-backed to higher order jet bundles. In this section we want to give a precise mathematical meaning to this claim. In particular we shall discuss the relationship between different order Tulczyjew triples. In order to do this, it is convenient to start from the relationship between the triples of first order field theories defined on two different bundles connected by a bundle morphism.
Let G, F be bundles over the same manifold M , and let Φ : G → F be a bundle morphism over the identity of M , i.e., Φ is a smooth map such that diagram (6.1)
commutes. Recall that diagram (6.1) can be prolonged to a diagram (6.2)
where the map j 1 Φ is defined as j 1 Φ(j 1 σ(x)) := j 1 (Φ • σ)(x) and can be characterized as the unique bundle map making diagram (6.2) commutative and mapping holonomic sections to holonomic sections. In particular, j 1 Φ is a morphism of affine bundles over Φ. Its linear part T * M ⊗ G vG → T * M ⊗ F vF is nothing but the well defined restriction vΦ : vG → vF of the tangent map TΦ : TG → TF to Φ tensor the identity of T * M . Let us now discuss the relationship between PG and PF . Sections of the bundle PF → F are Ω m−1 -valued, vertical 1-forms on F . As such, they can be pulled-back to sections of PG → G via the bundle morphism Φ, but there is no natural bundle morphism PF → PG. However, there is a natural bundle relation between PG and PF covering Φ. Namely, The pull back bundle X := G × F PF maps to PG as follows: (e, ω) → (v * e Φ)(ω), (e, ω) ∈ G × F PF . Accordingly, there is a commutative diagram
Notice that the relation PG PF obtained in this way is just a bundle-theoretic version of the standard cotangent lift of a smooth map. Now, all arrows originating from X are bundle morphisms 1 PF , LagG LagF and HamG HamF . All of them do actually preserve the canonical structures. Details are left to the reader.
It is easy to see that diagram (6.4)
❡❡ ❡❡ ❡❡ ❡❡ ❡❡ ❡❡ ❡❡ ❡❡ ❡❡ ❡❡ ❡❡ ❡❡ ❡❡ ❡❡ ❡❡ ❡❡ ❡❡ ❡❡ ❡ G commutes. In this sense morphism Φ lifts to a relation between Tulczyjew triples. This clarifies the relationship between Tulczyjew triples of G and F . In the special case when G = J l , F = J k , and Φ = ζ l,k , l ≥ k, we get a relation between the (k + 1)-st order, and the (l + 1)-st order, unreduced Tulczyjew triples of E. Now, we look at the relationship between the dynamics generated by generating objects which are "related through diagram (6.4)". For simplicity, instead of considering the most general situation we will only consider one case among the most interesting ones: a Lagrangian density L :
1 PF , and assume, as a minimal regularity requirement, that Φ −1 (C) is a smooth subbundle of • the dynamics generated in J 1 P k by a higher order Lagrangian density L : J k+1 → Ω m , and
• the dynamics generated in J 1 P l by the same L understood as a (l + 1)-st order Lagrangian,
Finally, notice that, in the case Φ = ζ l,k , diagram (6.4) reduces to an obvious diagram of reduced triples, which we do not report. Similar considerations as above hold for the dynamics.
Examples
Example 7.1. As a first example let us consider "second order mechanics", i.e. the special case when M = R, E = Q × R, ζ is the projection onto the second factor, and k = 2 (higher order mechanics, when k > 2, doesn't look significantly different and details about it are left to the reader). We have then
If, moreover, L does not depend explicitly on time, i.e. it is just a function L : T 2 Q → R, we can simplify the triples dropping the factor R everywhere. In the "unreduced approach" weunderstand L as a function on the submanifold T 2 Q ⊂ TTQ. The unreduced Tulczyjew triple in this case is
The dynamics
In general, D 2 is an implicit differential equation (imposed on curves in T * TQ) and the Hamiltonian generating object is a family
For instance, let L be the Lagrangian governing the motion of the tip of a javelin [4] . The manifold of positions is Q = R 3 and
The dynamics is given is
It is easy to see that D 2 is the image of the vector field
Accordingly, the Hamiltonian generating object
can be simplified. Namely, the condition for a critical point can be solved forv i : ∂F ∂v i = r i +v i = 0 =⇒v i = −r i , and the dynamics is generated by one single Hamiltonian function which reads
Interestingly enough, in this example, although the Lagrangian generating object is a function defined on a submanifold, nontheless the dynamics is an explicit differential equation given by a Hamiltonian vector field. ♦ Example 7.2. In the reduced triple approach to second order mechanics the "Lagrangian space" is Lag 1 = T * T 2 Q. The Lagrangian space is a double bundle with vector bundle structure over T 2 Q and affine bundle structure over Q 1 = TQ × Q T * Q. The Hamiltonian bundle Ham 1 = P(T 2 Q) † is constructed for the one dimensional affine bundle K 1 = (T 2 Q) † → Q 1 . The reduced triple for second which can be reduced to one single generating section
We conclude that, in the reduced triple approach, the dynamics of the tip of a javelin is generated by a Lagrangian function and a Hamiltonian section. This is an example of system with regular Lagrangian (see, e.g., [27, 28] Dependences on higher order jets appear usually as a result of idealizations in mathematical modelling. This is precisely the case of plate theory, i.e. the theory of thin layers of elastic material. The theory is obtained from continuum mechanics (in Lagrangian description) by assuming that one of the dimensions of the elastic body is infinitesimally small. The main ingredients are two Riemannian manifolds (M, γ) and (N, g) where dim M = 2 and dim N = 3. The manifold M is the material space, and N is the physical space. A position of the plate in the physical space is given by a smooth immersion σ : M → N , which can be understood as a section of the bundle pr M : E = M × N → M . The Lagrangian is the internal energy of the elastic plate. In the present case of an infinitesimally thin plate, it depends on second order jets of the immersion σ : M → N via the exterior curvature of the surface σ(M ) in N with respect to the metric g. This means that the space of infinitesimal configurations is J 2 = J 2 (M, N ) (or, more precisely, the open subset of J 2 consisting of jets of immersions). Details about how to implement the infinitesimal thickness limit can be found in [13] .
Let us now review all the spaces appearing in the reduced triple in the present case of plate theory. In the following, we shall assume, as usual, that M is orientable. We also fix the volume form η defined by the metric γ and use it to identify Ω 2 (M ) with M ×R. The first jet prolongation of a map σ : M → N identifies with the differential df : T M → T N . Accordingly, the fibre of J 1 = J 1 E → E over a point (x, y) ∈ M × N identifies with T * x M ⊗ T y N . Abusing the notation we shall write J 1 ≃ T * M ⊗ TN . The phase space is
In the reduced triple formulation "the highest momenta" are elements of Q 1 = ∨ 2 TM ⊗ J 1 v * E ⊗ J 1 Ω 2 (M ) which in this case can be expressed as
A point in the second factor is naturally interpreted as bending moment. Thus, it follows from the Lagrangian side of the reduced triple that the bending moment, although usually defined in coordinates, has indeed a geometric meaning. Let us write phase equations in coordinates. Using coordinates (x i ) in M and (u α ) in N we get coordinates (x i , u α , u and can be generated, as usual, by a family of functions on K 1 = (J 2 ) † parameterized by elements of J 2 :
of the embeddings J k+1 ⊂ J 1 J k . Howevere, the latter are not connections. Because of this special feature of infinite jets, the geometry of J ∞ is, in many respects, much simpler than the geometry of finite jets. For instance, as we will see in a moment, the infinite order (both unreduced and reduced) Tulczyjew triple has a very simple description.
Let us start with the unreduced triple. The main point here is that infinitesimal configurations are first jets of sections of J ∞ . Accordingly, the unreduced infinite order Tulczyjew triple is (8.3)
HamJ ∞~⑤
