A generalisation of Gompertz' distribution is proposed, and it is shown that continuous heterogeneous mortality models with Gamma distributed frailty have lifetime random variables distributed as the difference of two such generalised Gompertz random variables. With this result, limitations of existing frailty-based mortality models are identified. The approach taken in this paper allows the frailty distribution to be interpreted as a lifetime reduction distribution and enables application of heterogeneous survival models with a stronger relation to empirically identifiable concepts.
Introduction
The history of mortality modelling shows an increasing complexity of functional forms of mortality models; a development that did not always coincide with improvements of fitting procedures and empirical identifiability of parameters in the resulting models. Functional structures and parameters were added to existing structures and were conceptually accepted by numerous imaginative 'explanations'. Gompertz' idea of "remaining power to oppose destruction" (Gompertz, 1825 ), Makeham's recognition of a constant component of the force of mortality as a reflexion of the division of causes of death into those due to chance and those due to deterioration (Makeham, 1867) , and Perks' physical concept of entropy change (Smith and Keyfitz, 1977) all have in common that they provide some intuition into the proposed functional form but that they do not relate to any easily identifiable concept.
Continuous heterogeneous survival models also lack a strong relation to empirical concepts. These models take into account heterogeneity factors via a non-negative real valued variable, usually called "frailty". This unobserved frailty factor should encompass all the factors affecting human mortality other than age. Continuous heterogeneous mortality models with multiplicative frailty were originally developed by Vaupel et al. (1979) . A recent actuarial application of frailty-based mortality models is presented by Butt and Haberman (2004) . A general disadvantage of the present form of these models is that they cannot be adequately tested because frailty cannot be identified directly from the data. It has been noted by Hougaard (1984) that "the frailty distribution is not identifiable, if the frailty is an individual quantity".
In this paper, the knowledge oriented approach initiated by Willemse and Koppelaar (2000) is used to rationally reconstruct frailty-based mortality models. The first section presents a generalisation of Gompertz' distribution. The moment generating function and explicit formulae for the cumulants are derived. The second section considers the distribution of the difference of two random variables with such Generalised Gompertz distributions. One example is the logistic distribution, which represents the special case of the difference of two standard Gompertz random variables. Furthermore, this distribution is implicitly assumed for heterogeneous survival models with Gamma distributed frailty. We will reconstruct this model by using only Gompertz distributions and show that the frailty distribution can be interpreted as a lifetime reduction distribution. This approach is applied to model the consequences of obesity in adulthood for remaining life expectancies.
From these observations, we will derive certain limitations of heterogeneous survival models. Underlying theoretical assumptions will be identified which reduce the applicability of these models. To overcome these limitations, the third section introduces the general heterogeneous model by deriving the conditional distribution functions and the sum of two Gompertz random variables. This paper ends with conclusions and a discussion on the meaning of the concept of frailty.
With the provided mathematical reconstruction of frailty-based mortality models, we will extend its applicability and, hopefully, its usability. Of course, the mathematical reconstruction does not provide an 'interpretation to end all interpretations'. As it was mentioned by Yashin et al. (1994) , a heterogeneous survival model can be obtained from many different mathematical formulations, which all have some degree of persuasiveness. Our goal is not to empirically identify frailty variables, but to introduce an approach which conceptually relates frailty to individual risk factors. All special functions used in this article can be evaluated with built-in functions of standard mathematical software like Mathematica, Maple and R.
The Generalised Gompertz distribution
In this section, we introduce the Generalised Gompertz distribution and derive its moment generating function and cumulants. Recall that for a random variable X with mean µ and variance σ 2 , the following holds for its first four cumulants κ j , j = 1, 2, 3, 4:
These cumulants can be found as the derivatives at zero of the cumulant generating function, which is the logarithm of the mgf. Because of this, cumulants actually cumulate in the sense that for independent random variables X and Y , the cumulants of X + Y are the sums of the corresponding cumulants of X and Y . Apart from mean and variance, other commonly used characteristics to describe a distribution are its skewness, defined as κ 3 /σ 3 , and its excess (or peakedness), defined as κ 4 /σ 4 − 3. Occasionally, the coefficient of excess (or kurtosis) is defined as κ 4 /σ 4 .
Definition of the Generalised Gompertz distribution
Gompertz' mortality law for a survival function of random variable X at age x is generally parametrised as follows:
with parameters 0 < g < 1 and c > 1. Throughout this paper, we will use another parametrisation with g = exp (− exp (−a/b)) and c = exp (1/b) for some arbitrary real a and b > 0, as discussed in, e.g., Willemse and Koppelaar (2000) , resulting in
As will be shown, this reparametrisation reduces the mathematical complexity and allows easy identification of the cumulants of the distribution. Note that negative ages are allowed in this Gompertz' mortality model. This is done to avoid the complications arising from left-truncating the distribution at zero (this approach was used by Pollard and Valkovics (1992) ). As demonstrated by Willemse and Koppelaar (2000) , the probabilities of negative lifetimes in this model are so small that they do not have a significant influence on the moments and cumulants. Writing γ ≈ 0.5772 for the Euler-Mascheroni constant (see, e.g., Willemse and Koppelaar (2000) and also below), µ for the mean and σ for the standard deviation of this lifetime distribution, the parameters a and b are given by
Example 1 Suppose for a Gompertz distribution one has the parameters g = .999 and c = 1.1. By applying the reparametrisation given above, parameter values a = 72.47 and b = 10.49 are found. The parameters values of g and c result in a survival distribution function with life expectancy 66.41 and standard deviation 13.46 (this can be found by substituting a and b in (1) and evaluating µ and σ).
Note that if Y ∼ exponential(1), which is also gamma(1, 1), then X = b ln Y + a has a Gompertz distribution. In the following definition, we generalise this by taking Y ∼ gamma(c, 1) for some c > 0. The usefulness of this generalisation will become clear in the following sections.
with Γ(c, z) denoting the upper Gamma function
Note that the parameter c used in this definition is different from the parameter in Gompertz' original mortality law.
With Γ (1, x) = exp (−x), it is easily seen that, in the special case with c = 1, the Generalised Gompertz distribution GG (a, b, 1) is the original Gompertz distribution with distribution function F X (x) = 1 − exp (− exp ((x − a) /b)). This distribution is also known as Gumbel Extreme Value distribution, FisherTippett type I distribution and doubly exponential distribution (see Abramowitz and Stegun (1970) , equation 26.1.30).
The density function of a random variable with a Generalised Gompertz distribution is
For c = 1, the hazard function is
and the mortality intensity is
Looking at X = −b ln Y + a for some b > 0, c > 0 and −∞ < a < ∞, we get a reversed version of the Generalised Gompertz distribution. The cdf of such random variables equals
However, due to its positive skewness, this distribution is not often used. In some survival models it is used as a component (see for example Carriere (1992) ). The random variable representing the remaining lifetime for an individual aged x is generally denoted by T (x), often abbreviated to T if the context is clear. So the individual, alive at age x, dies at age
One of the main advantages of the definition above is that it allows easy identification of the cumulants and the related characteristics.
Cumulants of the Generalised Gompertz distribution
As stated before, cumulants are convenient for identifying commonly used general characteristics of distributions. For the Generalised Gompertz distribution, the moment generating function and therefore the cumulants can easily be obtained.
Proposition 1
The moment generating function of a random variable X with a Generalised Gompertz distribution GG (a, b, c) is
Proof. Use the fact that X ∼ b ln Y + a for a Gamma(c, 1) random variable Y . This immediately leads to
The moment generating function of a random variable X with the reversed version of a Generalised Gompertz distribution can easily be derived from m −X (r) = m X (−r) .
Proposition 2
The moment generating function of the remaining lifetime after age x derived from a Generalised Gompertz distribution is
x−a bΓ ³ c, e
x−a b´.
Proof. Use the fact that T has the conditional distribution of b ln Y + a − x with Y ∼ gamma(c, 1)), given that this random variable is positive. Therefore
Then the required expression is immediate since
We can now express the characteristics of a Generalised Gompertz distribution in terms of the polygamma ψ-function, see Abramowitz and Stegun (1970) , section 6.4, defined as ψ(c) = (d/dc) ln Γ (c), and its k-th derivative ψ (k) (c), see Appendix I.
Proposition 3
The first four cumulants of a random variable with a Generalised Gompertz distribution are
For the ordinary Gompertz distribution, with c = 1, we use the fact that from Abramowitz and Stegun (1970) 
n+1 n!ζ(n + 1) with ζ(k) Riemann's zeta function. With especially ζ (2) = π 2 /6 and ζ (4) = π 4 /90, the following characteristics are found.
Distribution Mode Mean Standard Skewness Kurtosis deviation
The Gompertz distribution is unimodal, with a mode equal to the parameter a. The mean is located to the left of the mode. The skewness, defined by µ 3 /σ 3 , is a measure of symmetry. The Gompertz distribution is not symmetric, and its third central moment is negative:
The skewness of a Gompertz random variable of course does not depend on the location and scale parameters a and b, and is approximately equal to −1.1395, filling in ζ (3) ≈ 1.2021 (Apéry's constant). The kurtosis κ 4 /σ 4 is a measure of how "heavy" the tails of a distribution are. In this case, µ 4 = (27/2) ζ (4) b 4 , and the kurtosis is exactly 2.4 for the Gompertz distribution. A Generalised Gompertz distribution has a negative skewness.
The first four cumulants of a random variable with the reversed version of a Generalised Gompertz distribution are
Example 2 With the method of moments, the Generalised Gompertz distribution can easily be fitted to observed data. Suppose the first three observed cumulants are b µ 1 = 74.81, b µ 2 = 178.76 and b µ 3 = −3324.14, then point estimates of the parameters can be found with the method of moments by solving the following three equations with three unknowns a, b and c:
It turns out there is only one solution with c > 0 and b > 0; it is a = 85.057; b = 7.4914; c = 0.65079.
This can be found by numerically solving c from
, and subsequently evaluating b and a. Substituting these parameter values in (2) gives a survival model where the cumulants coincide with the observed cumulants.
In other words, the survival model's remaining lifetimes have exactly the same mean, variance and skewness of the observed data from the population. If the method of moments is used with the original Gompertz distribution with two parameters then a = 80.827; b = 10.425.
The skewness of the original Gompertz distribution equals κ 3 /σ 3 = −1.1395. With the parameters above, the skewness of the Generalised Gompertz distribution is
The following graph shows the Generalised Gompertz density function (thick) and the original Gompertz density function (thin). It should be noted that the method of moments can only be applied for uncensored data.
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The percentiles of the Gompertz distribution can be found by solving F X (x p ) = 1 − p, leading to
The remaining life expectancy in case of c = 1 is
and the remaining life expectancy at percentile
which is independent of parameter a.
Example 3 Data on survival probabilities of extremely old individuals is not always available. Assuming that we have a Gompertz distributed population then, with the percentile approach, we can fit a distribution function very easily and extrapolate the survival function to derive survival probabilities for old ages. Suppose it is known that at age 100 exactly 1% of a population is still alive and that the remaining life expectancy is two years, and assume that the values S (x) = Pr[T (x) > t] for x > 100 are unknown. With (9), we find b = 10. 93.
With (8), we can derive that a = 83. 31. With these results the life function values of x > 100 can be extrapolated.
Empirical evidence (see for example Olshansky and Carnes (1997)) indicates that mortality at older ages is non-Gompertzian. Often, actual death rates at advanced ages are lower than those obtained with a single Gompertz distribution. The graph above shows that the Generalised Gompertz distribution does not solve this undesirable phenomenon, although the distribution equals more moments of the observed population. However, in the following section we will see that this distribution is an implicit building block of other more complex distributions.
3 The difference between two Generalised Gompertz distributed random variables
In this section, we consider the distribution of the difference X 1 − X 2 , where X 1 and X 2 are independent random variables with Generalised Gompertz distributions, providing in fact a generalisation of the logistic distribution. Furthermore, it will be shown that such a difference occurs in a heterogeneous survival model with a Gamma distributed frailty. Note that the difference X 1 − X 2 , where X 1 and X 2 are both Generalised Gompertz distributions, can also be seen as a sum of a Gompertz and a reversed Generalised Gompertz distribution. Also note that when studying sums and differences of Generalised Gompertz distributions, all a-parameters except one may be taken equal to zero.
Assuming a 1 = a, a 2 = 0, equal parameters b 1 = b 2 = b and possibly different parameters c 1 and c 2 , the moment generating function of X 1 − X 2 , with X 1 ∼ GG (a, b, c 1 ) and X 2 ∼ GG (0, b, c 2 ), is
Using the fact that cumulants may be added, we get for the first three cumulants of the X 1 − X 2 :
with polygamma functions ψ (n) (z).
Logistic distribution
In the special case where in (10), we have a 1 = a 2 = 0, b 1 = b 2 = 1 and c 1 = c 2 = 1, we get the difference between two standard Gompertz random variables. As observed by George and Ojo (1980) , such a random variable has a logistic distribution.
Proof. This density function is derived by directly evaluating the convolution. It involves substitution of the densities
and next substituting x = ln u, using d (− ln u) = − (1/u) du and integrating over u ∈ [0, ∞). Finally, a substitution t = u (1 + e −x ) is needed. Details are left to the reader.
The logistic distribution is used in many economic and demographic studies. Its shape is similar to that of the normal distribution. The characteristics of the logistic distribution with translation a and dilation b are Note that the mgf of the standard logistic distribution equals Γ(1 + r)Γ(1 − r). In view of Abramowitz and Stegun (1970), equation 6.1.17, this can also be written in the more familiar form rπ csc πr = rπ/ sin rπ.
Heterogeneous survival models
As in Vaupel et al. (1979) , we consider a heterogeneous survival model in which a baseline mortality is affected by a non-negative real valued frailty variable in a multiplicative way. This means that if µ(x) and S(x) are the mortality and the survival probability for a person with 'standard' frailty 1, a person with frailty z has mortality µ z (x) = zµ (x). Since µ(x) = − (d/dx) ln S(x), this is tantamount to a person of frailty z having survival probabilities S(x) z . Interestingly, it can be shown that under this conditional model, if we take the frailty in our population to have a gamma distribution and the base survival probabilities (corresponding with z = 1) to be Gompertz, the resulting heterogeneous survival probabilities can be shown to be those of lifetime X 1 − X 2 , with X 1 Gompertz and X 2 Generalised Gompertz. So just as before, a difference of independent Generalised Gompertz random variables emerges. Notice that subtracting X 2 can be viewed as applying a (random) age correction to a person's actual age. This correction can be positive or negative.
Proposition 5 Suppose that given frailty Z = 1, the random variable X has a Gompertz distribution with parameters a and b. Also assume that the conditional survival probabilities satisfy
z , and that Z has a gamma(α, β) distribution. Then X ∼ X 1 − X 2 , where
Proof. We must prove that under these assumptions on the joint distribution of (X, Z), the mgf of X is equal to
= e ra Γ (1 + rb) e −r(−b ln β) Γ (α − rb) Γ (α) .
Note that for the survival probabilities S X (x) = Pr [X > x], we have
This is easy to recognize as the mgf of Z at argument t = ln Pr[X > x | Z = 1], and therefore
So the mgf of X can be found as
By substituting p = u/ (1 + u) and using d (u/ (1 + u)) = 1/ (1 + u) 2 du one sees that the resulting integral equals the Beta function with parameters 1 + rb and α − rb, which is equal to Γ (1 + rb) Γ (α − rb) /Γ (α + 1). So, mgf (11) is indeed the mgf of X. With the underlying hazard function H (x) as a Gompertz hazard, so H (x) = exp ((x − a) /b), parameters β of the frailty distribution and a of the Gompertz distribution are interchangeable. So without loss of generality, one can assume that β = 1. The heterogeneous survival model with Gamma distributed frailty and Gompertz baseline mortality is in fact the difference between two independent random variables with (generalised) Gompertz distributions. The first is an ordinary Gompertz random variable that represents the baseline survival distribution, the second is an independent Generalised Gompertz random variable that describes the so-called frailty. Concluding, the heterogeneous survival function turns out to be equal to the survival function of the difference between two Gompertz random variables
where S H (x) is the heterogeneous survival function with Gompertz distributed baseline mortality and Gamma distributed frailty, and where X ∼ GG (a, b, 1) and Z ∼ GG (0, b, α).
Note that X − Z has a very easy interpretation because the frailty is subtracted from the baseline random variable. This corresponds to the widespread use of age corrections, but in this case the age correction itself is assumed to be a random variable.
The frailty distribution has parameters b (the same value as the Gompertz baseline distribution) and α. It is possible to look at the effect of this frailty distribution in isolation. The moment generating function of this distribution (4), with a = 0 and c = α, is given by
The cumulants of a random variable with this moment generating function are
For the interval (0, 1.4616), ψ (α) is negative and for α > 1.4616, it is positive (see Abramowitz and Stegun (1970) , equation 6.3.19). Thus, the sign of the effect of the frailty distribution on the heterogeneous life expectancy depends on the exact value of α. For α < 1.4616, the average effect is positive and for α > 1.4616 this effect is negative. The heterogeneous standard deviation always increases because ψ (1) (α), the first derivative of ψ (α), is positive for all α > 0. Likewise, the third central moment κ 3 of the heterogeneous distribution increases because ψ (2) (α)
is negative for all α > 0. Therefore the skewness κ 3 /σ 3 also increases for all α > 0. See Appendix I for definition and series expansion of the ψ-functions. The following graph shows ψ (α). The graph of ψ(α) for α∈(0, 10) This points out certain limitations of the Gamma distributed frailty approach. First of all, if the observed third central moment of a population is lower than the one that can be obtained by a Gompertz distribution, which has a constant skewness, then the application of this frailty distribution will result in a higher skewness, resulting in an increased difference between the observed and the modelled skewness. This is caused by the fact that the reversed version of a Generalised Gompertz distribution has a negative third central moment. The result is a less skewed distribution. If the frailty random variable would have a Generalised Gompertz distribution then more negatively skewed populations can be modelled as well. Secondly, the second parameter of the frailty distribution in the case above is equal to the second parameter of the baseline Gompertz distribution. The second parameter determines the standard deviation of the distribution. A fundamental assumption of the model above is that the standard deviation of the baseline population is identical to the standard deviation of the frailty distribution.
The heterogeneous mortality intensity of Gompertz distribution with Gamma distributed frailty is also related to a simplified version of Perk's well known mortality intensity from 1932 (see for example Butt and Haberman (2004) ). The heterogeneous mortality intensity is
, which is, with reparametrisation a
Observe that parameter a 0 equals the limiting asymptotic value for the population force of mortality, cf. Butt and Haberman (2004) . Wang and Brown (1998) have fitted the Gompertz distribution with Gamma distributed frailty to the 1994 Group Annuity Reserving Table of By applying (7), mean µ 1 = 1.3819 and standard deviation σ = 9. 0274 is found for the frailty distribution. For the baseline distribution, the mean is µ 1 = 79.22, and the same standard deviation is found. The life expectancy of a new born based on the heterogeneous population is µ H = 80.59. The heterogeneous density looks more symmetric than the original baseline density.
If in the special case of (11) with β = α, we let α go to infinity, the heterogeneous survival function converges to the Gompertz survival function 
Another special case of (11) is found when we let α and b tend to zero proportionally. Writing α = bα 0 , the heterogeneous moment generating function has as a limit
using the fact that cΓ(c) = Γ(c + 1) to deduce the second equality. This is the moment generating function of a translated exponential random variable. Therefore, the translated exponential distributions form a subclass of the class of limits of the Generalised Gompertz distributions.
Modelling obesity
In this section, we will model the frailty random variable Z by using information of the consequences of obesity for remaining life expectancies. It has been shown that obesity and overweight are associated with large decreases in life expectancies. Obesity is identified as a major potentially preventable cause of premature morbidity and death. A recent study in the consequences of obesity for remaining life expectancies is given by Peeters et al. (2003) . In the following, it is assumed that a (heterogeneous) population is divided into several homogeneous subpopulations based on obesity. A useful classification measure is the Body Mass Index (BMI), which is calculated as weight in kg divided by (height in m) 2 . It is also known as the Quételet index. Because the BMI is a continuous variable, it might be more suited to use a heterogeneous population model instead of a Markovian model with a limited number of homogeneous subpopulations.
Three This table shows that the mean reduction of life expectancy of an obese male non-smoker aged 40 years is 5.82 years, such that compared to a male 40 year old non-smoker with a normal weight, an obese 40 year old male will on average live 5.82 years shorter.
If the percentages of the three subpopulation of the total population are known then it is possible to obtain a lifetime reduction distribution. This distribution can be interpreted as the age correction of an individual given his or her body weight class.
Suppose that f o is the percentage of obese individuals within a population. If the frailty random variable is Gompertz distributed then the average life expectancy reduction of obese individuals is
,
If the frailty random variable is the reversed Gompertz then the average life expectancy reduction of obese individuals is
This result can be found by substituting x p , the age at the p-th percentile, in the remaining life expectancy formula. Note that this is the frailty distribution of a 40 year old male non-smoker. Furthermore, because the parameter b of the fraily distribution above does not necessarily have to be the same as in the baseline Gompertz survival distribution, the relationship µ z (x) = zµ (x) may no hold.
Sum of two Generalised Gompertz random variables
In the previous section, we showed that the heterogeneity survival model with Gamma distributed frailty and Gompertz distributed mortality boils down to the distribution of the difference between two random variables with Generalised Gompertz distributions. It was pointed out that the specific distributions that were used for frailtybased models implied certain limitations to their modelling power. Application of the Gamma distribution led to a possibly unwanted increase of the skewness of the resulting distribution. An underlying model assumption was furthermore that the standard deviation of the frailty distribution necessarily coincided with the standard deviation of the baseline population.
To increase modelling power and to generalise the heterogeneity survival model with Gamma distributed frailty, we will use the result that this distribution is essentially the one of the difference between two random variables.
Sum of two Gompertz distributed random variables
The following propositions identify the distribution of the sum of two Generalised Gompertz distributed random variables. The functional form of the sum of two distributions with essentially five parameters is more complex but the cumulants still can be easily identified. If the distribution of the sum of two Gompertz distributed random variables would be interpreted as a frailty-based model then the first distribution would be the base-line population and the second distribution is the frailty distribution.
In order to prove that this density has moment generating function given by
we will derive the moment generating function from the density directly by evaluating
By substituting (13) in (14) and by substituting
As a direct consequence of Abramowitz and Stegun (1970), equation 11.4.22, we have
and by substitution we find
Although the functional form of this distribution is rather complex, the cumulants can easily be identified. For the first three cumulants of Y we have
We note that the cumulants of the second distribution are added to the cumulants of the first distribution. Because ψ (1) (a) is strictly positive for a > 0, and ψ
(1) (a) is strictly negative for a > 0, the frailty distribution increases standard deviation σ and decreases third central moment κ 3 . The result is that the distribution Y also has a higher skewness κ 3 /σ 3 .
Example 5
To apply the method of moments for survival function (12) for the observed cumulants b µ 1 = 74.81, b µ 2 = 178.76 and b µ 3 = −3324.14, we solve the following three equations with three unknowns:
We find a = 89. 174, b = 4. 0755, c = 0. 35260.
The distribution function of (12) can also be written with confluent hypergeometric functions
with z = exp ((x − a) /b) and the confluent hypergeometric function defined by ¢ then the sum of these two random variables has a standard Gompertz distribution with X 1 + X 2 ∼ GG (a, b, 1).
Conclusions and discussion
In this paper, we have shown how a generalisation of the Gompertz distribution is implicitly applied in several survival models. The moment generating function of this generalisation is presented and explicit formulae for the cumulants are given. This allowed application of the method of moments up to the third moment.
The heterogeneous survival model with Gamma distributed frailty is equivalent with the lifetime being the difference between two independent Gompertz distributed random variables. A special case of the distribution of this difference is the logistic distribution, which also belongs to the class of mortality models proposed by Perks. These classes can be reconstructed from what is essentially only one distribution; Gompertz. This implies a way to generalise the heterogeneous mortality model. Instead of taking the difference, we could also add the frailty random variable (thereby introducing a vitality model) to the baseline random variable.
More specifically, we find that, given X 1 ∼ GG (a, b, 1) and X 2 ∼ GG (0, b, c) the survival function of Y for the sum of and the difference between X 1 and X 2 is given in the following table
with z = exp ((x − a) /b) and K c (z) the modified Bessel function of the second kind.
It should be noted that the sum of random variables used in this paper does not have any relation to competing risks models. In actuarial literature, these models are also called multiple decrement models. These models assume that an individual is exposed to several competing risks of death while only one risk ultimately causes death. When identifying the probabilities of the model, it is assumed that only the minimum of the survival times is observed and often additional assumptions of independence of risks are used. However, in the case of frailty-based mortality models, we have shown that the heterogeneous survival function is based on the sum of two random variables which both act independently. Thus, every realisation of the heterogeneous random variable is assumed to be a realisation of a baseline random variable added to a frailty random variable.
It has been pointed out that frailty is an unobserved variable which adjusts the survival probability of an individual. Because there is only one observation per individual, it is not possible to measure the baseline effect and the frailty effect separately. To relate frailty to mortality differences on an individual level leads to an important disadvantage of frailty-based mortality models, because in this way it cannot refer to an empirically identifiable concept. Then frailtybased models remain theoretical models which provide intuitive explanations but which are in a scientific sense essentially meaningless. They are comparable to the 'improvements' of discoverers of mortality laws. To extend a mortality model with a more complex functional structure and additional parameters will almost always improve modelling power but it does not necessarily identify the 'frailty' or heterogeneity of a population.
To provide a stronger link to observable events, frailty-based models should be defined at the level of homogeneous subpopulations. The difference in mortality pattern of homogeneous subpopulations should be quantified and these results should be aggregated to heterogeneous population models.
The approach taken in this paper is to use information on changes in remaining life expectancy of several homogeneous subpopulation compared to a baseline population. With the rational reconstruction of frailty-based mortality models, it is possible to identify the frailty distribution as a lifetime reduction distribution. The sum of the baseline random variable and the frailty random variable constitutes the heterogeneous random variable.
In this paper, we only considered the case where the baseline mortality is modelled with a Gompertz distributed random variable. Other 'laws' can be considered but it is probably more useful to rationally reconstruct these laws as well and provide a general framework. Secondly, we only considered the case where the frailty was Gamma distributed at the level of the force of mortality. This coincides with a reversed Gompertz distributed age correction at mortality probability level. It would be interesting to examine the effect of other distributions like exponential and gamma distributions.
