






















Maxwell operator in a cylinder. Separation of variables
N. D. Filonov ∗
Abstract
The Maxwell operator in a 3D cylinder is considered. The coefficients are assumed
to be scalar functions depending on the longitudinal variable only. Such operator is
represented as a sum of countable set of matrix differential operators of first order acting
in L2(R). Based on this representation we give a detailed description of the structure of
the spectrum of the Maxwell operator in two particular cases: 1) in the case of coefficients
stabilizing at infinity; and 2) in the case of periodic coefficients.
Introduction
Let U ⊂ R2 be a bounded connected domain with Lipschitz boundary. Let Π = U × R be a
three-dimensional cylinder. We study the self-adjoint Maxwell operator M in the cylinder Π
under the boundary conditions of perfect conductivity. It is a matrix differential operator of
first order with coefficients ε(x), µ(x), describing the dielectric and the magnetic permeabilities
of the medium filling the cylinder. The exact definition will be given below, see Definition
1.3. In this paper we assume that ε and µ are scalar functions (the medium in the cylinder is
isotropic), bounded and positive definite,
0 < ε0 6 ε(x) 6 ε1, 0 < µ0 6 µ(x) 6 µ1, (0.1)
and that they depend on the longitudinal variable only,
ε(x) = ε(x3), µ(x) = µ(x3). (0.2)
In this situation, we show that the Maxwell operator is an orthogonal sum of countable
set of matrix one-dimensional differential operators of first order in L2(R) (see Theorem 4.1
below). If the coefficients ε, µ possess the second Sobolev derivatives,




(|ε′′(t)|+ |µ′′(t)|) dt <∞, (0.3)
then the square M2 of the Maxwell operator is unitarily equivalent to the orthogonal sum of
countable set of Schrödinger operators −d2/dy2 + Vk(y) on the real line (Theorem 6.6 below).
The Maxwell operator itself is unitarily equivalent to the orthogonal sum of square roots of
Schrödinger operators on the real line, taken with signs plus and minus (Corollary 6.7). Note,
that the potentials Vk can be explicitely calculated in terms of the coefficients ε, µ, and the
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eigenvalues λk, κl of the Laplace operator of the Dirichlet or Neumann boundary problems in
the cross-section U (see (6.19), (6.20), (6.21) below).
In the precedent work [6] we have done partial separation of variables, and we have shown
that the square of the Maxwell operator is unitarily equivalent to the orthogonal sum of four
scalar elliptic operators of second order in the cylinder Π. Now, we succeeded in complete
separating of variables, and we reduce the problem to the set of one-dimensional Shrödinger
operators that are very well studied. Note also that in [6] we used the boundedness of the inverse
operator M−1 which needs the simple connectivity of the cross-section U . In the present paper
we do not need such condition.
This reduction to the Shrödinger operators allows us to describe the spectrum of the Maxwell
operator for different behaviour of the coefficients. We consider two cases as natural examples.
In the first case, the coefficient stabilize at infinity,
ε(x3) → ε∗, µ(x3) → µ∗ as x3 → ±∞,
see Theorem 1.7 below. In the second case, the coefficients are periodic along the axis of the
cylinder, see Theorem 1.8 below.
1 Formulation of the results
1.1 Functional spaces
Let U ⊂ R2 be a bounded connected domain, ∂U ∈ Lip, Π = U × R. We treat the boundary
conditions in the definition of the Maxwell operator in the sense of integral identities.
Definition 1.1. Let u ∈ L2(Π,C3).
ν) If div u ∈ L2(Π) then






div u ωdx ∀ ω ∈ W 12 (Π).
τ) If rotu ∈ L2(Π,C3) then
uτ |∂Π = 0 ⇐⇒
∫
Π
〈u, rot z〉dx =
∫
Π
〈rotu, z〉dx ∀ z ∈ L2(Π,C3) : rot z ∈ L2(Π,C3).
Here 〈 . , . 〉 is a standard scalar product in C3.
We need also several functional spaces. Introduce the Hilbert space
H(rot) =
{
u ∈ L2(Π,C3) : rotu ∈ L2(Π,C3)
}
,









H(rot, τ) = {u ∈ H(rot) : uτ |∂Π = 0} .
The following fact is a simple corollary of the definitions.
Lemma 1.2. The set C∞0 (Π,C
3) is dense in H(rot, τ).
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Proof. Consider the operator rot0 defined on Domrot0 = C
∞
0 (Π,C
3). Its adjoint operator is
the operator (rot0)
∗ = rot defined on Domrot = H(rot). Therefore, the closure of the operator
rot0 is the operator rot0 = (rot)
∗ which acts also as the differential operation rot on the domain
H(rot, τ) (see Definition 1.1). Therefore, the set C∞0 (Π,C
3) is dense in H(rot, τ) with respect
to the graph norm.
Now, let ε, µ satisfy (0.1). Introduce the subspaces of divergence-free fucntions
J(ε) = {u ∈ L2(Π,C3, ε) : div(εu) = 0},
J(ν, µ) = {v ∈ L2(Π,C3, µ) : div(µv) = 0, (µv)ν |∂Π = 0}.
Next, we introduce the spaces
Φ(τ, ε) = H(rot, τ) ∩ J(ε), Φ(ν, µ) = H(rot) ∩ J(ν, µ).













DomM = Φ(τ, ε)⊕ Φ(ν, µ).
It is easy to see that the Maxwell operator is self-adjoint, M = M∗, see for example [2]. It








R = −iµ−1 rot, R∗ = iε−1 rot
defined on
DomR = Φ(τ, ε), DomR∗ = Φ(ν, µ),
are mutually adjoint. This structure yields that the operators M and −M are unitarily equiv-
alent, and the spectrum of the operator M is symmetric with respect to zero (see Lemma 4.2
below).
1.2 Laplace operator in the cross-section
Denote by −∆D (resp. −∆N ) the Laplace operator in U with Dirichlet (resp. Neumann)
boundary condition. These are self-adjoint operators corresponding to the quadratic forms
∫
U




|∇ψ|2dx1dx2, ψ ∈ W 12 (U)
respectively. Cross-section U is a bounded domain with Lipschitz boundary, so the spectra of
both problems are discrete. Denote by λk, ϕk (resp. κl, ψl) the eigenvalues and the eigenfunc-
tions of the Laplace operator with Dirichlet (resp. Neumann) boundary condition,
−∆Dϕk = λkϕk, −∆Nψl = κlψl,
3
0 < λ1 < λ2 6 . . . , λk → +∞, 0 = κ1 < κ2 6 . . . , κl → +∞,
ψ1 ≡ const. We choose eigenfunctions to be orthonormal,
‖ϕk‖2L2(U) = 1, ‖∇ϕk‖2L2(U) = λk, ‖ψl‖2L2(U) = 1, ‖∇ψl‖2L2(U) = κl. (1.1)















Theorem 1.4. Let U ⊂ R2 be a bounded connected domain, ∂U ∈ Lip, Π = U × R. Let the
coefficients ε, µ be scalar real measurable functions satisfying (0.1) and (0.2). Then the square
































































































p ∈ W 12 (R) : (ε−1p′)′ ∈ L2(R)
}

















q ∈ W 12 (R) : (µ−1q′)′ ∈ L2(R)
}
are self-adjoint operators in the space L2(R, εdz); N is the number of connected components
of the boundary ∂U ; if the cross-section U is simply connected, the last summand in (1.2) is
absent.
Remark 1.5. The operator A0 coincides with the operator Aelk after the substitution λk 7→ 0.
One can take the operator Aml with substitution κl 7→ 0 instead of it. These operators are
unitarily equivalent (see Remark 4.8 below).
Corollary 1.6. If the cross-section U is simply connected then there is a gap centered at zero

















Theorem 1.7. Let the conditions of Theorem 1.4 be fulfilled. Assume moreover that there are
two constants ε∗ and µ∗ such that
ε− ε∗ ∈ W 21 (R), µ− µ∗ ∈ W 21 (R).
Then
1) there are no singular continuous component in the spectrum of the Maxwell oeprator,
σsc(M) = ∅.
2) If the cross-section U is multiply connected then the absolute continuous spectrum fills
the whole real line,
σac(M) = R.
















ε(z)µ(z) 6 ε∗µ∗ ∀ z ∈ R,
then there are no eigenvalues in the spectrum, σp(M) = ∅. If
∃ z0 ∈ R : ε(z0)µ(z0) > ε∗µ∗,
then the operator M has infinite (countable) set of eigenvalues. In particular, there are infinitely
many eigenvalues inside the continuous spectrum.
Theorem 1.8. Let the conditions of Theorem 1.4 be fulfilled. Assume moreover that ε, µ ∈
W 21,loc(R) and that they are periodic,
ε(z + a) = ε(z), µ(z + a) = µ(z). (1.4)
Then the spectrum of the Maxwell operator is absolutely continuous,
σ(M) = σac(M), σsc(M) = ∅, σp(M) = ∅,
and the number of gaps in the spectrum is finite.
1.4 Comments
1. It is interesting to compare the problem under consideration with the inverse situation.
The Maxwell operator in a cylinder with matrix-valued coefficients that depend on the cross-
sectional variables only was considered in [5]. The spectrum of such operator is absolutely
continuous. If the cross-section is multiply connected then the spectrum fills the whole real
line; if the cross-section is simply connected then the spectrum has exactly one gap centered
at zero. Note that the dependence of the spectrum of the Maxwell operator in a cylinder on
the topology of the cross-section is well known in the case of smooth boundary and trivial
coefficients ε(x) ≡ µ(x) ≡ 11 (vacuum in the cylinder), see [8, §91]. In [5] this statement is
generalised to the case of Lipschitz boundary and non-trivial coefficients.
2. Under the conditions of Theorem 1.7 we do not know if the eigenvalues outside the
continuous spectrum can occur.
3. The common wisdom assumes that if a periodic problem admits a separation of variables
then the Bethe-Sommerfeld conjecture (the number of gaps in the spectrum is finite) holds
true. Theorem 1.8 supports this point.
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1.5 Plan of the paper
In §§2 and 3 we separate the variables. In §4 we prove Theorem 1.4. The key observation here























into the functions of























. In §5 we prove
Corollary 1.6. In §6 we transform the operators Aelk , A
m
l , A
0 introduced in Theorem 1.4 into
the Schrödinger type operators. Here we assume that the coefficients are twice differentiable.
Finally, we prove Theorem 1.7 in §7, and Theorem 1.8 in §8.
2 Separation of variables
2.1 Decompositions of the space L2(U,C
2)
If U is multiply connected we denote by Γj the connected components of its boundary, ∂U =




ω ∈ W 12 (U) : ∆ω = 0, ω|Γj = cj, j = 1, . . . , N
}
.
Clearly, dimL = N . Put
H0 = {∇ω : ω ∈ L} .
The identical constant does not make a contribution here, so dimH0 = N − 1. Let us fix an
orthonormal basis {∇ωj}N−1j=1 in H0.
Lemma 2.1. If ϕ ∈ W̊ 12 (U), η ∈ W 12 (U), then
∫
U
(∂1ϕ∂2η − ∂2ϕ∂1η) dx1dx2 = 0. (2.1)
If ω ∈ L, η ∈ W 12 (U), then
∫
U
(∂1ω∂2η − ∂2ω∂1η) dx1dx2 = 0. (2.2)
Proof. Clearly, (2.1) holds for η ∈ W 12 (U) and ϕ ∈ C∞0 (U). By continuity it is also true for
ϕ ∈ W̊ 12 (U).
Fix a function ω ∈ L. Represent it as a sum ω = ω̃+ ω̂, where ω̃ ∈ C∞(U) and ω̃ is constant
in a neighbourhood of each component Γj of the boundary, j = 1, . . . , N ; and ω̂ ∈ W̊ 12 (U). Then
∫
U
(∂1ω̂∂2η − ∂2ω̂∂1η) dx1dx2 = 0
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by (2.1). Furthermore, denote by ν the unit outward normal vector to the boundary. Then
∫
U
(∂1ω̃∂2η − ∂2ω̃∂1η) dx1dx2 =
∫
∂U
(∂1ω̃ ν2 − ∂2ω̃ ν1) η dx1dx2 = 0,
due to the identity ∇ω̃ ≡ 0 in the neighbourhood of ∂U . Now (2.2) follows.



















is an orthogonal basis in L2(U,C
2). If the cross-section U is simply connected the third set is
absent.
Proof. Orthogonality. Clearly, ∇ϕk ⊥ ∇ϕm and ∇ψk ⊥ ∇ψm in L2(U,C2) if k 6= m. Lemma













by definition of the space H0.










, l = 2, 3, . . . . Then
∫
U
(f1∂2ψ − f2∂1ψ) dx1dx2 = 0 ∀ ψ ∈ W 12 (U),
because {ψl}∞l=1 is a basis in W 12 (U), and ψ1 ≡ const. Put
f̃(x1, x2) =
{
f(x1, x2), if (x1, x2) ∈ U,







dx1dx2 = 0 ∀ ψ ∈ W 12 (R2),
and therefore, there is a function ω̃ ∈ W 12,loc(R2) such that f̃ = ∇ω̃. Moreover, the function ω̃
is constant on the connected components of R2 \ U . This means that f = ∇ω where ω = ω̃|U ,
and
ω ∈ W 12 (U), ω|Γj = const ∀ j = 1, . . . , N.
Finally, the condition f ⊥ ∇ϕk for all k ∈ N implies div f = 0 in U . Thus, ∆ω = 0, ω ∈ L and
f ∈ H0.
By 90 degree rotation we obtain



















is an orthogonal basis in L2(U,C








solve the electrostatic problem in U






solve magnetostatic problem in U
curl f = 0, div f = 0, fν |∂U = 0.
Here the boundary conditions fτ,ν |∂U = 0 understood in the sence of integral identities ana-
loguous to Definition 1.1 (see (3.1) below).
2.2 Key isomorphisms
Starting from this point we use the following agreement: the indices k and m belong to N,
index l > 2, index j ∈ {1, . . . , N − 1}.
Introduce the auxiliary Hilbert spaces Hel and Hm. Elements of Hel are the sets of functions
from L2(R)























Elements of Hm are the sets of functions from L2(R)

























3; εdx) → Hel













































































thus, the operator Iel is an isometric isomorphism of Hilbert spaces.
In the same way, introduce the operator
Im : L2(Π,C
3;µdx) → Hm












































































so, the operator Im is an isometric isomorphism of Hilbert spaces.
Next, we describe the action of the operators Iel, Im on the different spaces from Section
1.1.
2.3 Spaces of divergence-free functions
Lemma 2.5. The following identities take place
IelJ(ε) =
{





{el, fk, gm, hj} ∈ Hm : g1 ≡ 0, µgl ∈ W 12 (R), (µgl)′ = κlµel ∀l > 2
}
. (2.10)
Proof. Let E ∈ L2(Π,C3). Expand it in the series (2.5), (2.6). Fix k ∈ N and η ∈ C∞0 (R).
Using Lemma 2.2 and the identities (1.1), we obtain
∫
Π









The set of linear combinations of functions of type ϕk(x1, x2)η(x3) is dense in W̊
1
2 (Π). Therefore,
the equality div(εE) = 0 is equivalent to the condition that the right hand sides of (2.11) vanish
for all η ∈ C∞0 (R) and for all k ∈ N. This means
∃ (εck)′ = λkεak ∀ k ∈ N.
This implies (2.9).
Now, let H ∈ L2(Π,C3). Expand it in the series (2.7), (2.8). Fix m ∈ N and η ∈ C∞0 (R).
Using Corollary 2.3 and the identities (1.1), we obtain
∫
Π











dx3, if m > 2.
(2.12)
The set of linear combinations of functions of type ψm(x1, x2)η(x3) is dense in W
1
2 (Π). There-
fore, the equalities div(µH) = 0 and (µH)ν|∂Π = 0 are equivalent to the condition that the
right hand sides of (2.12) vanish for all η ∈ C∞0 (R) and for all m ∈ N. Note, that for a function
g1 ∈ L2(R) the conditions (µg1)′ ≡ 0 and g1 ≡ 0 are equivalent. This implies (2.10).
3 Spaces H(rot), H(rot, τ )
3.1 ”Basis” in H(rot, τ)
Lemma 3.1. Let
u ∈ L2(U,C2), div u ∈ L2(U), uν |∂U = 0.






div u ζ dx1dx2 ∀ ζ ∈ W 12 (U). (3.1)
Then there is a sequence of functions v(n) ∈ C∞0 (U,C2) such that
v(n) → u in L2(U,C2) and div v(n) → div u in L2(U).
Proof. Let us consider the operator div0 : L2(U,C





and acting as divergence, div0 v = div v. This operator is densely defined and not closed. Its
adjoint operator is the operator nabla
(div0)
∗ = −∇ : L2(U) → L2(U,C2)
defined on Dom∇ =W 12 (U). Therefore, the closure of the operator div0 is the operator adjoint
to nabla, div0 = −∇∗ = div. The last operator is described just by the formula (3.1). So, any
function u ∈ Dom∇∗ = Domdiv0 can be approximated by the functions from C∞0 (U,C2) in
the graph norm of the operator div.
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Proof. In order to prove that a function belong to the space H(rot, τ) it is sufficient to show
that it can be approximated in the norm of H(rot) by the functions from C∞0 (Π,C
3).
1. By definition, ϕk ∈ W̊ 12 (U). Thus, there is a sequence ϕ(n) ∈ C∞0 (U) such that ϕ(n) → ϕk






















































and (3.2) is fulfilled.
2. Let l > 2. By virtue of Lemma 3.1 there is a sequence v(n) ∈ C∞0 (U,C2) such that



































 is a Cauchy sequence in H(rot). This implies







 in H(rot), and (3.3) is fulfilled.
3. Represent a function ωj as a sum ωj = ω̃ + ω̂, where ω̃ ∈ C∞(U) and ω̃ is con-
stant in a neighbourhood of each component Γi of the boundary, i = 1, . . . , N ; and ω̂ ∈














 can be approximated in the same way as we did at the first step. There-
fore, (3.4) is fulfilled.
































 in H(rot), and (3.5) is fulfilled.
Corollary 3.3. The claim of the precedent Lemma remains valid if we change the condition
η ∈ C∞0 (R) by the condition η ∈ W 12 (R) in the first three cases, and by η ∈ L2(R) in the last
case.
Proof. The set C∞0 (R) is dense in W
1
2 (R) and in L2(R).
3.2 Space H(rot, τ)
Lemma 3.4. Let a function E ∈ C∞0 (Π,C3) be expanded in the series (2.5), (2.6). Then
































































Proof. The functions ak, bl, cm, dj are the Fourier coefficients of E ∈ C∞0 (Π,C3), therefore,
ak, bl, cm, dj ∈ C∞0 (R).
































































l (x3) = b
′
l(x3).



































((∂2E3 − ∂3E2)∂2ϕk − (∂3E1 − ∂1E3)∂1ϕk) dx1dx2;
∫
U
(∂2E3∂2ϕk + ∂1E3∂1ϕk) dx1dx2 = −
∫
U
E3 ∆ϕk dx1dx2 = λk
∫
U
E3 ϕk dx1dx2 = λkck(x3);
∫
U









k (x3) = −a′k(x3) + ck(x3).
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(E1∂1ωj + E2∂2ωj) dx1dx2 = −d′j(x3)
because ∆ωj ≡ 0.
We have established (3.6). It yields the convergence (3.7).
Theorem 3.5. The identity
IelH(rot, τ) =
{


















holds. If the field E ∈ H(rot, τ) is expanded in the series (2.5), (2.6), then (3.6) is fulfilled.
Proof. Let E ∈ H(rot, τ). By virtue of Lemma 1.2 there is a sequence E(n) ∈ C∞0 (Π,C3)
such that E(n) → E in H(rot, τ). Expand the functions E and E(n) in the series (2.5), (2.6).













l → bl, c
(n)


























































































j } are the Cauchy sequences in the spaceW 12 (R). Therefore,
they converge inW 12 (R) to ak, bl, and dj respectively. As we have rotE
(n) → rotE in L2(Π,C3),
this implies (3.6) and (3.7) for the function E. Thus, we proved the inclusion ⊂ in (3.8).
Now, let {ak, bl, cm, dj} ∈ Hel, ak, bl, dj ∈ W 12 (R) and (3.7) be satisfied. Define the function
E by the formulas (2.5), (2.6) with such coefficients. Any partial sum of this series belong to
H(rot, τ) and satisfies (3.6) due to Corollary 3.3. Moreover, the convergence (3.7) yields the
convergence of such partial sums in H(rot). Therefore, E ∈ H(rot, τ), and we have proved the
inclusion ⊃ in (3.8).
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3.3 Space H(rot)


















































































 ∈ H(rot, τ) due to Lemma 3.2, and the equality
































































































































































So, el ∈ W 12 (R) and b(rotH)l = gl − e′l.


















































Therefore, hj ∈ W 12 (R) and h′j = d(rotH)j .
Thus, we showed (3.9). It implies (3.10).
Theorem 3.7. The identity
ImH(rot) =
{




















Proof. The inclusion ⊂ is due to Lemma 3.6.
Let {el, fk, gm, hj} ∈ Hm, el, fk, hj ∈ W 12 (R) and (3.10) be satisfied. Define the function H
by the formulas (2.7), (2.8), and denote by G the right hand side of (3.9). We have to prove
that G = rotH .





















































〈H, rotE〉 dx =
∫
Π
〈G,E〉 dx ∀ E ∈ C∞0 (Π,C3)
which means H ∈ H(rot) and rotH = G. We have proved the inclusion ⊃ in (3.11).
Corollary 3.8. The identities
IelΦ(τ, ε) =
{








































4 Decomposition of the Maxwell operator
4.1 Invariant subspaces
Let the functions E ∈ Φ(τ, ε) and H ∈ Φ(ν, µ) be expanded in the series (2.5), (2.6), (2.7),
(2.8). Theorem 3.5 and Lemma 3.6 mean that the action of the Maxwell operator can be









































































































































































a, c, f ∈ L2(R) such that





















































b, e, g ∈ L2(R) such that





































































, j = 1, . . . , N − 1.























The formula (4.1) implies that this decomposition reduces the Maxwell operator. It is natural



















λkε(z)|a(z)|2 + ε(z)|c(z)|2 + λkµ(z)|f(z)|2
)
dz. (4.3)

























































κlε(z)|b(z)|2 + κlµ(z)|e(z)|2 + µ(z)|g(z)|2
)
dz. (4.7)






























































DomM0j =W 12 (R,C2). (4.11)
Thus, we have proved the
Theorem 4.1. Let U ⊂ R2 be a bounded connected domain, ∂U ∈ Lip, Π = U × R. Let the
coefficients ε, µ be scalar real measurable functions satisfying (0.1) and (0.2). Then the Maxwell
operator M is unitarily equivalent to the orthogonal sum of matrix differential operators of the






















where the operators Melk , Mml , M0j are defined by the formulas (4.4), (4.5), (4.8), (4.9), (4.10),
(4.11) in the corresponding J -spaces.
4.2 Proof of Theorem 1.4
Lemma 4.2. Let H and N be the Hilbert spaces, R : H → N be a closed operator, DomR be
dense in H, R∗ : N → H be its adjoint. Assume that the kernels of these operators are trivial,






in the Hilbert space H ⊕ N on the domain DomR = DomR ⊕ DomR∗. Then R is unitarily
equivalent to −R, and its spectrum is symmetric with respect to zero. Moreover, R is unitarily
equivalent to the orthogonal sum of the operator
√
R∗R in H and the operator −
√
RR∗ in N .
Proof. Clearly, the operator R is self-adjoint. The operatorsR and −R are unitarily equivalent

























The operators R∗R and RR∗ are unitarily equivalent under the assumption kerR = {0},
kerR∗ = {0} (see [1, Chapter 8, §1, Theorem 4]). This implies the claim.









RR∗ in the space N .
Remark 4.4. Note also that Lemma 4.2 is valid without assumption of the triviality of the
kernels ofR and R∗. Indeed, in such situation one has to add to the operatorR the zero operator
0 in the subspace of dimension (dim kerR+dimkerR∗), to the operator
√
R∗R the zero operator
of dimension dim kerR, and to the operator −
√
RR∗ the zero operator of dimension dim kerR∗.




















is a self-adjoint operator in L2(R, µdx),
DomAelk =
{







is unitarily equivalent to the orthogonal sum of two operators Aelk .

























ε−1λ−1k |p′|2 + ε−1|p|2 + µλk|f |2
)
dz





















p ∈ W 12 (R) : (ε−1p′)′ ∈ L2(R)
}
⊕W 12 (R).
Now we apply Lemma 4.2 with





λ−1k |p′|2 + |p|2
)
dz;















R∗ is the operator of multiplication by iλk acting from L2(R) to W
1
2 (R). Clearly, kerR
∗ = {0}.
It is also clear that the image RanR∗ is dense in H, and so kerR = {0}. Finally, RR∗ = Aelk .


























is a self-adjoint operator in L2(R, εdx),
DomAml =
{
q ∈ W 12 (R) : (µ−1q′)′ ∈ L2(R)
}
.




























εκl|b|2 + µ−1κ−1l |q′|2 + µ−1|q|2
)
dz


















DomM̃ml = W 12 (R)⊕
{
q ∈ W 12 (R) : (µ−1q′)′ ∈ L2(R)
}
.
Now we apply Lemma 4.2 with H = L2(R,κlεdz);







l |q′|2 + |q|2
)
dz;
R is the operator of multiplication by −iκl acting from L2(R) to W 12 (R). Clearly, kerR = {0},






















is a self-adjoint operator in L2(R, µdx),
DomA0 =
{







is unitarily equivalent to the orthogonal sum of two operators A0.
Proof. Follows directly from Lemma 4.2.
Remark 4.8. One could introduce the operator










in the space L2(R, εdx),
Dom Ã0 =
{
q ∈ W 12 (R) : (µ−1q′)′ ∈ L2(R)
}
instead of the operator A0. These operators are unitarily equivalent.
Now, Theorem 1.4 follows from Theorem 4.1 and Lemmas 4.5, 4.6 and 4.7.
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5 Proof of Corollary 1.6








dz, Dom aelk =W
1
2 (R)





























Note also that the number λk‖εµ‖L∞











































0) ⊂ (0,∞) . (5.5)
Next, if the cross-section U is simply connected then the operators A0 in Theorem 1.4 are
absent. In such situation we need the inequality
κ2 < λ1 (5.6)





























6 Reduction to one-dimensional Schrödinger operator
Now, it is natural to transform the operators Aelk , A
m
l , A
0 into Schrödinger operators. For this
purpose we will assume that the coefficients are twice differentiable. Such transformation is
well known, we give the details for the reader convenience.
6.1 Change of variables
Lemma 6.1. Let




|ε′′(t)| dt =: S <∞.
Then ε ∈ W 1∞(R).




((t− s+ 1)ε′(t))′ dt =
∫ s
s−1





|ε′′(t)| dt+ |ε(s)− ε(s− 1)| 6 S + 2‖ε‖L∞,
and ‖ε′‖L∞ 6 S + 2‖ε‖L∞.
It is convenient to change the variable by the rule





The function y strictly increases, and it is a bijection R → R. Introduce the functions









Lemma 6.2. Let the functions ε, µ satisfy (0.1) and (0.3), and the functions ε̃, µ̃ be defined
by (6.1), (6.2). Then ε̃, µ̃ ∈ W 21,loc(R),






(|ε̃′′(y)|+ |µ̃′′(y)|)dy <∞. (6.5)
























|ε′′(z)| + |ε′(z)|2 + |ε′(z)µ′(z)|
)
dz,
where z is the inverse function of the function y;



























|ε′′(z)| dz + ‖ε′‖2L∞ + ‖ε′‖L∞‖µ′‖L∞
)
.
This together with Lemma 6.1 imply (6.5) for the function ε̃. The argument for the function µ̃
is just the same.
Lemma 6.3. Under the conditions of the precedent Lemma introduce the functions
















V (y) = η(y)2 − η′(y) + λε̃(y)−1µ̃(y)−1 (6.10)
with some λ > 0. Then




|ν ′′(y)| dy <∞, (6.11)




|η′(y)| dy <∞, (6.12)




|V (y)| dy <∞. (6.13)
Proof. The claim for ν follows from Lemma 6.2. Lemma 6.1 together with (6.11) yield ν ′ ∈












U : p 7→ u, u(y) = µ(z)1/4ε(z)−1/4p(z),




(z) = ν(y)u(y), (6.14)
where the function ν is defined by (6.8).
Lemma 6.4. The operator
U : L2(R, µdz) → L2(R)


















|u′(y)|2 + V (y)|u(y)|2
)
dy, Domh =W 12 (R) (6.15)
in the space L2(R). Here the function V is defined by (6.10). It is well known (see, for example,
[1, Chapter 10, §6.1]) that under the condition (6.13) the form h is closed and semi-bounded from
below. The corresponding self-adjoint operator is the Schrödinger operator H = − d2
dy2
+ V (y).








dz, Dom a =W 12 (R)
in the space L2(R, µdx).
Lemma 6.5. Let the conditions of the Lemma 6.2 be fulfilled. The operator U is a bijection of
the space W 12 (R) into itself, and
a[p] = h[Up] ∀ p ∈ W 12 (R).
Proof. The map U :W 12 (R) →W 12 (R) is a bijection because ε′, ε̃′, µ′, µ̃′ ∈ L∞(R).
Let u ∈ W 12 (R), and p = U−1u. By (6.14) and (6.3) we have























=: I1 + I2 + I3.
25
















Note that the integration by parts is correct here because the function η is continuous and
bounded on the real line due to Lemma 6.3, and the function u tends to zero at infinity, as
































The formulas (6.16), (6.17) and (6.10) imply the equality a[p] = h[Up].
Lemmas 6.4 and 6.5 imply that the operator Aelk in Theorem 1.4 is unitarily equivalent to
the operator Helk = − d
2
dy2
+ V elk (y) in L2(R), where the potential V
el
k is defined by the formula
(6.10) with λ = λk. The operator A
0 in Theorem 1.4 is the operator Aelk after the substitution
λk = 0. Therefore, A
0 is unitarily equivalent to the operatorH0 = − d2
dy2
+V 0(y) with V 0 defined
by the formula (6.10) with λ = 0. The operator Aml in Theorem 1.4 can be obtained from the
operator Aelk by the changes ε ↔ µ and λk ↔ κl. Therefore, Aml is unitarily equivalent to the
operator Hml = − d
2
dy2
+ V ml (y), the potential V
m
l is obtained from V
el
k by the same changes.
Now, Theorem 1.4 implies
Theorem 6.6. Let U ⊂ R2 be a bounded connected domain, ∂U ∈ Lip, the boundary ∂U
consists of N connected components, Π = U × R. Let the coefficients ε, µ be scalar real
functions satisfying (0.1), (0.2) and (0.3). Then the square M2 of the Maxwell operator is




































Here Helk , H
m
l , H









+ V ml (y), H




V elk (y) = η(y)
2 − η′(y) + λkε̃(y)−1µ̃(y)−1, (6.19)
V ml (y) = η(y)
2 + η′(y) + κlε̃(y)
−1µ̃(y)−1, (6.20)
V 0(y) = η(y)2 − η′(y), (6.21)
the function η is defined by (6.1), (6.2), (6.8) and (6.9). If the cross-section U is simply
connected (N = 1), the summands H0 in (6.18) are absent.
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Theorem 6.6 and Lemma 4.2 yield
Corollary 6.7. Under the conditions of Theorem 6.6 the Maxwell operator M is unitarily




















































7 Coefficients tending to constants at infinity
We will use the following well-known result (see for example [9, Chapter 5]).
Theorem 7.1. Let W ∈ L1(R). Let H = − d2dy2 +W (y) be the self-adjoint operator in L2(R)







dy, Domh =W 12 (R).
Then
σac(H) = [0,+∞), σsc(H) = ∅ and σp(H) ∩ (0,+∞) = ∅.
Note that negative eigenvalues can occur.
Lemma 7.2. Let the coefficients ε, µ satisfy (0.1) and (0.2). Assume moreover that there are
two constants ε∗, µ∗ such that
ε− ε∗ ∈ W 21 (R), µ− µ∗ ∈ W 21 (R). (7.1)
Then
ε̃− ε∗ ∈ W 21 (R), µ̃− µ∗ ∈ W 21 (R),
where the functions ε̃, µ̃ are defined by (6.1), (6.2).
Clearly, the relations (7.1) imply that ε0 6 ε∗ 6 ε1, µ0 6 µ∗ 6 µ1 and (0.3).
Proof. The conditions ε− ε∗, µ− µ∗ ∈ L1(R) and the boundedness of the Jacobian of the map
z 7→ y imply
ε̃− ε∗, µ̃− µ∗ ∈ L1(R).
The conditions ε′, µ′ ∈ L1(R) and the formula (6.6) imply ε̃′, µ̃′ ∈ L1(R). Next, (7.1) yields
ε′, µ′ ∈ L∞(R), and therefore, ε′, µ′ ∈ L2(R). Now, the inclusion ε̃′′, µ̃′′ ∈ L1(R) results from
(7.1) and (6.7). So,
ε̃− ε∗ ∈ W 21 (R), µ̃− µ∗ ∈ W 21 (R).


















∈ W 11 (R) ⇒ η ∈ W 11 (R),
where the function η is defined by (6.9). Therefore, η ∈ L2(R). Now, the claim follows.
Corollary 7.4. Let ε, µ satisfy (0.1), (0.2) and (7.1). Then the potentials defined by (6.19),




, V ml −
κl
ε∗µ∗
, V 0 ∈ L1(R).
Theorem 7.1 and Lemma 7.3 mean that for the operator




defined via the quadratic form (6.15) we have













This together with the inequality (5.6) and Corollary 6.7 yield
Corollary 7.5. Let ε, µ satisfy (0.1), (0.2) and (7.1). The singular continuous component in
the spectrum of the Maxwell operator is absent, σsc(M) = ∅. If the cross-section U is multiply
















Let us study the point spectrum.
Lemma 7.6. Let the cross-section U be multiply connected. Let ε, µ satisfy (0.1), (0.2) and
(7.1). Then σp(H
0) = ∅, where the operator H0 is defined in Theorem 6.6.
Proof. Follows from (5.5) and (7.2) with λ = 0.
The existence of the eigenvalues of the operators Helk and H
m
l depends on the properties of
the coefficients.
Lemma 7.7. Let ε, µ satisfy (0.1), (0.2), (7.1) and moreover,




k ) = σp(H
m
l ) = ∅,
where these operators are defined in Theorem 6.6.
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Proof. In this case ‖εµ‖L∞(R) = ε∗µ∗. Now, the claim results from (5.3), (5.4) and (7.2).
Corollary 7.8. Under the conditions of Lemma 7.7 the point spectrum of the Maxwell operator
is empty, σp(M) = ∅.
Lemma 7.9. Let ε, µ satisfy (0.1), (0.2), (7.1) and moreover, there is z0 ∈ R such that
ε(z0)µ(z0) > ε∗µ∗.







where the operator H is defined via (6.10), (6.15).
Proof. By assumption ε̃(y0)µ̃(y0) > ε∗µ∗, where y0 = y(z0). By continuity, there are positive






− δ2 if |y − y0| < 2δ1. (7.3)
















0, y 6 y0 − 2δ1,
(y − y0 + 2δ1)δ−11 , y0 − 2δ1 < y < y0 − δ1,
1, y0 − δ1 < y < y0 + δ1,
(y0 + 2δ1 − y)δ−11 , y0 + δ1 < y < y0 + 2δ1,




















|ζ ′(y)|2 + (η2 − η′)|ζ(y)|2
)
dy. (7.5)


























if λ > α(2δ1δ2)
−1. For such λ, the last inequality and (7.2) guarantee the existence of eigenvalues
of the operator H lesser than λ
ε∗µ∗
.
Corollary 7.10. Under the conditions of Lemma 7.9 the point spectrum of the Maxwell operator
is infinite, #σp(M) = ∞. In particular, there are infinitely many eigenvalues on the continuous
spectrum,
#(σp(M) ∩ σac(M)) = ∞.
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Proof. If λk > α(2δ1δ2)
−1, where the numbers α, δ1, δ2 are defined by the formulas (7.3), (7.4),
(7.5), then the spectrum of the operator Helk contains at least one eigenvalue. The numbers λk
tend to infinity, so infinitely many operators Helk has non-empty point spectrum. The same is





then all the eigenvalues of Helk are inside the absolute continuous spectrum
of M2 by virtue of Corollary 7.5 and (5.1). Therefore, # (σp(M) ∩ σac(M)) = ∞.
Theorem 1.7 follows from Corollaries 7.5, 7.8 and 7.10.
8 Periodic coefficients
We will use the following well-known result (see for example [3]).
Theorem 8.1. Let W be a real-valued periodic function,
W ∈ L1,loc(R), W (y + b) = W (y).
Let H = − d2
dy2







dy, Domh =W 12 (R).
Then
1) the spectrum of the operator is absolutely continuous,
σ(H) = σac(H), σsc(H) = ∅, σp(H) = ∅.





[αn, βn], βn 6 αn+1.
Here αn (resp. βn) is the n-th eigenvalue of the operator − d
2
dy2
+W (y) in L2(0, b) with periodic
(resp. semiperiodic) boundary conditions if the number n is odd, and conversely, αn (resp. βn)
is the n-th eigenvalue of the operator − d2
dy2
+W (y) in L2(0, b) with semiperiodic (resp. periodic)


















W (y) dy + o(1), n→ ∞.
Some gaps can vanish (i.e. βn = αn+1 for some n), but in any cases the lengths of gaps tend
to zero, αn+1 − βn → 0.
Proof of Theorem 1.8. Coefficients ε, µ satisfy the conditions (0.1), (0.2), (0.3) and (1.4).
The periodicity (1.4) implies that the function y defined by (6.1) possess the property






Therefore, the functions ε̃, µ̃ are also periodic,





Moreover, the functions ν, η and V defined by (6.8), (6.9) and (6.10) are also periodic, and




l (y + b) = V
m
l (y), V
0(y + b) = V 0(y).
Thus, all the operators Helk , H
m
l , H
0 in Theorem 6.6 and Corollary 6.7 satisfy the conditions
of Theorem 8.1. So, the spectra of the operators M2 and M are absolutely continuous.
Let us prove that the spectrum of M contains two symmetric semiaxes. It is sufficient to




+ V elk (y), V
el
k (y) = η(y)
2 − η′(y) + λkε̃(y)−1µ̃(y)−1.






V elk (y) dy.
Clearly, w2 > w1 due to the inequality λ2 > λ1. (Of course, we do not need to use just the





the edges of the gaps in the spectra of the operators Helk , k = 1, 2. Let 0 < δ < (w2 − w1)/2.
Fix a natural number N such that













∣β(k)n − π2n2b−2 − wk
∣
∣ < δ if k = 1, 2, n > N.
We show that
[K,∞) ⊂ σ(Hel1 ) ∪ σ(Hel2 ), (8.2)
where
K = π2N2b−2 + w2 + δ.
Indeed, if λ > K and λ /∈ σ(Hel1 ) then
∣
∣λ− π2n2b−2 − w1
∣
∣ < δ for some n > N.
If λ > K and λ /∈ σ(Hel2 ) then
∣
∣λ− π2m2b−2 − w2
∣
∣ < δ for some m > N.
Then
∣
∣π2n2b−2 − π2m2b−2 + w1 − w2
∣






∣ b−2 < w2 − w1 + 2δ.
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The last inequality together with (8.1) yield n = m. But the inequality (8.3) can not be valid
if n = m by the choice of δ. We get a contradiction, so (8.2) is proven. Thus,
[K,∞) ⊂ σ(M2).
If the number λk (resp. κl) is large enough then there are no spectrum of the operator H
el
k
(resp. Hml ) below the point K, see (5.1) (resp. (5.2)). The sequences λk and κl tend to infinity.
Therefore, by virtue of Theorem 6.6 the set of edges of gaps in the spectrum of M2 is finite.
The same is true for the operator M.
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