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This chapter describes the results of three experiments in which possible relations
between evoked cardiovascular and cortical responses were examined. In section 4.1.
parts of Skinner’s fronto-cortical control hypothesis were tested. As was stated in the
previous chapter, Skinner (1988, 1991) hypothesized that fronto-cortical reactivity is
related to an atypical cardiovascular response on acute stress. This response consists
of a combination of enhanced vagal and sympathetic outflow and reduced baroreflex
sensitivity. Skinner’s hypothesis was tested by manipulating frontal cortical activity
in a group of healthy subjects, and examining the accompanying cardiovascular
responses. In section 4.2. the role of the alertness network as postulated by Posner and
coworkers (Posner and Petersen, 1990; Posner and Raichle, 1994)  was examined. In
the previous chapters was stated that the central structure of the alertness network (i.e.
the locus coeruleus) might be involved in  regulating both cardiovascular and cortical
responses related to maintaining an alert state. The role of the alertness network was
examined by manipulating the amount of time subjects had to maintain an alert state,
and examining the cortical and cardiovascular responses during these periods. In
section 4.3. the role of the executive attention network as postulated by Posner and
coworkers (Posner and Petersen, 1990; Posner and Raichle, 1994) was examined. In
chapter 3 was described that according to Posner and coworkers the anterior cingulate
cortex plays a crucial role in effortful information processing. In chapter 2 was stated
that this part of the cortex is also thought to play an important role in cardiovascular
regulation. The role executive attention network in the generation of evoked
cardiovascular and cortical responses was examined by manipulating the amount of
effortful processing in an alphabet transformation task.
4.1 Skinner’s Fronto-Cortical Control Hypothesis1
Abstract
The relationship between cardiovascular and cortical responses was examined in an
experiment in which subjects performed a detection task and a simple reference task.
The detection task was developed after Skinner, Beckman & Gray (1987). Cortical
activity was examined with event related brain potentials (ERPs). ERPs revealed more
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cortical activation during detection task blocks. Both tonic and phasic measures of
cardiovascular activity were derived. Tonic measures were heart rate (HR), systolic
blood pressure (SBP), T-wave amplitude (TWA), respiration linked HR-variability
and a measure for baroreflex sensitivity. These measures revealed no important
differences between the reference task and detection task blocks. Phasic
cardiovascular measures were evoked HR, SBP and TWA. Evoked HR showed a
larger deceleration and evoked SBP showed a smaller decrease on detection task
blocks. Evoked TWA did not differentiate between both types of task. It is concluded
that an adjusted version of the fronto-cortical control hypothesis of Skinner could best
account for the data.
Introduction
The important role of the frontal cortex in cardiovascular functioning has been
stressed in many studies (e.g. Cechetto & Saper, 1990). From these studies is known
that lesioning or stimulating various parts of the anterior cingulate gyrus (Powell,
Buchannan & Gibbs, 1990), the insula (Oppenheimer, Gelb, Girvin & Hachinski, 1992)
or orbitofrontal areas (Mesulam & Mufson, 1982) can cause differential patterns of
cardiovascular responses. An important theory about the role of the frontal cortex in
cardiovascular functioning was developed by J.E. Skinner (1988, 1991).
Skinner and coworkers studied the role of the frontal cortex in cardiovascular
responses in animal studies (Skinner & Reed, 1981; Parker, Michael, Hartley, Skinner
& Entman, 1990; Carpeggiani, Landisman, Montaron & Skinner, 1992), but also in
studies with human subjects (Skinner, Beckman & Gray, 1987). In an important line
of animal research, a comparison was made of pigs that either were adapted or were
maladapted to stressful laboratory surroundings. In both groups of pigs the coronary
arteries were occluded for a short period, which led to ischemic conditions of the
heart. The maladapted group of pigs suffered more from lethal arrhythmias. It was
also found that stressful surroundings, or reactions to other stressors like novel stimuli
or unexpected cutaneous shock, can in itself be sufficient for inducing lethal
arrhythmias, and that this reaction is originated in the frontal cortex. Skinner and
coworkers concluded that the fronto-cortical process could induce the stress effect on
the heart through a pathway leading from the frontal cortex to the amygdala, the
hypothalamus and several cardiovascular centers in the brainstem. According to
Skinner the cardiovascular effects of activating this pathway are both a high
sympathetic and a high parasympathetic tone, combined with reduced functioning of
the baroreflex. 
The implications of the findings in animal studies were examined in a
population of human subjects with a high rate of premature ventricular beats (Skinner
et al., 1987). The rate of arrhythmias in these subjects was linearly related to activation
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of the frontal cortex during a simple detection task. The activation was measured with
a so called Event-Related Slow Potential (ERSP), which was found to be a good
measure of cortical activation in earlier studies. Furthermore, the application of
propanolol resulted in a similar decrease in both the number of arrhythmias and the
size of the ERSP.
The present study examined the relationship between cortical and
cardiovascular measures in a detection task developed by Skinner et al. (1987). We
tried to manipulate the strength of fronto-cortical activation by adding a different
version of this task (reference task). In the reference task we eliminated the detection
component, while the motor components were kept constant. We expected that during
the detection process a negative deflection develops in the ERP (Skinner et al., 1987).
When this negativity is related to the detection process, the negativity should be
weaker during the reference task. The frontocortical process reflected by the negative
deflection should cause both a high vagal and a high sympathetic tone and reduced
baroreflex sensitivity. These effects should be reduced during the reference task.
In the experiment both tonic (mean values during experimental conditions) and
phasic (stimulus related) measures were used. Tonic measures were used because a
part of Skinner’s hypothesis referred to tonic state changes (i.e. baroreflex sensitivity).
They also served as a control for possible tonic changes in the cardiovascular system,
which could make the interpretation of the phasic measures more troublesome. The
mean values of heart rate (HR) and systolic blood pressure (SBP) were used to
examine cardiovascular state during experimental conditions. Cardiovascular changes
during the tasks were further examined by measuring high (0.15-0.40 Hz) frequency
variability in HR. This measure is supposed to reflect vagal outflow to the heart (e.g.
Grossman, 1983). We also measured T-wave amplitude (TWA) which is often related
to sympathetic outflow to the heart (e.g. Furedy & Heslegrave, 1983). Although the
precise relationship between sympathetic outflow and T-wave amplitude is not very
clear, we assumed that this measure, in the absence of other distinct sympathetic
measures, could provide additional evidence for a possible change in sympathetic
outflow to the heart. Furthermore, we measured the strength (gain, modulus) of the
relation between spontaneous fluctuations of SBP and inter-beat interval of the heart
in the mid-frequency band (0.07-0.14 Hz), which should reflect baroreflex sensitivity.
This noninvasive measure results in an estimate of baroreflex sensitivity which is very
comparable to the more frequently used phenylephrine method (Robbe, Mulder,
Rüddel, Veldman, Langewitz & Mulder, 1987).
Cortical activity was examined by computing ERPs on the presented stimuli.
Phasic evoked responses on HR, SBP and TWA were measured to examine the
relationship between cortical processes and phasic cardiovascular reactivity. Evoked
HR responses can be subdivided in deceleratory and acceleratory components.
According to recent experimental findings (Quigley & Berntson, 1990; Berntson,
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Cacioppo, Quigley & Fabro, 1994) and some unpublished simulation studies carried
out in our own laboratory, early deceleratory components seem to be mainly of vagal
origin, whereas later acceleratory components may be more dependent on
sympathetic processes. TWA on the other hand should mainly reflect sympathetic
outflow to the heart, in which reduced amplitude reflects enhanced sympathetic
outflow. In this way we could transform Skinner’s hypothesis that a stronger negative
deflection in the ERP should lead to a combined higher vagal and sympathetic
outflow with reduced baroreflex sensitivity to the more specific hypothesis that
stronger negative deflections should be associated with an enhancement of both early
deceleratory and late acceleratory components in the phasic HR response, and an
enhanced decrease in TWA response. The third evoked cardiovascular measure, SBP,
reflects both changes in vagal and sympathetic outflow. SBP is especially important
in explaining the time course of the evoked cardiovascular responses.
Method
Subjects
The subjects were 25 healthy, normotensive students (12 male), varying in age
between 20 and 30 years. The subjects were paid for their voluntary participation. All
subjects were right-handed and had normal or corrected-to-normal vision. 
Stimuli
The detection task was a replication of the task developed by Skinner et al. (1987).
Series of four tones were presented. The tones lasted 50 milliseconds and were
presented with an interval of 500 milliseconds in between (offset-to-onset). In 10% of
the cases the third tone was missing (target stimulus). Subjects were instructed to react
with a button push only after the end of a target sequence. The disappearance of a
fixation star on the screen, which was presented from one second before the
presentation of the tones until one second after the fourth tone, served to signal the
moment of response execution. Between the sequences of tones the interval varied
between 8 and 12 seconds (time between the onset of the first tone and the first tone
of the following sequence varied between 9.5 and 13.5 seconds). We presented 150
sequences in three separate task blocks. The detection task was compared with a
reference condition, in which the same stimulus sequences were presented but with
a different instruction. In the reference task subjects were instructed to count the
number of tone sequences and to react to every tenth sequence. In this way the
detection element was absent, whereas the number of responses was the same (10%).
The reference task was presented in a separate block containing 30 tone sequences.
Non-targets in the reference task were tone sequences without a missing third tone




The subjects were seated in a dimly lit, sound attenuated, electrically shielded room,
in front of a computer screen at a distance of approximately 1 meter. Subjects were
trained until they reached a reasonable level of performance (less than 10% errors).
Subjects had to perform one reference task, which lasted about five minutes and the
three detection task blocks, which lasted about 10 minutes each. The order of
presentation was varied randomly. Twelve subjects first received the three detection
task blocks, while the other thirteen subjects first received the reference task.
Recordings
The ECG was derived from pre-cordial leads. R-peak occurrence times were detected
and stored on-line. Blood pressure was measured beat-to-beat using the Finapres
method (Wesseling, Settels & De Wit, 1986). EEG was recorded with Ag-AgCl
electrodes from F3, F4, C3, C4, P3, P4 and Oz, according to the revised 10-20 system
as presented by Sharbrough, Chatrian, Lesser, Lüders, Nuwer & Picton (1991), and
referred to the left mastoid. EOG was recorded bipolarly between electrodes situated
on the outer canthus and above the eyebrow of the left eye. The ground electrode was
on the sternum. Electrode resistance was kept below 2 K-ohm. EEG and EOG signals
were amplified and registered with a time constant of 10 seconds. All physiological
signals were sampled at 1000 Hz, digitally lowpass filtered with a cutoff frequency
of 30 Hz and reduced to a sample frequency of 100 Hz on-line. Performance was




The time series of R-peaks was checked on out of range and measurement artifacts
and corrected when such artifacts were found. Systolic blood pressure was computed
on a beat-to-beat basis from the raw Finapres-signal. T-wave amplitudes were
computed from the sampled ECG, using the method proposed by Matayas & King
(1976). This method uses the midpoint of the iso-electric P-Q interval as a baseline
against which T-wave amplitude is referred. The values of SBP and TWA were
checked for out of range and measurement artifacts and corrected when necessary.
Tonic Measures
Tonic measures were derived using spectral analysis techniques as implemented in
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the CARdiovascular SPectral ANalysis program (CARSPAN; Mulder, van Dellen, van
der Meulen & Opheikens, 1988). In all task blocks mean HR, SBP and TWA were
computed. Vagal tone was estimated by taking the natural logarithm of the squared
modulation index of the variability in the high frequency band (0.15-0.40 Hz),
according to the method described by Mulder (1992). Baroreflex sensitivity was
estimated by computing the strength (modulus) of the relation between mid-
frequency (0.07-0.14 Hz) variability in SBP and inter-beat interval, according to the
method described by Robbe et al. (1988).
Phasic Measures
The evoked cardiovascular responses (HR, SBP and TWA) were computed according
to a method similar to Velden & Wölk (1990). The cardiovascular data were converted
to a format in which 100 ms values were available for all measures. This was done
with a weighting procedure, in which the amount of time an inter-beat interval
extended within the 100 ms period was used as a weighting factor. In this way evoked
responses could be computed with an averaging procedure similar to the procedure
used for the computation of ERPs. The evoked cardiovascular responses were
averaged from 1000 ms before to 9000 ms after the onset of the first tone, for all
measures and for non-targets only. All averages were aligned to a 1000 ms pre-
stimulus baseline.
Cortical Measures: ERPs
The ERPs were averaged from 1000 ms before to 2500 ms after the onset of the first
tone, for all electrode positions and for non-targets only. Trials with ocular and
amplifier saturation artifacts were excluded from the averages. All averages were
aligned to a 1000 ms pre-stimulus baseline, which makes the data comparable to the
results obtained by Skinner et al. (1987).
Statistical Analysis
The data were statistically evaluated with a multivariate analysis of variance
(MANOVA). The multivariate approach was chosen to avoid problems concerning
sphericity (O'Brien & Kaiser, 1985; Vasey & Thayer, 1987). For all measures the
differences between the average of the three detection task blocks and the reference
task were tested. This factor will be called type of task. Furthermore, the effect of time-
on-task was tested separately in a design in which the three detection task blocks
served as the three levels of this factor. All tonic measures were tested separately.
Differences were considered significant when the p-value was smaller than 0.05. To
assess slow shifts in ERPs the mean amplitudes for 5 consecutive epochs of 500
milliseconds each were computed starting at the presentation of the first stimulus (e.g.
epoch 1 is a mean of 0,10 .. 480, 490 ms; epoch 2 is a mean from 500, 510 .. 980, 990 ms
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etc.). Differences between ERPs of the different tasks were tested in a design in which
the anterior-posterior distribution and the lateral distribution were used as additional
factors. For anterior-posterior distribution three levels were used (frontal, central and
parietal), whereas lateral distribution consisted of two levels (left and right). Cortical
measures were normalized according to the method described by McCarthy and
Wood (1985). In this way a correct estimation of possible effects of scalp distribution
could be obtained. For epochs that differed significantly the minimum and maximum
approximated F-ratios and degrees of freedom based on Wilks’s Lambda are reported
to give an indication of the reliability of the effects. Additional T-tests are carried out,
whenever significant interactions between within subject factors are found. Amplitude
measures for the evoked cardiovascular responses were computed and tested in the
same way as ERPs, with the difference that there were 18 consecutive 500 ms epochs.
Results
Tonic Measures and Performance
Table 4.1 Mean ± standard deviation of tonic cardiovascular measures and performance in the reference
task (SR) and in the detection task blocks (S1, S2 and S3). Heart rate (HR) in beats per minute, systolic
blood pressure (SBP) in mmHg, high frequency HR-variability (HF) in LN(Mi ), T-wave amplitude2
(TWA) in arbitrary units, baroreflex sensitivity (BRS) in ms/mmHg, reaction time (RT) in ms and
percentage errors in %.
TASK SR S1 S2 S3
HR 66.9 ± 9.8 67.4 ± 10.7 66.5 ± 10.4 67.1 ± 11.3
SBP 139.9 ± 15.2 141.8 ± 17.3 141.5 ± 16.9 143.0 ± 18.8
HF 7.62 ± 0.84 7.60 ± 0.86 7.69 ± 0.76 7.65 ± 0.83
TWA 391 ± 169 401 ± 170 393 ± 165 402 ± 165
BRS 15.7 ± 6.5 15.9 ± 6.5 16.0 ± 5.8 16.4 ± 6.9
RT 799 ± 526 630 ± 308 754 ± 399 687 ± 356
ERRORS 0.05 ± 0.12 0.01 ± 0.04 0.01 ± 0.05 0.01 ± 0.05
Values of tonic cardiovascular measures and performance in the four task blocks are
presented in Table 1. Differences between the task blocks were tested in two separate
analyses. Firstly, the difference between the average of the three detection task blocks
(S1, S2 and S3) and the reference task (SR) was tested. None of the tested measures
differed between both types of task. Secondly, the effect of time-on-task was tested
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which did not reveal any significant effects either. Values of HR, SBP, vagal tone,
baroreflex sensitivity and percentage errors were very stable. RT and TWA on the
other hand showed larger, but non-significant differences between tasks, which were
probably due to large variability between subjects.
Phasic Measures
ERPs
ERPs on non-targets in the four task blocks are presented in Figure 4.1. The figure
shows that ERPs in the detection task were generally more negative than ERPs in the
reference task on all electrodes until about 1500 ms after the onset of the first tone. In
later parts of the ERP this difference was absent, or even reversed. The tests with the
factors anterior-posterior distribution, lateral distribution and type of task revealed
that detection task blocks significantly differed in two epochs (type of task: 500 to 990
ms, F(1,24)=4.73; 1500 to 1990 ms, F(1,24)=5.34). In the first epoch (500 to 990 ms) this
was caused by a stronger negative deflection in the detection task, whereas in the
second epoch (1500 to 1990 ms) the reference task elicited a more negative going ERP.
Furthermore, the anterior-posterior distribution of the ERPs was different in three
consecutive epochs (anterior-posterior distribution: 500 to 1990 ms, F(2,23) from 10.99
to 14.35). This effect was caused by a larger negative deflection on frontal and central
electrodes in almost the entire tested interval. Type of task interacted with the
anterior-posterior distribution in one epoch (type of task x anterior-posterior
distribution: 1500 to 1990 ms, F(2,23)=8.71). Post-hoc tests, in which effects of type of
task were tested on separate averages of frontal, central and parietal electrodes,
showed that in this epoch effects of type of task were only significant on central
(p=0.016) and parietal electrodes (p=0.006). As can be seen in Figure 4.1, the
significant effects on these positions were caused by weaker negative deflections in
the detection task blocks. Furthermore, type of task interacted with the lateral
distribution in one epoch (type of task x lateral distribution: 2000 to 2490 ms,
F(1,24)=10.27). Post-hoc tests, in which effects of type of task were tested on separate
averages of electrodes in the left and right hemisphere, showed that in this epoch
effects of type of task were only significant in the left hemisphere (p=0.01). This effect
was caused by a stronger negative deflection in the reference task. Finally, the
anterior-posterior and the lateral distribution of the ERPs significantly interacted in
one epoch (anterior-posterior distribution x lateral distribution: 0 to 490 ms,
F(2,23)=12.37). Post-hoc tests, in which effects of lateral distribution were tested on an
average of detection task blocks and the reference task, showed that in this epoch
effects of lateral distribution were only significant on the frontal electrodes






























































Figure 4.1 ERPs to non-targets in detection task blocks (S1, S2 and S3) and the reference task (SR) on
different electrode positions. ERPs are shown beginning 500 ms before the onset of the first tone until
2500 ms after this tone. ERPs were aligned to a 1 second pre-stimulus (-1s to 0s) baseline.
HR
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Figure 4.2 Evoked HR responses to non-targets in detection task blocks (S1, S2 and  S3) and the reference
task (SR). The responses are shown beginning 1000 ms before the onset of the first tone until 9000 ms after
this tone. The responses were aligned to a 1 second pre-stimulus (-1s to 0s) baseline.
We also tested effects of time-on-task in a design which also included anterior-
posterior distribution and lateral distribution as within subject factors. These tests did
not reveal significant main effects of time-on-task. The main effects of distribution
were obviously the same as in the previous analyses and will therefore not be
mentioned any further. The last effect was an interaction between time-on-task and
lateral distribution in one epoch (time-on-task x lateral distribution: 500 to 990 ms,
F(2,23)=3.23). Post-hoc tests, in which effects of lateral distribution were tested on
separate averages of electrodes in both hemispheres and for the three task blocks
separately did not reveal any significant effects.
Evoked Cardiovascular Responses
Evoked responses of HR are presented in Figure 4.2. Evoked responses of HR in the
three detection task blocks differed from the response in the reference task. In the
detection task stimulus onset caused a HR deceleration, which was maximal after
about 2500 ms. After this maximal deceleration there was a HR acceleration until
about 7000 ms after stimulus onset, after which HR decelerated until the end of the
interval (9000 ms). In the reference task stimulus onset caused a slight acceleration of
SBP
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Figure 4.3 Evoked SBP responses to non-targets in detection tasks blocks (S1, S2 and S3) and the reference
task (SR). The responses are shown beginning 1000 ms before the onset of the first tone until 9000 ms after
this tone. The responses were aligned to a 1 second pre-stimulus (-1s to 0s) baseline.
HR, which had a maximum at about 3500 ms in the interval. After this maximum HR
slightly decelerated until about 4000 ms, after which a second acceleration started
which peaks at about 7000 ms in the interval. This second maximum was followed by
a deceleration until the end of the interval. As can be seen in Figure 4.2, the HR
response in the reference task and in the detection task blocks only differed in the first
part of the interval (until about 4000 ms post stimulus). We tested the difference
between the reference task and the average of three detection task blocks. There were
significant differences in the first part of the tested interval (type of task: 0-3400 ms,
with F(1,24) from 6.99 to 24.10). As can be seen in Figure 4.2, these differences were
caused by the HR deceleration in the detection task blocks. There was no significant
effect of time-on-task in the three detection task blocks.
Evoked responses of SBP are presented in Figure 4.3. As can be seen in this
figure SBP decreased in the detection task blocks until about 5000 ms after stimulus
onset. This decrease was maximal in the first block. After the decrease, SBP rose until
the end of the interval. In the reference task SBP decreased until about 2500 ms after
stimulus onset, after which a small rise in pressure started which was maximal at
about 5000 ms. This rise was followed by a stable period, which was followed by a
TWA
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Figure 4.4 Evoked TWA responses to non-targets in detection task blocks (S1, S2 and S3) and the reference
task (SR). The responses are shown beginning 1000 ms before the onset of the first tone until 9000 ms after
this tone. The responses were aligned to a 1 second pre-stimulus (-1s to 0s) baseline.
rise until the end of the interval. We firstly tested the difference between the average
of the three detection task blocks and the reference task, which revealed significant
differences in ten consecutive epochs (type of task: 3500 to 8400 ms, with F(1,24) from
4.52 to 12.72). As can be seen in Figure 4.3, the differences were caused by a stronger
decrease of pressure in the detection task blocks. The effect of time-on-task on the
evoked SBP responses was tested in a separate analysis. This test revealed that this
factor was significant in two epochs (time-on-task: 4000 to 4400 ms, F(2,23)=3.45; 8000
to 8400 ms, F(2,23)=5.06). The effects were caused by a larger decrease of SBP in the
earlier presented detection task blocks
Effects on TWA are shown in Figure 4.4. As can be seen in this figure TWA
does not show a systematic pattern as a function of stimulation. No significant effects




A first important finding of the present study was that the cortical effects of the
detection task found by Skinner and co-workers (1987) were replicated. a slow
negative potential shift developed immediately after first stimulus onset, which was
evident in all three blocks of the detection task. This negative shift was strongest on
frontal and central positions, which is in agreement with the suggested frontal origin
of this shift. The negative shift was also apparent in the reference task but was
significantly different. In the detection task blocks the negative shift was larger until
the point subject had to decide if a response was required, which was after the third
tone at 1100 ms after first stimulus onset. After that point the detection and reference
task differed only moderately. The early difference (500-990 ms) in the ERP can be
explained by the different characteristics of the tasks. In the detection task the subjects
had to detect whether or not the third tone was missing. In several studies it was
found that this task aspect induces a negative shift in ERPs (e.g. Birbaumer, Elbert,
Canavan & Rockstroh, 1990). Thus, this detection process should cause stronger
negative deflections in the ERP in the detection task, which was exactly what we
found. The late (1500 to 1990 ms) difference between the detection task blocks and the
reference task can also be explained by different task characteristics. In the detection
task blocks subjects had to decide whether a response was required after the third
stimulus. Such a decision process often leads to a positive shift (P300, P3) in ERPs,
which is maximal at parietal electrodes (e.g. Pritchard, 1981). The decision process
was absent in the reference task, which can account for the late (1500-1990 ms)
difference between the detection task blocks and the reference task after the third tone,
which was largest at parietal sites.
The most important hypothesis of the present study was whether the slow
negative deflection in the ERP, which according to Skinner reflects activity in the
frontal cortex, would result in a specific pattern of cardiovascular responses in the
same tasks. To test this hypothesis we firstly examined tonic cardiovascular measures.
Those measures did not differentiate between detection task and the reference task.
Time-on-task also did not affect tonic measures. We concluded that cardiovascular
tone was stable during the experiment.
Phasic cardiovascular responses, on the other hand, did differentiate between
the types of task. Evoked HR patterns in the detection task blocks differed strongly
from the reference task, especially in the first part of the interval. When these effects
are compared with the cortical effects, we see that stronger negative deflections in the
ERP in the detection task blocks occur together with a stronger early HR deceleration
but not with a stronger late acceleration when compared with the reference task.
These results seem to be at least partly contrary to the hypothesis we deduced from
Skinner’s work. In the introduction we stated that stronger frontal control as reflected
in the negativity in the ERP should lead, by its effect on autonomic tone and
baroreflex activity, to an enhancement of early deceleratory and later acceleratory
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components in the evoked HR response. The last part of this hypothesis was clearly
contradicted by the results, because the stronger negativity in the detection task was
not accompanied by stronger late acceleratory components in the HR response. We
also stated in the introduction that evoked TWA responses should differentiate
between the reference and the detection task. This was clearly not the case. TWA did
not show any consistent change as a function of stimulus presentation. The absence
of differences between the reference and the detection task on both late accelerative
HR components and the evoked TWA response could be attributed to a lack of
differentiation of sympathetic control between the tasks.
We like to argue that the differences between task conditions found in evoked
HR responses are reflections of the differences in information processing taking place
in these tasks. The 'environmental intake' element in the detection task is well known
to cause HR deceleration, while the 'environmental rejection' component in the
reference task is known to cause HR acceleration (e.g. Lacey, 1967; Lacey & Lacey,
1974, 1978). This argument leads us directly to an alternative explanation for the
obtained results, based on the so called afferent feedback hypothesis of Lacey and
Lacey. According to this hypothesis baroreceptor activity has a general inhibitory
influence on cortical activity. Lacey & Lacey argued that tasks that are strongly
dependent on input processing (environmental intake) need more activated input
modules (primary cortices). This activation is caused by a deceleration of HR leading
to a decrease in SBP, which causes weaker activation of the baroreceptors. According
to the feedback hypothesis this lower baroreceptor output leads to a weaker inhibitory
influence on the primary cortices. There is much evidence favoring both the feedback
aspect of the hypothesis (for recent studies concerning this mechanism see Elbert,
Roberts, Lutzenberger & Birbaumer, 1992 and Rau, Pauli, Brody, Elbert & Birbaumer,
1993), and the relation between HR deceleration and environmental intake (e.g. Lacey,
1967). However, the relation between cortical deactivation and HR deceleration
during environmental intake is not very well established. This feedback mechanism
could explain effects on ERPs and evoked HR responses and the relation between
these two perfectly. ERPs were more negative and HR decelerated more strongly
when more environmental intake was required. An important problem with this
explanation, however, was that the difference in blood pressure response, which is
crucial in the theory of Lacey and Lacey, is opposite to predictions of the afferent
feedback hypothesis. Blood pressure decreases less during the early phase of the
evoked response when more environmental intake is required, whereas larger
decrease would have been expected. 
A more fundamental problem with using afferent feedback as an explanation
for our data is that the time course of the effects contradicts it. The afferent feedbacck
hypothesis predicts that a HR deceleration should be followed by a decrease in blood
pressure, which should be followed by activation of the primary cortices. The
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presently found stronger HR deceleration and cortical activation during detection task
blocks started at about the same time, and their maximum appears to be even earlier
for the cortical activity. This is clearly contrary to the afferent feedback hypothesis.
Furthermore, from a more physiological perspective the cortical effects seem to occur
too early to be caused by such a feedback mechanism. If afferent feedback is based on
a change in HR, as has been suggested by the Lacey’s, there firstly has to be a central
command to change HR. The fastest change of HR is one induced by the vagus and
such a change can occur within one heart beat. Secondly, this change in HR alters the
existing SBP which takes at least a few seconds due to the mechanical properties of the
cardiovascular system. Simultaneously with the change in SBP the baroreceptor
output is changed. Finally, the cardiovascular control centers in the brain stem
influence cortical activity. This step also takes very little time. So, afferent feedback
can only occur after a few seconds after the central command, because of the intrinsic
slowness of the cardiovascular system. This slowness is also strong evidence against
the possibility of afferent feedback being the cause of the cortical effects in the present
experiment, which occurred within the first second of the cortical response.
The physiological perspective presented above can also help in explaining the
origin of evoked HR and SBP responses and the relationship between them. The
central command which changes the autonomic control of the cardiovascular system
firstly affects HR, due to the fast action of the vagal system. Secondly, the change in
HR, and possibly a change in sympathetic output, changes SBP. Finally, the change
in SBP affects autonomic control, due to the action of the baroreflex. In this way, the
first part (0 to about 3 seconds) of the HR response is the first sign of a change in
cardiovascular control caused by the processing of the stimuli. This rapid change has
to be of vagal origin. The second part (3 to 9 seconds) of the HR response may be
caused by a mixture of vagal and sympathetic changes, either of central or of
baroreflex origin. On the other hand, the first part of SBP response (0 to 3 seconds) is
probably not directly attributable to the processing of the series of stimuli, because the
autonomic adjustments take longer to affect SBP. This part of the response might be
caused by the response to the preceding trial. Due to the relatively short inter-trial-
interval it is possible that SBP has not yet returned to the baseline level at the onset of
a new series of tones. The short interval might also have affected the HR response, but
due to the faster reactivity of HR this effect must have been much smaller, if not
absent. The second part of the response (3 to 9 seconds) can be attributed to autonomic
adjustments and effects of HR changes. From this perspective, the apparent
contradictory effects on HR and SBP responses can be better understood. The SBP
response can be seen as a delayed reflection of the processes that affected HR. As can
be seen in Figure 4.3, the pattern in the evoked SBP responses is very similar to the
pattern in HR responses, but is delayed with about three seconds. Not only the
difference between the detection and reference task, but also the difference between
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the last two detection task blocks and the first detection task block closely resembles
differences found in evoked HR responses. The three second delay between HR and
SBP responses was also found in other studies in which SBP responses were computed
(Wölk, Velden, Zimmermann & Krug, 1989; Otten, Gaillard & Wientjes, 1995; Koers
& Gaillard, 1995).
In conclusion, the covariation of both the cortical effects and effects on evoked
HR responses seem to be in accordance with predictions of the Lacey’s, whereas
effects on evoked SBP responses and the time course of effects clearly contradict the
afferent feedback hypothesis. On the other hand, the hypotheses based on the work
of Skinner were also partly contradicted. Although both hypotheses could be rejected,
the data seem to point mostly in the direction of a centrally induced process which is
reflected in both the cortical and cardiovascular responses. This process is firstly
reflected in the cortical measures, almost simultaneously in HR and a few seconds
later in SBP. This central process is probably related to environmental intake and
accompanied by a changed vagal output, but not by a change in sympathetic output.
A possible candidate for a system that could cause such effects could be the so-called
alertness system as described by Posner & Petersen (1990). This system is thought to
be involved in maintaining an alert state, in which an optimal detection of external
stimuli is possible. Furthermore, these alert states are thought to be accompanied by
HR deceleration. So, a more active alertness system during detection could explain
cortical and cardiovascular differences found in this experiment. More research has
to be done to test this hypothesis.
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4.2 Alertness  2
Abstract
In the present study effects of maintaining an alert state on event-related brain
responses (ERPs) and evoked cardiovascular responses were examined. This was done
in an auditory detection task, in which subjects were instructed to detect a possible
difference in frequency between two successively presented tones in five second
periods. We compared two types of trials. In the first no tones were presented and
subjects had to maintain an alert state for the complete five seconds (complete trials).
In the second type the alert state was interrupted by the presentation of visual stimuli
which were presented in the second half of the 5 second period (incomplete trials).
Both types of trial elicited ERPs with a negative shift consisting of a frontal and a
parietal part. Complete trials elicited a stronger and longer lasting negative shift. This
difference was maximal at parietal sites. The stronger negative shift was accompanied
by a stronger deceleration in the heart rate response, which started at about the same
time as the cortical effect but lasted somewhat longer. Furthermore, complete trials
evoked a stronger decrease in the blood pressure response. This effect showed the
expected delay when compared to the effect on HR. The cardiovascular data
confirmed the hypotheses concerning effects of maintaining an alert state, but the
cortical data partly contradicted them. Altogether, the current findings do not
contradict an active network involved in alertness, but they do not confirm the
expected stronger involvement the right hemisphere and involvement of prefrontal
areas in this function. In a control experiment, which further investigated the
distribution of the cortical effects of maintaining an alert state, these conclusions were
confirmed.
Introduction
The search for cortical structures that are involved in the regulation of cardiovascular
reactions to psychologically relevant stimuli is important in finding the relevant
psychological factors influencing cardiovascular regulation. Furthermore, such an
endeavor is important in discovering the functional properties of these brain
structures. An influential theory in this field is Skinner’s theory about fronto-cortical
control of cardiovascular functioning (1988, 1991). According to this theory fronto-
cortical structures play a key role in regulating cardiovascular reactions to stressful
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stimuli. These cortical structures are believed to have direct connections with
cardiovascular control centers in the brainstem. Skinner hypothesized that activation
in these cortical structures causes high dual autonomic tone and reduced baroreflex
sensitivity, and that the reactivity of these cortical structures could be measured by the
amplitude of a negative shift in the Event Related brain Potentials (ERPs) measured
in a simple detection task (Skinner et al., 1987).
In our own laboratory both hypotheses were tested in a study in which
Skinner’s detection task was used (Van der Veen et al., 1996). In this study the finding
of a negative shift in the ERPs was replicated. The amplitude of this shift could be
reduced by a task manipulation involving the amount of required input processing.
The reduction of the negative shift was accompanied by a reduction of the early
decelerative component in the evoked heart rate (HR) response. This decelerative
component is thought to reflect a change in vagal outflow (Obrist et al., 1965; Somsen
et al., 1983; Quigley & Berntson, 1990). We did not find any evidence for a change in
cardiovascular parameters which should reflect sympathetic outflow (i.e. accelerative
components in HR, T-wave amplitude). This led to the conclusion that the amplitude
of the negative shift was related to vagal outflow only. This was clearly not in
accordance with Skinner’s hypotheses. From an analysis of the task manipulation
which involved the amount of environmental intake, we further concluded that both
the effects on HR and ERPs might be related to an attentional system involved in the
regulation of environmental intake. A possible candidate for such a system is the so-
called alertness (or vigilance) network as described by Posner and coworkers (Posner
& Petersen, 1990; Posner & Raichle, 1994). According to Posner, maintaining an alert
state is dependent upon the integrity of the right hemisphere, and is controlled by a
diffuse network that uses norepinephrine as a neurotransmitter. PET studies revealed
that areas in the prefrontal and superior parietal cortex in the right hemisphere are
activated during alert states (Pardo et al., 1991). The most important structure in the
alertness network is the locus coeruleus (LC), which lies in the dorsolateral pons. The
LC has widespread projections to areas throughout the entire central nervous system
(Jones and Yang, 1985; Aston-Jones et al., 1996) and provides these areas with
norepinephrine. Although the projections are widespread, especially in primates they
appear to be rather specific. The LC has particularly large projections to the prefrontal
and the parietal cortex (Aston-Jones, 1996). The LC has also been implicated in
cardiovascular regulation; it projects to the bed nucleus of the stria terminalis and the
lateral hypothalamic area (Jones and Yang, 1985). Both these areas project to the
nucleus ambiguus from which most vagal parasympathetic preganglionic fibers arise
(Loewy & Spyer, 1990). Stimulation studies showed that activation of the LC induces
a decrease in SBP and HR (Sved & Felsten, 1987). All these findings make the LC a
likely candidate for causing both the cardiovascular and the cortical effects of
maintaining an alert state.
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In our previous study mentioned above (Van der Veen et al., 1996) a more
active alertness network could explain the differences between the tasks and the
enhanced vagal outflow. However, the distribution of the cortical effect was not in
accordance with this explanation. The negative wave in the ERPs was maximal at
frontal-central positions and was not lateralized, whereas we expected two separate
lateralized maxima at right parietal and right frontal sites. A possible explanation for
this finding is that the distribution of the negative shift was strongly influenced by the
large N1 components which were elicited by the tones presented in the detection
period.
In the present study we tried to solve this problem by creating a task in which
the ERPs in the period in which the alertness system is supposed to be active, are not
disturbed by exogenous components elicited by detection stimuli. As in our previous
study (Van der Veen et al., 1996), we used an auditory detection task, but we did not
present detection stimuli in every trial. Subjects were instructed to detect and compare
two successively presented auditory stimuli, which could be presented in a 5 second
interval. However, in a number of these trials no stimuli were presented at all, and in
about half of the trials visual stimuli were presented instead of the relevant auditory
stimuli. In the present study we compared trials in which no stimuli were presented,
with trials in which visual stimuli were presented in the second half of the interval.
In this way we could compare trials in which an alert state had to be maintained for
the full five seconds (without presentation of detection stimuli) with trials in which
this process was interrupted and stopped by visual stimuli in the second half of the
interval. We hypothesized that maintaining an alert state would lead to a more
activated right hemisphere, and especially to more activity in right frontal and parietal
areas. This activity should be longer lasting in the trials in which no stimuli were
presented at all. To gain more insight into the distribution of the ERPs, we used a
large number of derivations. Furthermore, we hypothesized that maintaining an alert
state would lead a deceleration in the evoked HR response caused by enhanced vagal
outflow. This deceleration should last longer in trials without detection stimuli. A
final hypothesis was that we expected that the evoked systolic blood pressure (SBP)
response would show a delayed effect of the task manipulation, as compared to the
effects on the HR response. This last hypothesis was derived from previous studies
in which evoked blood pressure (BP) responses were examined (Wölk et al., 1989;
Otten et al., 1995; Van der Veen et al., 1996; Koers et al., in press). The time course of
the cardiovascular effects was more extensively studied by additionally examining






The subjects were 22 healthy, normotensive students (12 male), varying in age
between 20 and 30 (mean 24.0). The subjects were paid for their voluntary
participation. All subjects were right-handed and had normal or corrected-to-normal
vision and hearing.
Stimuli
The stimulus presentation in a trial consisted of a succession of four different
presentation screens. On the first screen a number was presented, which could be
either a two, a three or a four. This number was presented for a randomly varied time
between three and seven seconds (step size 1 second). All durations had an equal
probability of occurrence. On the second screen two letters were presented, which
served as an instruction stimulus. The letters were randomly chosen out of a set of
fifteen: A, B, C, E, F, G, K, L, M, Q, R, S, U, V and W. The two letters were presented
for one second. On the third screen, which lasted five seconds, a star was presented.
On the last screen a question mark was presented, which served as the imperative
stimulus and which was presented for one second. There were three conditions which
were signaled by the color of the two letters; an auditory detection task, a visual
detection task and a working memory task. The color of the letters could either be
white, red or blue and were matched for light intensity. In working memory trials,
subjects were instructed to displace the presented letters a number (i.e. the number
presented on screen one) of places in the alphabet and report the number of vowels
by pushing a button at the onset of the imperative stimulus. In the visual detection
task subjects were instructed to detect a difference in color between two successively
presented colored squares. In the auditory detection task subjects were instructed to
detect a difference in frequency between two successively presented tones. Both
working memory trials and visual detection trials will not be reported in the present
study. The results of the working memory trials are presented elsewhere (van der
Veen et al., 1995; van der Veen et al., submitted ).b
The task was presented in blocks which consisted of 36 trials each. In each task
block nine auditory detection trials, nine visual detection trials and eighteen working
memory trials were presented. In the auditory detection trials subjects were instructed
to ignore the previously presented number and the two letters, and detect a possible
difference in the frequency of two successively presented tones during the
presentation of the star. The detection trials consisted of three main categories, which
are shown in Table 1. In four out of every nine auditory detection trials two tones
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were presented (category 1). The first tone was always a tone of 1000 Hz and the
second tone could either be a tone of 1000 Hz or have a higher frequency. Both had
an occurrence probability of 50%; i.e. either a different or an equal tone was presented.
Both tones lasted 50 milliseconds and were presented with a stimulus onset
asynchrony (SOA) of 500 ms. The tones could be presented in either the first half
(1500, 1750, 2000, 2250 or 2500 ms after the onset of the instruction stimulus; category
1a) or in the second half (4000, 4250, 4500, 4750 or 5000 ms after the onset of the
instruction stimulus; category 1b) of the interval in which the star was presented. If
two tones were presented and the frequency of these tones was equal, subjects had to
react by a pushing the left button on a response panel with the index finger of their
right hand. When the frequency differed, subjects had to react by pushing the right
button with the middle finger of their right hand. Subjects were instructed to postpone
their response until the question mark was presented.
As mentioned above, in four out of every nine auditory detection trials
auditory detection stimuli were presented. In four of the remaining five trials visual
stimuli were presented (category 2); these were irrelevant. In one out of every nine
trials no detection stimuli were presented at all (category 3). In these remaining five
trials subjects were instructed
Table 4.2 Categories in the auditory detection task. See text for details.
categories
1 relevant auditory a. presented in first half (2/9)
detection stimuli
presented b. presented in second half (2/9)
2 visual stimuli a. presented in first half (2/9)
presented
b. presented in second half (2/9)
INCOMPLETE
3 no stimuli no presentation (1/9)
COMPLETE
 to refrain from reacting. Furthermore, subjects were instructed that whenever visual
stimuli were presented, no auditory detection stimuli could be presented, which
means that they did not have to maintain an alert state anymore. However, the star
remained visible on the screen until the end of the five second period. The visual
stimuli were presented in a completely similar way as the auditory detection stimuli.
These stimuli could also be presented either early (category 2a) or late (category 2b)
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in the detection interval (the same presentation times were used as for the auditory
detection stimuli), and could also either differ or have the same color (50% differed).
This was done to have a completely comparable visual detection condition, which
will, however, not be described in the present paper.
In the present study we compared trials in which no detection stimuli were
presented at all (category 3) with trials in which visual stimuli were presented in the
second half of the detection interval (category 2b). In the first stimulus category
subjects had to stay alert for the complete five seconds the star was presented, because
during this period there was no certainty that no relevant stimuli would be presented.
This category will be called ‘complete’, referring to the alert state which has to be
maintained during the complete five seconds. In the second stimulus category subjects
could stay alert for a shorter period, because the presentation of visual stimuli signals
that no auditory detection stimuli could be presented, and that no response had to be
given. This category was called ‘incomplete’, referring to the incomplete nature of the
alertness period which varied between 3 and 4 seconds depending on the onset of the
first visual stimulus. Apart from the presentation of visual stimuli in the incomplete
trials, the stimulus presentation and time structure of both complete and incomplete
trials was completely the same. One of every nine auditory detection trials was a
complete trial, whereas two were incomplete trials. All subjects had to perform 30 task
blocks, which means that 30 complete and 60 incomplete trials were presented. The
other detection trials were not analyzed for various reasons. First, the trials in which
auditory detection stimuli were presented (category 1) contain additional decision and
motor preparation processes which disturb the examined alertness process. Second,
the trials in which visual stimuli were presented in the first half of the detection
period (category 2a) were not analyzed because the alertness period was too short.
Third, the visual detection trials were not analyzed because the comparable
incomplete trials in the visual detection task are contaminated by large evoked
responses on the auditory stimuli, which are absent for the visual stimuli in the
auditory detection task (see results).
Procedure
The subjects were seated in a dimly lit, sound attenuated, electrically shielded room,
in front of a computer screen at a distance of approximately 1 meter. The experiment
consisted of a training session and two experimental sessions. The training session
lasted about two hours and the experimental sessions lasted about four hours each
(including short breaks and attachment of measurement devices). In the training
session subjects were trained until they reached an acceptable level of performance
(about 10% errors) on the separate elements of the task. The difference between the
deviating tone and the standard tone was matched on an individual level. The
deviating tone could be adjusted from 1005 to 1100 Hz. After training the separate
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elements the mixed task blocks which included all types of trials were trained until
subjects reached an acceptable level of performance (about 10% errors). In both
experimental sessions subjects were firstly attached to the different measurement
devices after which they performed 15 task blocks which lasted about eight minutes
each. 
Recordings
The ECG was derived from pre-cordial leads. The R-peak occurrence times were
detected and stored on-line. Blood pressure was measured beat-to-beat at the finger
with the FIN-A-PRES method (Wesseling et al., 1986). The EEG was recorded with 27
Sn electrodes placed in an electrocap (Electro-Cap International), at positions FP1, FPz,
FP2, F7A, F3A, FzA, F4A, F8A, F7, F3, Fz, F4, F8, FT7, FC3, FCz, FC4, FC8, C7, C3, Cz,
C4, C8, P3, P4, O1 and O2 according to the revised 10-20 system as presented by
Sharbrough et al. (1991). EOG was recorded bipolarly between electrodes situated on
the outer left canthus and above the eyebrow of the left eye. The ground electrode was
placed on the sternum. Electrode resistance was kept below 5 K-Ohm. EEG-signals
were amplified and registered with a time constant of 10 seconds. All physiological
signals were sampled at 1000 Hz, digitally lowpass filtered with a cutoff frequency
of 30 Hz and reduced to a sample frequency of 100 Hz on-line. Performance was
measured with reaction time and percentage errors on detection stimuli.
Data reduction
Cardiovascular measures
The series of R-peaks was checked for artifacts and corrected when necessary. Every
time an R-peak occurred the values of SBP and DBP in the preceding interval were
derived from the raw blood pressure signal. The values of SBP and DBP were checked
for out of range and measurement artifacts and corrected when necessary.
For the computation of evoked cardiovascular responses we used the method
described by Velden and Wölk (1990). Koers (1997) showed that this method leads to
similar results as a theoretically correct but a computationally more complex method.
The non-equidistant HR, SBP and DBP time series were transformed into a equidistant
time series with a sample frequency of 10 Hz using linear interpolation. The sampled
data were used to compute the evoked responses. Evoked cardiovascular responses
were averaged from one second before to 13 seconds after presentation of the
instruction stimulus. Trials with measurement artifacts were excluded from the
average. We used only complete and incomplete trials in which no artifacts were
present. The averages were aligned to a 1 second baseline, which started 1 second
before the onset of the instruction stimulus. On average, evoked cardiovascular
responses for complete stimuli were composed of 28 trials (varying between 17 and
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29) and evoked responses for incomplete stimuli were composed of 53 trials (varying
between 35 and 56). 
Cortical measures: ERPs
ERPs elicited by complete and incomplete trials were averaged from 250 ms before to
6000 ms after onset of the instruction stimulus, for all electrode positions. Trials with
ocular and amplifier saturation artifacts were excluded from the averages. All
averages were aligned to a 250 ms baseline, which started 250 ms before the onset of
the instruction stimulus. On average, ERP waveforms of complete trials were
composed of 18 trials (varying between 9 and 25) and ERP waveforms of incomplete
trials were composed of 35 trials (varying between 17 and 50). The distribution of
ERPs was additionally examined with spline maps and current source density maps,
computed with BESA (Scherg, 1990). These maps are especially useful for the
distribution on the anterior part of the scalp, where we used a large number of
electrodes.
Statistical Analysis
The statistical analysis was performed using SPSSPC+. For all measures we used a
multivariate analysis of variance with repeated measurements. The multivariate
approach was used to avoid problems concerning sphericity (O'Brien & Kaiser, 1985;
Vasey & Thayer, 1987). In all analyses a difference was considered significant when
the p-value was smaller than 0.05. Reaction time and percentage of errors were tested
separately in a design in which the time of presentation of the detection stimuli was
a within subject factor. In this test we compared performance on detection stimuli that
were either presented early (onset of first tone between 1500 to 2500 ms after onset of
the instruction stimulus) or late (onset between 3000 and 4000 ms) in the detection
interval. In the tests on the cortical and cardiovascular responses we compared
complete trials with incomplete trials. This within subject factor was called type of
trial. In order to assess slow shifts in the ERPs the mean amplitudes were computed
of 10 consecutive epochs of 500 milliseconds each, starting at presentation of the star
which marked the beginning of the detection trial (e.g. epoch 1 is a mean of samples
at 1000,1010 .. 1480, 1490 ms after onset instruction stimulus; epoch 2 is a mean of
samples at 1500, 1510 .. 1980, 1990 ms after onset instruction stimulus etc.). Differences
between ERPs on complete and incomplete trials were tested in a design in which the
anterior-posterior distribution and the lateral distribution were used as additional
factors. In these analyses we used ERPs derived from F3, F4, C3, C4, P3, P4, O1 and
O2. For anterior-posterior distribution four levels were used (frontal, central, parietal
and occipital), whereas lateral distribution consisted of two levels (left and right).
Additional post-hoc tests (t-tests) were carried out, whenever significant interactions
between within subject factors were found. The scalp distribution of the ERPs was
Chapter 4
40
Figure 4.5 ERPs derived from Cz for complete and incomplete
trials. The ERPs are shown from 250 ms before the onset of the
instruction stimulus until 6 seconds after this stimulus. ERPs were
aligned to 250 ms baseline which started 250 ms before the onset of
the instruction stimulus. The figure also shows in which two
periods (I and II) the detection stimuli could be presented.
further analyzed with type of trial and electrode as within subject factors. Electrode
consisted of eight levels (F3, F4, C3, C4, P3, P4, O1 and O2). For this test, cortical
measures were normalized according to the method described by McCarthy and
Wood (1985). In this test only the interaction between electrode and type of trial is
examined. This interaction can shed a light on the question whether both types of trial
have different scalp distributions. Amplitude measures for the evoked cardiovascular
responses were computed and tested in the same way as the ERPs, with the difference
that we used 26 consecutive 500 ms epochs, starting at the presentation of the two
letters (e.g. epoch 1 is a mean of samples at 0, 100 .. 300, 400 ms; epoch 2 is a mean of
samples at 500, 600 .. 800, 900 ms etc.). The computation of the 500 ms epochs for both
cortical and cardiovascular responses resolved possible problems of the unequal
number of trials in both stimulus categories (i.e. the incomplete category consisted of
almost twice as much trials). Averaging across the 500 ms interval resulted in very
comparable standard deviations of the epochs in both categories (on average the
difference was smaller than 10%).
Results
Performance
The percentage of errors in the experimental sessions was at about the level of the
training session (10%). Time of presentation affected both the speed and accuracy of
responses. Subjects reacted
slower (496 vs. 420 ms;
F(1,21)=91.86, p<0.001) and
less accurate (11.7 vs. 8.1 %;
F(1,21)=15.28, p=0.001) to
stimuli that were presented in
the second half of the
detection interval.
ERPs
The ERPs for both complete
and incomplete trials derived
from Cz are shown in Figure
4.5. ERPs derived from the
electrodes used in the
statistical analyses and
averaged across the epochs
used in the statistical analyses
are shown in Figure 4.6,
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which shows that in the detection interval (1000 to 6000 ms) both complete and 
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Figure 4.6 Averaged epochs of the ERPs on complete (solid line) and incomplete (dashed line) trials
on 8 different electrodes. The first epoch is an average of sample values at 1000 ms to 1490 ms and is
assigned to 1 second. The last epoch is an average of sample values at 5500 to 5990 ms and is assigned
to 6 seconds. All epochs were aligned to a 250 ms baseline which started 250 ms before the onset of the
instruction stimulus. The two periods (I and II) in which the detection stimuli could be presented are
shown in the bottom left panel. 
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incomplete trials elicited a weak negative shift on most electrodes. On frontal and
central electrodes this negative shift was relatively constant, whereas on the parietal
and occipital electrodes the negativity increased throughout the interval. Type of trial
affected the ERPs in one epoch (type of trial: 3000 to 3490 ms, F(1,21)=4.95): There was
a larger negative deflection in ERPs on complete trials. The anterior-posterior
distribution of the electrodes affected ERPs in one epoch (anterior-posterior
distribution: 1000 to 1490 ms, F(3,19)=4.93): Less negative going waves were found
on frontal and occipital electrodes, whereas ERPs on central and parietal electrodes
were more negative going. A third effect was that type of trial interacted with the
anterior-posterior distribution of the electrodes in two epochs (type of trial x anterior-
posterior distribution: 2500 to 3490 ms, F(3,19) equals 2.95 and 3.79 respectively).
Post-hoc tests, in which type of task was tested separately at frontal, central, parietal
and occipital electrodes, showed that the effect of type of trial was significant on
parietal electrodes (2500 to 3490 ms) only, and were caused by stronger negative going
waves in complete trials. The anterior-posterior distribution significantly interacted
with the lateral distribution of ERPs in 8 epochs (anterior-posterior distribution x
lateral distribution: 1000 to 4990 ms, F(3,19) ranging from 3.38 to 12.73). Post-hoc
tests, in which effects of lateral distribution were tested on an average of both types
of trials, showed that the effects of lateral distribution were significant only on central
(1000 to 2490 ms), parietal (1000 to 4490 ms) and occipital electrodes (1000 to 3990 ms).
On central and parietal electrodes the lateralization was caused by less negative going
waves in the right hemisphere, whereas on the occipital electrodes more negative
going waves in right hemisphere caused this effect. Finally, we found that the three-
way interaction between all three factors was significant in two epochs (type of trial
x anterior-posterior distribution x lateral distribution: 1000 to 1990 ms, F(3,19)
equals 4.12 and 2.98 respectively). Post-hoc tests, in which effects of type of trial were
tested for the separate electrode positions, did not reveal a specific difference.
The distribution of the ERPs was analyzed more extensively by performing an
additional test, in which we used electrode and type of trial as within subject factors.
This test was performed on the data which were corrected according to the method
proposed by McCarthy & Wood (1985). This test revealed that the distribution of the
ERPs was different for complete and incomplete trials in two epochs (type of trial x
electrode: 3500 to 4490 ms, F(7,15) equals 3.41 and 3.27 respectively). The distribution
of the ERPs is further illustrated with spline maps and current source density maps,
which are shown in Figure 4.7 for a sample of the tested epochs of both complete and
incomplete trials. The maps show that in complete trials the negative shift consisted
of at least two separate parts, i.e. a fronto-central part and a parietal part. In
incomplete trials the same two parts of the negative shift were present, but the parietal
part appeared to be weaker. Complete and incomplete trials differed only with respect
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Figure 4.7 Spline maps and current source density maps of complete and incomplete trials. Negative
fields are represented as dotted areas. The electrodes used for the computation of the maps are
represented as dots on the maps. Isopotential line spacing is 1 µ-Volt for the spline maps and 0.5 µ-
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to the parietal part of the negative shift, which was stronger in complete trials,
especially in the middle part of the detection period (3000-4490 ms).
Evoked Cardiovascular Responses
Evoked cardiovascular responses elicited by complete and incomplete trials are shown
in Figure 4.8. Both complete and incomplete trials elicited a biphasic evoked HR
pattern. During the detection period (1000 to 6000 ms) HR decelerated. Subsequently,
HR accelerated for four seconds, after which a deceleration started again. SBP and
DBP showed a similar response pattern. Both decreased until about 9500 and 7500 ms
after the onset of the instruction stimulus, after which an increase started, which did
not finish before the end of the analyzed interval. Type of trial significantly affected
the evoked HR response in 12 epochs (type of trial: 1500 to 1900 ms, F(1,21)=4.43 and
3000 to 8400 ms, F(1,21) ranging from 5.01 to 50.84): There was a stronger deceleration
in the complete detection trials. Type of trial affected the evoked SBP response in one
epoch (type of trial: 7500 to 7900 ms, F(1,21)= 5.77). This was caused by a stronger
decrease in the complete trials. Type of trial affected the evoked DBP response in 10
epochs (type of trial: 5000 to 9900 ms, F(1,21) ranging from 5.27 to 14.67). This was
also caused by a stronger decrease in the complete trials.
Discussion 
The electrocortical data partly confirmed our hypotheses. Complete and incomplete
trials elicited ERPs with the expected negative shift in the detection interval. Complete
and incomplete trials differed from each other in the middle part of the detection
interval (3000 to 3490 ms). The distribution of complete and incomplete trials was also
different in this part of the interval. Differences were most prominent on parietal
electrodes, as illustrated in the spline maps and current source density maps in Figure
4.7. These maps show that only the parietal part of the negative shift appears to be
affected by the task manipulation. In the introduction we stated that according to
Posner’s theory both types of trial should activate the alertness network, but the
incomplete trials should show an interruption of this activation. Longer activation of
the alertness network in complete detection trials should lead to longer lasting
negativity on frontal and parietal sites. Only the parietal part of the predicted
response was found. The maps suggest that the frontal part of the response was
constantly active in both the complete and incomplete trials, independent of the
duration of maintaining alertness. This finding suggests that only the parietal areas
are differentially involved in the two types of trial, and that there is no difference in
prefrontal alertness activity, which appears to contradict the findings in the PET study
of Pardo et al. (1991). A possible explanation for this apparent contradiction could be









































Figure 4.8 Evoked HR, SBP and DBP responses on complete and incomplete trials. The responses are
shown from 1 second before the onset of the instruction stimulus until 13 seconds after this stimulus.




prefrontal areas. In their PET study subjects had to detect and count either brief
pauses in volleys of suprathreshold touches or near-threshold luminance changes. The
detection process is in accordance with the functionality of the proposed alertness
network, but the counting process clearly is not. Counting does not require activity
of the alertness network, but active control by the executive attention network (Posner
and Petersen, 1990; Posner and Raichle, 1994). A second explanation could be that the
frontal activity that was also present in both complete and incomplete trials in the
current experiment was caused by task control properties, which are independent of
maintaining alertness.
In the introduction it was also stated that the alertness network was
represented stronger in the right hemisphere, which should lead to a lateralization of
the ERPs. This was not found in the ERPs. The difference between ERPs on complete
and incomplete trials appeared to be even larger in the left hemisphere. A possible
explanation for this effect could be that we used auditory stimuli instead of the visual
and tactile stimuli that were used in the PET experiment (Pardo et al., 1991) on which
the prediction of a stronger activated right hemisphere was based. This difference
could be important considering the special function of auditory alerting when
compared to for instance visual alerting. A second possible explanation for the
difference with the results of Pardo et al. might be that a left parietal negative field
reflects dipole activity in the right parietal cortex with an orientation to the left.
Furthermore, the results of Pardo et al. can not be seen as conclusive evidence for
stronger activity of either excitatory or inhibitory neurons. These PET data showed
stronger blood flow in areas in the superior parietal and prefrontal cortex which
might reflect stronger activity of either excitatory or inhibitory neurons in these areas.
Activity of inhibitory neurons is thought to lead to a positive shift on the surface,
whereas activity of excitatory neurons is thought to lead to a negative shift (Birbaumer
et al., 1991). So, relatively more positivity on the surface of the right parietal cortex
could be in accordance with stronger activation of inhibitory neurons in this part of
the cortex. In this way the present findings are not contrary Pardo’s findings.
The difference between complete and incomplete trials was found in a
relatively early part (3000 to 3490 ms) of the detection interval and disappeared later
in the interval, which was somewhat unexpected. An explanation for the early
disappearance might be that subjects did not maintain an alert state during the
complete interval but stopped at a certain time before the end. Subjects knew that the
latest possibility for the presentation of the detection tones was 5000 ms after the onset
of the instruction stimulus. After this point no more pairs of detection stimuli could
be presented. So, subjects had to stay alert until 5 seconds after the onset of the
instruction stimulus, after which they could stop and wait for the following trial. After
this time complete and incomplete trials did not differ anymore; i.e. subjects could
decide that no response had to be given and no alert state was required for both
Chapter 4
48
complete and incomplete trials. The performance data, which revealed that subjects
reacted slower and made more errors in the second half of the detection interval,
neither confirmed nor contradicted the possibility of less alert subjects during the
second half of the detection interval. According to Posner and Raichle (1994) more
alert subjects should react faster and make more errors, due to faster action on
accumulating information. A second possible explanation for both the early
disappearance and the early occurence of the difference between complete and
incomplete trials is that the ERPs elicited by the visual stimuli in incomplete trials
might have contributed. However, there are a number arguments which argue against
this hypothesis. First, for the early appearance of the difference the visual stimuli are
presented too late. The first possibility of a visual stimulus was 4 seconds after the
presentation of the instruction stimulus. Second, in the raw waveform, as presented
in Figure 4.5, we could not find components that might be related to the presentation
of the visual stimuli. Third, if such an effect is present, the effect is small and very
spread out across the interval because of the variable onset times of the visual stimuli.
Fourth, we would like to argue that the average contribution of the ERPs elicited by
the visual stimuli is more likely to be positive than negative, because the largest
components elicited by these stimuli were positive. Visual inspection of the ERPs
elicited by the visual stimuli showed that the largest component elicited by these
stimuli was a P300, which is obviously a positive component. A positive contribution
to the slow shift elicted by incomplete trials would have caused a larger difference
between complete and incomplete trials. A third possible process contributing to the
early appearance of the difference between complete and incomplete trials might be
strategic adaptation to the task requirements. It has been suggested (Gaillard, personal
communication) that due to the structure of the task, subjects might have learned that
in each task block only 1 complete auditory detection trial was presented. This means
that every time this trial is presented, subjects could know that if nothing is presented
in the first half of the detection period something will be presented in the second half
of this period. This might have led to a decision process which might cause a P300 like
positive shift in incomplete trials which should be maximal at parietal sites and
should only be present around the time a decision can be made, which is shortly after
the first half of the detection period has ended. Such a positive shift can indeed be
seen in Figure 4.6 and also appears to be maximal at the suggested electrode positions
and in the suggested interval. This explanation can be tested by dividing the
incomplete trials into trials which are presented before the complete trial and
incomplete trials which are presented after the complete trial. In the first category
subjects could not know whether something would be presented in the second half,
and in this way these trials should not be different from the complete trials. In the
second category subjects could know that something would be presented in the
second half of the interval, and in this way a P300 like positive shift could develop in
P3























Figure 4.9 Averaged epochs of the ERPs on complete, incomplete trials presented before the complete
trial and incomplete trials presented after the complete trial on P3 and P4. The first epoch is an average
of sample values at 1000 ms to 1490 ms and is assigned to 1 second. The last epoch is an average of
sample values at 5500 to 5990 ms and is assigned to 6 seconds. All epochs were aligned to a 250 ms
baseline which started 250 ms before the onset of the instruction stimulus. The two periods (I and II)
in which the visual stimuli could be presented are shown in the left panel. 
reaction to this knowledge. In figure 4.9 the division into the two suggested categories
is shown for the most important electrodes (P3 and P4). What can be seen in this
figure is that the incomplete trials presented after the complete trial elicited a more
positive going waveform. This difference was statistically significant (only on parietal
electrodes) and appeared to confirm the suggested explanation of the early
appearance of the difference between complete and incomplete trials. A major
problem with this explanation is that the difference between incomplete trials
presented before and after the complete trial is spread out across the complete
detection interval. The ERPs elicited by the two stimulus categories already differ at
the first epoch (1000 to 1490 ms) and remain different during the complete detection
interval. This is clearly different from the suggested positive shift around which is
only present at the end of the first half of the detection interval. In Figure 4.9 can also
be seen that the incomplete trials presented before the complete trial still show a
positive shift around the same time as the incomplete trials presented after the
complete trial. This suggests that this positive shift might be independent of the
knowledge that the subjects could have acquired during performance of the task. An
alternative explanation of the more positive going incomplete trials presented after the
complete trial might also be the following. The difference could have been caused by
a confounding effect of time of presentation in the task block. On average, incomplete
trials presented before the complete trial were presented much earlier in a task block
than incomplete trials presented after the complete trial. This might have led to
different behavioral or physiological states at the start of these trials. These differences
might have influenced the evoked responses on these trials in a way which is





The suggested explanations for both the early appearance and the early
disappearance of the difference between complete and incomplete trials are not
supported by the cardiovascular data. The initial deceleration in the evoked HR
response on complete trials was maximal at the end of the detection interval.
Furthermore, the response on complete intervals differed from the response on
incomplete intervals until after the end of the detection interval. Both findings appear
to point in the direction of maintaining an alert state until at least the end of the
detection period. Finally, subdividing the cardiovascular data in the same way as was
done for the cortical data in the previous paragraph did not result in differences
between incomplete trials presented before or after the complete trial. The results of
this reaveraging procedure are shown in Figure 4.10. An explanation for the
apparently contradictory findings could be that the responsiveness of cardiovascular
and cortical measures is different. HR could be more responsive to changes of activity
in the alertness network, in which case differences between complete and incomplete
trials should be larger and last longer.
The evoked SBP responses confirmed our hypotheses and were in accordance
with earlier findings (Wölk et al., 1989; Otten et al., 1995; Van der Veen et al., 1996;
Koers et al., in press). As we argued in a previous study (Van der Veen et al., 1996),
the evoked SBP pattern can be viewed as a delayed reflection of the evoked HR
response. Like HR, evoked SBP responses showed a decrease followed by an increase.
Both the decrease and the increase were delayed with three to four seconds in
comparison to the equivalent components in the HR response. The difference between
complete and incomplete trials was similar to HR, but was delayed as well. This delay
is probably caused by the slower reactivity of SBP on autonomic changes, which is
caused by mechanical properties of the cardiovascular system. A possible mechanism
which can explain at least a part of this delay is suggested by the results on DBP. Both
the pattern and the effects of the task manipulation on the evoked DBP response are
very similar to results found on SBP, with the important difference that the DBP
changes show the effects of the task manipulation somewhat earlier. This apparent
delay between DBP and SBP, which is in accordance with earlier findings of Koers et
al. (in press), suggests that the mechanism involved in causing the effect of HR on BP
has to be a mechanism that firstly affects DBP. This could for instance be the diastolic
period which is obviously affected by the inter-beat interval, and which has a direct
effect on DBP (i.e. a longer diastolic period causes a decrease in DBP) but only affects
SBP through DBP (i.e. SBP decreases when DBP decreases).
A simple general conclusion can not be drawn. The cardiovascular data
confirmed our hypotheses concerning effects of maintaining an alert state but the
cortical data partly contradicted them. Altogether, the current findings do not
contradict an active network involved in maintaining alertness, but they do not











































Figure 4.10 Evoked HR, SBP and DBP responses on complete trials and incomplete trials presented
either before or after the complete trial. The responses are shown from 1 second before the onset of the
instruction stimulus until 13 seconds after this stimulus. The responses were aligned to a 1 second
baseline which started 1 second before the onset of the instruction stimulus.
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areas in maintaining an alert state. In a control experiment we further investigated
these remaining questions concerning the distribution of the ERPs.
Control Experiment 
In experiment 1 complete trials elicited a negative going slow deflection in the ERPs,
which appeared to consist of an anterior and a posterior part. However, conclusions
about the distribution of the negative shift were somewhat hampered by relatively
weak spatial sampling of the posterior scalp. In a control experiment we tried to solve
this problem by using a more even distribution of the electrodes. In this way, we
hoped to gain more insight in the distribution of the cortical responses and in the
underlying active areas. In the control experiment we presented a similar auditory
detection task, from which only the complete trials were analyzed. There were a few
changes in both the structure and the response instruction of the task, to maximize the
possibilities for a good result. First, we increased the percentage of trials without
detection stimuli and the percentage of trials in which no reaction had to be given.
This was done to minimize possible effects of response preparation in the examined
trials and to increase the number of trials that can be used in the analysis. Second, we
instructed the subjects to react immediately instead of postponing their response until
the onset of the imperative stimulus. This was done to investigate the time course of
the activity of the alertness system. In experiment 1 subjects reacted faster and more
accurate on detection stimuli presented in the first half of the detection interval. From
the perspective of a more or less activated alertness system, this finding is
inconsistent. More alert subjects, should react both faster and less accurate (Posner &
Raichle, 1994). This finding can, however, be explained by the difference in response
preparation for detection stimuli that are presented in the first or second half of the
interval. When stimuli are presented earlier in the interval, subjects have more time
to prepare their response; i.e. there is more time before the imperative stimulus is
presented. This could explain why subjects react faster on detection stimuli presented
in the first half of the detection interval. So, subjects can still be more alert in the
second half of the interval, but the performance data which could show this were
blurred by effects of response preparation. In experiment 2 we examined the
hypothesis of a more active alertness network in the second half of the detection
interval, by changing the response instruction to immediate responding.
Method
Subjects
The subjects were 19 healthy, normotensive students (6 male), varying in age between
20 and 27 (mean 22.8). The subjects were paid for their voluntary participation. All
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subjects were right-handed and had normal or corrected-to-normal vision and
hearing. None of the subjects had participated in experiment 1.
Stimuli
The stimulus presentation was generally the same as in experiment 1. However, there
were a few differences. First, the auditory detection task was presented in separate
task blocks consisting of 36 auditory detection trials each; i.e. contrary to experiment
1, no visual detection trials and no working memory trials had to be performed. A
second change was that subjects were instructed to react only when auditory detection
stimuli differed in frequency. Subjects were also instructed to react immediately after
they reached a decision about the response, instead of waiting until the imperative
stimulus. Furthermore, the task was simplified by eliminating the presentation of
visual stimuli; i.e. there were only trials without detection stimuli, or with auditory
detection stimuli in either the first or second half of the detection interval. All three
stimulus categories had an equal probability of occurrence, which means that in each
task block we presented 12 trials in each category. Finally, we made some changes to
examine effects of motivational task properties and knowledge of results. In half of
the trials subjects could earn a financial bonus and received feedback about their
performance. We lengthened the presentation of the imperative stimulus from one to
two seconds. This extra second was subtracted from the time the number was
presented, which means that the inter-trial interval remained unchanged. In the
present study we examined only trials in which no detection stimuli were presented
and in which no feedback and incentive were given. This category, of which 6 trials
were presented in each task block, is completely comparable to the complete trials of
experiment 1. Subjects performed eight task blocks, which means that a total of 48
complete trials were presented. 
Procedure
The procedure was generally the same as in the first experiment. The experiment
consisted of a training session and only one experimental session. The training session
lasted about one hour and the experimental session lasted about two hours (including
attachment of measurement devices and short breaks). In the experimental session
subjects performed 8 task blocks consisting of 36 trials each.
Recordings
The recordings were generally the same as in experiment 1. However, we used
different electrode positions to get better spatial sampling of the posterior part of the
scalp. The EEG was recorded with 29 Sn electrodes placed in an electrocap (Electro-
Cap International), at positions FP1, FP2, FzA, F7, F3, Fz, F4, F8, FC5, FC1, FCz, FC2,
FC6, T7, C3, Cz, C4, T8, CP5, CP1, CP2, CP6, P7, P3, Pz, P4, P8, O1 and O2 according
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Figure 4.11 ERPs derived from Cz for complete trials. The
ERPs are shown from 250 ms before the onset of the
instruction stimulus until 6 seconds after this stimulus. ERPs
were aligned to a 250 ms baseline which started 250 ms before
the onset of the instruction stimulus.
to the revised 10-20 system as presented by Sharbrough et al. (1991).
Data Reduction
Data reduction was carried out in the same way as in experiment 1.
Statistical Analysis




Subjects reacted faster (620 vs. 665 ms; F(1,18)=7.32, p<0.014) and less accurate (6.9 vs.
4.9 %; F(1,18)=4.88, p=0.04) to stimuli that were presented in the second half of the
detection interval.
ERPs
The averaged ERP on Cz for complete trials is shown in Figure 4.11, which shows that
complete trials elicited a negative shift which appears to be somewhat stronger in the
middle part of the interval. The main interest of this experiment was the distribution
of this negative shift which is shown with spline and current source density maps.
Both types of maps were
computed for the same epochs
as used in experiment 1 and are
shown in Figure 4.12. The spline
maps show that the negative
shift was maximal at the
posterior part of the scalp,
whereas a pronounced positive
shift was elicited on prefrontal
sites. The current source density
maps show that the negative
shift can be divided in three
subcomponents; i.e. a posterior
part maximal at occipito-parietal
positions and two frontal parts




Figure 4.12 Spline maps and current source density maps of complete trials. Negative fields are
represented as dotted areas. The electrodes used for the computation of the maps are represented as
dots on the maps. Isopotential line spacing is 1 µ-Volt for the spline maps and 0.5 µ-Volt/mm  for the2
current source density maps.
Spline Maps
 
Current Source Density Maps
     2000-2490        3000-3490           4000-4490   5000-5490
milliseconds
Cardiovascular Responses
Cardiovascular responses on the complete trials are shown in Figure 4.13. As in
experiment 1, complete trials elicited a biphasic evoked HR pattern. The pattern was
similar to the HR responses in the first experiment, with a deceleration during the
detection period (1000 to 6000 ms), followed by an accelerative phase which lasted
about 4 seconds. SBP and DBP both showed a similar response pattern which was
delayed to relative to the HR response. SBP decreased until about 8500 ms after the
onset of the instruction stimulus, after which an increase started, which did not finish
before the end of the analyzed interval. DBP reached its minimum value somewhat








































Figure 4.13 Evoked HR, SBP and DBP responses on complete trials. The responses are shown
beginning 1 second before the onset of the instruction stimulus until 13 seconds after this stimulus. The





The control experiment resulted in a number of important findings. First the
cardiovascular responses were very comparable to the responses on complete trials
in experiment 1. This shows that the cardiovascular responses were quite stable and
reliable. A difference with the findings in experiment 1 was that the amplitudes of the
various components were somewhat smaller. This could have been caused by the
different task characteristics. The tasks were presented in separate instead of mixed
blocks, which might have resulted in a tonic alert state during a task block. In the
mixed task blocks of experiment 1 subjects had to switch between various tasks, which
made it impossible for the subjects to adjust to one of the tasks. In experiment 2
subjects could have adjusted to the auditory detection task, which could have resulted
in weaker phasic responses.
A second interesting finding was that the performance measures now clearly
showed that subjects appeared to be more alert during the second half of the interval.
Both the enhanced speed and reduced accuracy in the second half of the interval was
in accordance with a more active alertness network (Posner & Raichle, 1994). This
finding, furthermore, confirmed the explanation given for the apparently
contradictory findings in experiment 1.
A third important finding was that the enhanced spatial sampling of the
posterior part of the scalp revealed a negative shift which was more equally
distributed across both hemispheres, but which still did not show lateralization to the
right. The first current source density map (2000 to 2490 ms) showed a posterior
negativity that was somewhat shifted to the right, but in both the spline maps and the
current source density maps in the other epochs this was not found. The finding of the
two prefrontal parts of the negative shift could be seen as a replication of the first
experiment. So, generally speaking the spline maps suggested a more posterior
distribution of the negative shift, but the current source density maps were quite
similar in both experiments.
General Discussion
In both experiments we found very similar effects of phasic alertness on
cardiovascular responses. This change was firstly reflected in the HR response,
followed by a change in the DBP response and finally by a change in the SBP
response. These results confirmed the hypotheses formulated in the introduction.
Finally, the length of the period in which an alert state had to be maintained appeared
to affect only vagal outflow. This task manipulation affected the first HR deceleration,
which is most likely of vagal origin (Obrist et al., 1965; Somsen et al., 1983; Quigley
& Berntson, 1990). This effect on HR is later found in both SBP and DBP, which
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suggested a dependency on the effects on HR, and in this way also a vagal origin of
these effects.
The cortical effects appeared to be consistent across both studies. Maintaining
an alert state was reflected in a negative shift, of which especially the posterior part
was affected by the length of the alertness period. In both studies the negative
deflection did not show any sign of lateralization. Furthermore, the frontal parts of the
negative shift appeared to be independent of the task manipulation. Both the lack of
lateralization of effects and the absence of effects of on the frontal part of the negative
shift led to the suggestion that we might have triggered only a part of the alertness
system as described by Posner and coworkers (1990, 1994), or even a completely
different system. The findings of the present study are difficult to relate to findings
in other paradigms, in which related processes are examined. In several studies effects
of stimulus anticipation, which is obviously strongly related to the concept of phasic
alertness, have been examined. Generally, it is found in these studies that this
anticipation process elicits a negative shift (i.e. stimulus preceding negativity; SPN),
consisting of a prefrontal and parietal part and which is lateralized to the right (e.g.
Damen & Brunia 1987, 1994). However, SPN was only consistently found preceding
stimuli that provide knowledge of results. This led to the hypothesis that SPN might
be dependent on the presence of an affective/emotional component in the anticipated
stimuli. This component was absent in the stimuli that were anticipated in the present
study, which might explain the cortical responses in the present experiment were
different. The distribution of SPN appears to be very comparable to the results found
in the study of Pardo et al. (1991). This led us to the suggestion that both might reflect
activity of the same attentional process, which is both involved in alertness and the
anticipation of knowledge of results stimuli. The different distribution of the ERPs
found in the present study might be explained by the absence of one specific aspect
of this process which causes activity in frontal cortical areas and stronger activity in
the right hemisphere. This specific aspect might be related to both the
affective/emotional component in knowledge of results stimuli and counting the
number of targets in the task used by Pardo et al., which were both absent in the task
used in the present study.
The results of the present study may have implications for Skinner’s hypothesis
about the relation between the amplitude of cortical responses in a simple detection
task and cardiovascular risk (Skinner et al. 1987; Skinner, 1989, 1991). As we argued
previously (Van der Veen et al., 1996), the largest part of the detection task that
Skinner and coworkers used consisted of maintaining an alert state. This implies that
the fronto-cortical reactivity that was measured in this task, mostly reflects the
(re)activity of an alertness network. Skinner et al. (1987) found that the cortical
reactivity covaried with the number of cardiac arrhythmias in a population of humans
with a high rate of premature ventricular beats. The present results combined with
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our earlier results (Van der Veen, 1996) might implicate that the subjects with a higher
number of arrhythmias have a more reactive alertness network, leading to higher
vagal outflow. This implies that a highly reactive alertness system might be a risk
factor for cardiovascular disease. Future research aiming at the localization of brain
areas involved in maintaining alert state (PET, fMRI), has to show more precisely
which brain areas are involved in this process. This might help the ongoing search for
a possible relation between phasic cardiovascular and cortical responses.
Experimental Results
 This section is the latest version of a paper submitted to Psychophysiology3
(Van der Veen, Mulder & Mulder, submitted ).b
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4.3 Executive Attention and Motivation3
Abstract
The present study examines the relationship between event-related brain potentials
(ERPs) and evoked cardiovascular responses as elicited by effortful attentional
processing in an alphabet transformation task. In this task  ERPs were elicited with a
slow negative shift on frontal and central electrodes, and a slow positive shift on
prefrontal and right lateral electrodes. The distribution of these slow waves was in
accordance with activity in the anterior cingulate cortex. Higher task load in this task
prolonged the negative shift, and an additional monetary incentive enhanced the first
part of this shift. In the evoked cardiovascular responses it was found that higher task
load  enhanced both vagal and sympathetic outflow, whereas the monetary incentive
attenuated vagal outflow and increased sympathetic outflow. We concluded that a
central attention mechanism as proposed by Posner could be responsible for both
cortical and cardiovascular effects of task load, whereas a different process has to be
responsible for effects of incentive.
Introduction
From various studies it is known that structures in the frontal cortex play a prominent
role in cardiovascular control (e.g. Cechetto & Saper, 1990; Neafsey, 1990; Dioro, Viau
& Meaney, 1994; Powell, Buchanan & Gibbs, 1990; Powell, Watson & Maxwell, 1994).
One of these structures is the anterior cingulate cortex (ACC). Some evidence comes
from stimulation studies, which showed that stimulation of the ACC leads to Heart
Rate (HR) deceleration and decrease in blood pressure (BP) (Cechetto & Saper, 1990).
Other evidence comes from various neurophysiological and neuroanatomical studies,
in which it is found that the ACC plays a role in regulating sympathetically mediated
responses on stress (Neafsey, 1990; Dioro, Viau & Meaney, 1994). However, from the
perspective of the present study, the most interesting evidence comes from a line of
research in which the underlying structures in classical conditioning were studied in
rabbits (Powell, Buchanan & Gibbs, 1990; Powell, Watson & Maxwell, 1994). In these
studies it was found that the ACC is part of a network involved in associative
learning, where it is thought to cause the HR deceleration that is normally found in
the interval between the presentation of the conditioned and the reinforcing stimulus.
Powell et al. (1990) proposed a three stage model for associative learning in which the
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ACC is involved in the second stage, i.e. determining the relevance of the stimulus.
In this way the ACC could be an important structure in finding a relation between
phasic cardiovascular and cortical responses.
A more elaborate view of the role of the ACC in psychological processes was
given by Posner and coworkers (Posner & Petersen, 1990; Posner & Raichle, 1994). In
their model of the human attention system the ACC has about the same function as
was proposed by Powell et al. According to Posner and coworkers the ACC is a
central control area in an executive attention network which has the task of ‘target
detection’. More in general, this network is involved in attentional effortful
processing. Evidence for the involvement of the ACC in a network with these
properties comes from a large number of  PET studies (as cited by Posner & Raichle,
1994), in which it is found that the ACC is active in a number of different tasks in
which conscious control of information processing is required. Features such as the
percentage of targets, stimulus-response compatibility and the amount of training
seem to covary with the activity in the ACC. Furthermore, studies with subjects with
lesions in the ACC and animal studies provided evidence for the crucial role of the
ACC in attentional control.
Cortical effects of effortful attentional processing have been examined with so-
called slow potentials, but the reported effects are still disputed (Ruchkin, Johnson,
Mahaffey & Sutton, 1988; Rösler & Heil, 1991a; 1991b Ruchkin & Johnson, 1991).
Ruchkin et. al. (1988) manipulated task load by varying the ‘conceptual difficulty’ of
the task (i.e. memorization vs. subtraction vs. division). Higher load resulted in both
a prefrontal positive, and a parietal negative effect on the ERPs. Rösler & Heil (1991a)
used a slightly adjusted version of the task of Ruchkin et al. They replicated the
prefrontal positivity, but they also found an additional occipital positivity, and could
not find the negative parietal effects. Rösler & Heil argued that the absence of the
parietal negativity in their experiment could be explained by the absence of stimulus
anticipation in their task. However, this explanation was not accepted by Ruchkin &
Johnson (1991). In a reply to Rösler & Heil, they claimed that complex response
instructions were the probable cause for the absence of the negative shift. This
explanation was on its turn was not accepted by Rösler & Heil (1991b). So, this means
that only the prefrontal positive shift appears to be undisputed.
In the present study we tried to integrate these cortical findings in a more
general framework, in which the functional properties of the ACC play a central role.
Besides the effects of effortful attentional processing on ERPs, we examined the
accompanying phasic cardiovascular reactions and their relationship with the ERPs.
We performed an experiment in which we used a mixed task in which subjects had
to perform either a detection task or an alphabet transformation task. The present
paper reports only the results of  the alphabet transformation task. This task was
based on a task developed by Hamilton, Hockey & Rejman (1977). Subjects had to
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mentally displace two letters a number of places in the alphabet, and count the
number of vowels in the outcome of this mental operation. The amount of effortful
processing was manipulated by varying the number of places the letters had to be
displaced. We hypothesized that during the alphabet transformation trials the ACC
would be strongly activated, and that this should be reflected in the distribution of the
cortical effects. We realize that besides the ACC other areas in the brain which are
related to various aspects of the task will be activated. However, from the perspective
of the topic of the present study these areas are less relevant. We hypothesized that
the effect of task load in the alphabet transformation trials would affect ERPs in a
comparable way (i.e. prefrontal positive shift and possibly a parietal and/or occipital
negative shift) as conceptual load  in the studies of Ruchkin et al. and Rösler & Heil.
Higher task load should also lead to an enhancement of the prefrontal positive shift.
Phasic cardiovascular responses in this task should also reflect the activation of the
ACC, leading to a vagally mediated HR deceleration, followed by a decrease in
systolic blood pressure (SBP). Higher task load should lead to an enhancement of the
HR deceleration and the SBP decrease. Furthermore, we manipulated the motivational
properties of the alphabet transformation task with a monetary incentive. With this
additional manipulation we examined the relation between changing the amount of
effortful processing by either motivating the subjects (i.e. monetary incentive) or by
increasing the task load.
Method
Subjects
The subjects were 22 healthy, normotensive students (12 male), varying in age
between 20 and 30 (mean 24.0). The subjects were paid for their voluntary
participation. All subjects were right-handed and had normal or corrected-to-normal
vision and hearing.
Stimuli
The stimulus presentation in the task consisted of a succession of four different
presentation screens. On the first screen a number was presented, which could be
either a two, a three or a four. This number was presented for a randomly varied time
between three and seven seconds (step size 1 second). All durations had an equal
probability of occurrence. On the second screen two letters were presented, which
served as an instruction stimulus. The letters were randomly chosen out of a set of
fifteen: A, B, C, E, F, G, K, L, M, Q, R, S, U, V and W. These letters were chosen
because displacing these letters two, three or four places in the alphabet could result
in the new letter being either a vowel or a consonant. Furthermore, the displacement
could not go beyond the end of the alphabet. Other letters could not comply with
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these two premises. The two letters were presented for one second. On the third
screen, which lasted five seconds, a star was presented. This stimulus served as a
fixation point for the subjects. On the last screen a question mark was presented,
which served as the imperative stimulus and which was presented for one second.
There were three conditions, i.e. an auditory detection task, a visual detection task and
an alphabet transformation task, which were signaled by the color of the two letters.
The colors could either be white, red or blue and were matched for light intensity. The
present paper only reports the alphabet transformation trials. The results of the
detection trials are reported elsewhere (Van der Veen, Mulder, & Mulder, 1995; Van
der Veen, Mulder, & Mulder, submitted ).a
When the color of the letters signaled an alphabet transformation trial, the
subjects were instructed to mentally displace the two presented letters a number of
positions in the alphabet. The number presented before the two letters was the
number of places the letters had to be displaced. The subjects had to count the number
of vowels present in the outcome of this displacement. This could either be zero, one
or two. For instance, when the number 2, followed by the letters ‘K’ and ‘S’ were
presented, the outcome of the displacement operation would be ‘M’ and ‘U’, of which
one is a vowel. Subjects were instructed to push the left button with the index finger
of their right hand when one vowel was present, to push the right button with the
middle finger of their right hand when two vowels were present, and to refrain from
reacting when no vowels were present. Subjects were instructed to postpone their
response until the imperative stimulus (‘?’) was presented.
In 50 % of the alphabet transformation trials the letters were surrounded by
stars. The presence of these stars signaled whether the trial was a normal trial or a trial
in which the subjects could earn extra money and received feedback about their
performance. Half of the subjects received the monetary incentive and feedback when
the stars were present, whereas the other half received this when the stars were
absent. The feedback stimulus was presented after the offset of the question mark. It
consisted of a neutral digitized female voice, which told the subjects in Dutch whether
the given response was right ('GOED') or wrong ('FOUT'). In each task 36 trials were
presented. Half of these trials were alphabet transformation trials, while the other half
of the trials were detection trials. Of the eighteen alphabet manipulation trials nine
were trials with incentive. In each group of  alphabet transformation trials, four
required a response (two left, two right). In the other five trials no response had to be
given, which means that no vowels were present in the two letters. In the alphabet
transformation trials irrelevant detection stimuli were presented in some of the trials.
These were not used in the present study.
Procedure
The subjects were seated in a dimly lit, sound attenuated, electrically shielded room,
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in front of a computer screen at a distance of approximately 1 meter. The experiment
consisted of three sessions: A training session and two experimental sessions. The
training session lasted about two hours, and the experimental sessions about four
hours each. In the training session subjects firstly trained the separate elements of the
task (i.e. detection, alphabet transformation) until they reached an acceptable level of
performance (about 10% errors). After this, subjects trained the mixed task in the same
way. In each experimental session subjects had to perform 15 mixed tasks which
lasted about eight minutes each. 
Recordings
The ECG was derived from pre-cordial leads. The R-peak occurrence times were
detected and stored on-line. Blood pressure was measured on a beat-to-beat basis
using a Finapres device (Wesseling, Settels, & De Wit, 1986). The EEG was recorded
with 27 Sn electrodes placed in an electrocap (Electro-Cap International). The
electrodes were placed at positions FP1, FPz, FP2, F7A, F3A, FzA, F4A, F8A, F7, F3,
Fz, F4, F8, FT7, FC3, FCz, FC4, FC8, C7, C3, Cz, C4, C8, P3, P4, O1 and O2 according
to the revised 10-20 system as presented by Sharbrough et al. (1991). EOG was
recorded bipolarly between electrodes situated on the outer left canthus and above the
eyebrow of the left eye. The ground electrode was placed on the sternum. Electrode
resistance was kept below 5 K-Ohm. EEG-signals were amplified and registered with
a time constant of 10 seconds. All physiological signals were sampled at 1000 Hz,
digitally lowpass filtered with a cutoff frequency of 30 Hz and reduced to a sample




The series of R-peaks was checked on artifacts and corrected when necessary. Every
time an R-peak occurred the value of SBP in the preceding interval was derived from
the raw BP-signal. The values of SBP were checked for out-of-range and measurement
artifacts and corrected when necessary. For the computation of the evoked
cardiovascular responses we used the method described by Velden & Wölk (1990).
According to this method the discontinuous R-peak and systolic blood pressure series
were transformed into continuous series with a sample frequency of 10 Hz. This was
done with a weighting procedure, in which the amount of time an inter-beat interval
extended within a 100 ms period was used as a weighting factor. The continuous data
were used to compute the evoked responses. Evoked cardiovascular responses were
averaged from one second before to 13 seconds after the onset of the instruction
stimulus. Trials with measurement artifacts were excluded from the average. We used
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only those trials in which no response was required and no response was given. The
averages were aligned to a 1 second pre-stimulus baseline.
Cortical Measures: ERPs
ERPs were averaged from 250 ms before to 6000 ms after presentation of the
instruction stimulus, for all electrode positions and only for correct trials in which no
response was required. Trials with ocular and amplifier saturation artifacts were
excluded from the averages. All averages were aligned to a 250 ms pre-stimulus base-
line. The distribution of ERPs was examined more extensively with spline maps and
current source density maps which were computed with BESA (Scherg, 1990). 
Statistical Analysis
The ERPs and evoked cardiovascular responses were statistically evaluated with a
multivariate analysis of variance for repeated measurements. We used the
multivariate approach to avoid problems concerning sphericity (O'Brien & Kaiser,
1985, Vasey & Thayer, 1987). In all analyses a difference was considered statistically
significant when the p-value was smaller than 0.05. Reaction time and percentage of
errors were tested separately in a design in which task load (3 levels; displace letters
two, three or four positions) and incentive (2 levels; with or without incentive and
feedback) were used as within-subject factors. In order to assess slow shifts in the
ERPs the mean amplitudes of 10 consecutive epochs of 500 milliseconds each were
computed, starting at one second after the presentation of the instruction stimulus
(e.g. epoch 1 is an average of samples at 0,10 .. 480, 490 ms; epoch 2 is an average of
samples at 500, 510 .. 980, 990 ms etc.). The ERP amplitude measures were tested in
a design with within-subject factors task load, incentive, lateral distribution (2 levels;
left and right) and anterior-posterior distribution (4 levels; frontal, central, parietal
and occipital). Evoked cardiovascular responses were tested in the same way as the
ERPs, with the difference that 26 instead of 10 epochs of 500 milliseconds were
computed, starting at the presentation of the instruction stimulus (e.g. epoch1 is a
mean of samples at 0,100 .. 300, 400 ms; epoch 2 is a mean of samples at 500, 600 .. 800,
900 ms etc.). These amplitude measures were tested separately in a design with within
subject factors incentive and task load. Additional tests were performed on the data
whenever  significant interactions were found.
Results
Performance
Performance measures are shown in Figure 4.14. The tests with task load and
incentive as factors revealed that the monetary incentive reduced the percentage
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Higher task load led to a
higher percentage errors
and a slower reaction time.
Finally, the effects of task
load and incentive on the
percentage errors interacted
significantly (task load x
incentive: F(2,20)=4.10,
p=0.032). This was caused
by a general increase  in the
percentage of errors in the
trials with incentive,
whereas in trials without
incentive the percentage of errors only increased from load 2 to load 3.
ERPs
ERPs derived from the electrodes used in the statistical analyses and averaged for
both incentive conditions are shown for the three loads separately in Figure 4.15, and
ERPs averaged for all three loads are shown for both incentive conditions separately
in Figure 4.16. Both figures show a negative shift which was maximal at the central
electrodes. The statistical tests revealed that the anterior-posterior distribution affected
the ERPs in almost all epochs (anterior-posterior distribution:. 1000 to 1490 ms,
F(3,19)=3.29; 3000 to 5990 ms, F(3,19) from 2.98 to 3.91). This was caused by more
negative going ERPs at frontal and central electrodes and less negative going ERPs at
frontal and occipital positions. Furthermore,  the lateral distribution affected the ERPs
in three epochs (lateral distribution: 1000 to 2490 ms, F(1,21) from 5.95 to 15.81). The
ERPs in the left hemisphere were more negative going. The effects of anterior-
posterior and lateral distribution interacted in all epochs (anterior-posterior
distribution x lateral distribution: 1000 to 5990 ms, F(3,19) from 3.68 to 14.01). Task
load interacted with the anterior-posterior distribution in four epochs (task load x
anterior-posterior distribution: 4500 to 5990 ms, F(3,19) from 2.27 to 3.58).
Furthermore, task load interacted with the lateral distribution  in three epochs (task
load x lateral distribution: 4500 to 5990 ms, F(2,20) from 2.27 to 3.58). Finally, there
was a four-way interaction between all within subject factors in three epochs
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(incentive x task load x anterior-posterior distribution x lateral distribution: 1000
to 1490 ms, F(3,19)=2.59; 4000 to 4490 ms, F(3,19)=2.27; 5000 to 5490 ms, F(3,19)=2.37).
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Figure 4.15 Effects of task load on ERPs on alphabet transformation trials on 8 different electrode
positions. ERPs are averaged over trials with or without incentive and they are shown beginning 250
ms before until 6000 ms after the onset of the instruction stimulus. ERPs were aligned to a 250 ms pre-
stimulus (-250 ms to 0s) baseline. 
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Figure 4.16 Effects of incentive on ERPs on alphabet transformation trials on 8 different electrode
positions. ERPs are averaged over trials with task load 2, 3 and 4 and they are shown are shown
beginning 250 ms before until 6000 ms after the onset of the instruction stimulus. ERPs were aligned
to a 250 ms pre-stimulus (-250 ms to 0s) baseline.
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Table 4.3 F-values of the effects of incentive on the
ERPs. Only those electrode positions and epochs are













Table 4.4 F-values of the effects of task load on the ERPs. Only those electrode positions and epochs
are shown on which significant effects were found.
F(1,21) epoch 6 epoch 7 epoch 8




The interactions asked for a
closer examination of the data, in
which we examined the ERPs for all
electrode positions separately in a
design with task load and incentive.
The results of these tests are shown in
table 4.4 (effects of task load) and
table 4.3 (effects of incentive).
Incentive led to significantly stronger
negative going ERPs only in the first
epoch (1000 to 1490 ms) on several
electrodes, mainly at prefrontal (FP1,
FPz, FP2), mid-frontal (AF3, Afz, AF4,
F3, Fz), mid-central (FCz, C3) and left
temporal (T7) positions. Higher task
load also led to more negative going
ERPs, but only on a few electrodes
and in a few epochs relatively late in
the displacement interval. This effect
was most prominent on frontal (Fz,
F4) and central (FCz, C4) positions.
The distribution of the ERPs was analyzed more extensively by examining
spline maps and current source density maps. Maps based on a sample of the tested
epochs of trials with load 2 and load 4 are shown in Figure 4.17. The spline maps
show that the negative shift consisted of two separate parts, i.e. a mid-central part and
a right occipital part. The current source density maps show that the mid-central part
appears itself to consist of two separate parts, i.e. a right fronto-central part and a left
centra-parietal part. Trials with a higher load differed with respect to the amplitude
of the central negative shift, which was stronger in trials with a higher load, especially
in the later parts of the trial (3000-5490 ms). The current source density maps show






Figure 4.17 Spline maps (SPLINE) and current source density maps (CSD) of averaged trials with load
2 or load 4. The maps are computed for a sample of the statistically evaluated epochs. Isopotential line
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Figure 4.18 Spline maps (SPLINE) and current source density maps (CSD) of averaged trials with or
without incentive. The maps are computed for a sample of the statistically evaluated epochs.
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However, the general distribution of the ERPs did not appear to be affected by the
load manipulation. In Figure 4.18 a sample of the epochs of trials with incentive or
without incentive are shown. This figure shows generally the same distribution as in
the previous figure. The incentive manipulation had no effect on this distribution.
Evoked Cardiovascular Responses
Figure 4.19 shows the effects of task load and Figure 4.20 shows the effects of
incentive on evoked cardiovascular responses. On average the alphabet
transformation trials elicited a triphasic evoked HR pattern. In the first phase of the
trial HR decelerated, after which HR stabilized or accelerated slightly. After this
period HR decelerated for the second time. This deceleration reached a minimum at
about 7000 ms after the instruction stimulus, at which time the feedback stimulus was
presented in trials with incentive and feedback. After this point HR accelerated for
about four seconds, after which the deceleration for the following trial started again.
SBP showed a similar response pattern with the difference that response was delayed
when compared to the HR response. SBP decreased until about 5000 ms after the onset
of the instruction stimulus, after which an slight increase started followed by a second
decrease which was maximal at about 9500 ms after the onset of the instruction. After
this second decrease SBP increased until about baseline level until the end of the
interval. The statistical evaluation of the cardiovascular responses revealed that the
task load affected the evoked HR response in 8 epochs (3500 to 6900 ms, F(2,20) from
3.83 to 12.63; 10000 to 10400 ms, F(2,20)=3.25). In the epochs from 3500 to 6900 ms
higher task load enhanced the deceleration, whereas in the epoch from 10000 to 10400
ms higher task load attenuated the acceleration. Incentive affected the HR response
in a large number of epochs (1000 to 4400 ms, F(1,21) from 5.72 to 15.91; 7000 to 7900
ms, F(1,21) from 10.44 to 12.47; 9500 to 12900 ms, F(1,21) from 12.31 to 25.51). The
early effect was caused by an attenuated deceleration. Later, the incentive caused an
additional decelerative component and enhanced the subsequent acceleration. Effects
of task load and incentive  interacted in 4 epochs (5000 to 6400 ms, F(1,20) from 3.35
to 4.09; 10500 to 10900 ms, F(1,20)=3.22). Additional t-tests which tested the effect of
incentive separately for the three load conditions revealed that incentive significantly
affected load 2 trials (6000 to 6400 ms; 10500 to 10900 ms), load 3 trials (5000 to 5400
ms; 10500-10900 ms) and load 4 trials (5000 to 5400 ms; 10500 to 10900 ms). In the first
three epochs (5000 to 6400) incentive enhanced the deceleration in load 2 trials,
whereas in load 3 and load 4 trials the deceleration was attenuated. In the last epoch
(10500 to 10900 ms) incentive enhanced the HR acceleration in all three load
conditions, but this enhancement was much larger in load 3 trials. Task load affected
the evoked SBP response in 8 epochs (0 to 900 ms, F(2,20) equals 3.26 and 4.22
respectively; 4000 to 5900 ms, F(2,20) equals 4.11 and 6.11 respectively; 10000 to 10900
ms, F(2,20) equals 3.39 and 3.73 respectively). This was caused by an attenuation of
HR
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Figure 4.19 Effects of task load on evoked HR and SBP responses. The responses are averaged over
trials with and trials without incentive and they are shown beginning 1 second before the onset of the
instruction stimulus until 13 seconds after the letters. The responses were aligned to a 1 second pre-
stimulus (-1s to 0s) baseline.
Figure 4.20 Effects of incentive on evoked HR and SBP responses. The responses are averaged over
trials with task load 2, 3 and 4 and they are shown beginning 1 second before the onset of the
instruction stimulus until 13 seconds after the letters. The responses were aligned to a 1 second pre-
stimulus (-1s to 0s) baseline.
the general decrease by higher task load. Incentive affected the SBP response in 17
epochs (1500 to 2400 ms, F(1,21) equals 4.37 and 4.78 respectively; 4000 to 9400 ms,
F(1,21) from 4.90 to 29.19; 11000 to 12900 ms, F(1,21) from 7.15 to 19.34). Trials with
incentive attenuated the decrease in SBP.
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Figure 4.21 Dipole solutions for averaged alphabet
transformation trials in three different experiments. In
all three experiments the middle part of the
displacement trial (i.e. 1500 to 4000 ms after the onset
of the instruction stimulus) was modeled with a
single dipole. The dipole solutions had residual
variances varying between 7.5 % and 12.7 %. The




The performance measures showed that the task manipulations were successful.
Higher task load led to slower reactions and more errors, while the monetary
incentive reduced the percentage errors. On average the alphabet transformation trials
elicited ERPs with slow negative going waves on fronto-central electrodes around the
midline which were maximal at the end of the interval. Positive going deflections
were found on prefrontal and right lateral sites which were maximal in the first part
of the interval. The negative shift appeared to consist of three separate parts of which
only the fronto-central part was affected by task load. This part of the negative shift
might be in accordance with the hypothesized activity of the ACC, while other parts
might reflect activity in areas related to other aspects of the task (e.g. visual store). We
tested this hypothesis in an exploratory study, in which we used BESA to localise the
underlying sources of the slow waves. In this study we used a single dipole to model
the middle part of the ERPs (1500-4000 ms), in which the ACC is thought to be most
active. When the optimal fit for this dipole was computed, we found a location very
close to the ACC. The activation of this dipole could explain around 90 % of the
variance of the ERPs. The validity of this finding was strengthened by two additional
studies in which the same task was used and in which we found about the same
distribution of the ERPs and the about the same dipole model. The dipole solutions
for averaged alphabet transformation trials in the three different experiments are
shown in Figure 4.21.
Higher task load led to stronger
negative going waves on fronto-central
sites around the mid-line, but did not
affect the general distribution of the
negative shift. Both findings appear to
be in accordance with the idea that the
same processes must be active during
trials with higher load, but that these
processes are active for a longer period.
The enhancement of the negative
deflection was partly in accordance
with the negative parietal effect of
conceptual load that was found by
Ruchkin et al. (1988), with the
difference that the effects had a slightly
more anterior distribution. We could
not replicate the positive prefrontal
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shift that was found in the same condition in the studies of Ruchkin et al. and Rösler
& Heil (1991a). We did find a prefrontal and right lateral positive shift, but this shift
was equally strong in all trials. A possible explanation for this difference is that in the
present study task load was manipulated with the quantity the processing time (i.e.
displacing 2, 3 or 4 places in the alphabet), whereas in both the task of Ruchkin et al.
and the task of Rösler & Heil the load was manipulated with the quality of the process
(i.e. memorization, subtraction or division). This means that in our task the early
stages of the process may be equal for all three load conditions, whereas in the task
of Ruchkin et al. and Rösler & Heil the processes differed from the start. In their
experiments the prefrontal positive shift was strongest in the first part of the
processing interval and so was the effect of conceptual load. Thus, this positivity
might be related to earlier stages of the task which were not affected by our load
manipulation.
On average the alphabet transformation trials evoked a moderate HR
deceleration, which was maximal at the presentation of the imperative stimulus (‘?’),
and which was followed by a strong acceleration. Higher task load prolonged the
early deceleration, whereas the later acceleration was somewhat attenuated. The first
effect was as expected. During the processing phase, we expected the ACC to be
activated, resulting in a slowing of HR. Furthermore, higher load was expected to
result in a prolongation of this effect, which was exactly what was found. The effect
on the later accelerative component was not expected. This effect is probably partly
caused by the enhanced preceding deceleration, which leads to a lower HR at the start
of the acceleration. However, this effect is too small to explain the effect on the
acceleration completely. The effects of task load on the SBP response were
unexpectedly different from HR. As was hypothesized, the SBP response was similar
but delayed in comparison to the HR response. However, higher task load attenuated
the decrease, whereas the decelerative HR component which is thought to be
equivalent to this component was enhanced. A possible explanation for these
apparently contradictory effects might be that SBP and HR are differentially affected
by autonomic changes. As was argued by Van der Veen et al. (1996), fast changes in
HR are solely dependent on a change in vagal output, whereas the earliest effects on
SBP that can be influenced by the task characteristics are dependent on changes in
both vagal and sympathetic output. So, the enhancement of the early deceleration of
HR is probably caused by a prolonged increase in vagal output, whereas the
attenuation of the SBP decrease might be caused by an increase in sympathetic output
which counteracts the change in vagal outflow.
The monetary incentive affected cortical and cardiovascular responses in a
rather different way. Incentive enhanced the negative shift in the ERPs only in first
part of the displacement interval (i.e. 1000 to 1490 ms), but did not affect the
distribution of the ERPs. At first, the conclusion appeared to be justified that these
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findings could be seen as evidence for stronger attentional control that was very
comparable to the effects of task load. However, this conclusion was contradicted by
the effects on the evoked cardiovascular responses, which differed substantially from
the effects of task load. A first difference was that the HR deceleration in the
processing phase of the trial was attenuated by the monetary incentive, whereas a
higher task load enhanced this deceleration. Due to the relatively fast onset of this
effect, it must be caused by a reduction in vagal outflow, which could mean that the
effects of task load and incentive have different underlying processes. A second
difference was that the incentive enhanced the late acceleratory component, which
was also contrary to the effect of task load. A last difference was that the incentive
induced an additional decelerative component, which peaked at about the onset of the
feedback stimulus (7000 ms). This last effect is probably related to the anticipation of
the feedback stimulus, which is known to lead to a deceleration of HR (Damen &
Brunia, 1987).
In conclusion, the data confirmed the hypothesis that effortful processing
evokes a cortical and cardiovascular response pattern which is in accordance with a
more active ACC. A second important conclusion is that the SBP response provided
additional information about the nature of the autonomic response, which appeared
to consist of an expected increase of vagal output but also of an unexpected increase
of sympathetic output. The finding of a cortical response which appears to reflect the
activation of  a cortical area located in the medial frontal cortex together with a high
dual autonomic tone suggests a relation to the fronto-cortical control mechanism
postulated by J.E. Skinner (1988, 1991). Skinner developed a theory which stated that
a fronto-cortical system is involved in regulating the autonomic response to acute
stress. This autonomic response  consists of an increase in both vagal and sympathetic
output. By relating to this theory, a possible interpretation of the current findings
could be that effortful processing can be viewed as a moderate stress-response.
Motivational properties of the task, on the other hand, appeared to affect different
aspects of the response on the stimulus. The brain response appeared to involve the
same type of enhancement of activity in the ACC, but the cardiovascular response
showed that the incentive led to a decrease in vagal output instead of the higher vagal
output due to higher task load. This difference between effects of task load and
incentive might be related to the distinction that is often made between two types of
effort (e.g. Mulder, 1986). The first type is related to the amount of controlled
processing and the second is a compensatory mechanism which can affect arousal and
activation mechanisms. The effects of task load are probably related to this first
mechanism, whereas the second type is involved in the effects of the incentive.
However, more extensive research on this topic is needed, to localize the different
areas in the brain which are responsible for causing these differences.
