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Introduction 1
Weather plays a very important role in our daily life. For a wide variety of sectors
in the economy (e.g., agriculture, energy, insurance,...) accurate short and long term
weather forecasts are of great economic value. For example, [9] discusses how to use
wind forecasts to calculate the optimal flight routes in order to minimize the flight
time and thus the fuel consumption and emissions. Today’s modern society is highly
vulnerable to extreme weather events that often result in huge human and economic
losses. From 1970 to 2012 the total loss of human lives and the total economic damage
due to weather disasters were estimated by [48] to be 1.94 million people and 2.4 tril-
lion dollar respectively.
Apart from the capricious daily weather, the average state of our atmosphere - known
as climate - and more specifically its evolution gained importance. As described in the
Impacts, Adaptation and Vulnerability section of the fifth IPCC assessment report [38],
climate change will have a large impact on the future of our planet and it is therefore
considered as one of the major global challenges. Understanding the complex interac-
tions that shape our climate and calculating projections of Earth’s future climate based
on emission scenarios became active research domains. The models used in these stud-
ies are largely based on existing weather models. As an example [46] recently studied
climate projections over Europe by using ALADIN [2], a model with a long history in
operational weather forecasting. Improvements and efficiency gains in weather mod-
eling will therefore trigger further progress in climate research.
Due to its complex and multiscale nature, the only approach to predict the weather
accurately consists of solving the equations that govern the motions in the atmosphere
numerically. The history of weather modeling took off in the beginning of the 20th
century. In 1904 Vilhelm Bjerkness realized that forecasting the weather is an initial
value problem governed by the laws of physics [10]:
If, as every scientifically inclined individual believes, atmospheric con-
ditions develop according to natural laws from their precursors, it follows
that the necessary and sufficient conditions for a rational solution of the
problems of meteorological prediction are the following:
Parts of this chapter are published as [16].
1. The condition of the atmosphere must be known at a specific time with
sufficient accuracy
2. The laws must be known, with sufficient accuracy, which determine
the development of one weather condition from another.
This visionary idea still describes the main set-up of a current state-of-the-art atmo-
spheric model where one starts from an analysis of meteorological observations to cal-
culate future atmospheric states by integrating physical laws forward in time.
In 1922 Lewis Fry Richardson published a book titled Weather prediction by numerical
process that outlined how to make an estimate of the future weather by integrating dif-
ferential equations in time [85]. This brilliant work proposed to use a finite-difference
method to solve a set of equations describing the motions in the atmosphere. It con-
tained the results of one practical test case that unfortunately failed due to an initial-
ization problem, as explained in detail in [63]. At the end of his book Richardson ded-
icated a chapter to some remaining problems illustrating his visionary mind. Firstly,
he remarked that in order to make a good forecast one must start from an accurate
initial state. At that time the observation network was very poor and clearly insuffi-
cient to make an accurate weather forecast. Richardson mentioned, for example, that
information about water in clouds is often unknown. Even today the assimilation of
meteorological data in a model is still a very active research domain. Secondly, he rec-
ognized that the complexity of the calculations made it unrealistic to expect a numeri-
cal weather forecast being finished before the forecast period was over. ’After so much
hard reasoning, may one play with fantasy?’ he wrote, whereupon he gave the following
description of a forecast factory:
A myriad computers are at work upon the weather of the part of the
map where each sits, but each computer attends only to one equation or
part of an equation.
with computers at that time being humans doing computations. It is stunning to read
in a book published in 1922 a description of a forecast factory corresponding closely to
the current organization of weather forecasts on massively parallel supercomputers.
Less than 30 years later Richardson’s dream came true when Charney, Fjo¨rtoft, and Von
Neumann performed a weather forecast successfully on the ENIAC, which stands for
Electronic Numerical Integrator and Computer and was the first electronic general-
purpose computer. The barotropic vorticity equations used for this experiment seri-
ously simplified what happens in the atmosphere, but their work nevertheless proofed
that by using an electronic computer one was able to make forecasts at the pace of the
weather [18].
During the following decades computing power increased dramatically enabling ever
more complex models to be evaluated at ever finer resolutions starting from ever more
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Figure 1.1: Time series of the annual running mean of anomaly correlations of HRES
500 hPa height forecasts evaluated against the operational analyses for the period Jan-
uary 1981 till present for different lead times (3, 5, 7, and 10 days). The score for
each month is calculated over the 12-month period containing the 6 months before and
the 5 months after this month. This figure is updated continuously on the ECMWF
website (http://www.ecmwf.int/en/forecasts/charts/medium/anomaly-correlation-ecmwf-
500hpa-height-forecasts).
accurate initial states. Figure 1.1, which shows the forecast scores of the high-resolution
model run of the ECMWF (European Center for Medium range Weather Forecasts sit-
uated in Reading, UK) for the 500 hPa height1, reveals the progress made last decades.
The quality of the 3-day, 5-day, 7-day, and 10-day forecast is expressed by an anomaly
correlation where 100% corresponds to a perfect forecast. The quality of the forecasts
obviously improved a lot for all lead times. Based on Figure 1.1, one can estimate that
the lead time at which the forecast exceeds a certain anomaly correlation increased by
one day each decade. Improvements in the data assimilation, the model, and the ob-
serving systems were the main drivers of this quality increase [98].
Since accurate weather forecasts are imperative to society, the ambition of the numer-
ical weather prediction (NWP) community must be to guarantee a continuous skill
improvement for the next decades. This work can be considered as a tiny contribution
to this huge challenge.
1 This is the height above sea level where the pressure is equal to 500 hPa, typically a value around 5.5 km.
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Figure 1.2: Schematic overview of the development of a NWP model.
1.1 How to develop a NWP model?
A NWP model consists of thousands of routines, which in total often exceed more
than a million lines of computer code. This code could be seen as the end product of
the model development. Figure 1.2 presents one point of view on NWP model devel-
opment. It shows three different stages in the development of a NWP model:
1. First, one chooses a set of continuous equations describing the motions in the
atmosphere. This choice will be related to the atmospheric processes one wants
to resolve.
2. Second, one discretizes these equations by using numerical methods. This results
in a numerical solution procedure. It is important that the discretization choices
result in a stable and accurate scheme. The set of equations will influence the
numerics used for the discretization.
3. Finally, one translates the discretized equations in computer code. The coding
strategy will depend on the solution method that one constructed.
This thesis focuses on the numerics. The following sections introduce the equations
used in NWP (section 1.2) and present an overview of the most used numerics (section
1.3). The coding aspects lie outside the scope of this thesis.
1.2 Continuous equations in NWP
The equations governing the motions in the atmosphere are derived by applying basic
physics principles on an air parcel. [19] and [50] can be consulted for detailed deriva-
tions but here the focus is rather on the physical meaning of the equations. In vector
notation the equations written out for a coordinate system corotating with the Earth, a
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logical choice as we are living in such a system, are
dV
dt
= −2Ω×V− ∇p
ρ
− g + Fr (momentum equation) , (1.1)
dT
dt
=
RT
Cp p
dp
dt
+
Q
Cp
(thermodynamic energy equation) , (1.2)
dρ
dt
= −ρ∇ ·V (continuity equation) , and (1.3)
p = ρRT (ideal gas law) . (1.4)
The variables and the physical meaning of the different terms in the previous equations
are explained in the following paragraphs.
Equations (1.1), (1.2), and (1.3) are called prognostic equations because they describe the
time evolution of the three-dimensional wind velocity vector V, temperature T, and
density ρ. These variables are called the prognostic variables. Equation (1.4) does not
include any time derivation and is therefore called a diagnostic equation. The equations
contain a total time derivative ddt that expresses the change in time while following the
parcel. The total derivative does include the local rate of change ∂∂t and advection
d f
dt
=
∂ f
∂t
+ V · ∇ f , (1.5)
with f one of the meteorological variables. The advection term V · ∇ f expresses the
transport of the variable f by the wind field and plays an important role in NWP. Ad-
vection is one of the most important nonlinear terms in NWP [110] and, therefore, one
of the main factors limiting the predictability of atmospheric motion.
The right hand side of the momentum equation (1.1) contains all forces, per unit mass,
that are acting on an air parcel: the Coriolis force −2Ω× V with Ω the angular veloc-
ity vector of the Earth, the pressure gradient force −∇pρ with pressure p, apparent gravity
−g and friction Fr. The Coriolis force is a consequence of the choice for a rotating co-
ordinate frame and would not be present if the equations were written in an inertial
reference frame. But there is a second fingerprint of the rotating coordinate frame. The
apparent gravity g contains both the true Newtonian gravity of the Earth and the cen-
trifugal force caused by the Earth’s rotation, which depends on the latitude [80].
Different forms of the thermodynamic equation exist. Here the formulation (1.2) is
chosen with Cp the specific heat at constant pressure and Q the diabatic heat transfer
(e.g., latent heat released by phase changes of water). The continuity equation (1.3) ex-
presses mass conservation. Finally, the ideal gas assumption (1.4), with R = 287 J K−1
kg−1 being the ideal gas constant, relates pressure with density and temperature. The
fluid flow equations can also be formulated in terms of other variables, for instance,
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Exner pressure Π (a non-dimensionalized pressure) and potential temperature θ 2, which
are used in the Met Office model described in [28].
In NWP models there will be some prognostic equations of the following form
dq
dt
= Sq, (1.6)
where q represents the mixing ratio3 of a phase of water or a tracer (e.g., ozone) and Sq
the source term for this component.
There are other important physical processes, such as radiation and microphysics, that
should be included in order to develop a successful atmospheric model. Due to the
small scales of these processes they are treated in a different way than the Euler equa-
tions. More information about the treatment of subgrid phenomena will follow in
2.2.1.
The set of equations (1.1) - (1.4) together with Eq. (1.6) describe all atmospheric mo-
tions and solving them properly is a conditio sine qua non to obtain a successful model.
In what follows, we will assume a dry, adiabatic (Q = 0) atmosphere and study the
impact of some commonly made approximations.
To perform an analytical study or to simplify the implementation of a discretization
scheme one should introduce approximations in Eq. (1.1) - (1.4). Assumptions are typ-
ically based on a scale analysis of the magnitude of the different terms in an equation.
However, one must realize that this will impact the solutions. If an approximation re-
duces a prognostic equation into a diagnostic one, it is called a filtering approximation.
This is a far-stretching assumption because it turns out that it eliminates one wave so-
lution. The previous could be useful, but one must realize that approximations limit
the applicability of the model to the description of phenomena where these assump-
tions are actually valid. As a historical example, consider the first numerical weather
forecast set up by Charney, Fjo¨rtoft, and Von Neumann around 1950 [18]. The strongly
simplified barotropic vorticity equation was used for this experiment and the motiva-
tion for this choice was twofold:
1. Given the limited availability of computing power at that time, they could only
envision forecasting the barotropic evolution of the atmosphere.
2. As a result of the simplifications, the equations supported neither inertia-gravity
nor sound waves releasing the strict time step limitations characteristic for such
fast propagating modes. More information on this will follow in 1.3.1.
2 The potential temperature θ of an air parcel is equal to the temperature the parcel would have if it is
brought adiabatically to a certain reference pressure. This quantity is often used in meteorology.
3 Mixing ratios are typically expressed as the mass of the component in question per mass of dry air.
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Given the current computing facilities, today’s NWP models are expected to predict,
for instance, cyclogenesis and convection, accurately and therefore the barotropic vor-
ticity equation is of no operational use anymore. Some of the most common approxi-
mations in NWP are discussed in the remaining part of this section.
Geopotential Φ is defined as ∇Φ = −g, with g the earlier introduced apparent grav-
ity. The surfaces of constant geopotential can be approximated as spheres. This is the
so-called spherical geopotential approximation as explained in, for example, [132]. This
is a popular approximation because it reduces the complexity of the equations when
written in a spherical coordinate system. However, it is a systematic approximation
and some wonder whether the cumulative effects are still negligible in, for example,
climate modeling [108]. More accurate alternatives, like the ellipsoidal geopotential ap-
proximation, were therefore proposed and their impact was tested for simplified equa-
tion sets [8]. Today, these alternatives have not yet been applied operationally in NWP
models.
As detailed in [50], by adopting a spherical coordinate system (λ,φ,r) with longitude λ,
latitude φ, and r the distance from the center of the Earth, illustrated in Figure 1.3, the
momentum equation (1.1) can be expanded in its components
du
dt
=
uv tan φ
r
− uw
r
− 1
ρr cos φ
∂p
∂λ
+ 2Ωv sin φ− 2Ωw cos φ, (1.7)
dv
dt
=
u2 tan φ
r
− vw
r
− 1
ρr
∂p
∂φ
− 2Ωu sin φ, and (1.8)
dw
dt
=
u2 + v2
r
− g− 1
ρ
∂p
∂r
+ 2Ωu cos φ. (1.9)
The wind vector V = ui + vj + wk consists of three components, with i the eastward
pointing unit vector along a latitude circle, j the northward pointing unit vector along a
meridian, and k the unit vector pointing upwards along the local vertical. The unit vec-
tors’ dependency on the position on the Earth explains the so-called curvature terms
consisting of products of the velocity components. Equations (1.7) - (1.9) together with
the continuity, thermodynamic energy, and ideal gas equation are called the deep atmo-
sphere Euler equations.
A further approximation assumes a shallow atmosphere by replacing the radial distance
r by the radius a of the Earth. For reasons of conservation, this shallowness comes
together with two subsidiary approximations:
• neglecting some of the curvature terms and
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Figure 1.3: Spherical coordinate system as it is used often in NWP, with O the center of the
Earth and N the North Pole. At each position, specified by latitude φ, longitude λ, and radius
r, an orthogonal basis of unit vectors i, j, and k can be defined. This figure is copied from [132].
• neglecting the Coriolis terms containing cos φ,
all together known as the traditional approximation [36]. Introducing these simplifica-
tions into Eq. (1.7), Eq. (1.8), and Eq. (1.9) yields
du
dt
=
uv tan φ
a
− 1
ρa cos φ
∂p
∂λ
+ 2Ωv sin φ, (1.10)
dv
dt
=
u2 tan φ
a
− 1
ρa
∂p
∂φ
− 2Ωu sin φ, and (1.11)
dw
dt
= −g− 1
ρ
∂p
∂r
. (1.12)
The previous scalar momentum equations together with the continuity, thermody-
namic energy, and ideal gas equation are denoted as the shallow atmosphere Euler equa-
tions. The shallow atmosphere approximation is omnipresent in NWP although keep-
ing the deep atmosphere has some advantages, as explained in [132]:
Finally, we would reiterate that experience with deep models suggests
that they give very similar results to shallow models under the currently
prevailing terrestrial conditions. The value of deep models lies in their
comprehensiveness. They apply to all planetary atmospheres for which
the spherical geopotential approximation is valid, as well as to the terres-
trial atmosphere even under conditions of much weaker static stability than
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currently prevailing.
Today, the Met Office is using the deep atmosphere equations operationally [28] while
other communities, for instance ARPEGE, investigate this option [139].
Last decades, nearly all global NWP models were based on the hydrostatic primitive
equations. This equation set is obtained by applying a filtering approximation to Eq. (1.12).
Assuming negligible accelerations along the vertical (dwdt ≈ 0) gives rise to the hydro-
static equation
∂p
∂r
= −ρg. (1.13)
The previous equation expresses that the pressure difference between two vertical lev-
els is equal to the weight of the layer of air in between4. Figure 1.4 illustrates the
impact of the hydrostatic assumption on the wave solutions present in a statically sta-
ble isothermal atmosphere [4]. The figure presents the dispersion relation, that is the
frequency ω of an atmospheric wave in function of its wavenumber k for different ver-
tical wavenumbers m. A more detailed discussion about dispersion relations follows
in 3.1.2 but some key elements are already present in Figure 1.4:
• The acoustic or sound waves are eliminated by the hydrostatic assumption except
for the horizontally propagating (m = 0) sound wave, called the Lamb wave.5 As
can be seen in the upper plot of Figure 1.4, the acoustic waves have the largest fre-
quency and thus phase velocity ωk . By filtering the vertically propagating acoustic
waves, which do contain little energy and do not have any meteorological rele-
vance, the stability constraints become less stringent as will be explained later.
The presence of the Lamb wave in the hydrostatic problem does not pose a nu-
merical problem since its dispersion relation is very close to the one of the fastest
inertia-gravity waves.
• The dispersion relation of the inertia-gravity waves (IGWs) under the hydrostatic
assumption is given by
ω2IG = f
2 +
N2
m2 + 1/
(
4H20
)k2, (1.14)
as written in [4], with N the Brunt-Va¨issa¨la¨ frequency (related to the static sta-
bility of the atmosphere) and H0 =
RT0
g the scale height of the atmosphere. In
the long wave limit, the frequency is identical to the nonhydrostatic one. But, as
4 For the sake of completeness, one should remark that the hydrostatic approximation can also be com-
bined with the deep atmosphere equations resulting in the so-called quasi-hydrostatic equations [132].
5 The hydrostatic approximation does only change the vertical momentum equation, one could intuitively
understand that a horizontal sound wave is not affected by this approximation.
9
Figure 1.4: Impact of the hydrostatic approximation (here called quasi-static approximation) on
the wave modes of the model. The frequencies correspond to small-amplitude perturbations
in an isothermal (T0 = 250 K), statically stable atmosphere in rest, with Coriolis constant f =
10−4 s−1 and vertical wavenumber m. Figure is taken from [4].
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can be seen in Figure 1.4, for the short wave limit a behavior different from the
nonhydrostatic one, given by
ω2IG,SW ≈
N2
m2 + k2 + 1/
(
4H20
)k2, (1.15)
is found [74]. This shows that the applicability of the hydrostatic assumption is
limited to certain scales.
• The Rossby mode is not changed by the hydrostatic approximation. This is impor-
tant as Rossby waves are the main driver for synoptic scale meteorology6. Figure
1.4 is based on an analysis with a constant Coriolis parameter f , which results in
a stationary Rossby mode corresponding to geostrophic balance.
To conclude, the hydrostatic approximation is an elegant way to eliminate vertically
propagating sound waves, which are otherwise imposing a strict time step limitation
despite their meteorological irrelevance. Given that it only distort IGWs with short
horizontal scales, the hydrostatic primitive equations are a popular equation set for
synoptic scale models.
These days, there is a trend towards seamless models, also known as unified models, in
the atmospheric modeling communities [14]. These models are developed to predict
atmospheric evolution over all spatial and temporal scales, hence they could serve
high-resolution mesoscale modeling, synoptic scale global modeling, and even long
term climate modeling. This evolution towards seamless models is mainly driven by
the huge investment and maintenance costs of models that make it far more efficient
to have only one atmospheric model code for all scales and applications.
The use of a set of equations that describes atmospheric phenomena over all scales
is crucial for a successful seamless model. The hydrostatic models are no candidate
because the assumption dwdt ≈ 0 is no longer valid for phenomena with small scales
(roughly below 10 km). In literature two alternatives are proposed:
1. A scientifically straightforward option would be to solve the Euler (also called
fully elastic or compressible) equations without any approximation. However, this
means that the numerics need to deal with fast propagating sound waves.
2. Many sets of equations (e.g., anelastic equations,...) were proposed that retain
the nonhydrostatism in order to admit adequate mesoscale modeling but use
a different filtering approximation to eradicate sound waves. Because acoustic
6 Synoptic scale meteorology treats weather phenomena with horizontal lengths ranging from about
1000 km to 5000 km e.g., mid-latitude cyclones. A graphical overview of scales of atmospheric motions
is presented in Figure 2.2
11
waves are characterized by oscillating density fields, most alternatives are based
on approximations in the continuity equation (1.3) by, for example, dictating in-
compressibility ∇ · V = 0. However, with a linearized normal mode analysis it
was shown in [27] that these approaches distort the Rossby wave propagation
making them inappropriate for global scale modeling7. On the other hand, non-
linear numerical tests in [102] suggest that these differences are mainly important
for NWP and may have less impact on long term climate runs. Recently, progress
was reported in the search for equation sets filtering the sound waves without
deteriorating the Rossby waves [5] [33].
To conclude, one can synthesize atmospheric modeling symbolically by the following
initial value problem
∂U(t)
∂t
= A(U(t)) + M(U(t)) + P(U(t)) and U (t = 0) = U0, (1.16)
with A(U(t)) = −V · ∇U(t) representing advection, M representing the other re-
solved forcings (pressure gradient force, Coriolis force and gravity), and P the ten-
dency of the physics parameterizations of unresolved processes, as explained in more
detail in 2.2.1. Advection is written out separately in Eq. (1.16) because it is the domi-
nant nonlinear process in weather modeling and therefore needs special attention. The
used approximations and the resolution of the model will determine the exact form of
the operators M and P. Remark that Eq. (1.16) should be solved by applying appropri-
ate vertical (and, in case of a limited area model, lateral) boundary conditions on the
domain.
The physics tendencies P(U(t)) are assumed to be known explicitly in Eq. (1.16). Nu-
merical integration of the so-called dynamical core,
∂U(t)
∂t
= A(U(t)) + M(U(t)), (1.17)
in an efficient and stable way while approaching as closely as possible the analytical
properties of the different atmospheric waves forms the main challenge of the numer-
ics.
1.3 Numerics in NWP
Following the presentation of the continuous partial differential equations and some
of its most common approximations in the previous section, we now provide an in-
7 These equations could be used for mesoscale modeling, because the larger scale Rossby waves are
mainly determined by the coupling (hydrostatic) model.
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troduction to the discretization of Eq. (1.17). The discretization procedure, which will
result in a numerical scheme, forms a crucial step in the development of a successful
numerical weather model.
The numerical scheme will consist of both a time discretization and space discretiza-
tion as A and M contain spatial derivatives. The spatial operators act along the hori-
zontal and vertical direction and one thus ends up with a 3D problem. If the vertical
operations do not depend on the horizontal position, this 3D numerical problem can
be split into a complementary but rather independent 2D horizontal and 1D vertical
problem. The scalability problems of the dynamical core mainly occur in the horizontal
dimension, we thus focus on the horizontal spatial discretization and touch the vertical
discretization only briefly8. The presented methods ought to give a first introduction
to this broad topic. The reader is referred to textbooks (e.g [11, 19, 34]) for more ex-
haustive overviews of discretization approaches in NWP.
Table 1.1 presents the discretization choices made in some of the European NWP mod-
els that are used operationally with ongoing research and development. The table il-
lustrates that a broad spectrum of methods is used. All methods mentioned in Table 1.1
will be explained later on in this section.
1.3.1 Time discretization
Two categories of time discretization schemes are used in NWP: explicit and semi-
implicit schemes. In a scheme based on an explicit time discretization all forcing terms
(right-hand side of Eq. (1.17)) are evaluated at previous time levels, resulting in a di-
rect update problem. By evaluating the forcing terms both at previous times and at
the current instant of time, one obtains an implicit scheme, which results in an elliptic
problem. The choice of the time discretization scheme has an impact on:
1. the propagation properties of wave modes, for instance waves are slowed down
by a semi-implicit treatment.
2. the numerical stability of the scheme, for instance it is well known that an explicit
time discretization results in a necessary condition to obtain a stable scheme. This
so-called Courant-Friedrichs-Lewy (CFL) criterion [24] reads V ∆t∆x < C with V
the velocity, ∆x the shortest grid distance on the mesh, ∆t the time step, and C a
constant depending on the discretization scheme used. The fastest propagating
mode will determine the time step restriction of the dynamical core. Finer model
resolutions will make this time step criterion more strict.
8 In atmospheric models that are based on an explicit time discretization along the vertical dimension,
the high density of vertical levels close to the surface may pose a strict CFL criterion and thus another
scalability problem. We come back on this when we explain the HEVI (horizontally explicit vertically
implicit) approach.
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Table 1.1: Overview of the discretization choices made in some European NWP models that
are operationally in use. The used abbreviations: 2 TL = two time level, SISL = semi-implicit
semi-Lagrangian, FD = finite-difference and FV = finite-volume.
Time discretization Horizontal space dis-
cretization / grid
ICON [140] (DWD) 2 TL predictor-corrector
HEVI
FD-FV on icosahedral-
triangular Arakawa C-grid
IFS /ARPEGE/AL-
ADIN [2, 116, 131]
(ECMWF/Me´te´o-
France/ALADIN)
2 TL SISL spectral on reduced Gaus-
sian grid, stretched grid,
or rectangular grid ( collo-
cated variables)
ENDGame [28, 40] (Met
Office)
2 TL SISL (predictor-
corrector for NL terms)
FD on lat-lon Arakawa C-
grid
SL-AV [124, 125] 2 TL SISL partly FD, partly spectral
(Russia Hydrometeor) on lat-lon grid ( collocated
variables)
3. the order of accuracy, for instance an evaluation at more time levels may result in
a higher order of accuracy. However, this will also necessitate more data storage.
In NWP the time step is mostly determined by stability and not by accuracy,
which explains why often two timelevel (2TL) methods with only first or second-
order accuracy are used.
The straightforward explicit time discretization of Eq. (1.17) would be the forward scheme
(also called Euler’s method) written as
U+ = U0 + ∆t
[
A
(
U0
)
+M
(
U0
)]
, (1.18)
with U0 and U+ the vectors containing the prognostic variables in all grid points at
time t0 and t+ = t0 + ∆t, respectively. The spatially discretized operators correspond-
ing to A and M are represented by A and M. However, this scheme is in general
unconditionally unstable, as derived for example in [19], meaning that the amplitude
of physically nonamplifying waves will be amplified numerically by this scheme, in-
dependent of the choice of the time step. However, a forward scheme combined with
an upwind spatial discretization of advection is stable and forms the basis of the MP-
DATA approach e.g., [102].
In NWP other explicit temporal discretization methods are used, for example the two-
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timelevel predictor-corrector, also known as the second-order Runge-Kutta scheme or the
Heun scheme. This scheme reads as
U∗ = U0 + ∆t
[
M
(
U0
)
+A
(
U0
)]
and (1.19)
U+ = U0 +
∆t
2
[
M
(
U0
)
+M (U∗) +A
(
U0
)
+A (U∗)
]
. (1.20)
The predictor step (1.19) uses a forward Euler scheme to find a preliminary updated
state vector U∗. During the corrector step, Eq. (1.20), U+ is calculated by interpolating
the forcing over U0 and U∗. This scheme could be evaluated easily in the sense that
one does not need to solve elliptic problems. This approach is still unconditionally
amplifying [34], despite having an amplification that is much weaker than the one of
the forward Euler scheme. The ICON model [140], which is based on a dynamical core
solving the Euler equations with a 2TL scheme, uses a stable variant of such a scheme.
As explained earlier, the time step of an explicit scheme is restricted by the fastest prop-
agating wave. However, for the stability of other waves moving at lower speeds these
short time step integrations are overly strict and therefore the split-explicit scheme was
developed. In this approach different terms in the equations are integrated with differ-
ent time steps. The terms responsible for the fastest propagating waves are integrated
with a smaller time step than that part of the equations governing the slower waves. In
this way one decreases the number of evaluations of the slow dynamics terms. This ap-
proach was first used for the time discretization in a model developed to study storm
dynamics where it was used to integrate the terms responsible for the fast acoustic
waves with a smaller time step than the remaining terms [57]. A similar approach is
still today used in the WRF dynamical core, documented in [101].
Two remarks should be made regarding split-explicit methods:
1. Splitting the terms into fast and slow waves is often not possible because the same
term could be involved both in slow and fast wave propagation. Therefore, a
careful analysis, as performed for example in [44], is needed when a split-explicit
scheme is used.
2. The ICON model, which solves the nonhydrostatic Euler equations, does not use
a smaller time step for the acoustic waves. This decision was based on the obser-
vation that high up in the stratosphere IGWs were found with speeds close to the
sound speed [140].
As an alternative to explicit time integration schemes, one can average the forcing
terms over the timelevels t0 and t+. This slows down the fastest waves and per-
mits the use of longer time steps. These schemes, which were introduced in NWP
by Robert [92], are called implicit time discretization schemes and result in an elliptic
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problem:
U+ = U0 +
∆t
2
[
A
(
U0
)
+A (U+)+M (U0)+M (U+)] . (1.21)
Equation (1.21) is not used as such in NWP because of its complexity. The operators A
and M contain, indeed, nonlinear terms making an implicit treatment very cumber-
some, except if one would turn to iterative methods. Therefore, the dynamics operator
is split into a linear operator L and a nonlinear residual M−L and only the linear
part is treated in an implicit way. This yields
U+ = U0 +
∆t
2
[
L
(
U0
)
+ L (U+)+ 2A (U˜)+ 2 (M−L) (U˜)] . (1.22)
The previous approach, which treats part of the forcing in an implicit and part in an
explicit way, is called the semi-implicit (SI) or implicit-explicit (IMEX) method [35] and
results in an Helmholtz problem
H f+ = R, (1.23)
with f+ one of the prognostic fields at t+ and H the 3D Helmholtz operator. De-
pending on how the linearized operator L is constructed, three different types of SI
Helmholtz problems are distinguished [7]:
1. the linearization is done around a constant in time, horizontally homogeneous
reference state and one obtainsH0,
2. the reference state is constant but horizontally inhomogeneous resulting inH (x, y),
and
3. a time dependent, horizontally inhomogeneous reference state is assumed result-
ing inH (x, y, t).
From the numerical point of view the so-called constant coefficient Helmholtz operator
(option 1) results in the easiest Eq. (1.23) to solve. However, the reference state used
for the linearization could be quite different from the real state of the atmosphere. This
will be translated into large nonlinear residuals (M−L) (U˜) and, because these are
treated explicitly, that could make the scheme unstable. This is illustrated in [96] that
investigated the impact of the thermal nonlinear terms, which are a consequence of the
differences between the reference and real temperature profile. Apart from the ther-
mal terms, the constant coefficients approach necessitates an explicit treatment of the
orography terms, which are also vulnerable for instabilities [55]. While developing a
new nonhydrostatical ALADIN kernel, Be´nard studied in a series of papers the stabil-
ity of such constant coefficient SI schemes. He concluded that, by a good choice for the
prognostic variables and reference state, constant coefficients schemes are suitable for
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mesoscale NWP [6].
The Helmholtz operators corresponding to the constant (option 2) or time dependent
(option 3), horizontally inhomogeneous reference state result in more complex, truly
3D problems. A well known illustration of the latter is the nonhydrostatic model pre-
sented by Skamarock in [99]. They linearize around the state of the atmosphere at
the previous time step thereby minimizing the nonlinear residuals at the expense of
obtaining a time varying, inhomogeneous reference state. This is claimed to provide
greater accuracy and stability, especially over steep orography. This methodology is
used, for example, in the ENDGame model developed by the Met Office9 [28, 40].
Analysis shows that the waves described by the implicitly treated part L are signif-
icantly slowed down, so that the linear part L is unconditionally stable. By choosing L
such that it contains the terms responsible for the fastest moving waves, for example,
the sound waves in fully compressible equations, one can weaken the CFL-time step
criterion. The method was first illustrated in NWP in 1971 by Kwizak and Robert [58]
where it was used to slow down the short scale gravity waves. This allowed the time
step to increase by a factor 6. The nonlinear part of the dynamics operator and the
physics can be evaluated in multiple ways, symbolized by U˜ in Eq. (1.22). A predictor-
corrector approach is used to incorporate the nonlinear terms in the ENDGame model
[28] and the nonhydrostatic version of ALADIN [7]. Hortal on the other hand pro-
posed, within the context of the IFS model, to use a stable extrapolation of the nonlin-
ear terms [52]. Remind that the stability of the implicitly treated part is no guarantee
that the scheme as a whole will be stable, as explained in [96].
The horizontally explicit vertically implicit (HEVI) scheme can be considered as part of
the SI family of schemes. As explained in 1.2, there is a trend in NWP towards unified
modeling meaning that one model is used to simulate atmospheric phenomena over
all scales [14]. For this reason the fully compressible equations are gaining importance
[27]. But this set of equations does permit 3D sound waves, which do not have any
meteorological relevance, to propagate at high speeds. In NWP models the vertical
grid spacing is strongly dependent on the height. High-up in the atmosphere the res-
olution is low, but close to the surface the vertical grid spacing can be of the order
of meters, much smaller than the horizontal resolution. If treated explicitly, vertically
propagating sound waves would necessitate a very short time step. Therefore, the
HEVI approach, which is an explicit scheme treating only the terms for vertical sound
9 Until 2014 a version called New Dynamics, described in detail by Davies, was used [28]. However, the
model needed quite some damping to control instabilities and the 3D Helmholtz solver turned out to be
insufficiently scalable and therefore an updated version, ENDGame, is currently used. ENDGame is still
based on the same equation set and numerics, but the equations are solved in a more iterative approach.
The changes are described in a Met Office documentation report [40].
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wave propagation implicitly, is gaining importance. The ICON model, described in
[140], is a recent example of a HEVI scheme.
Robert [93] estimated that even in SI schemes the spatial discretization errors are still 40
times larger than the temporal discretization errors. Thereby the time step is still lim-
ited by stability constraints and not by accuracy. Advection processes were found to
limit the maximum stable time step. Apart from the direct evaluation of the nonlinear
advection terms, which was used these days in NWP, a Lagrangian alternative, where
advection was evaluated by following parcels along their trajectory, was known [41].
Because this Lagrangian approach is difficult to combine with a fixed grid, Sawyer pro-
posed a semi-Lagrangian (SL) approach where trajectories were calculated for parcels
on a uniform grid [95]. Robert showed that combining the SL treatment for advection
with a SI discretization permits stable integrations of the equations with even longer
time steps [93]. SISL schemes can be represented symbolically as
U+ = U0D +
∆t
2
[
L
(
U0D
)
+ L (U+)+ 2 (M−L) (U˜)] , (1.24)
wherein there is no longer an evaluation of the nonlinear advection term A. Evalua-
tions at time t0 are undertaken in the departure points, which are found by tracking
back the positions at time t0 of parcels that are at time t+ in the grid points of the fixed
grid. An evaluation in a departure point is denoted by the subscript D. The nonlinear
terms are evaluated along the SL trajectory but different methods exist. The SL effi-
ciency gain by the reduction of the number of time integrations is partly offset by the
trajectory calculations and the extra communications needed to do the interpolations
to departure points. Advection terms are the most important nonlinear terms [110].
Treating them in a SL way removes the main source for aliasing and thereby the need
to filter the shortest waves of the model [52].
Due to their enhanced stability, SISL schemes became popular time discretization schemes
for atmospheric modeling. Three out of the four models presented in Table 1.1 are
based on the SISL method.
Before closing this introduction about temporal discretization schemes, it is interesting
to note the recent attention for the modified equation approach [131, 102, 103]. Charac-
teristic for such a scheme is the increase in the order of accuracy by subtracting part
of the truncation error from the original equation. Solving the modified equation will
then lead to a higher order of accuracy. The earlier cited literature illustrates that the
modified equation approach can be used to construct 2TL scheme with second order
accuracy for both hydrostatic and non-hydrostatic equations. It will be explained that
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modularity is an important constraint for this thesis. As this method would lead to,
for example, a timestep organization quite different from the current one, we will not
study in detail the modified equation approach for this thesis.
1.3.2 Horizontal space discretization and grid choice
This subsection presents an overview of horizontal spatial discretization strategies
used in this thesis. For more information the reader is referred to the earlier men-
tioned textbooks of Durran [34] and Coiffier [19]. Remark that different discretization
strategies can lead to the same discretized equation.
The finite-difference method
The most intuitive way for the numerical representation of spatial operators is the
finite-difference (FD) approach. The FD method approximates the derivative of a func-
tion in a certain point by a weighted subtraction of the values of the function in neigh-
boring points. This methodology is justified by the definition of the derivative of a
differentiable function f in a point xi:
∂ f
∂x
(xi) = lim
e→0
f (xi + e)− f (xi)
e
. (1.25)
The one-dimensional constant advection equation reads:
∂u
∂t
(x, t) = −C∂u (x, t)
∂x
, ∀x ∈ Ω (1.26)
with u being a function advected with a constant velocity C and Ω the domain where
the problem is defined. Equation (1.26) is often used to illustrate discretization schemes.
Hereafter, different FD approximations for the tendency of the function u in the ith grid
point are given(
∂u
∂t
)
i
= −C ui − ui−1
∆x
(1st-order accurate FD) , (1.27)(
∂u
∂t
)
i
= −C ui+1 − ui
∆x
(1st-order accurate FD) , (1.28)(
∂u
∂t
)
i
= −C ui+1 − ui−1
2∆x
(2nd-order accurate FD) , and (1.29)(
∂u
∂t
)
i
= −C
[
4
3
ui+1 − ui−1
2∆x
− 1
3
ui+2 − ui−2
4∆x
]
(4th-order accurate FD).(1.30)
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For reasons of simplicity, a constant grid distance ∆x was assumed although the previ-
ous expressions can be modified for a variable resolution mesh. The order of accuracy
of the approximations (1.27) - (1.30) is derived by replacing the values of u by a the
Taylor expansion around ui
ui+j = u(xi + j∆x) = ui + (j∆x)
(
∂u
∂x
)
i
+
(j∆x)2
2
(
∂2u
∂x2
)
i
+ ... (1.31)
The order of accuracy of the discretization can be increased by including more points
in the FD approximation. Similar expressions can be derived for second-order deriva-
tives, third-order derivatives,...
FD schemes are often combined with a staggered grid formulation where different vari-
ables are evaluated in different grid points [68]. The motivation for staggered grids
will be clarified in chapter 3.
The NWP scheme proposed by Richardson [85] was based on a second-order accurate
FD spatial discretization. Ever since, schemes based on FD approximations for hori-
zontal derivatives are commonplace in NWP. Today, the SL-AV model [124] and the
ENDGame model [14] are illustrations of FD spatial discretizations in the European
NWP community.
Galerkin methods
A second category of spatial discretization schemes, called Galerkin methods, is based
on an expansion in terms of basis functions. Let us demonstrate this approach by again
solving numerically the 1D constant advection equation. The method then assumes
that the numerical solution uN(x, t) of Eq (1.26) can be written as an expansion over N
basis functions φi (x) defined in Ω:
uN(x, t) =
N
∑
i=1
Ui(t)φi (x) , (1.32)
where Ui (t) represents the weight of the basis function φi. The modeling problem is
now translated into finding the evolution in time of the N expansion coefficients Ui (t).
Substitution of Eq. (1.32) into the advection equation (1.26) yields:
N
∑
i=1
dUi
dt
(t) φi (x) = −C
N
∑
i=1
Ui(t)
dφi
dx
(x) . (1.33)
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Using Eq. (1.33), one could define the residual R as:
R (x, t) =
N
∑
i=1
dUi
dt
(t) φi (x) + C
N
∑
i=1
Ui(t)
dφi
dx
(x) . (1.34)
One must strive towards a minimal R. If R (x, t) = 0 for each position x at each time t,
the proposed solution uN (x, t) is an exact solution of Eq. (1.26).
Different strategies for the minimization of the residual will result in different coeffi-
cients Ui. One could, for example, use the collocation method that dictates the residual
to be exactly equal to 0 in N grid points. However, the preferred method in NWP is the
Galerkin method, which is based on the evaluation of the residual against the N basis
functions φj (x) over the whole domain Ω:∫
Ω
φj (x) R (x, t) dx = 0. ∀j = 1, 2, ..., N (1.35)
By using Eq. (1.34), one gets:
N
∑
i=1
Mji
dUi
dt
(t) = −C
N
∑
i=1
DjiUi (t) , ∀j = 1, 2, ..., N (1.36)
with
Mji =
∫
Ω
φi (x) φj (x) dx and (1.37)
Dji =
∫
Ω
dφi
dx
(x) φj (x) dx. (1.38)
Equation (1.36) is often summarized by the following matrix equation
M× dU
dt
= D×U, (1.39)
with M the N × N mass matrix, D the N × N differentiation matrix, and U the N × 1
column vector containing the coefficients of the basis functions. Whether these matri-
ces are sparse or full matrices will depend on the chosen set of basis functions φi (x).
By choosing for example a set of orthogonal basis functions φi (x), the mass matrix M,
consisting of the coefficients Mji, becomes diagonal:
Mji =
∫
Ω
φi (r) φj (r) dr = δij, ∀i, j = 1, 2, ..., N, (1.40)
and Eq. (1.36) decouples into a set of uncoupled (or direct) update equations for the
coefficients Ui. In general, the mass matrix M contains off-diagonal elements and the
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prognostic equations (1.36) for the different coefficients Ui are thus coupled resulting
in an implicit problem even for an explicit time discretization.
If, instead of the first-order advection problem, higher-order differential equations are
used, more overlap integrals should be evaluated, for instance:
Qji =
∫
Ω
d2φi
dx2
(x) φj (x) dx. (1.41)
One could opt for global basis functions or local basis functions, which are only nonzero
in a limited part of the domain. The first method, called the spectral method, was in-
troduced in meteorology in 1966 by, again, Robert [91] and permitted a highly accu-
rate calculation of derivatives. In a global model spherical harmonics are the obvious
choice for the basis functions, see for example the spectral IFS/ARPEGE model. For
spectral NWP models defined on a limited domain, like ALADIN, double Fourier se-
ries are used as basis functions [2]. Both sets of basis functions are orthogonal resulting
in a diagonal mass matrix M. Moreover, the differential matrices D, Q,... are diagonal
too10 and therefore the spectral method turns out to be particularly efficient in solving
differential equations. For example, the Helmholtz problem Eq. (4.23), which is impor-
tant for a SI NWP models, becomes a diagonal problem in spectral space.
Due to its high accuracy and efficiency, the spectral method combined with SI time
discretization became very popular. Even today the combination of a spectral hori-
zontal spatial discretization with a SI time discretization is one of the most successful
approaches in NWP (e.g., IFS [116] and ALADIN [2]). Despite their success, there are
some restrictions related to the use of the spectral SI method:
• The efficiency is due to the diagonal representation in spectral space of the Helm-
holtz problem resulting in a trivial solver, provided that there are no horizontally
inhomogeneous terms included in the Helmholtz equation. Therefore, the spec-
tral SI method is only attractive if the SI scheme used results in a constant co-
efficient Helmholtz problem (see 1.3.1). A more localized spatial discretization
scheme (e.g., FD) is necessary if linearization around an inhomogeneous refer-
ence state is desired.
• Figure 1.5 (a) shows the first six Fourier basis functions on a small 1D domain.
The global character of these functions φi (x) makes that all grid point values are
needed to calculate one Fourier coefficient, and vice versa. This offers the high
accuracy characteristic to a spectral model11 but necessitates quite some compu-
tations and communication to go back and forth between spectral coefficients Ui
10 except for meridional derivatives of spherical harmonics, they result in a sparse matrix
11 One could consider the approximation of a derivative by a spectral method as a FD scheme that is using
the values in all grid points of the domain.
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and grid point values ui. Recently, questions were raised about the scalability on
exascale computing infrastructure of these transforms.
• It is obviously impossible to construct a discontinuous function by adding up
continuous Fourier (or spherical harmonics) functions. Therefore, approxima-
tions of the form of Eq. (1.33) to a field containing discontinuities will result
in over and undershooting around the discontinuities, no matter how large the
truncation N is chosen. This is called the Gibbs phenomenon and is sometimes con-
sidered as a drawback of the spectral approach [135, 64]. However, the relevance
of this is questionable, since only very steep fields are affected. Furthermore,
alternatives might suffer from similar problems.
A spatial discretization scheme based on the use of local basis functions, which are only
nonzero in a limited part of the domain, is called a finite-element (FE) method. A good
introduction is found in [128], which presents the first FE scheme in NWP. FE methods
are becoming more popular: although they have a lower degree of accuracy compared
to spectral methods, they need less communication to calculate the expansion coeffi-
cients for given grid point values. Moreover, they can be used in a more flexible way.
Figure 1.5 (b) shows the basis functions for a linear FE method, which is the most ba-
sic FE scheme. Due to the limited overlap between the local basis functions, their mass
matrix M and differentiation matrix D are sparse in contrast to the sinusoidal functions
(Figure 1.5 (a)) that result, counterintuitively, in diagonal matrices. In Appendix A the
nonzero elements of the mass matrix M and differentiation matrix D are calculated for
the linear FE method.
Many other variants of Galerkin methods exist. Two more examples are given be-
low:
1. Spectral elements: this method divides the domain in nonoverlapping elements
and defines high-order basis functions within each element. The method com-
bines high-order accuracy with locality and thus limited communication. How-
ever, so-called Gaussian quadrature is used for the evaluation of integrals and
due to the unequal spacing of the quadrature points there will be a very strict CFL
criterion. Moreover, Melvin [70] showed that at the short scale end of the spec-
trum the geostrophic adjustment, an important atmospheric process explained in
detail in chapter 3, is represented in an unphysical way.
2. Mixed finite-element method: this approach is based on the use of different sets
of basis functions for different variables, for instance the basis functions for the
expansion of the wind components differ from the ones for pressure. This ap-
proach can be considered as the FE variant of the staggered FD formulations. At
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Figure 1.5: An expansion in global sinusoidal basis functions (a) and local linear finite-element
basis functions (b).
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the cost of extra complexity, this method leads to appropriate geostrophic adjust-
ment [111, 71].
The finite-volume method
Besides FD and Galerkin methods, the finite-volume (FV) approach can be distinguished
as a third main category of spatial discretizations. Its origins date back to 1959 [47] and
the method was extended during the following decades, but it is only quite recently
that it became more commonplace in NWP, mainly in US research groups (e.g., [61]
developed at NCAR and NASA).
The FV method starts from the equations reformulated in their conservative form. In
1D this looks like
∂u
∂t
+
∂
∂x
f (u) = S (u, x) , (1.42)
with f (u) the flux determining the reaction of the flow to gradients and S (u, x) a
source term. By assuming a partitioning of the domain in different elements, one can
spatially integrate the conservative equations over each element. For the sake of sim-
plicity, we continue with the 1D problem. Integration of Eq. (1.42) over a 1D-element
[xi−1/2, xi+1/2] located around xi and use of the Gauss theorem results in:
d
dt
 xi+1/2∫
xi−1/2
u (x, t) dx
+ f (u (xi+1/2, t))− f (u (xi−1/2, t)) = xi+1/2∫
xi−1/2
S (u, x) dx. (1.43)
Time integration from tn to tn+1 = tn + ∆t yields:
xi+1/2∫
xi−1/2
u
(
x, tn+1
)
dx−
xi+1/2∫
xi−1/2
u (x, tn) dx +
tn+1∫
tn
f (u (xi+1/2, t)) dt
−
tn+1∫
tn
f (u (xi−1/2, t)) dt =
tn+1∫
tn
xi+1/2∫
xi−1/2
S (u, x) dxdt. (1.44)
By introducing
• the average of the u field at time tn in element [xi−1/2, xi+1/2]
uni =
1
∆x
xi+1/2∫
xi−1/2
u (x, tn) dx, (1.45)
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• the average flux through the element boundary at xi−1/2 during [tn, tn+1]
f n+1/2i−1/2 =
1
∆t
tn+1∫
tn
f (u (xi−1/2, t)) dt, and (1.46)
• the time and space averaged source term
Sn+1/2i =
1
∆t∆x
tn+1∫
tn
xi+1/2∫
xi−1/2
S (u, x) dxdt, (1.47)
one obtains the following update equation
un+1i = u
n
i −
∆t
∆x
(
f n+1/2i+1/2 − f n+1/2i−1/2
)
+ ∆tSni+1/2. (1.48)
This equation, giving the updated cell-averaged quantities, is exact. However, one
needs approximations to evaluate the fluxes at the boundaries (1.46) and the averaged
source term (1.47). There is many literature available on this topic, for instance, Durran
[34].
We note that one of the main advantages of the FV method is its good conservation
properties, as illustrated in [61]:
The application of the finite volume algorithms for global modeling at
NASA started in the late 80s and early 90s with focus on the transport pro-
cess of chemical constituents and water vapor.
A recent European example of the FV method in NWP can be found in [103].
Different grids
Numerical models are formulated on a grid or mesh covering the region of interest.
For limited area models this does not pose serious problems, one typically uses a rect-
angular Cartesian grid. However, for global modeling the grid choice is more chal-
lenging. Until now the latitude-longitude (lat-lon) grid, which defines grid points as
the intersections of meridians and latitude circles, was the dominant choice for NWP.
It possesses a logically rectangular structure, orthogonality, and symmetry [109], but
the converging meridians result in a very high resolution over the two poles, as ex-
emplified in the introduction of [53]. Using a reduced grid that has less grid points
on latitude circles closer to the poles (e.g., the reduced Gaussian grid of [53] used for
spectral models) does relax this pole problem somewhat. Due to this pole problem,
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Figure 1.6: Illustration of vertical coordinate systems used in NWP. Figure is taken from [4].
the CFL stability condition bans explicit time integration on a lat-lon grid contrary to
SISL discretizations, which do not suffer from this strict time step limitation. It has
been advocated that also SISL schemes may become unfeasible for high-resolution lat-
lon modeling on massively parallel computer architectures where communication and
not computation becomes the bottleneck. This is due to the extensive data commu-
nication needed around the poles [109] which may be dealt with by a smart domain
decomposition strategy as done by the IFS model [131]. The pole problem explains
the renewed interest in alternative methods for global grids, as recently reviewed in
[109] and [135]. Until now, the operational use of grids different from lat-lon grids is
limited. Among the models listed in Table 1.1, the ICON-model, which is formulated
on an icosahedral-hexagonal grid, currently is the only one.
1.3.3 Vertical space discretization
Different vertical coordinate systems exist. An overview of some of them is given in
Figure 1.6. The equations have a slightly different form depending on the vertical coor-
dinate system. For example,
(∇p
ρ
)
z
, the pressure gradient term in height coordinates
z, will turn into (∇φ)p, with φ the geopotential height defined as dφdz = g, if pressure
coordinates p are used [59]. Remark that both the height, pressure, and potential tem-
perature coordinate surfaces cross the topography, and thus trouble the formulation of
lower boundary conditions. This problem can be solved by using a normalized vertical
coordinate. For example, the σ = pps (ps surface pressure) coordinate is the normal-
ized variant of the pressure coordinate p and this time the surface forms a coordinate
surface σ = 1. However, a price is paid in the form of some extra complexity in the
pressure gradient term and the continuity equation [81]. If normalized coordinates are
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used, the impact of orography is not limited to the lowest levels of the atmosphere.
Therefore, the coordinate surfaces higher up can differ strongly from the flow direc-
tion. To address this, hybrid vertical coordinates were introduced [97]. These coordi-
nates vary gradually from normalized coordinates close to the surface to purely height
or pressure coordinates higher up in the atmosphere.
In hydrostatic models, pressure based vertical coordinate systems are mostly used [59].
However, if the hydrostatic assumption is relaxed and the Euler equations are used,
pressure is no longer decreasing monotonically when going up and therefore can be no
longer used as a vertical coordinate. This explains why Euler equations were histori-
cally discretized in height coordinates until the 1992 paper of Laprise [59]. He showed
that the use of hydrostatic pressure pi as a vertical coordinate for an Euler system re-
sults in equations very similar to the pressure based hydrostatic equations. This result
was a major breakthrough and opened the way to pi-based discretizations of the Eu-
ler equations. Laprise also showed that these results could be extended to a hybrid η
variant pi (η, t) = A (η) + B (η)pis (t), with pis the hybrid pressure at the surface. This
coordinate system is currently used by the IFS/ARPEGE/ALADIN community.
As explained in 1.3.1, the SI approach leads to a Helmholtz equation whose operator
consists of both horizontal and vertical operators. It is a serious burden to invert such a
3D problem. However, if a horizontally homogeneous reference state is assumed and if
orography terms (coming from terrain following vertical coordinates) are not included
in the SI operator, the Helmholtz equation can be decoupled and one can solve con-
secutively 1D vertical and 2D horizontal problems. However, this approach results in
larger nonlinear residuals (thermal and orography) and this could hamper the stability
of the scheme. Therefore, it could be advantageous to include orography and inho-
mogeneous temperature fields in the Helmholtz equation. The resulting Helmholtz
problem is then a 3D problem that cannot be decoupled, because vertical and horizon-
tal operators do no longer commute. For the Euler equations, deriving such a system
is easier for height based coordinates (e.g., UM [28]) compared to hydrostatic pressure
coordinates. This comes from the fact that in hydrostatic pressure coordinates the coor-
dinate surfaces do evolve with time because the surface pressure pis (t) changes.
1.4 External constraints influence NWP choices
One interpretation of how a NWP model is constructed, was given in Figure 1.2. Af-
ter presenting a wide variety of equation sets and numerical methods, an interesting
question remains: which factors determine the choices made in a NWP model?
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Figure 1.7: Updated schematic overview of the development of a NWP model.
An important part of the answer to this question could be gathered under the denom-
inator external constraints. There is a whole series of expectations and limitations that
influence or determine the model choices that are made. These constraints are often
less scientific and more practical, but they are very important for model development
and therefore they are added to the scheme in Figure 1.7. Remark that these constraints
are external factors that are out of control of the model developer, but they will influ-
ence the equation set used, the numerics, and the code implementation. The relevant
constraints for this study are listed hereafter and will be discussed in more detail in
chapter 2:
• The purpose of the model (e.g. global climate modeling, mesoscale modeling, ur-
ban modeling,...) determines which processes should be resolved and how the
domain should look like.
• There is a need for so-called modular changes in a NWP model. This is a practi-
cal constraint that is important in the context of new developments within an
existing model framework. An operational NWP model typically has a long his-
tory, lots of different users, contributors, products, and downstream models that
are coupled to the output of the NWP model,... It is therefore desirable to im-
plement changes in a modular way that does not overhaul the complete NWP
model. Changes in, for instance, the numerics should be implemented such that
one could reuse the already existing code framework maximally (e.g., the time
step organization of your model) and keep the coupling to downstream models
and products (e.g., keep the same grid).
It is not always obvious which path one should follow when planning develop-
ments in a NWP model. The modular methodology allows to introduce changes
in an optional, gradual way with the possibility to return to the previous situa-
tion. Finally, the modular approach permits to compare different options within
an otherwise unchanged model. This is interesting for a scientifically clean vali-
dation of new ideas.
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• The available high performance computing (HPC) infrastructure forms an important
constraint. First, the available computing power will determine which processes
can be resolved. The computing power should be sufficient to achieve the goal of
the model. Secondly, the HPC architecture will impact the efficiency and there-
fore applicability of different numerical schemes. Changes in supercomputing
architectures may necessitate modifications in the numerics. Thirdly, the super-
computer architecture influences the computer code, for example, the paralleliza-
tion strategy.
1.5 Goal and outline of the thesis
1.5.1 Goal of the thesis
To guarantee state-of-the-art models, modeling communities evaluate and improve
their models continuously. This is a difficult task as the constraints for NWP models
are constantly evolving. Moreover, it is hard to predict these evolutions, while the de-
velopment time of new contributions to a model is often lengthy. Therefore, modeling
communities should think ahead and investigate alternatives that may offer technical
or scientific advantages at a certain point. This thesis is situated within such a strategy
for the numerics used in the ALADIN model.
The ALADIN (Aire Limitee´ Adaptation dynamique De´veloppement InterNational)
model is a limited area model (LAM, more about this in section 2.1) that is developed
and used for mesoscale weather modeling and research by a consortium of 16 Euro-
pean and North-African countries, including Belgium [72]. Recently, the use of the
model was extended to high-resolution regional climate studies [32, 46]. The ALADIN
model was constructed as a limited area variant of the global IFS-ARPEGE models and
therefore shares large parts of the code, for instance, the spectral SISL approach. This
study is situated within and oriented towards the ALADIN framework, but conclu-
sions are valuable for the wider NWP community.
The spectral spatial discretization methodology is generally considered as one of the
most successful NWP approaches and forms the basis of the ALADIN numerics. As
explained in 1.3.2, this approach coupled with a SISL time discretization combines a
highly accurate horizontal spatial discretization successfully with an efficient solution
procedure due to the diagonal character of the Helmholtz problem in spectral space.
However, we remind that there are at least two important limitations of spectral meth-
ods:
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1. Global communication, which is intrinsically linked to the spectral method, is
expected to become the scalability bottleneck on future massively parallel HPC
infrastructure. More details will follow in 2.3.2.
2. The spectral SISL method can only be used efficiently if a horizontally homo-
geneous reference state is assumed for the linearization. This may lead to large
nonlinear residuals, which may form a source of instabilities.
Local horizontal spatial discretization methods, such as FD and FE methods, may have
scientific as well as technical assets compared to the current spectral approach. There-
fore, it is interesting to investigate local approaches within the ALADIN context. This
thesis does not aim to implement different local methods in the ALADIN model or to
verify the previous claims. This might be a longer term goal. This study investigates
whether local methods can fit the ALADIN constraints, discussed extensively in chap-
ter 2. What strategy should be chosen if one wants to supplement the ALADIN model
with a local dynamical core? What is the price to pay if the spectral method is replaced
by a local discretization scheme?
1.5.2 Outline of the thesis
This chapter sketched the general context of NWP models, with special emphasis on
the equations that are used and the numerics that are employed in NWP. The presented
overview is not exhaustive but prepares the reader for the study that will follow. Exter-
nal constraints were identified as a key factor for the choices that are made in a NWP
model.
Chapter 2 lists the key constraints in the organization of the numerics of the ALADIN
model. The LAM approach, time step organization, and HPC evolutions are discussed
among others. These constraints define the framework wherein we can investigate lo-
cal horizontal spatial discretization alternatives.
Discretization, both in space and time, influences the properties of the numerical wave
solutions that are permitted in a NWP model. In chapter 3, we review the impact of
the discretization choices on the dispersion properties of the numerical wave solutions
present in the model. We use the shallow water equations for our review and mainly
focus on the propagation of the numerical IGWs. These waves are important to restore
the balance between the mass and velocity fields towards geostrophic equilibrium,
one of the main equilibria in the atmosphere. By using response functions we illustrate
how small changes in the numerical scheme can strongly influence the way IGWs are
propagating.
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Following the recommendation of the previous chapter, a detailed study of so-called
Z-grid schemes is undertaken in chapter 4. We focus on Z-grid schemes that are com-
bined with a local spatial discretization and a SISL time discretization. We present a
detailed dispersion analysis and illustrate the SISL Z-grid method for toy model tests,
based on the shallow water equations. At the end of the chapter, the possibility of a
local method to include an inhomogeneous term in the SI problem is illustrated. This
is done by solving the 1D SWE in a situation with a bottom topography that depends
on the position.
Chapter 5 investigates the impact of the implementation of a local FD scheme in the
ALADIN model. This is done in a minimalistic way, we mimic the use of a FD A-grid
and FD Z-grid scheme by using their responses in the spectral model. This permits to
diagnose some interesting issues that negatively impact the Z-grid method. The results
of these model tests are discussed and can be used to identify future priorities.
Chapter 6 presents a summary of the results of this thesis and gives a prospect for fu-
ture research. Finally, chapter 7 presents a concise Dutch summary of the thesis.
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Constraints relevant for the numerics of the ALADIN
model 2
As visualized in Figure 1.7, external constraints have a large impact on the choices that
are made in the development of a NWP model. In this thesis, we study local spatial
discretization schemes as an alternative for the spectral horizontal discretization used
today in the ALADIN model. As new proposals should be compatible with the im-
posed constraints, we first discuss in this chapter those constraints that are relevant for
the numerics:
1. The ALADIN consortium was founded for the purpose of delivering high-resolution
forecasts over limited area domains for its member states.
2. Following the modularity constraint introduced in 1.4, changes to the ALADIN
model should retain its current time step organization maximally and should still
use a collocation grid, where all variables are defined in the same grid points.
3. The ALADIN model should employ the available HPC infrastructure efficiently.
Projected changes in HPC architecture may favor algorithms that need little global
communication. This forms one of the motivations of this thesis research.
2.1 ALADIN’s aim: high-resolution modeling over limited domains
Operational weather forecasters are mainly interested in the weather for one specific
region. Given a certain emission scenario, policymakers want to know the climate pro-
jections for the region, city,... they are responsible for. The previous examples illustrate
that for many weather and climate applications results over only a small portion of the
Earth are sufficient. Instead of running uniform resolution experiments over the whole
globe, the computational resources can then be employed more efficiently by:
• making a global forecast with a nonuniform resolution so that the larger part of the
planet is projected on a low-resolution mesh, whereas the region of interest is
covered by a much finer grid that would not have been reachable with a uniform
resolution model. This is done for example in the ARPEGE model, which is a
global model with a so-called rotated pole, stretched grid (based on [25]) that
has its highest resolution over France. An intercomparison of variable resolution
global models used for regional climate modeling is given in [42].
• making a high-resolution forecast over a small domain encompassing the re-
gion of interest. This branch of NWP is generally known as limited area model-
ing. The LAM forecast must be embedded in a lower resolution forecast over
a host domain that covers the LAM domain so to provide the latter with lateral
boundary conditions (LBCs). This is called nesting. Laprise summarized the goal
of a LAM nicely in [60]:
The aim of LAMs is to reproduce the behavior of a global model
with the same characteristics at a fraction of the computational cost.
The ALADIN model, defined as a high-resolution numerical weather prediction lim-
ited area project [72], falls into the second category. We will now discuss two conse-
quences of the LAM approach on the ALADIN numerics: the need for lateral boundary
coupling (2.1.1) and biperiodization (2.1.2).
2.1.1 Lateral boundary coupling
The added value of a LAM consists of providing high-resolution meteorological de-
tails on top of the larger scale fields that are supplied by a lower resolution model.
The appropriate coupling of this large scale information at the boundaries of the LAM
domain is a complex task. During the forecast, the LAM will develop its own weather,
which can deviate substantially from the lower resolution run used for the coupling.
To avoid that applying the LBCs will result in shocks, the ALADIN model uses the
so-called Davies method [26] to gradually relax the boundary values dictated by the
host model to the fields of the high-resolution LAM. Symbolically this means that one
should solve every time step
U = αUhost + (1− α)Ulam, (2.1)
with Ulam the LAM fields, Uhost the fields provided by the run on the host model, and
U the resulting fields after coupling. The relaxation coefficient α will depend on the
location in the domain: it will be 0 in the inner part of the domain and 1 at the bound-
ary. In between, there is a relaxation zone where 0 < α < 1 is gradually changing. The
width of the relaxation zone in ALADIN is 8 grid points. Recently, a different coupling
method, called the Boyd method, was shown to deliver, at least in highly idealized
tests with the ALADIN model, slightly better results [30, 119].
If LAMs are used for regional climate modeling, they are typically run on large do-
mains for a long time. The high-resolution model then has a lot of time and space to
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Figure 2.1: Total precipitation for December 2014 calculated based on an intermediate resolu-
tion (∆x = 7 km) run on a large domain (a) and a high-resolution (∆x = 4 km) run on a small
domain (b). Both LAM forecasts were coupled to the same global model. In (b) one does clearly
see some unrealistic boundary patterns, which are not present in (a).
develop its own weather, which could strongly differ from the host model’s solution.
Some therefore argue that one should include an additional nudging of some fields
over the whole domain [78].
The horizontally inhomogeneous relaxation makes that Eq. (2.1) cannot be evaluated
in spectral space. The coupling is therefore done in the grid point part of the calcula-
tions in the ALADIN model.
An appropriate coupling of boundary values, supplied by a lower resolution run on
a host domain, at the border of the LAM domain turns out to be crucial if one wants
to create added value by the LAM forecast. If not done properly, the LAM forecast
will show unphysical behavior originating from the boundaries. Warner [129] listed
conditions that should be met to obtain appropriate coupling. Apart from limiting
the resolution difference between the host model and the LAM, having a decent cou-
pling update frequency ([118] for an analysis), and using similar physics, the way to
apply the LBCs is identified as very important. Even if done carefully, effects related
to the boundaries cannot be completely avoided. As an illustration, consider Figure
2.1 where the monthly accumulation of precipitation is shown for December 2014 as
predicted by the operationally used ALADIN runs. In Figure 2.1 (a) the precipitation is
calculated for 7 km resolution runs on a large domain, whereas Figure 2.1 (b) is based
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on 4 km runs on a smaller domain1. Both runs were coupled to the same global model.
As expected, the two maps largely show the same pattern with some additional high-
resolution features over Belgium in Figure 2.1 (b). However, in the boundary region of
the high-resolution domain large amounts of precipitation that are not observed in the
low-resolution one appear. This is clearly due to the lateral boundary coupling. Cou-
pling the 4 km run to the fields obtained with the 7 km forecast instead of the global
model may improve the quality of the 4 km run seriously [129, 29].
2.1.2 Biperiodization
At first sight, a spectral horizontal discretization seems incompatible with a LAM.
The basis functions used are bi-Fourier functions that are periodic along the x- and
y-direction. However, the meteorological fields that should be represented as a linear
combination of these basis functions are not periodic. An engineering trick is used to
solve this problem. Along the domain2 some extra rows and columns of grid points
are added. This so-called extension zone contains for each field values interpolated be-
tween the fields at the boundary of the physical domain for this row or column. In this
way, including these nonphysical values in the extension zone results in bi-periodic
fields, which are suitable for a decomposition in bi-Fourier functions.
In ALADIN the biperiodization procedure is undertaken, before starting the LAM run,
on the fields coming from the host model that will be coupled to the LAM model. Due
to the relaxation factor α = 1 at the boundaries, the coupling procedure (2.1) results in
biperiodic fields. More detailed information can be found in [119].
2.2 Modularity constraints on numerics for ALADIN
The need for modular changes in a NWP model was identified as a second constraint
in 1.4. Apart from its practical and organizational grounds, there is also a scientific mo-
tivation for modularity as it permits clean comparisons of different implementations.
For this thesis, we impose that two methodologies, which are central to the current
spectral ALADIN model, need to be conserved as closely as possible: the organiza-
tion of the model computations during one time step and the use of a collocation grid.
To clarify the time step organization, we will first come back on the notion of physics
parameterizations, which was shortly touched in chapter 1.
1 The data used are the output between +6 h and +12 h of the operationally used 4 km and 7 km runs of
the RMI.
2 In ALADIN at the top and eastern boundary.
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Figure 2.2: Overview of the spatial and temporal scales of atmospheric motions, f stands for
the Coriolis constant and N for the Brunt-Va¨issa¨la¨ frequency (see 3.1). This figure is taken from
[66].
2.2.1 Physics parameterizations of unresolved processes
Section 1.2 presented a review of the fluid dynamics equations that are used to describe
motions in the atmosphere. After studying some filtering approximations, it was stated
that the evolution of the atmosphere, represented by the prognostic state vector U (t),
could be described symbolically by
∂U(t)
∂t
= A(U(t)) + M(U(t)) + P(U(t)), (2.2)
with A representing advection, M resolved forcings, and P tendencies coming from un-
resolved processes. Before having a closer look at the contribution of the unresolved
processes, we should first introduce the typical spatial and temporal scales met in me-
teorology.
Figure 2.2 presents an overview of the scales of meteorological phenomena. It is strik-
ing that larger motions are also longer living. At the short scale end, with dimensions
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in the order of seconds and meters, there is turbulence whereas the long waves, also
known as Rossby waves, form the other extreme with their planetary scales and life
expectancy of months. Atmospheric motions are typically subdivided in different cat-
egories whose names and limits depend on the author, as illustrated below Figure 2.2.
Without specifying the precise limits of each category, this thesis will use the terms mi-
croscale, mesoscale, synoptic scale (short end of macroscale), and planetary scale (long
end of macroscale).
Due to the limited computational resources and the large spectrum of spatial and tem-
poral scales at which physical processes that are relevant for meteorology are taking
place, it is impossible to resolve all of them. Processes that are not explicitly resolved by
the model resolution or time step are accounted for by calculating their average impact
on the time evolution ∂U∂t of the prognostic variables. This methodology is called pa-
rameterization. The impact of an unresolved process will depend on the atmospheric
state. Paramaterization schemes differ in complexity and some need vertical calcu-
lations in the air column above a grid point. A typical meteorological model counts
many parameterization schemes. In the ALADIN model all the combined parameter-
ization tendencies are collected into one physics tendency P(U(t)) and added to the
prognostic equation (2.2). It is obvious that the calculations of the physics parameteri-
zation, just like the LBC coupling, needs to be done in grid point space.
Radiation, cloud microphysics, land-surface interaction, deep convection and turbu-
lence are some of the most important subgrid physical processes that need parameteri-
zation. There is an important difference between the first three and last two processes.
The first three are described by laws (e.g., radiative transfer equations) that have no
relation with the Euler equations. Independent of the resolution used, they should al-
ways be parameterized. However, deep convection and turbulence are described by
the Euler equations as soon as the model grid is sufficiently fine. Table 2.1 presents
an overview of some important atmospheric motions, their corresponding horizontal
scales, and whether they are resolved by a current day global, LAM, or large eddy sim-
ulation (LES) model. For example, deep convection characterized by the development
of cumulonimbus clouds, is currently unresolved in global models (∆x ∼ 16 km) but
at least partly resolved in LAMs (∆x ∼ 2.5 km). Most NWP communities therefore
gradually switch off their deep convection parametrization scheme as they enter the
gray zone for convection (∆x < 10 km). Developing a scheme that couples coherently
resolved and unresolved features (to prevent double counting) and thus works consis-
tently for different resolutions seems a good practice to approach such gray zone issues
[45]. Table 2.1 illustrates an important reality: LAMs explore new scales and their dif-
ficulties before global models and therefore the latter can learn from the strategy used
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Table 2.1: Overview of the different scales of atmospheric motions based on Table 1.4 of An
introduction to Dynamic Meteorology of Holton [50]. The three rightmost columns show which
phenomena are resolved by a current day global model, LAM, and large eddy simulation (LES)
model.
Type of motion Horizontal scale (m) Global model LAM LES
planetary waves 107 X × ×
mid-latitude cyclones 106 X × ×
hurricanes 105 X X ×
fronts 104 − 105 X X ×
cumulonimbus clouds 103 × X X
tornadoes 102 × × X
gusts 10− 102 × × X
turbulent eddies 1− 10 × × X or ×
by the LAMs. While LAMs are leaving the gray zone of convection, they are running
into a terra incognita for turbulence, as explained in [138]. And here LAMs could learn
from the LES models, which are now already partly resolving turbulence.
Despite having a sufficiently fine resolution, some model types cannot be used to sim-
ulate large scale phenomena because their typical domain size is too small to contain
these horizontal scales. As an example Table 2.1 shows that a LES model or a LAM is
not able to resolve a planetary wave. This explains why often multiple models with
different resolutions are nested e.g., to model the meteorological influence of gas dis-
persion in an urban district [73] or to make regional climate projections [46].
Finally, one must realize that the effective resolution of the model is not identical to the
grid distance ∆x of the model. In [100] the effective resolution is defined as the wave-
length where a model’s spectrum begins to decay relative to the observed spectrum or relative
to a spectrum from a higher resolution simulation. The reasons for this deviation of model
spectra for the shortest waves are twofold. First, the shortest scale phenomena are
often poorly represented by the numerical integration scheme used and secondly, dif-
fusion (both explicit and implicit due to numerics) or truncation is applied at the short
end of the wave spectrum. Studies to determine effective resolutions are based on the
definition given above: one compares the spectrum of the model output with obser-
vational spectra or spectra obtained with finer resolution models. In [100] an effective
resolution around 7∆x was found for WRF NWP simulations, whereas [1] found 8∆x
as effective resolution of the IFS model on a linear grid. More recent experiments with
IFS on a cubic grid indicate that this approach may offer a higher effective resolution
[65].
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Table 2.2: The different steps of interest carried out during one time step integration of the
ALADIN model. The equivalent of each term in (2.3) is given in the second column of the table
(based on Table 2 in [117]).
ALADIN time step organization
1 transform fields: spectral→ grid point
2 calculate physics in arrival points P(U0A)
3 update tendencies
4 compute SL departure points D
and do interpolations
5 compute explicit part dynamics (I + ∆t2 L∗)U0D + ∆t(M−L∗)
(
U˜
)
6 add all tendencies Rlam
7 lateral boundary coupling Rtot = αRhost + (1− α)Rlam
8 transform fields: grid point→ spectral
9 solve for updated fields U+A = (I − ∆t2 L∗)−1Rtot
2.2.2 Time step organization
In this subsection the way the ALADIN model calculations are organized during one
time step is reviewed. Alternative discretization schemes should maximally obey the
current time step organization.
Let us use the prototype equation (2.2) to outline the different steps of the ALADIN
time step organization. The ALADIN model is based on a 2TL SISL discretization
scheme. Applying this approach to Eq. (2.2) yields
(I − ∆t
2
L∗)U+A = (I +
∆t
2
L∗)U0D + ∆t(M−L∗)
(
U˜
)
+ ∆tP(U0)
= R, (2.3)
with I is the identity operator, ∆t the time step, U the vector containing the prognostic
variables in all the grid points,M the complete dynamics, L∗ the dynamics linearized
around a horizontally homogeneous reference state, and P the physics. The spatial
discretization is included in the operators L∗, M, and P . The superscripts + and 0
represent evaluations at time t + ∆t and t, respectively. The subscripts D and A imply
that the fields should be evaluated in the departure points and the arrival points, which
coincide with the grid. Remark that, despite being second-order accurate for the linear
part of the dynamics L∗, the overall accuracy is only first-order.
Table 2.2 shows the ALADIN procedure to solve Eq. (2.3). The tendencies of the physics
P(U0) are first calculated in the arrival points (step 2), but they are later interpolated
to the departure points (step 4) where they are added to the tendencies of the explicit
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dynamics (step 6). The different contributions to the physics are calculated indepen-
dently and aggregated to one tendency [117]. For the ALADIN experiments that will
be presented in chapter 5 a set of physics parameterizations known under the name
ALARO-0 is used. Information about the parameterization strategies used in this pack-
age can be found in [32] and [46].
Different options exist for the evaluation of the nonlinear part of the dynamics (M−
L∗) (U˜), among others the stable extrapolation two-time level scheme (SETTLS) described
in [52], which enhances stability while being second-order accurate (step 5). The cou-
pling to the host model, which was explained in 2.1, is done in grid point space on
the right hand sides (details described by Radnoti [87]) by relaxing the LAM fields to
the fields resulting from a run on a larger host domain (step 7). Due to the periodic-
ity of the coupling fields, this immediately leads to periodic right hand sides, ready
to be transformed to spectral space (step 8). An overview of the biperiodization and
coupling methods used in ALADIN can be found in [119].
2.2.3 Collocation grid
The ALADIN model is defined on a so-called collocation or unstaggered grid [68].
On such a horizontal grid all variables are defined in the same grid points. For rea-
sons that will become clear in chapter 3, it may be advantageous to combine local spa-
tial discretization methods with a staggered grid formulation where the pressure and
wind velocity variables are evaluated in different grid points. However, leaving the
collocation grid would imply that the post-processing, physics parameterization, and
SL calculations should be reformulated. It would also treble the amount of trajectory
calculations. Maintaining a collocation grid is therefore an important constraint.
2.3 High performance computing as an evolving constraint
2.3.1 Introduction
As realized already by Richardson [85], a powerful computing system is needed to
forecast the weather on time. The first numerical weather forecast, which was per-
formed by Charney, Fjo¨rtoft, and Von Neumann, is described in the 1950 Tellus article
Numerical Integration of the Barotropic Vorticity Equation [18]. This meteorological break-
through was achieved on the ENIAC (Electronic Numerical Integrator And Computer)
built during World War II, which was the first general purpose machine and a corner-
stone in the development of and problem solving with computers. Apart from military
calculations, the ENIAC was available to researchers to solve problems in different do-
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Figure 2.3: Evolution of sustained performance of the HPC infrastructure of ECMWF (ex-
pressed in teraflops, left axis) and the number of grid points used for their global model run
(right axis). This figure is taken from [49].
mains and weather forecasting was among them [43]. Despite its huge (at least for that
era) computing power, the ENIAC needed about 24 hours to perform a 24 hour inte-
gration of the barotropic vorticity equations on a 15 by 18 grid points LAM domain.
Although still lightyears away from the operational NWP standards as we know them
today, this test was of large importance as it demonstrated the possibility of weather
forecasting by numerical integrations.
Ever since, the computing capacities have increased dramatically paving the way to-
wards integrating more complete and thus more complex sets of equations at higher
resolutions. Figure 2.3 illustrates this increase in computing power for the European
Center for Medium-Range Weather Forecasts (ECMWF) from the seventies till today.
ECMWF is considered as the reference for medium range weather forecasting and its
computing facilities have always been cutting-edge. It thus forms a good probe to
study trends in supercomputing in NWP. The horizontal axis forms a timeline and on
the left vertical axis the computing power available for operational weather forecast-
ing at that time is plotted. Computing power can be expressed by different quantities,
here sustained performance expressed in teraflops (1 Tflops = 1012 flops) is used. One
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flop (floating point operations per second) corresponds to one arithmetic operation
(addition or multiplication) per second. Sustained performance reflects the number of
computations per second attained for a given application (in Table 2.3 a benchmark test
representative for the operational IFS forecast) and is often a better measure than the
peak performance, which is the theoretical maximal performance of the machine. This
implies that the sustained performance is always lower than the peak performance.
As an example, the two most recent ECMWF supercomputers had a sustained perfor-
mance that was respectively 75 and 18 times less than their peak performance. The
same can be seen in the top500 list (http://www.top500.org/ ), which publishes both
the LINPACK sustained performance and the peak performance of the 500 most pow-
erful supercomputers in the world. However, in this list the sustained and theoretical
performance are much closer to each other. This illustrates the complexity of the NWP
problem and it shows that a code organization tuned to the computational infrastruc-
ture is crucial to get the maximum out of your machine.
Figure 2.3 also shows the increase in resolution by plotting the number of grid points
(Ntot = NxNyNz with Nx, Ny, and Nz the number of grid points in the three directions)
of the used grid. The resolution increased substantially but not at the rate the comput-
ing power has been growing.
To appreciate the speed at which computing power is evolving, compare the perfor-
mance of a typical smartphone today with the evolution of the ECMWF computing
power. The Samsung Galaxy S6 has a peak performance of 34.8 GFlops. To make a
fair comparison, let us assume that the sustained performance is 20 times lower than
the theoretical performance. It can be seen that the computing capabilities of such a
smartphone beat the ECMWF supercomputers of the early nineties.
The new cluster used for the operational weather forecasts for Belgium, in use since
the end of 2015, has a peak performance of 40 TFlops. By using a LAM, this limited
computing power can still be employed for high-resolution weather forecasts.
As the electricity costs are becoming very large for NWP centres there is recently in-
creased awareness about energy-to-solution e.g. [131]. This quantity will partly de-
pend on the technology used in the HPC system, but also partly on the algorithms
used. This topic falls out of the scope of this thesis.
In the next section we will have a more detailed look at the relation between the nu-
merical algorithms used and computer architecture which is very important for the
time-to-solution.
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2.3.2 Link between HPC architecture and numerics
Apart from the computing power, the architecture of supercomputers did evolve. In
the early days of supercomputing the computations were done by one computing core.
Computer scientists managed to drastically improve the computational power of cores.
However, to accomplish the needs of researchers and business, machines consisting of
multiple cores were developed. Today, a supercomputer consists of thousands of com-
puting units (the newest Cray XC30 at ECMWF consists of 84120 cores) and this trend
towards massively parallel computing is expected to continue. Today’s most powerful
machine, Tianhe 2, has over three million cores. It is of large importance that not only
the computations but also the memory is distributed over many components. As mo-
tivated earlier, the numerical problem to solve must take into account the architecture
of the machine (or the other way around but it is clear that NWP is not steering the su-
percomputer trends). An early day ’supercomputer’ example to illustrate the impact
of technological innovations on the algorithm used [43]:
Solving problems using the ENIAC often required the development of
new methods in numerical analysis, since numerical methods previously
used were based on the assumption of slow computing (as then available)
but essentially unlimited storage (paper had been plentiful for years).
The current trend of thousands of cores connected by a communication network is
clearly favoring methods that are computationally intensive but need only limited
communication. Model discretizations that do need lots of communication could end
up in a situation where the processors are often idle because they have to wait on data
that are dragged by the (relatively) slow communication network.
Cats undertook an interesting exercise, described in an unpublished note written in
2008 [17]. He estimated the impact of the evolving HPC technology on two different
discretization approaches for the dynamical core:
• Type 1, the explicit Eulerian grid point model. Apart from being a HEVI scheme
(and thus semi-implicit in the vertical), ICON [140] suits more or less this defini-
tion.
• Type 2, the SISL spectral model. The IFS/ARPEGE/ALADIN [2] family is an
example of this approach.
Given some assumptions, Cats undertook a quantitative study to estimate the perfor-
mance of the two model types on future supercomputers. In what follows a qualitative
discussion will be presented.
Type 1 models need short time steps due to the CFL stability criterion and they will
therefore need many time integrations. However, the local grid point calculations (e.g.
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FD) will limit the need for communications. The calculation of derivatives is only
based on the values in the neighboring grid points and the higher the order of the
used discretization, the larger the stencil of the involved grid points becomes. These
methods scale well because the corresponding communication between cores is local if
the computer topology reflects the grid structure. Finally, the explicit time integration
results in a direct update of the prognostic variables.
The SISL spectral models are unconditionally stable (at least for the linearized part of
the equations) and are therefore used with long time steps. Type 2 models will thus
need far less integrations than type 1 models. This advantage is partly offset because an
integration is more expensive. The calculation of the derivatives with spectral accuracy
is straightforward once the spectral coefficients are known. However, as illustrated for
the ALADIN model in Table 2.2, part of the computations, such as physics parame-
terizations, SL advection, and LBC coupling, should be done in grid point space. The
transformations from grid point to spectral space form the main challenge of the type
2 models. We will have a more detailed look into these transformations.
Spectral methods are typically based on sinusoidal basis functions φi (x, y)3. The trans-
formations between grid point and spectral space of a function u(x) sampled in N
equally spaced points over the 1D domain [0, L] read as
Uk =
N−1
∑
j=0
uje−ik(j∆x)
2pi
L , ∀k = 0, 1, ..., N − 1 (grid point −→ spectral) and (2.4)
uj =
1
N
N−1
∑
k=0
Ukeik(j∆x)
2pi
L , ∀j = 0, 1, ..., N − 1 (spectral −→ grid point), (2.5)
with Uk the spectral coefficient corresponding to the wave with wavenumber k and
thus wavelength Lk . Equations (2.4) and (2.5) have two important drawbacks:
1. They scale quadratically (the number of operations is ∼ O (N2)) in function of
the number of grid points N. To calculate the N spectral coefficients one does,
indeed, need N multiplications and N − 1 additions for each spectral coefficient
thus N × (2N − 1) operations. This is a weakness compared with FD derivative
calculations, which scale linearly (∼ O (N)). However, there exists an algorithm,
the so-called Cooley-Tukey Fast Fourier Transforms method, that evaluates the
equation in a ∼ O (NlogN) way. Variants of these method are used in NWP
and this seems to make the computational problem less stringent. For a more
detailed analysis of the number of operations used for the transformations in
NWP models the reader is referred to [67]
3 This is true for the spectral LAMs. However, global methods will use spherical harmonics, consisting of
a wave in the longitudinal direction modulated by an associated Legendre polynomial in the meridional
direction.
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2. The high-order accuracy of the spectral derivatives is due to the global charac-
ter of the method: all grid point values are used to calculate a derivative in one
point. This global character is reflected in the equations (2.4) and (2.5) where e.g.,
all grid point values are used to calculate one spectral coefficient Uk. If one would
evaluate Eq. (2.4) starting from data organized in a domain decomposition way
where each core contains the data of one horizontal region of the domain, lots
of communication would be needed during the computations. It is important
to organize the communication in a well adapted way. The transposition method,
used for example in the IFS/ARPEGE/ALADIN family of models, reorganizes
the data before evaluating Eq. (2.4) and (2.5) such that every core has already all
data it needs for the calculations. In this way, there is no need for communica-
tion during the computational phases. The transposition strategy is illustrated in
Figure 2.4. Starting from a horizontal domain decomposition data distribution
over the cores (for the physics, explicit dynamics,...), the data are redistributed
towards a set-up where all data for one latitude are collected onto one core. This
permits an efficient on-core evaluation of the Fourier transforms in the longitu-
dinal direction. Then the data are redistributed so that data with the same lon-
gitudinal wavenumber m are on the same core permitting an easy evaluation of
the meridional Fourier transforms. Similar transpositions are needed to go back
from spectral to grid point space [37].
The current trend towards massively parallel supercomputers makes the communica-
tion needed for the transposition far more challenging than the first, computational
scaling drawback. The global communication needed for the transpositions does not
scale, in contrast with the earlier mentioned local communication. It is therefore con-
sidered as a limitation to the use of spectral methods, as mentioned in most papers
describing models not using the spectral method e.g., [140]. Also Cats concluded that
one day the spectral SISL method would be outperformed by the local explicit Eule-
rian models [17]. This cross-over point could shift if the technological HPC evolutions
would undergo serious changes. Cats explained that using grid computing for HPC
(computers are then located far away from each other) would accelerate the spectral
redemption [17]. Another technological game changer could be the use of silicon pho-
tonics so that communication could take place at much higher speeds [94]. Some re-
search groups are currently developing optical devices (e.g., switches, interconnects,...)
to enable the photonics to take over functions done now by the slower electronics.
Such a technological revolution could prolong the use of communication intensive al-
gorithms.
However, it is dangerous to make strong claims about future evolutions. It is, for
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Figure 2.4: Transposition strategy of the spectral IFS code for four computing cores. The fig-
ure illustrates the different transpositions (and thus communication phases) needed to shuttle
between grid point and spectral space. The ALADIN model has a very similar procedure, ex-
cept that the bi-Fourier functions need twice a Fourier transform instead of the Fourier and
Legendre transform needed for the spherical harmonics. Figure from [37].
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example, not the first time the spectral SISL method is redeemed. In 1990 Coˆte´ and
Staniforth expected the spectral method to be outperformed soon due to the computa-
tionally expensive Legendre transforms (only in global models) [20]:
It is believed that the speed of present-day computers is such that the
crossover point where finite-difference/finite-element methods become more
cost-effective than the spectral method has now been reached for medium
range forecasting.
However, during the consequent year the computational burdens of the Legendre
transforms were weakened by a reduction of the number of transforms by reformulat-
ing the algorithm [114] and by using reduced Gaussian grids, which have significantly
less grid points [53]. So Coˆte´ wrote two years later [21]:
In the meantime, Hortal and Simmons and Temperton have shown, re-
spectively, that some economy may be obtained by reducing the number of
collocation points and transforms, and that we were perhaps unduly pes-
simistic for the immediate future.
And now, more than 20 years later, the spectral method is still used for medium range
forecasting. However, the communication bottleneck, which is the current day threat
for spectral, is linked fundamentally to the philosophy of the spectral method. Mirac-
ulous solutions do not exist for this problem. That is why spectral NWP communities
are actively studying this topic today. They want to ensure that their NWP models will
use future exascale machines efficiently.
2.4 Conclusion
Practical constraints were identified as a decisive factor in the development of an oper-
ational atmospheric model. This chapter highlights three constraints that have a large
impact on the ALADIN numerics:
1. The ALADIN model was established as a high-resolution LAM model implying
the need for LBC coupling.
2. Given the multitude of applications and products linked to the model and the
complexity of the code, one needs to implement changes in a modular way to
minimize the impact on the existing code. Relevant for the spectral discretization
are the time step organization and the use of a collocation grid.
3. There is a clear evolution in HPC architecture towards massively parallel ma-
chines. This may create scalability problems for algorithms that need lots of
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global communication e.g., the Fourier transforms. This trend in HPC is one
of the motivations to rethink the horizontal spatial discretization of ALADIN.
In the following chapters we take these external constraints into account, while inves-
tigating local alternatives for the current spectral spatial discretization.
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Impact of discretization on numerical representation of
atmospheric waves 3
The equations governing the motions in the atmosphere do support many different
wave types. Some of them have a direct impact on the weather, others are of no im-
portance to meteorology. The assumed approximations to the Euler equations, the
chosen space and time discretization, and the chosen grid determine the properties of
the numerical representation of the atmospheric waves. An appropriate atmospheric
model should result in a realistic numerical representation of the relevant atmospheric
waves.
Due to the exact calculation of derivatives in spectral space, the spectral method for
the horizontal spatial discretization conserves the analytical behavior of the numerical
waves. No surprise that plugging in a local spatial discretization method will degrade
the numerical representation of waves. One should therefore study the impact of the
local alternatives on the wave behavior and decide whether the unavoidable distor-
tions are acceptable. In this chapter a review and discussion about numerical wave
behavior is presented.
Section 3.1 presents an overview of the spectrum of atmospheric waves. It explains
why studying the strongly simplified shallow water equations (SWE) is a good way to
reveal numerical wave distortions. The impact of time and space discretization, with
focus on the arrangement of the variables on the grid, is reviewed in section 3.2 and
3.3. Finally, the consequences of these findings for our thesis are discussed.
3.1 Atmospheric waves and the shallow water equations
In this section we first introduce the main wave types present in the atmosphere. Sec-
ondly, we discuss how and why the SWE can be used to test the impact of discretization
schemes on the numerical waves.
3.1.1 Types of atmospheric waves
Our atmosphere supports different types of waves. Assume, for example, a dry and
stably stratified atmosphere, which corresponds to dθdz > 0 wherein θ represents the
potential temperature of the atmosphere and z the height. An air parcel initially at
altitude z0 that is displaced adiabatically upwards over a certain distance δz > 0 in a
statically stable atmosphere ends up in an environment that has a higher temperature
than the parcel. This is because θ (z0 + δz) > θpar = θ (z0) with θpar the potential
temperature of the air parcel. As a consequence, buoyancy forces the particle down and
at the starting height z0 the particle feels no more buoyancy implying no acceleration
at that point. Consequently, the air parcel reaches at this point its maximal downward
velocity. Once below its initial height z0, the air parcel has a temperature higher than its
environment. Now buoyancy works upward resulting in an upward acceleration. The
downward velocity decreases, becomes 0 at its minimal height, and from this point
on the parcel undergoes, again, an upward motion. In this way, the air parcel that
was moved away in a stably stratified atmosphere from its initial, equilibrium height
undergoes a buoyancy oscillation. However, the oscillation will not be limited to one
parcel. Neighboring parcels are influenced and start to oscillate too (but with a certain
delay or phase change). We now have a so-called gravity wave with parcel oscillations
perpendicular to the propagation direction of the wave.
Different wave types are included in the Euler equations:
• gravity waves, caused by buoyancy oscillations, as explained above. The static
stability of the atmosphere controls the frequency of the buoyancy oscillations
N =
√
g dlnθdz called the Brunt-Va¨issa¨la¨ frequency. Mountain waves excited when
statically stable air flows over orography are one example of atmospheric gravity
waves. In a statically unstable atmosphere (dθdz < 0) this frequency will be an
imaginary number. Displacing a parcel will no longer result in an oscillation,
parcels will keep rising and this may be the onset of convection.
• inertial waves. These waves appear when in a situation of geostrophic balance an
air parcel is, for some reason, moved away over a certain distance. The parcel
then has a velocity different from the geostrophic flow and the Coriolis force will
therefore act on this particle trying to restore the balance. An important difference
compared with the buoyancy oscillations consists of the direction of the restoring
force. The buoyancy force is always acting along the same direction, the vertical,
whereas the Coriolis force will point in a nonconstant direction perpendicular
to the moving parcel. That is why a parcel brought out of geostrophic balance
will travel along elliptical trajectories. These inertia oscillations are called inertia
waves.
• inertia-gravity waves or inertio-gravity waves (IGWs). In the atmosphere the two pre-
vious restoring forces can work together on an air parcel resulting in a so-called
IGW. As an example, consider a buoyancy oscillation with horizontal scales suf-
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ficiently large such that it is also influenced by the Coriolis force. In the limit of
purely vertical or horizontal oscillations this will correspond to pure gravity and
inertial waves. The direct importance of IGWs seems to be limited to mesoscale
phenomena. They are, for example, thought to play a role in clear air turbulence,
which poses an annoying problem for civil aviation [127]. Still today, the role
and importance of IGWs remains unclear. Observational studies are undertaken
to trace IGWs in the atmosphere and learn more about their properties, behav-
ior, origins,... In [126], for example, a radar investigation to study IGWs in the
troposphere and lower stratosphere is described. In their introduction they list
potential sources for IGW generation:
There are several theories in the literature for the generation of IGWs,
e.g. diurnal variation in convection, instability of a horizontal shear
line, instability of a vertical shear layer or flow over mountains. The
most popular is probably that of ’spontaneous’ or ’geostrophic’ adjust-
ment - relaxation of the atmosphere to a balanced state after the distor-
tion of a jet stream by a weather system.
IGWs are indirectly important for synoptic scale meteorology. The atmosphere is
on the synoptic scale approximately in hydrostatic equilibrium and striving to-
wards geostrophic balance. It can be shown that the deviations from this balance
result in propagating IGWs. This process is called geostrophic adjustment [50].
• Rossby waves. They are also called planetary waves and dominate the large scale
weather patterns. These waves are moving westward relative to the eastward
background flow so that, depending on the situation (e.g., the wavelength of
the Rossby wave, strength background flow,...), they can propagate east or west-
wards. Planetary waves are known to be very important for the meridional trans-
port of heat and momentum [133]. Their underlying physics principle is the con-
servation of potential vorticity and they are only found if a meridional variation
of the Coriolis parameter is included. Often this is taken into account by the so-
called β-plane analysis with β = ∂ f∂y (y0) and y the meridional coordinate so that
f (y) = f (y0) + β (y− y0) 1. Orography is known to excite Rossby waves that
are stationary as the forcing is not varying in time, as explained in [50].
• sound waves. Sound waves have high frequencies and large phase velocities. They
are characterized by compression and expansion of air parcels. Irrelevant for me-
teorology, they may be eliminated by filtering approximations e.g., the anelastic
approximation or the hydrostatic approximation (except for the horizontal Lamb
wave).
1 This β factor follows from the derivation of the vorticity equation on a rotating sphere.
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One could summarize the previous overview as follows. Rossby waves are slowly
propagating planetary waves of crucial importance for weather and climate. The exact
role, impact, sources,... of IGWs is still uncertain. They are relevant for geostrophic
adjustment at the synoptic scales and are thought to have a more direct importance at
mesoscales (e.g., clear air turbulence). The very fast propagating sound waves are not
important for meteorology. This means that weather models must represent Rossby
waves accurately, should preferably have an appropriate representation of IGWs (es-
pecially mesoscale models), and do not have to bother about sound waves (as long as
they do not cause numerical problems in your model).
A wave can be seen as an oscillation around a balanced state and is mathematically
described as
fˆ (k, l, m) ei(kx+ly+mz−ωt), (3.1)
with k, l, and m the wavenumber in the x-, y-, and z-direction, ω the frequency, and
fˆ the amplitude. Wavenumbers are related to the wavelength such that, for example,
k = 2piλx . The frequency ω is a complex number whose real part < (ω) and imagi-
nary part = (ω) determine the phase and the amplitude of the wave, respectively. The
phase velocity vph =
<(ω)√
k2+l2+m2
is the velocity the wave fronts are propagating at. The
group velocity vgr =
∂<(ω)
∂k 1x +
∂<(ω)
∂l 1y +
∂<(ω)
∂m 1z represents the velocity at which en-
ergy is propagating. A wave is called dispersive if its phase velocity depends on the
wavenumber. A function consisting of dispersive waves is characterized by a changing
shape during propagation. The relation between frequency and wavenumber is called
the dispersion relation. As an example, Figure 1.4 visualized the dispersion relation of
the Rossby waves, sound waves, and IGWs for the equations with and without hydro-
static approximation.
It is well-known that a periodic function f (x, y, z, t) can be decomposed into a sum of
waves:
f (x, y, z, t) =
∞
∑
k=0
∞
∑
l=0
∞
∑
m=0
fˆ (k, l, m) ei(kx+ly+mz−ωt). (3.2)
The fact that functions can be seen as an infinite sum of waves explains why studying
the wave behavior is essential. The dependency of the amplitudes fˆ on the wavenum-
bers results in the spectrum of the field f . Decomposition (3.2) forms the foundation for
the spectral spatial discretization approach albeit one then needs to truncate the series
at certain wavenumbers K, L, and M due to the limited computational capacities:
f (x, y, z, t) ≈
K
∑
k=0
L
∑
l=0
M
∑
m=0
fˆ (k, l, m) ei(kx+ly+mz−ωt). (3.3)
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The more wave components one adds, the closer the series approximates the function
f .
Dispersion relations can be found by inserting Eq. (3.2) for each variable into the equa-
tion set describing the wave of interest. Remark that for a wave all fields (pressure,
velocity,...) oscillate with the same frequency ω and have the same wavenumbers k,
l, and m. Some arithmetic then results in a relation between the frequency and the
wavenumber. Depending on the equation set used, different dispersion relations are
found. The number of prognostic equations determines the number of waves permit-
ted by the equation set. Transforming a prognostic equation into a diagnostic equation
corresponds to filtering one wave type. As an example, consider the hydrostatic equa-
tion, which has a diagnostic vertical momentum equation (1.13). This equation set
therefore filters out the sound waves, as illustrated in Figure 1.4.
3.1.2 The shallow water equations, a toy system to study the be-
havior of atmospheric waves
As explained in [50], the SWE can be found by introducing some extra assumptions in
the hydrostatic primitive equations (Eq. (1.10), Eq. (1.11), Eq. (1.3), and Eq. (1.13)). We
assume an incompressible atmosphere with density ρ. The height of the atmospheric
layer h (x, y, t) will change and via the hydrostatic relation this gives for the surface
pressure p (x, y, t) = ρgh (x, y, t). Assuming now a 2D planar geometry instead of the
spherical geometry, Eq. (1.10) and Eq. (1.11) are reduced to
du
dt
= −1
ρ
∂p
∂x
+ f v = −g∂h
∂x
+ f v = −∂φ
∂x
+ f v and (3.4)
dv
dt
= −1
ρ
∂p
∂y
− f u = −g∂h
∂y
− f u = −∂φ
∂y
− f u. (3.5)
The formulations in height h, surface pressure p, and geopotential φ = gh are equiv-
alent if we assume that g is a constant. Remark that the pressure gradient term does
not depend on the height z. Let us assume an initial horizontal velocity field that is
constant with height. This means that all horizontal velocity fields will remain inde-
pendent of the height; indeed, there is not one term in the prognostic equations (3.4)
and (3.5) varying along the vertical.
The incompressibility reduces the continuity equation to ∇ · V = ∂u∂x + ∂v∂y + ∂w∂z = 0.
From this, we can now calculate the vertical velocity at the top of the layer w (h) =
−h
(
∂u
∂x +
∂v
∂y
)
. By remarking that the vertical velocity at the top of the layer w (h) is
equal to the change of the height of the fluid dhdt , we derive a prognostic equation for
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the atmospheric height (or surface pressure or geopotential)
dh
dt
= −h
(
∂u
∂x
+
∂v
∂y
)
, (3.6)
dp
dt
= −p
(
∂u
∂x
+
∂v
∂y
)
, or (3.7)
dφ
dt
= −φ
(
∂u
∂x
+
∂v
∂y
)
. (3.8)
Despite the fact that SWE are obviously too simple to be used for atmospheric model-
ing, they are well studied in meteorology. This can be understood as they permit a sim-
ple analysis contrary to the Euler equations and their wave solutions still show a sim-
ilar behavior as the wave solutions of the more complete sets of equations. Arakawa
indeed explained in [4] that the dispersion relations found for the atmospheric IGWs
can be cast in the one found for the IGWs of the SWE.
Let us now derive the wave solutions of the SWE. A linear system of equations is
needed in order to derive dispersion relations. We therefore first linearize the equa-
tions around a reference state u = u′, v = v′, and h = H + h′, where the primed vari-
ables represent small amplitude oscillations around the reference state e.g. h′ << H.
The linearized SWE in the height formulation then write as
∂u′
∂t
= −g∂h
′
∂x
+ f v′, (3.9)
∂v′
∂t
= −g∂h
′
∂y
− f u′, and (3.10)
∂h′
∂t
= −H
(
∂u′
∂x
+
∂v′
∂y
)
. (3.11)
We have chosen a uniform reference state H for the height. However, it could be ad-
vantageous to have a reference height H (x, y) depending on the horizontal position.
We will come back on this in 4.5.2.
We now assume periodic oscillations, the building blocks of the Fourier decomposition
(3.2),
u′ (x, y, t) = uˆ (k, l) ei(kx+ly−ωt),
v′ (x, y, t) = vˆ (k, l) ei(kx+ly−ωt), and
h′ (x, y, t) = hˆ (k, l) ei(kx+ly−ωt).
As there is no z-dependence for the variables the wavevector will only have horizontal
components. Inserting the previous wave forms in the linearized SWE results into the
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following equation set
iωuˆ + f vˆ− igkhˆ = 0,
iωvˆ− f uˆ− iglhˆ = 0, and
iωhˆ− H (ikuˆ + ilvˆ) = 0.
Solving the previous results into the following dispersion relation for the waves de-
scribed by the SWE
ω±IG = ±
√
f 2 + gH (k2 + l2) and ωRo = 0, (3.12)
where obtaining three solutions agrees with the fact that we started from three prog-
nostic equations. Remark that one could cast the expression (1.14) for the IGWs with
the hydrostatic approximation in this SWE dispersion relation by assuming an equiv-
alent scale height H (m) = N
2
g(m2+1/(4H20))
[112].
The constants in Eq. (3.12) can be combined into the Rossby radius of deformation R =√
gH
f . Arakawa [4] made an estimate for the range of Rossby radii R characteristic
for the atmospheric waves relevant to NWP. In what follows, we will assume R =
1000 km. The rate R∆x with ∆x the grid distance will strongly influence the shape of
the dispersion relation and the expressions of the phase and group velocity, as shown
in Figure 3.1 for the 1D situation. Most of the studies about dispersion relations were
published some decades ago when the models were ran at low resolutions, which ex-
plains why they used low rates. With the current high-resolution models it seems
better to study the dispersion behavior at larger rates. Figure 3.1 compares the dis-
persion properties of an atmosphere with R = 1000 km for two different resolutions:
∆x = 1000 km and ∆x = 10 km. Dispersion plots are typically presented in function
of normalized wavenumber k∆x. On a mesh with grid distance ∆x the shortest wave
that can still be presented has a wavelength λ = 2∆x and hence wavenumber k = pi∆x .
One therefore has 0 < k∆x < pi on the x-axis of Figure 3.1. Depending on the rate R∆x ,
one ends up with plots that look completely different. All waves present in the plot
for ∆x = 1000 km are also present in the long wave limit of the plot for ∆x = 10 km.
For the high-resolution case the frequency scales almost linearly with the wavenumber
and one could approximate Eq. (3.12) by ω±IG ≈ ±
√
gH (k2 + l2).
The eigenvectors corresponding to the solutions of Eq. (3.12) have the following
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Figure 3.1: Plot of the normalized frequency (a, b), the phase velocity (c, d), and the group
velocity (e, f) of the IGWs for R = 1000 km. The left plots (red) show the results if ∆x =
1000 km, the right plots (green) for ∆x = 10 km. The wave propagating along the x-axis is
shown (l = 0). On the x-axis the dimensionless wavenumber k∆x is shown.
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form
V±ig =

ik f−lω±ig
−H(k2+l2)
i f l+kω±ig
H(k2+l2)
1
 and Vro =

− iglf
igk
f
1
 . (3.13)
The first eigenvector corresponds to the IGWs and the second one to the stationary
Rossby mode. We clearly see that the eigenvector Vro expresses a state of geostrophic
balance.
Finally, Eq. (3.4), Eq. (3.5), and Eq. (3.6) can be extended to the situation with a bot-
tom topography horo. We then get
du
dt
= −g∂h
∂x
+ f v, (3.14)
dv
dt
= −g∂h
∂y
− f u, and (3.15)
d (h− horo)
dt
= − (h− horo)
(
∂u
∂x
+
∂v
∂y
)
. (3.16)
In the following sections the linearized SWE will be used to study the impact of dis-
cretization on the properties of IGWs.
3.2 Impact of time discretization on IGW dispersion
The scope of this thesis is limited to SI time discretization schemes. We, therefore, only
study the impact of the SI time discretization on the dispersion properties. To do so, we
start from the linearized SWE (3.9), (3.10), and (3.11). Applying a 2TL SI discretization
then yields
u′+ − u′0
∆t
= −g
2
[(
∂h′
∂x
)+
+
(
∂h′
∂x
)0]
+
f
2
(
v′+ + v′0
)
, (3.17)
v′+ − v′0
∆t
= −g
2
[(
∂h′
∂y
)+
+
(
∂h′
∂y
)0]
− f
2
(
u′+ + u′0
)
, and (3.18)
h′+ − h′0
∆t
= −H
2
[(
∂u′
∂x
)+
+
(
∂u′
∂x
)0
+
(
∂v′
∂y
)+
+
(
∂v′
∂y
)0]
, (3.19)
with 0 and + representing an evaluation at time t0 and t+ = t0 + ∆t. For the sake of
simplicity, all forcing terms are treated implicitly although in reality this is often not
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the case for the Coriolis force (e.g., [115]). If we now fill in the wave forms (3.1) and
assume exact spatial derivatives, we obtain:
2i sin
(
ω∆t
2
)
uˆ− f∆t cos
(
ω∆t
2
)
vˆ + igk∆t cos
(
ω∆t
2
)
hˆ = 0, (3.20)
f∆t cos
(
ω∆t
2
)
uˆ + 2i sin
(
ω∆t
2
)
vˆ + igl∆t cos
(
ω∆t
2
)
hˆ = 0, and (3.21)
ikH∆t cos
(
ω∆t
2
)
uˆ + ilH∆t cos
(
ω∆t
2
)
vˆ + 2i sin
(
ω∆t
2
)
hˆ = 0. (3.22)
This yields the following dispersion relations
ω±IG =
2
∆t
arctan
±
√
f 2 (∆t)2 + gH (∆t)2 (k2 + l2)
4
 and ωRo = 0. (3.23)
Figure 3.2 visualizes the IGW dispersion relation for different time steps. We clearly
notice the phase speed retardation accompanying a SI discretization, as mentioned in
chapter 1. In the limit of short time steps, the SI dispersion properties converge towards
the analytical SWE ones. But for long time steps, a natural choice for SI schemes,
there is a large impact on the properties of the IGWs. The decrease in frequency of
the shortest IGWs makes that the SI time discretized scheme remains stable even for
large time steps. The distortion of the shortest IGWs is considered as harmless for the
forecast, because the waves in question carry little energy [108].
3.3 Impact of space discretization on IGW dispersion
The impact of a spatial operator on a wavelike field, mathematically represented by
Eq. (3.1), comes down to a multiplication of this field by a response function [104]. Each
spatial operator will correspond to a certain response. The first-order derivative oper-
ators along the x- and y-axis correspond, for example, to the responses px and py
∂u′
∂x
[cont. eq.] ↔ pxei(kx+ly−ωt)uˆ [discr. eq. with wavesolution assumed] and
∂u′
∂y
[cont. eq.] ↔ pyei(kx+ly−ωt)uˆ [discr. eq. with wavesolution assumed] ,
where the exact form of the response is determined by the discretization method used.
Table 3.1 shows the responses corresponding to different operators for different dis-
cretization methods.
Remark that even in the absence of a spatial derivation a response p will appear, for
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Figure 3.2: Plot of the normalized frequency (a), the phase velocity (b), and the group velocity
(c) of the IGWs for λ = 1000 km and ∆x = 10 km. A SI time discretization is used with different
time steps: ∆t = 10 s (red), ∆t = 100 s (green), and ∆t = 1000 s (yellow). The wave propagating
along the x-axis is shown (l = 0).
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Table 3.1: Responses of the second-order FD, the spectral, and the linear FE spatial discretiza-
tion of a 1D wave f = fˆ eikx for different operators. A grid distance ∆x is assumed and the
subscript of f denotes the position where f is evaluated. This table is based on Table 1 of [105].
operator second-order FD spectral linear FE
P f fx fx 16 [ fx+∆x + 4 fx + fx−∆x]
Px f 12∆x [ fx+∆x − fx−∆x]
(
d f
dx
)
x
1
2∆x [ fx+∆x − fx−∆x]
Pxx f 1∆x2 [ fx+∆x − 2 fx + fx−∆x]
(
d2 f
dx2
)
x
1
∆x2 [ fx+∆x − 2 fx + fx−∆x]
response second-order FD spectral linear FE
p 1 1 13 [2 + cos(k∆x)]
px 1∆x ik sin(k∆x) ik
1
∆x ik sin(k∆x)
pxx 2∆x2 [cos(k∆x)− 1] −k2 2∆x2 [cos(k∆x)− 1]
example:
f =
∂u′
∂x
[cont. eq.] ↔ p fˆ = pxuˆ [discr. eq. with wavesolution assumed] .
The function f does not undergo any derivation, but it still needs a response p. For the
majority of discretization schemes (e.g., spectral, FD,...) p = 1. However, for Galerkin
schemes with nonorthogonal basis functions this response will be nontrivial. The lin-
ear FE scheme described in appendix A illustrates this.
We will use the previously introduced responses to study the impact of space dis-
cretization on the IGWs dispersion properties. To isolate the spatial discretization im-
pact, exact time derivation will be assumed.
3.3.1 A-grid discretization
The term A-grid was introduced by Winninghoff [136] and Arakawa [3] and is used
to denote a grid where the equations formulated in terms of wind are solved on a
collocation grid (left approach in Figure 3.3). Filling in the wave definition in Eq. (3.9),
Eq. (3.10), and Eq. (3.11) and assuming exact time derivation, results in
piωuˆ + f pvˆ− gpx hˆ = 0, (3.24)
piωvˆ− f puˆ− gpyhˆ = 0, and (3.25)
piωhˆ− H (pxuˆ + pyvˆ) = 0. (3.26)
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Figure 3.3: Three different grid approaches that are used in NWP. From left to right: A-grid,
C-grid, and Z-grid. The figure is created with a script of Daan Degrauwe.
Solving this for the frequency ω yields the following dispersion relations:
ω±IG = ±
√√√√ f 2 − gH( p2x
p2
+
p2y
p2
)
and ωRo = 0. (3.27)
Remark that filling in the spectral responses, listed in Table 3.1, results in the spectral
(and thus analytical) relation Eq. (3.12). The calculation of the derivative of a resolved
wave is, indeed, exact if the spectral method is used. This high-order accuracy makes
the spectral method very attractive.
Figure 3.4 shows the frequency, phase velocity, and group velocity for the second-order
FD, linear FE, and the spectral discretization on the A-grid. The frequency ω+IG reaches
a maximum for a certain wavenumber if one of the first two methods is applied. This
should by definition correspond to a sign change of the group velocity or, put differ-
ently, from a certain wavenumber on the group velocity is reversed for the FD and
FE A-grid schemes, as can be seen in Figure 3.4 (c). This means that for FD and FE
schemes defined on the A-grid the shortest scale waves propagate energy opposite to
the analytical direction.
This inappropriate behavior is not related to the order of accuracy, as concluded from
high-order FD [82] and spectral element [70] studies. Figure 3.5 (a) shows the dis-
persion of multiple FD schemes up to 8th-order accuracy. Increasing the accuracy does
shift the wavenumber at which the maximal frequency is reached, but it does not avoid
the inappropriate behavior of the group velocity for the shortest scale waves. This does
not come as a surprise as the order of accuracy n is by definition important for the be-
havior in the long wave limit k∆x → 0:
e = ωn −ωsp ≈ (∆x)n −→ log e ≈ n log (∆x) , (3.28)
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Figure 3.4: Plot of the normalized frequency (a), the phase velocity (b), and the group velocity
(c) of the IGWs for λ = 1000 km and ∆x = 10 km. Exact time derivation is assumed. The results
are shown for different spatial discretization schemes: second-order FD (red), linear FE (green),
and spectral discretization (yellow).
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Figure 3.5: Dispersion relation for second-order (red), fourth-order (green), sixth-order (yel-
low) and eight-order (blue) accurate FD in (a), where the spectral curve (cyan) is given for
reference. Impact of the order of accuracy on the error e = ωn − ωsp for the longest waves
(0 < k∆x < 0.002) in (b).
with ωn the frequency if a nth-order FD scheme is used and ωsp the analytical solution.
To illustrate this, Figure 3.5 (b) shows a log-log plot where the slope of the logarithm
of the error in the frequency log e = log
(
ωn −ωsp
)
gives the order of accuracy.
The issue of the reversed group velocity of the IGWs for A-grid local discretization
schemes has been known for a long time. Mesinger and Arakawa were among the
first to notice and describe this [68]. In their 1D SWE study with second-order FD
discretization they gave the following explanation for this unexpected behavior:
There is, however, an important difference between this problem and
the advection problem because we now have two dependent variables. We
have assumed that they are both carried at every grid point [...] As far as
the system [...] (red, reference to the shallow water equations) is concerned,
however, the underlined variables in the figure depend only on other un-
derlined variables. The same statement holds for the variables that are not
underlined. Thus, the grid in the figure contains two elementary subgrids,
with the solution on one of these subgrids being completely decoupled from
the other.
This decoupled grid argument seems plausible and is often evoked in literature. Using a
higher-order FD (Figure 3.5) or linear FE scheme does couple all grid points but the in-
appropriate behavior is still present. The explanation can be found in Eq. (3.27), which
gives ωIG = ± f if the response function px approaches 0 for k∆x → pi. And this is
a property of all FD and FE methods on the A-grid and therefore inhibits appropriate
short scale IGW behavior.
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Apart from using the spectral discretization two more approaches circumvent the A-
grid geostrophic adjustment problem: use of a staggered grid organization or a for-
mulation of the equations into a divergence-vorticity form. Both alternatives will be
discussed now.
As explained earlier the modified equation approach falls out of the scope of this the-
sis. However it might be interesting to investigate the dispersion properties of this
approach.
3.3.2 C-grid discretization
The traditional solution to the inappropriate wave dispersion consists of using a stag-
gered grid, which is a grid where the variables are not all defined in the same grid
points. Numerous authors (e.g., [68]) studied the merits of the different staggerings
and in general the C-grid approach (middle approach of Figure 3.3) came out as the
preferred option.
Let us derive the dispersion relation for the C-grid approach combined with second-
order centered FD. The C-grid counterpart of Eq. (3.24), Eq. (3.25), and Eq. (3.26) looks
like
iωuˆ + f pavvˆ− gpx hˆ = 0, (3.29)
iωvˆ− f pavuˆ− gpyhˆ = 0, and (3.30)
iωhˆ− H (pxuˆ + pyvˆ) = 0. (3.31)
Eq. (3.29) and Eq. (3.30) now have a pav response in front of the Coriolis terms. This
is explained by the unavailability of u in the v-points and vice versa. Some averaging
over the u-values in the neighboring four u-points is, for example, needed to calculate
the zonal wind u in a v-point and vice versa. The corresponding response pav can be
expressed as
uv =
1
4∑i
uui ↔ pavuˆ = cos
(
k∆x
2
)
cos
(
l∆y
2
)
uˆ. (3.32)
The second-order centered spatial derivatives are now calculated by subtracting values
at a distance ∆x2 left and right of the point instead of at a distance ∆x in the A-grid
approach. This makes the C-grid calculation of the derivatives more accurate by a
factor 4 and yields px = i sin
(
k∆x
2
)
. The frequency relation then takes the following
form
ω±IG = ±
√
f 2p2av − gH
(
p2x + p2y
)
and ωRo = 0. (3.33)
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Figure 3.6: Normalized frequency (a) and group velocity (b) for second-order FD on a C-grid
(red), on a Z-grid (green), and the exact solution (blue) for λ = 1000 km and ∆x = 10 km. The
C-grid and Z-grid curves are almost identical.
Figure 3.6 shows a plot of the dispersion relation of the C-grid. Energy always propa-
gates in the correct direction. For k∆x = pi the energy transport becomes stationary if
the C-grid approach is used.
The mixed FE approach is considered as the FE variant of staggering. This method
uses different sets of basis functions instead of different grids for each variable. If
done properly, it should be possible to obtain appropriate dispersion with this method
[111, 71]. However, in practice the method looks quite cumbersome and the Z-grid
scheme discussed in the next section seems more suitable for FE methods.
For waves strongly influenced by the Coriolis force special care should be taken on the
C-grid. If the grid resolution is larger than the Rossby radius R∆x < 1, the geostrophic
adjustment is no longer appropriate [68, 86]. However, on the current high-resolution
grids this does not pose a large threat. However, the discretization of the Coriolis force
also impacts the Rossby waves that are meteorologically very relevant. Thuburn wrote
a series of papers on how to evaluate the Coriolis terms on a C-grid in order to obtain
good Rossby wave propagation [120, 122]. C-grid discretization is commonly used in
NWP modeling [140, 28].
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3.3.3 Z-grid discretization
One can rewrite Eq. (3.4), Eq. (3.5), and Eq. (3.6) into a formulation based on divergence
D and vorticity ζ
dD
dt
= −u
(
∂D
∂x
+
∂ζ
∂y
)
− v
(
∂D
∂y
− ∂ζ
∂x
)
−∇2
(
gh +
u2 + v2
2
)
+ ζ( f + ζ), (3.34)
dζ
dt
= − (ζ + f ) D, and (3.35)
dh
dt
= −HD, (3.36)
with
D =
∂u
∂x
+
∂v
∂y
and (3.37)
ζ =
∂v
∂x
− ∂u
∂y
. (3.38)
Solving equations (3.34), (3.35), and (3.36) on a collocation grid is called the Z-grid ap-
proach (right approach of Figure 3.3). The vorticity and continuity equation are simple,
but the divergence equation contains multiple nonlinear forcing terms, which compli-
cates the discretization. To derive the dispersion properties, we linearize Eq. (3.34),
Eq. (3.35), and Eq. (3.36) around a reference state in rest. With u = u′, v = v′, D = D′,
ζ = ζ ′, and h = h′ + H, we find:
∂D′
∂t
= −g∇2h′ + f ζ, (3.39)
∂ζ ′
∂t
= − f D′, and (3.40)
∂h′
∂t
= −HD′. (3.41)
Remark that the linearized equation set could also have been found starting from
Eq. (3.9), Eq. (3.10), and Eq. (3.11) and assuming
D′ = ∂u
′
∂x
+
∂v′
∂y
and (3.42)
ζ ′ = ∂v
′
∂x
− ∂u
′
∂y
. (3.43)
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Assuming wavelike solutions for Eq. (3.39), Eq. (3.40), and Eq. (3.41) then results in the
following dispersion relation
ω±IG = ±
√
f 2 − gH
(
pxx
p2
+
pyy
p2
)
and ωRo = 0. (3.44)
The dispersion relation obtained with the Z-grid approach is represented by the green
curve in Figure 3.6. Reminding sin2 (k∆x) = 2 [cos (k∆x)− 1], one understands why
the second-order FD dispersion relation is nearly identical to the Z-grid one. The dif-
ference is limited to the Coriolis term (no averaging is needed for the Z-grid).
The terms responsible for the geostrophic adjustment differ between the A-grid and
Z-grid scheme. If one goes from the A-grid system to Z-grid, ∂h∂x and
∂h
∂y in the mo-
mentum equation and ∇ · v in the continuity equation are replaced by ∇2h in the di-
vergence equation and divergence D in the continuity equation. Removing the first-
order derivatives by reformulating the equations in terms of divergence and vorticity
is the reason why a Z-grid discretization results in a more accurate representation of
geostrophic adjustment.
The term Z-grid was introduced by Randall [86], but the merits of the equations formu-
lated in divergence-vorticity form were already known long before [104, 134]. Rossby
wave propagation does not pose any problem to the Z-grid methodology, as concluded
by a β-plane study of Neta [76].
Many schemes need the wind velocities at every time step, for example, SL schemes in
order to calculate the departure points. For a Z-grid scheme the wind velocities are no
longer prognostic variables, but they can be retrieved by solving a diagnostic equation
every time step. This can be done using an inverted version of (3.37) and (3.38), which
will be denoted as the DZ wind reconstruction method. Or one could solve a Poisson
problem in order to calculate the wind velocities. There are two different ways to con-
struct the Poisson equation. One could directly relate the wind velocities to divergence
and vorticity (PO1 reconstruction)
∇2u = ∂D
∂x
− ∂ζ
∂y
and (3.45)
∇2v = ∂ζ
∂x
+
∂D
∂y
(3.46)
or one could use the intermediate potential velocity χ and streamfunction ψ (PO2 re-
construction)
∇2χ = D and (3.47)
∇2ψ = ζ. (3.48)
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The horizontal velocity components u and v are then restored using the Helmholtz
theorem:
u =
∂χ
∂x
− ∂ψ
∂y
and (3.49)
v =
∂ψ
∂x
+
∂χ
∂y
. (3.50)
Solving this diagnostic problem on all levels at every time step is the price to pay for
the appropriate dispersion of the Z-grid. The Z-grid method will be discussed in more
detail in the next chapter.
3.4 Conclusion
This chapter reviewed how waves that are solutions of our analytical equations are in-
fluenced by the numerical methods used. We studied this problem by using the SWE,
a simplified set of equations that still encompasses most of the properties of the real
waves. It was shown that the spectral method gives always rise to the analytical dis-
persion relations of the IGWs. However, local discretization methods that solve the
equations formulated in terms of wind velocity on a collocation grid, called the A-grid
approach, result in inappropriate geostrophic adjustment. The short scale end of the
IGW spectrum will propagate energy in the wrong direction. This can be avoided by
using a staggered grid formulation (typically C-grid) or by reformulating the equa-
tions in terms of vorticity and divergence on an unstaggered grid, known as the Z-grid
approach. Following the modularity constraint, one should keep the collocation grid
approach of the current ALADIN model. The Z-grid methodology, therefore, seems
a good approach to introduce a local spatial discretization method. In the following
chapter we will study such an implementation in detail.
It is interesting to note that there is no consensus about the importance of the A-grid
dispersion. One may argue that the shortest scales, which is that part of the spectrum
where the problematic IGW behavior is situated, are dominated by physics parameter-
izations and not by dynamics. Moreover, most models use diffusion or truncation at
the shortest scales and if not, one could control any short scale noise by adding some
diffusion at the cost of losing some accuracy [134, 82, 70]. A study on the importance
of IGW dispersion within a full NWP model would be valuable (in chapter 5 we give
it a try) but in the meantime it seems more safe to take care about appropriate disper-
sion.
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SWE study of local horizontal spatial discretization
Z-grid schemes 4
Chapter 3 shows that appropriate IGW dispersion can be obtained by three different
approaches:
1. schemes based on a spectral horizontal spatial discretization,
2. schemes where the variables are defined on a staggered grid, such as the C-grid,
and
3. Z-grid schemes that solve the equations formulated in divergence and vorticity
on a collocation grid.
The ALADIN model is currently based on a spectral SISL dynamical core. If one would
like to test an alternative local discretization approach without sacrificing the appro-
priate IGW dispersion, one should apply option 2 or 3. However, the Z-grid approach
is preferred as it permits to keep a formulation on an unstaggered grid, which is one
of the constraints discussed in chapter 2. Moreover, option 2 combined with a SL treat-
ment of advection would treble the number of trajectory calculations. This chapter
will, therefore, focus on the formulation and properties of SISL Z-grid schemes.
In this chapter the SWE are used to illustrate how a SISL Z-grid scheme works. The
choice for the SWE keeps the numerics tractable while resulting in IGW dispersion re-
lations similar to the ones obtained with the hydrostatic set of equations. To permit
a comparison with the current algorithmics, section 4.1 applies the 2TL SISL ALA-
DIN discretization on the 2D SWE. Thereafter, SISL Z-grid schemes combined with
local spatial discretization methods that were proposed in literature are investigated.
Despite the excellent dispersion relations found in the previous chapter, some issues
pop-up while applying the Z-grid method. First, symmetry of the spatial discretization
between the explicit and implicit terms will turn out to be crucial. Section 4.2 presents
a dispersion analysis and section 4.3 proposes a solution, which is tested numerically.
However, a second problem, which is related to the eigenvectors, is diagnosed in sec-
tion 4.4. An eigenvalue study of a numerical scheme turns out to be insufficient to
guarantee an appropriate representation of atmospheric waves. Section 4.5 extends
Parts of this chapter are published as [15].
the conclusions from the previous sections to the nonlinear case, by including advec-
tion and orography. The opportunity offered by local methods to include orography
terms in the implicit part of the solver is investigated. Finally, some conclusions are
presented together with a discussion about the findings in this chapter.
4.1 2TL SISL ALADIN approach applied on 2D SWE
The time step organization of the ALADIN model was discussed in 2.3. Let us con-
cretize some of these steps by applying its discretization approach to the 2D SWE with
orography Eq. (3.14) - (3.16). First, we need to choose a reference state and linearize
the equations around this reference atmosphere. Let us define the reference state as
follows: ure f = 0, vre f = 0, and hre f = H. Linearization, a SL treatment of advection,
and an implicit 2TL discretization of the linear terms then yield
u+A − u0D
∆t
= −g
2
[(
∂h
∂x
)+
A
+
(
∂h
∂x
)0
D
]
+
f
2
(
v+A + v
0
D
)
, (4.1)
v+A − v0D
∆t
= −g
2
[(
∂h
∂y
)+
A
+
(
∂h
∂y
)0
D
]
− f
2
(
u+A + u
0
D
)
, and(4.2)
h+A − h0D
∆t
− horo,A − horo,D
∆t
= −H
2
[(
∂u
∂x
+
∂v
∂y
)+
A
+
(
∂u
∂x
+
∂v
∂y
)0
D
]
+
[
(horo − h)
(
∂u
∂x
+
∂v
∂y
)]?
?
. (4.3)
Despite the wind and height in the previous equations being actually perturbations on
the reference state, primes were omitted not to overload the notation. The notations
()0D and ()
+
A express an evaluation in the departure points at time t
0 and in the arrival
points at time t+ = t0 +∆t. We use the [ ]?? notation to point out that different methods
can be used to evaluate the nonlinear terms. Collecting the unknown variables in the
left hand side and the explicit dynamics and nonlinear terms in the right hand side
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results in
u+A +
g∆t
2
(
∂h
∂x
)+
A
− f∆t
2
v+A = Ru = u
0
D −
g∆t
2
(
∂h
∂x
)0
D
+
f∆t
2
v0D, (4.4)
v+A +
g∆t
2
(
∂h
∂y
)+
A
+
f∆t
2
u+A = Rv = v
0
D −
g∆t
2
(
∂h
∂y
)0
D
− f∆t
2
u0D, and (4.5)
h+A +
H∆t
2
(
∂u
∂x
+
∂v
∂y
)+
A
= Rh = h0D −
H∆t
2
(
∂u
∂x
+
∂v
∂y
)0
D
+ horo,A − horo,D
+ ∆t
[
(horo − h)
(
∂u
∂x
+
∂v
∂y
)]?
?
. (4.6)
We recognize the structure of Eq. (2.3), although without physics parameterization ten-
dencies. The right hand side terms Ru, Rv, and Rh are known (evaluations based on
values at t0) and calculated in grid point space (step 5 in Table 2.2). Then the LBC cou-
pling of these right hand side terms (step 7) is done [87] before transforming the fields
to spectral space (step 8).
The equations are then reformulated in terms of divergence D and vorticity ζ
D+A +
g∆t
2
(
∂2h
∂x2
+
∂2h
∂y2
)+
A
− f∆t
2
ζ+A = RD =
∂Ru
∂x
+
∂Rv
∂y
, (4.7)
ζ+A +
f∆t
2
D+A = Rζ =
∂Rv
∂x
− ∂Ru
∂y
, and (4.8)
h+A +
H∆t
2
D+A = Rh. (4.9)
In spectral space the previous equations are written as:
D̂+ (k, l)− g∆t
2
(
k2 + l2
)
ĥ+ (k, l) − f∆t
2
ζ̂+ (k, l) = R̂D (k, l)
= ikR̂u (k, l) + ilR̂v (k, l) , (4.10)
ζ̂+ (k, l) +
f∆t
2
D̂+ (k, l) = R̂ζ (k, l)
= ikR̂v (k, l)− ilR̂u (k, l) , and (4.11)
ĥ+ (k, l) +
H∆t
2
D̂+ (k, l) = R̂h (k, l) , (4.12)
where f̂ (k, l) denotes the spectral coefficient corresponding to the wave with wavenum-
bers k and l. Finally, by some algebraic manipulations of Eq. (4.10) - (4.12) one Helm-
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holtz equation for the spectral coefficients of the divergence D̂+ (k, l) can be derived[
1 +
(
f∆t
2
)2
+ gH
(
k2 + l2
)]
D̂+ (k, l) = R̂D (k, l) +
f∆t
2
R̂ζ (k, l)
+
g∆t
2
(
k2 + l2
)
R̂h (k, l) . (4.13)
The spectral representations of vorticity ζ̂+ (k, l) and height ĥ+ (k, l) are then found by
substitution of the updated divergence coefficients in Eq. (4.11) and Eq. (4.12). Finally,
the spectral components of the wind velocities are retrieved from divergence and vor-
ticity.
In fact, this solution procedure makes the ALADIN approach a Z-grid scheme. One
may wonder why a spectral model solves the equations formulated in terms of diver-
gence and vorticity. This transformation cannot be explained by the quest for appro-
priate geostrophic adjustment because this is guaranteed by the spectral discretization.
It could maybe be traced back to [13] where it was written:
An advantage of the equations expressed as above [vorticity-divergence
formulation] is that they are concise. The actual number of fields involved
in nonlinear products is less than is required in the form that employs U
and V as the wind prognostics.
However, the SL methodology can be combined more easily with the u-v than the D-ζ
formulation. Ritchie therefore proposed to have a SISL time discretization on the u-v
equations and cross differentiate them in spectral space to end up with equations for
divergence and vorticity [88]. Temperton remarked in [114] that for a spectral model
this approach is identical to a direct discretization of the equations formulated in D-
ζ:
This illustrates one of the nice features of the spectral method: although
there is certainly more than one way to organize the computation, there is
fundamentally no argument about what is to be done.
Due to the analytical character of the spectral derivations, a numerical scheme based
on the spectral method is not sensitive to manipulations of the equations. This is an
important advantage of the spectral method. Using local methods for the spatial dis-
cretization will annihilate this property, as illustrated in the next section.
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4.2 Importance of symmetry in SI Z-grid schemes
In this section various 2TL SISL Z-grid schemes proposed before in literature are exam-
ined. We can distinguish two research groups that developed a SISL Z-grid approach
with a FD or FE spatial discretization:
1. During the seventies and eighties scientists of the Canadian Atmospheric Envi-
ronment Service were working on unstaggered FE schemes. They proposed a
SISL Z-grid scheme even before the introduction of the Z-grid nomenclature by
Randall [86]. The discretization approaches they presented in different publi-
cations were always quite similar. The 3TL SISL scheme of the Staniforth and
Temperton paper of 1986 [105] is used as the prototype of their approach because
in this paper a dispersion analysis was undertaken1. For unspecified reasons this
research group gave up the Z-grid approach and switched in the early nineties to
staggered local SISL schemes [21].
2. The Russian SL-AV (Semi-Lagrangian Absolute Vorticity) model, developed by
Tolstykh, is a second example of a vorticity-divergence based model with SISL
discretization [123, 124]. The spatial discretization used by SL-AV is based on so-
called compact FD, which turns out to be very similar to linear FE. The evaluation
of longitudinal derivatives is still done in Fourier space, however the responses
are modified to correspond to the compact FD approach. Meridional derivatives
are calculated in grid point formulation. This dual treatment is motivated by the
limited computational scalability of the Legendre transforms.
The following study will focus on the schemes proposed in [105] (ST86) and [124]
(TS12). First, their numerics are illustrated by applying them on the linearized SWE
in a 1D Cartesian context assuming no changes along the y-direction ( ∂∂y = 0). Al-
though this framework is simple, it includes all the terms needed to illustrate the main
features of the different schemes. Then, a dispersion analysis of these schemes is pre-
sented and, finally, some unexpected features are related to asymmetries present in the
SI Z-grid schemes. At the end of this section, one should be convinced about the sub-
tleties related to the use of local spatial discretization schemes in combination with SI
Z-grid schemes.
4.2.1 Construction of 2TL SISL Z-grid schemes
The time discretization of the evolution equations (3.34)-(3.36) formulated in terms of
divergence D and vorticity ζ would result in many nonlinear terms, especially for the
1 One year later a 2TL SISL variant was published [113], but this paper did not include a dispersion study.
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divergence equation. Moreover, Ritchie [88] and Robert [106] suggested care should be
taken when a SL treatment is used for the equations formulated in terms of divergence
and vorticity. Ritchie wrote [88]:
Since Lagrangian derivatives arise more naturally in the momentum (U-
V) form of the horizontal equations of motion than they do in the ζ-D equa-
tions, U-V formulations are more appropriate for SL models.
In [106] Staniforth told about Andre´ Robert:
At first Andre´ thought that all that was required was to apply a SL treat-
ment to the other two prognostic equations, but this was also inaccurate
and can be attributed to divergence not being a naturally advected quan-
tity. However, momentum is, and this led him to a reformulation using the
primitive (i.e., undifferentiated) form of the equations.
For the Z-grid schemes presented in ST86 and TS12 one therefore replaced the time
discretization of the divergence equation by a discrete divergence equation derived
from the time discretized momentum equations. For the linearized SWE with fields
constant along the y-direction this yields
u+A +
g∆t
2
(
∂h
∂x
)+
A
− f∆t
2
v+A = Ru, (4.14)
v+A +
f∆t
2
u+A = Rv, (4.15)
h+A +
H∆t
2
D+A = Rh, and (4.16)
ζ+A +
f∆t
2
D+A = Rζ . (4.17)
The right hand sides,
Ru = u0D −
g∆t
2
(
∂h
∂x
)0
D
+
f∆t
2
v0D, (4.18)
Rv = v0D −
f∆t
2
u0D, (4.19)
Rh = h0D −
H∆t
2
D0D, and (4.20)
Rζ = ζ0D −
f∆t
2
D0D, (4.21)
are evaluated at time t0 in the departure points by using a suitable interpolation for-
mula. This approach is similar to the ALADIN organization discussed earlier. An ex-
tra SL interpolation is needed to evaluate the explicit part Rζ of the vorticity equation.
However, it is possible to circumvent this by constructing the discrete vorticity equa-
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tion from the discrete momentum equations as it is done for the discrete divergence
equation. The Coriolis term is treated in an implicit way. Nevertheless, there are other
options, such as advecting the Coriolis term as done in the SL-AV model [123, 124].
By differentiating Eq. (4.14), one can construct the discretized divergence equation
D+A + β f
g∆t
2
(
∂2h
∂x2
)+
A
= β f
∂Ru
∂x
+ β f
f∆t
2
∂Rv
∂x
, (4.22)
with β f =
[
1 +
(
f 2∆t2
)
/4
]−1. Combining the discretized divergence equation (4.22)
and the discretized continuity equation (4.16) then yields a Helmholtz equation for the
height [
1− β f gH (∆t)
2
4
∂2
∂x2
]
h+A = −β f
H∆t
2
[
∂Ru
∂x
+
f∆t
2
∂Rv
∂x
]
+ Rh. (4.23)
Back substitution of the updated height field into Eq. (4.16) and Eq. (4.17) returns the
divergence and vorticity fields. In ST86 the wind velocities are then retrieved by solv-
ing a discretized Poisson equation based on the velocity potential and streamfunction
given by Eq. (3.47) - (3.48) and Eq. (3.49) - (3.50). This wind reconstruction procedure
was denoted as PO2 reconstruction in 3.3.3. The scheme proposed by TS12 makes use
of DZ reconstruction.
One can combine many space discretization methods with this SISL Z-grid approach.
The Canadian Atmospheric Environment Service used linear FE, in TS12 compact FD
were implemented. To cover all methods the spatial discretization will be represented
by general operators. The mass operator is denoted byP and will be the identity opera-
tor in case of a FD or spectral discretization. The discrete counterparts of the first-order
and second-order derivative operators are represented by Px and Pxx, respectively. By
using the previously introduced operators, spatial discretization of (4.16), (4.17), and
(4.22) yields
Ph+ + H∆t
2
PD+ = PRh, (4.24)
Pζ+ + f∆t
2
PD+ = PRζ , and (4.25)
PD+ + β f g∆t2 Pxxh
+ = β fPxRu + β f f∆t2 PxRv, (4.26)
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with
PRu = L
(
Pu0 − g∆t
2
Pxh0 + f∆t2 Pv
0
)
, (4.27)
PRv = L
(
Pv0 − f∆t
2
Pu0
)
, (4.28)
PRh = L
(
Ph0 − H∆t
2
PD0
)
, and (4.29)
PRζ = L
(
Pζ0 − f∆t
2
PD0
)
. (4.30)
The discrete operator L represents the SL interpolation to the departure points. The
time stepping is organized as follows:
1. Calculate the right hand sides Ru, Rv, Rh, and Rζ by evaluating Eq. (4.27) - (4.30).
2. Solve the Helmholtz equation for h+ derived from Eq. (4.24) and Eq. (4.26):[
P − β f gH(∆t)
2
4
Pxx
]
h+ = −β f H∆t2 Px
(
Ru +
f∆t
2
Rv
)
+ PRh. (4.31)
Afterwards, Eq. (4.24) and Eq. (4.25) are used to calculate D+ and ζ+.
3. Update the wind velocities u+ and v+. In literature different methods are used
to reconstruct the wind from divergence and vorticity. In ST86 and [123] PO2
reconstruction leads to
Pu+ = PxP−1xx PD+ and (4.32)
Pv+ = PxP−1xx Pζ+, (4.33)
where P−1xx represents the discrete counterpart of the continuous inverse operator
of the second-order derivative operator Pxx. On the other hand, in TS12 the DZ
reconstruction method is applied
Pxu+ = PD+ and (4.34)
Pxv+ = Pζ+. (4.35)
Care must be taken in case operator inversions, represented symbolically by −1,
are needed. Additional constraints, such as for example fixing an average value
or assuming periodicity, are needed to ensure that Px or Pxx are not singular and
can be inverted.
Finally, there is the PO1 update method (not used in literature to the authors’ knowl-
edge) to retrieve the wind velocities. This approach makes use of a discretized version
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of the Poisson equation (3.45) and (3.46):
Pxxu+ = PxD+ and (4.36)
Pxxv+ = Pxζ+. (4.37)
4.2.2 Dispersion analysis of SI Z-grid schemes
A dispersion analysis is undertaken to estimate the ability of the previous schemes
to represent geostrophic adjustment. Advection is not really important herein, hence
the SL interpolation operator L is put equal to the identity operation. The scheme
represented by Eq. (4.24) - (4.26) and Eq. (4.27) - (4.30) can be reformulated symbolically
into the following matrix form
P 0 β f g∆t2 Pxx
f∆t
2 P P 0
H∆t
2 P 0 P


D+
ζ+
h+
 =

β fPx β f f∆t2 Px 0 0
0 0 0 P
0 0 P 0

×

1 f∆t2 − g∆t2 P−1Px 0 0
− f∆t2 1 0 0 0
0 0 1 −H∆t2 0
0 0 0 − f∆t2 1


u0
v0
h0
D0
ζ0

.
(4.38)
Given a relation to retrieve wind velocity from divergence and vorticity, one could
rewrite the previous expression into a matrix equation with only one state vector X =
[u, v, h]
MiX+ = MeX0, (4.39)
with
Mi =

PP∗x 0 β f g∆t2 Pxx
f∆t
2 PP∗x PP∗x 0
H∆t
2 PP∗x 0 P
 and (4.40)
Me =

α fPx β f f∆tPx −β f g∆t2 PxP−1Px
− f∆t2 PP∗x PP∗x 0
−H∆t2 PP∗x 0 P
 , (4.41)
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where, for conciseness, we have α f = β f
[
1− (∆t2 f 2) /4]. The operator P∗x is a first-
order derivative operator that represents the used transformation from the vorticity
and divergence variables to the wind velocity components: D = P∗x u and ζ = P∗x v.
It is defined to make the distinction between the different ways to retrieve the wind
velocities. For the PO2 reconstruction proposed in ST86, it yields P∗x = P−1PxxP−1x P ,
whereas the DZ method with P∗x = P−1Px is used in the TS12 scheme. For complete-
ness, P∗x would be equal to P−1x Pxx if the wind velocity field was updated using (4.36)
and (4.37).
The amplification matrix of the scheme, that is the matrix A one should multiply the
state vector with to progress by one time step, is derived easily from Eq. (4.39). It writes
as
A = Mi−1Me, (4.42)
and characterizes the properties of the numerical scheme completely. The dispersion
properties are investigated by assuming the fields u, v, and h to be wavelike distur-
bances around the reference state such that the operators in Eq. (4.42) can be replaced
by their responses, as given in Table 3.1.
The three complex eigenvalues λA of the amplification matrix A (one for the Rossby
wave and two for the IGWs) contain all information about the propagation of the dis-
cretized eigenmodes:
• The amplification factor after one time step ∆t is given by |λA|.
• The discretized frequency is given by ω = arctan
{=(λA)
<(λA)
}
with <(λA) the real
part and =(λA) the imaginary part of the eigenvalue.
The dispersion properties of the 1D variants of the SISL Z-grid schemes proposed in
ST862 and TS12 are shown in Figure 4.1 for two different time step values. The only dif-
ference between the two schemes is the different wind reconstruction method, or thus
the different response for P∗x . The plots are made by assuming linear FE and second-
order FD for the horizontal spatial discretization. However, in TS12 fourth-order ac-
curate spatial discretization methods are used. It was verified -but is not shown here-
that the order of accuracy of the spatial discretization does not influence the qualitative
dispersion behavior. For the sake of simplicity, we limit the discussion in this paper to
second-order versions of the schemes presented in ST86 and TS12. Some conclusions
can be drawn based on Figure 4.1:
• The normalized frequency of the IGWs found if a second-order FD or a linear
FE discretization is used is far from the spectral and time continuous Z-grid one
(Figure 3.6). This conclusion does not depend on the time step. From a certain
wavenumber on a remarkable behavior, which consists of a constant normalized
2 More precisely, the 2TL analogue of their scheme B [105].
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Figure 4.1: IGW normalized frequency (left plots) and amplification factor (right plots) of 2TL
SISL Z-grid schemes for ∆t = 10 s (upper plots) and ∆t = 300 s (lower plots). The other pa-
rameters are: ∆x = 10 km and H = 9000 m. The discretization schemes used are: spectral
scheme (red cont. line), linear FE ST86 (green crosses), second-order FD ST86 (blue circles), lin-
ear FE TS12 (black squares), and second-order FD TS12 (yellow diamonds). In the normalized
frequency plots only the IGW propagating in the positive x-direction is shown, whereas in the
amplification plot both IGWs are plotted.
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frequency and two different values for the amplification, can be noticed for some
of the schemes. For these wavenumbers the physical interpretation of two iden-
tical IGWs propagating in opposite direction is no longer valid.
• The IGWs are damped, except for the spectral schemes, with the strongest damp-
ing for the shortest scale IGWs.
• The qualitative behavior does not depend on whether a second-order FD or linear
FE discretization is used.
• One would expect that for small time steps the SI time discretized relations con-
verge towards the Z-grid dispersion relation found with exact time derivation
(Figure 3.6). However, Figure 4.1 (a) for a time step ∆t = 10 s shows that this is
clearly not the case for the ST86 based schemes.
Is the poor IGW behavior, as seen in Figure 4.1, really problematic? The phase velocity
of IGWs is, anyway, strongly slowed down in a SI scheme. Moreover, the poor behav-
ior of the shortest scale IGWs is damped.
There are some good reasons to look for solutions for this dispersion behavior. Con-
trary to the SI phase velocity retardation, these schemes give rise to IGWs with a group
velocity that is negative or even 0, a well-known source for small scale noise. The cor-
responding damping will maybe limit the propagation of this noise, but it will also
distort the energy distribution compared to realistic schemes where the IGWs are neu-
trally propagating. Moreover, it is generally considered as a bad practice to have com-
pensating errors in an atmospheric model.
The Z-grid approach was constructed precisely to get around the inappropriate dis-
persion relation of local A-grid approaches. Comparing Figure 3.4 (a) with Figure 4.1
shows that not too much progress is made if no solution can be found for the IGW
behavior of Figure 4.1.
4.2.3 Asymmetry in SI Z-grid schemes
By comparing Eq. (4.40) and Eq. (4.41), it can be noticed that there are asymmetries
between the implicit matrix Mi and explicit matrix Me. The asymmetries are situated in
the first row of the matrices, which corresponds to the discretized divergence equation.
This causes the poor IGW dispersion of the Z-grid schemes. One can distinguish two
different asymmetries:
1. There is an asymmetry between the implicit and explicit second-order derivative
operation on the height field. The explicit discretization is based on taking twice a
first-order derivative, whereas in the implicit part a second-order derivative dis-
cretization is used. This is not identical for most spatial discretization methods:
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Pxx 6= PxP−1Px.
2. Depending on the relation used to retrieve the wind velocities from divergence
and vorticity, another asymmetry can be introduced in the divergence equation.
This is the case in ST86, because for the PO2 scheme one has: PP∗x 6= Px. How-
ever, the DZ method to restore the wind fields, used in TS12, does not suffer from
this problem.
Taking the limit ∆t → 0 of Eq. (4.40) and Eq. (4.41) reveals that the second kind of
asymmetry makes the scheme even inconsistent. This explains why the dispersion
relations found with the ST86 approach are not converging towards the theoretically
expected ones for small time steps. The Rossby mode is not altered by these asymme-
tries, because this mode is mostly controlled by the symmetrically discretized vorticity
equation. It was, indeed, noticed in [105] that their scheme A, based on an asymmetri-
cal discretized vorticity equation, results in damping of the slow (Rossby) modes.
4.2.4 IGW analysis of asymmetric discrete divergence equations
In this subsection the influence of temporal asymmetries on the IGW dispersion is
investigated for schemes that are based on a SI time discretized divergence equation.
It is sufficient to consider only the divergence and continuity equation in the absence
of Coriolis terms. Hence the following system, Px,1 g∆t2 Pxx,1
H∆t
2 Px,1 P
u+
h+
 =
 Px,2 − g∆t2 Pxx,2
−H∆t2 Px,1 P
u0
h0
 , (4.43)
is considered where Px,1 and Px,2 represent first-order derivative operators, Pxx,1 and
Pxx,2 second-order derivative operators, and P the mass operator. A dispersion anal-
ysis of the system described by Eq. (4.43) clarifies the impact of asymmetries between
implicit and explicit operators.
If one assumes wavelike fields, the operators can be replaced by their corresponding
responses and this yields the following amplification matrix:
A =
1
px,1 (p− βpxx,1)
 ppx,2 + βpx,1pxx,1 − g∆t2 p (pxx,1 + pxx,2)
−H∆t2 px,1 (px,1 + px,2) ppx,1 + βpx,1pxx,2
 , (4.44)
with β = gH
(
∆t
2
)2
. The eigenvalues λA, which determine the dispersion properties
of the IGWs, have to obey the following quadratic equation
λ2A − Tr(A)λA + det(A) = 0, (4.45)
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with the trace and the determinant of A given by
Tr(A) = p(px,1+px,2)+βpx,1(pxx,1+pxx,2)px,1(p−βpxx,1) (4.46)
det(A) = (ppx,2+βpx,1pxx,1)(ppx,1+βpx,1pxx,2)
p2x,1(p−βpxx,1)2
− βpx,1p(pxx,1+pxx,2)(px,1+px,2)
p2x,1(p−βpxx,1)2
. (4.47)
In Table 4.1 the previous expressions together with the discriminant ∆(A) = Tr2(A)−
4 det(A) of the quadratic equation (4.45) are calculated for three cases.
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Table 4.1: Table containing the trace Tr(A) and determinant det(A) of the amplification matrix A and the discriminant ∆(A) of the
quadratic equation (4.45). Three different cases are distinguished. A more detailed discussion of the consequences for the IGW dispersion
behavior is given in the text.
(a) symmetry px,1 = px,2 = px px,1 = px,2 = px px,1 6= px,2
of scheme pxx,1 = pxx,2 = pxx pxx,1 6= pxx,2 pxx,1 = pxx,2 = pxx
(e.g. symmetric scheme of 4.3) (asymmetry present in ST86 and TS12) (asymmetry present in ST86)
Tr(A) 2p+βpxxp−βpxx
2p+β(pxx,1+pxx,2)
p−βpxx,1
p(px,1+px,2)+2βpx,1pxx
px,1(p−βpxx,1)
det(A) 1 (p+βpxx,1)(p+βpxx,2)−2βp(pxx,1+pxx,2)
(p−βpxx,1)2
(ppx,2+βpx,1pxx)(ppx,1+βpx,1pxx)−2βppx,1pxx(px,1+px,2)
p2x,1(p−βpxx)2
∆(A) 16 βpxxp
(p−βpxx)2
β2[(pxx,1+pxx,2)2−4pxx,1pxx,2]+8βp(pxx,1+pxx,2)
(p−βpxx,1)2
s2(px,1−px,2)2+8βppx,1pxx(px,1+px,2)
p2x,1(p−βpxx)2
impact on IGWs 2 neutral IGWs ∆t <<: 2 dampened IGWs ∆t <<: 2 dampened IGWs for k <<
and unphysical solutions for k >
∆t >>: 2 dampened IGWs for k << ∆t >>: 2 dampened IGWs for k <<
and unphysical solutions for k >> and unphysical solutions for k >>
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Assume first a completely symmetric scheme. This yields: px,1 = px,2 = px and
pxx,1 = pxx,2 = pxx (first column in Table 4.1). Because the responses of second-order
derivative operators are always negative for spectral, linear FE, and second-order FD
schemes (see Table 3.1), the discriminant corresponding to this kind of scheme will be
negative independent of the time step or the wavenumber. This corresponds to two
complex conjugate eigenvalues: λ∗A,1 = λA,2. The product of the two roots of (4.45)
must be equal to det(A), in this case 1, implying that both IGW solutions are neutral
for the symmetric scheme. To summarize, the symmetric scheme will give rise to two
neutral IGWs propagating with the same phase velocity in the positive and negative
x-direction, in agreement with the physical behavior of IGWs.
In case a temporal asymmetry is introduced, the IGW properties change drastically.
Assume we have px,1 = px,2 = px but two different second-order derivative operators
pxx,1 6= pxx,2. The discriminant consists of two terms, a negative one 8βp (pxx,1 + pxx,2)
and a positive one β2
[
(pxx,1 + pxx,2)
2 − 4pxx,1pxx,2
]
. This means that β (containing the
time step) and the wavenumber will determine the IGW behavior: for short time steps
and short wavenumbers we will find the expected IGW behavior (corresponding to a
negative discriminant and thus two complex conjugate solutions), longer time steps
will lead to an increasing number of IGWs with zero group velocity (corresponding to
a positive discriminant and thus two real eigenvalues). The latter behavior is no longer
related to analytical IGWs and is therefore qualified as unphysical. The expression of
det(A) shows we will no longer have two neutral solutions. Whether the waves are
damped or amplified depends on the exact form of pxx,1 and pxx,2.
The third column of Table 4.1 describes a scheme with a temporal asymmetry for the
first-order derivative operation px,1 6= px,2. This kind of scheme will have a positive
discriminant and thus unphysical IG modes even in the limit of very small time steps
(β→ 0).
This analysis confirms the results of Figure 4.1 remembering that ST86 contains both
types of asymmetries, whereas TS12 only has pxx,1 6= pxx,2.
4.3 Symmetric SISL Z-grid schemes
The previous section makes clear that one should avoid asymmetries between the oper-
ations at time t0 and t+. In what follows, symmetric SISL Z-grid schemes are proposed
and tested by using a toy model based on the SWE.
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4.3.1 Formulation of symmetric 2TL SISL Z-grid schemes
1D symmetric 2TL SISL Z-grid schemes
Let us retake the approach used in 4.2.1 but this time with a vorticity equation that is
constructed from the time discretized momentum equations, as it is done in ALADIN
(Eq. 4.8). This scheme can be written in the following matrix form:
P 0 β f g∆t2 Pxx
f∆t
2 P P 0
H∆t
2 P 0 P


P∗x 0 0
0 P∗x 0
0 0 1


u+
v+
h+

=

β fPx,1 β f f∆t2 Px,1 0
0 Px,1 0
0 0 P


1 f∆t2 − g∆t2 Px,2
− f∆t2 1 0
−H∆t2 P∗x 0 1


u0
v0
h0
 ,
(4.48)
where P∗x defines how to retrieve the wind components from D and ζ. In the ex-
plicit calculations two different derivative operatorsPx,1 andPx,2 are introduced. They
should be specified in such a way that the symmetry constraints are satisfied. Remark
that the operators in the implicit part are left untouched. Modifying them such that
the scheme is symmetric would result in an A-grid like scheme, as will be explained in
section 4.5.
Given P∗x , there is in Eq. (4.48) one unique choice for Px,1 and Px,2 that results in sym-
metric equations:
Px,1 = PP∗x (4.49)
Px,2 = P−1x,1Pxx = (P∗x )−1 P−1Pxx. (4.50)
Given the three possibilities for the wind reconstruction, different symmetric 2TL SISL
Z-grid schemes, which are listed in Table 4.2, are constructed. These schemes have
different amplification matrices. However, it was verified that they result in the same
IGW dispersion behavior, which is illustrated in Figure 4.2 for a second-order FD and
a linear FE spatial discretization method and for two choices of the time step. As ex-
pected, the IGWs are neutral (not shown here) and their phase velocity is close to the
spectral one. This agrees with the excellent dispersion found in 3.3.3 for the Z-grid
approach.
In practice, these schemes are solved in the following way:
1. Evaluate the right hand sides Ru, Rv, and Rh, which are given by (4.27), (4.28),
and (4.29) with Px replaced by PPx,2 in the evaluation of the height gradient.
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Figure 4.2: Normalized IGW frequency for symmetric 2TL SISL Z-grid schemes (4.48) com-
bined with a second-order FD (blue circles) and a linear FE (green crosses) horizontal spatial
discretization scheme. The parameters are identical to the ones in Figure 4.1: ∆t = 10 s (left)
and ∆t = 300 s (right). These plots are independent of the choice of P∗x . The spectral dispersion
relation (red cont. line) is plotted for reference.
Table 4.2: The first-order derivative operators Px,1 and Px,2 needed for the three different
wind retrieval schemes (DZ, PO1, and PO2 reconstruction) to end up with a symmetric Z-grid
scheme.
DZ PO1 PO2
P∗x P−1Px Px
(P2x)−1 Pxx P−1Px (P2x)−1 PPxx
Px,1 Px PPx
(P2x)−1 Pxx Px (P2x)−1 PPxx
Px,2 Px
(P2x)−1 Pxx P−1xx PxP−1Pxx P−1xx P−1PxPxx
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2. Solve the Helmholtz equation (4.31) with Px replaced by Px,1. Afterwards, one
calculates divergence D+ and ζ+ easily by solving:
Ph+ + H∆t
2
PD+ = PRh (4.51)
Pζ+ + f∆t
2
PD+ = Px,1Rv. (4.52)
3. Retrieve the wind components u+ and v+ by solving:
u+ = (P∗x )−1 D+ (4.53)
v+ = (P∗x )−1 ζ+. (4.54)
This time step organization is very similar to the time stepping of the asymmetric
scheme described in 4.2.1. However, a price is paid to restore symmetry. Operator
Px is replaced by more complex differential operators in the right hand sides of the
momentum equation Ru, the Helmholtz equation, and the vorticity equation.
2D symmetric 2TL SISL Z-grid schemes
Let us repeat the previous for the 2D linearized SWE. However, in order not to overload
the expressions, wavelike fields are assumed. In this way the operators can be replaced
by their responses, which commute and, therefore, simplify the expressions. The 2D
matrix formulation of the linearized SWE then takes the following form:
q − f∆t2 q g∆t2
(
qxx + qyy
)
f∆t
2 q q 0
H∆t
2 q 0 q


q∗x q∗y 0
−q∗y q∗x 0
0 0 1


u+
v+
h+

=

qx,1 qy,1 0
−qy,1 qx,1 0
0 0 q


1 f∆t2 − g∆t2 qx,2
− f∆t2 1 − g∆t2 qy,2
−H∆t2 q∗x −H∆t2 q∗y 1


u0
v0
h0
 , (4.55)
where the 2D responses, denoted by e.g., q, depend on both k and l. Contrary to
Eq. (4.48), vorticity is not yet eliminated from the discrete divergence equation. This
makes it easier to identify the form of the operators needed to end up with a symmetric
scheme. Table 4.3 gives the expression of the different 2D responses needed to end up
with a symmetric scheme. Due to commutativity of the responses, the PO1 and PO2
reconstruction schemes are identical.
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Table 4.3: The first-order derivative responses qx,1 and qx,2 needed for the different wind re-
trieval schemes (DZ and PO reconstruction) to end up with a 2D symmetric Z-grid scheme.
Similar expressions are found for the first-order y-derivative responses.
DZ scheme PO1 = PO2 scheme
q∗x
qx
q qx
qxx+qyy
q2x+q2y
qx,1 qx qqx
qxx+qyy
q2x+q2y
qx,2 qx
qxx+qyy
q2x+q2y
qx
q
4.3.2 Numerical SWE toy model tests
In this subsection the IGW dispersion of symmetric and asymmetric SI Z-grid schemes
is discussed on the basis of toy model tests of the 1D and 2D linearized SWE. In what
follows the equations are formulated in terms of geopotential φ instead of height h.
Some trivial modifications are sufficient to reformulate the schemes derived in the pre-
vious sections in terms of geopotential.
1D linearized SWE tests
In [111] an initial state
φ0(x) = Aφcos
(
2pix
λ
)
e−
(
x−x0
Lσ
)2
(4.56)
u0(x) = 0, (4.57)
consisting of two symmetrically propagating IGWs (one leftward and one rightward),
was assumed to study the dispersion properties of mixed FE schemes numerically. In
this publication the Coriolis force was not taken into account ( f = 0).
Hereafter, this IGW propagation test is repeated to study the differences between sym-
metric and asymmetric SI Z-grid schemes. The test set-up consists of IGWs with central
wavelength λ = 4∆x, situated initially in the middle of the domain (x0 = L/2) with
amplitude Aφ = 10 m2 s−2 and Lσ = L/20. The domain consists of 400 grid points
with grid spacing ∆x = 10 km. The time step used for the SI integration is 10 s and the
reference geopotential Φ = 9000 m2 s−2.
Figure 4.3 shows the integration in time, starting from the initial state (4.56) - (4.57), of
the following schemes:
• a spectral SI scheme (symmetric or asymmetric does not matter if spectral spatial
discretization is used) (Figure 4.3 (a) - (b)),
• a symmetric linear FE Z-grid scheme based on DZ reconstruction (Figure 4.3 (c) -
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(d)), and
• a scheme based on the method employed in TS12 (asymmetric for the second-
order derivative of the geopotential field) with a linear FE scheme used for the
spatial discretization (Figure 4.3 (e) - (f)).
The left column of Figure 4.3 shows snapshots of the geopotential field φ at different
times. A space-time diagram, which shows the evolution of the geopotential, is plotted
in the right column.
The integrations based on the spectral and symmetric Z-grid schemes show the ex-
pected IGW propagation. The larger group velocity of the latter scheme corresponds
to the differences in the slope of their phase velocities around k∆x = pi/2 in Figure 4.2.
However, the asymmetric scheme slowly damps the IGWs, as can be seen in Figure
4.3 (e) and (f). Use of the asymmetric ST86 scheme (containing an extra asymmetry
apart from the one already present in the TS12 scheme) results in very strong damping
of the IGWs. It was verified (not shown in Figure 4.3) that after only some time steps
the fields are damped completely with this approach. We conclude that the numerical
results agree well with the analytical study presented in the previous sections.
The 1D geostrophic adjustment test, decribed in [50], forms another interesting numer-
ical test. This time a Heaviside function is applied as the initial perturbation around the
reference geopotential Φ. Again there is no initial velocity. This strongly unbalanced
initial state will evolve towards geostrophic balance by propagating IGWs away from
the barrier. In this test Coriolis terms and thus the meridional velocity v are included.
Figure 4.4 is a numerical illustration of this geostrophic adjustment process and shows
the geopotential field after 20 time integrations (∆t = 300 s) for 4 different Z-grid
schemes. It can be seen that the shortest scale IGWs are strongly suppressed by the
asymmetric Z-grid schemes. As expected, their representation of the longer IGWs is
similar to the one found with the spectral and symmetric Z-grid scheme. However,
damping of the short waves will change the energy distribution. The symmetric Z-
grid scheme does not suffer from this problem and results (apart from a phase speed
difference) in wave propagation similar to the spectral scheme for the whole wave-
length range.
2D linearized SWE tests
The 2D test applied in [71] to compare 2D mixed FE methods with and without mass
lumping is used here in the context of (a)symmetric 2D Z-grid schemes. The initial
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Figure 4.3: 1D IGW propagation test similar to the one in [111]. From top to bottom the results
are shown for a spectral scheme, a linear FE symmetric scheme (DZ reconstruction), and a
linear FE TS12 scheme. The left column show the geopotential field φ at the initial time (red),
after 300 (green), 600 (blue), and 900 (magenta) time integrations. The right column displays
the evolution of the geopotential field in a space-time diagram. The parameter values of the
test are: ∆x = 10 km, ∆t = 10 s, and Φ = 9000 m2 s−2.
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Figure 4.4: The geopotential field after 20 time steps in a 1D geostrophic adjustment test with
parameters: ∆t = 300 s, ∆x = 10 km, Φ = 9000 m2 s−2, and the height of the step is 1800
m2 s−2. The right plot is a zoom in of the left plot around the location of the barrier. The
spectral (red) and the linear FE symmetric scheme based on DZ reconstruction (green) show
propagating IGWs, whereas the ST86 scheme (magenta) and the linear FE TS12 scheme (blue)
damp all short scale IGWs.
state consists of two IGWs and a Rossby wave and is given by:
φ0(x, y) = Aφ cos
(
2pix
λx
)
cos
(
2piy
λy
)
e−
(
x−x0
Lx,σ
)2
e−
(
y−y0
Ly,σ
)2
, (4.58)
u0(x, y) = 0, and (4.59)
v0(x, y) = 0. (4.60)
Analytical time integration of this initial state gives rise to IGWs propagating along the
diagonals of the (x,y)-plane. In the center of the domain (around (x0,y0)) a stationary
Rossby mode is expected. It can be seen in Figure 4.5, which shows the geopotential
field 50 h after the start of the run, that both the spectral and the symmetric scheme
demonstrate this behavior. It does not come as a surprise that the IGWs are damped
partly and completely if the TS12 and ST86 scheme are used, respectively.
It is found that every discretization method results in a different Rossby mode (in
the center of the domain). At first sight this is a surprising result because the station-
ary character of this mode is guaranteed by all schemes. The differences are indeed
not related to the propagation properties of the scheme, but they are due to differ-
ent projections of the initial state onto the discretized Rossby and IGW modes of the
schemes.
92
-1.5
-1
-0.5
0
0.5
1
1.5
20
40
60
80
100
120
20 40 60 80 100 120
x-position domain [GP]
y
-p
o
si
ti
o
n
d
o
m
a
in
[G
P
]
(a)
-1.5
-1
-0.5
0
0.5
1
1.5
20
40
60
80
100
120
20 40 60 80 100 120
x-position domain [GP]
y
-p
o
si
ti
o
n
d
o
m
a
in
[G
P
]
(b)
-1.5
-1
-0.5
0
0.5
1
1.5
20
40
60
80
100
120
20 40 60 80 100 120
x-position domain [GP]
y
-p
o
si
ti
o
n
d
o
m
a
in
[G
P
]
(c)
-1.5
-1
-0.5
0
0.5
1
1.5
20
40
60
80
100
120
20 40 60 80 100 120
x-position domain [GP]
y
-p
o
si
ti
o
n
d
o
m
a
in
[G
P
]
(d)
Figure 4.5: 2D test similar to the one in Figure 8 of [71]. Plot of the geopotential φ after 50 h:
spectral scheme (a), linear FE symmetric scheme based on DZ reconstruction (b), linear FE ST86
scheme (c), and linear FE TS12 scheme (d). The used parameter values are: ∆x = ∆y = 50 km,
120 grid points in x- and y-direction, ∆t = 800 s, Φ = 100 m2 s−2, AΦ = 10 m2 s−2, λx = λy =
4∆x and Lx,σ = Ly,σ = 6∆x.
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Figure 4.6: The zonal wind velocity u after 20 time steps in a 1D geostrophic adjustment test
with parameters identical to the one in Figure 4.4.
4.4 IGW eigenmodes of Z-grid schemes
The Z-grid SISL scheme seems to be an elegant way to conserve appropriate geostrophic
adjustment in combination with local discretization schemes on an unstaggered grid
on the condition that the symmetry between explicit and implicit operators is guaran-
teed. However, reproducing Figure 4.4 for the zonal velocity u gives an unexpected
result as can be seen in Figure 4.6. The wind field shows a strong, short scale noise
component on top of the expected field if the symmetric SISL Z-grid is used. This is
clearly unphysical and thus unwanted. This behavior comes as a surprise as:
• there is no problem with the geopotential field for this scheme, as can be seen in
Figure 4.4, and
• the dispersion analysis, which describes the behavior of the waves, did not give
any clue for this.
Despite being visible only for the symmetric scheme in Figure 4.6, the problem is gen-
erally valid for local discretization schemes combined with a divergence and vorticity
formulation. However, in the asymmetric Z-grid schemes the noise is masked by the
damping.
In what follows, we present evidence that this behavior is related to the eigenvectors or
eigenmodes of the Z-grid scheme.
Consider a linear time-continuous system
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∂∂t
X = LX, (4.61)
where the amplification matrix L determines the evolution in time of the state vector
X. In general (if L contains off-diagonal elements) the different components of the state
vector X are coupled. If the matrix L has eigenvectors vi and eigenvalues λi, one has
by definition:
LV = VΛ,
where the columns of V contain the eigenvectors and Λ is the diagonal matrix contain-
ing the eigenvalues λi. The previous permits to rewrite Eq. (4.61) into a diagonal or
decoupled form:
∂
∂t
W = ΛW with W = V−1X. (4.62)
This reveals two important properties of L:
1. W is the projection of the physical state vector X onto the basis spanned by the
eigenvectors or, put differently, the eigenvectors of L determine the uncoupled
eigenmodes of the physical problem.
2. The eigenvalues of L determine the propagation (damping, phase velocity,...) of
the waves.
In literature, numerous eigenvalue studies were done to study the impact of discretiza-
tion choices. However, this is no sufficient condition to obtain an appropriate scheme.
Even a numerical scheme possessing the analytical eigenvalues can give completely
incorrect results if the eigenvectors are erroneous. Both eigenvalues and eigenvectors
are important if one wants to study the properties of a scheme. In what follows, this is
illustrated by relating the noisy u-field of the adjustment test of Figure 4.6 to the eigen-
vectors of the Z-grid approach.
The 1D SWE suffice to analyze the eigenvector problem of the Z-grid. Following the
form of Eq. (4.61) and assuming wave solutions, the space discretized equations for-
mulated in terms of momentum write as:
∂
∂t
u
φ
 = LAC
u
φ
 =
 0 −px
−Φpx 0
u
φ
 , (4.63)
with px the earlier introduced 1D response of the first-order derivative operator. Eq. (4.63)
forms the starting point for the A-grid and staggered grid (e.g., C-grid) discretizations.
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The 1D SWE formulated in terms of divergence yield
∂
∂t
D
φ
 =
 0 −pxx
−Φp 0
D
φ
 .
Using the relation between divergence and zonal wind D = p∗xu, one rewrites the
previous into a form with the same state vector as Eq. (4.63)
∂
∂t
u
φ
 = LZ
u
φ
 =
 0 − pxxp∗x
−Φpp∗x 0
u
φ
 . (4.64)
Calculating the eigenvalues and eigenvectors of Eq. (4.63) and Eq. (4.64) results into
LAC =
 0 −px
−Φpx 0
 −→ λ±AC = ±√Φpx and VAC =
 1 1√
Φ −√Φ

LZ =
 0 − pxxp∗x
−Φpp∗x 0
 −→ λ±Z = ±√Φ√ppxx and VZ =
 √pxx √pxx√
Φ
√
pp∗x −
√
Φ
√
pp∗x
 .
For the momentum formulation (4.63) two main conclusions can be drawn. First, the
eigenvectors do not depend on the responses. Put differently, using FD, FE, or stag-
gered FD does not impact the form of the eigenvectors although this choice does im-
pact the eigenvalues and thus the propagation properties of the waves. Moreover, the
eigenvectors of the momentum formulation are identical to the analytical ones. Sec-
ondly, the amplitude of the geopotential component of the eigenvectors is much larger
than the amplitude of u.
However, the eigenvectors of the Z-grid approach (4.64) do depend on the wavenum-
ber and the expression for the responses, except for the spectral approach where
√
pxx =
px, p∗x = px, and p = 1 and one obtains again the analytical form. In the long wave
limit, k → 0, we obtain eigenvectors converging to the analytical ones. However, for
the shortest waves an unexpected behavior can be noticed. If one uses for example
DZ reconstruction in combination with second-order FD, one gets for the eigenvec-
tors
VDZZ =
√2− 2 cos (k∆x) √2− 2 cos (k∆x)√
Φ sin (k∆x) −√Φ sin (k∆x)
 ,
which means that for k∆x → pi the φ-components of the eigenvectors approach 0.
Thus, for short waves the decoupling of the initial state into two waves is dominated
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Figure 4.7: Projection of a short wave component of an initial state in rest (black dot on the
y-axis) onto the two eigenvectors. The decoupling is different for the A-grid scheme (red), the
DZ-based Z-grid scheme (blue), and the PO-based Z-grid scheme (green).
by u instead of φ. The reverse is seen if PO reconstruction is used. We then have
VPOZ =
 sin (k∆x) sin (k∆x)√
Φ
√
2− 2 cos (k∆x) −√Φ√2− 2 cos (k∆x)
 ,
which means that in the short scale limit the rate between the φ-component and the u-
component becomes infinitely large. The decoupling of a short scale wave for different
schemes is illustrated in Figure 4.7.
The previous analysis was undertaken for a time continuous problem. Let us now
verify with a numerical experiment the impact of this eigenvector problem for SI time
discretized schemes.
We retake the 1D geostrophic adjustment test introduced in 4.3.2, but the Coriolis
force will be omitted this time. The initial state is projected onto the two IGW eigen-
modes of the scheme. The coefficients of the two modi should be identical in order to
end up with an initial state in rest or, put graphically, to end up on the φ-axis (u = 0) in
Figure 4.7. Figure 4.8 shows this projection of the initial state for the spectral and sym-
metric Z-grid schemes discretized with second-order FD. While the total field (in red)
is identical, the decomposition into the two eigenstates (in blue and green) differs be-
tween the two approaches. As explained earlier, the eigenmodes of the Z-grid scheme
with DZ-reconstruction have a considerable u-component for the shortest waves and
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Figure 4.8: Plot of the geopotential φ+Φ and zonal wind u of a geostrophic adjustment test at
the initial time: spectral SI scheme (a, b), symmetric second-order FD SI Z-grid scheme with DZ
reconstruction (c, d), and symmetric second-order FD SI Z-grid scheme with PO reconstruction
(e, f). The green and blue line represent the projection of the initial state onto the IGW eigen-
modes, the red line is the total field. The settings are: ∆x = 10 km, ∆t = 300 s, andΦ = 9000 m2
s−2.
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Figure 4.9: Identical to Figure 4.8 but now after 20 time steps.
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Figure 4.10: RMS error for the geopotential (a) and the wind velocity (b) for the geostrophic ad-
justment experiment. The used schemes are symmetric second-order FD SISL Z-grid schemes
with DZ (green) and PO (red) reconstruction.
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Figure 4.11: Identical to Figure 4.10 but with an initial state consisting of a flat geopotential
field and a discontinuity in the wind.
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this can be seen in Figure 4.8 (d) where short waves appear in the u-field decompo-
sition. PO-reconstruction results in u-components that are smaller than the analytical
ones. This can be seen in Figure 4.8 (f) where the modi have a slope less steep than in
Figure 4.8 (b). At the initial time the short scale waves of the DZ-reconstruction scheme
are exactly canceled out by summing the two components. However, during time step-
ping both modi will propagate in opposite direction and the short scale u-fields will
no longer cancel out. As a result, a noisy wind field that dominates the analytical wind
field pops up in the Z-grid scheme, as illustrated in Figure 4.9 (d). The Z-grid scheme
based on the PO reconstruction method will not give rise to u-noise.
Plots of the root mean square (RMS) difference of the symmetrical Z-grid schemes with
the spectral (and thus analytical) solution are shown in Figure 4.10. For the geopoten-
tial field there is, indeed, no eigenvector problem. Both DZ and PO RMS errors are
identical and growing slowly due to the difference in phase velocities between the Z-
grid and spectral approach. However, for the wind velocity the situation is different.
A large discrepancy between the DZ-based Z-grid scheme and the spectral scheme ap-
pears from the first time step on. This is explained by the overly presence of short
scales in the wind decomposition that do not longer cancel out as soon as both waves
start propagating in opposite direction. This also explains the periodic behavior in the
RMS error. For the PO-based Z-grid scheme the RMS error for the wind is determined
by the phase speed misrepresentation.
Based on the previous, one could erroneously conclude that the PO-reconstruction
scheme is superior to the DZ-reconstruction. However, Figure 4.7 suggests that an
initial state with a flat geopotential but a step in the u-velocity would lead to similar
problems in the geopotential field of the PO-based Z-grid scheme. Figure 4.11 shows
the RMS error of such a test and confirms the previous reasoning. The eigenvector-
problem fingerprint is clearly visible in the RMS error for the geopotential field if PO
is used.
For the 2D SWE with Coriolis force, there will be three eigenmodes: two IGW modi
and one geostrophic mode. For the IGWs the previous effect is still present, but now
the geostrophic eigenvector will also differ depending on the method used. This ex-
plains why in Figure 4.5 the stationary geostrophic field in the center is not identical
for all schemes.
4.5 Nonlinear SWE tests
The previous sections started from the linearized version of the SWE to study disper-
sion properties and eigenmodes,. However, atmospheric modeling is a strongly non-
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linear problem. In the remaining part of this chapter, we will therefore present results
of numerical tests including advection and orography, two important nonlinear factors
in NWP. We will investigate the following questions:
• Do we still see the fingerprint of the dispersion properties and eigenvector de-
composition of the schemes if nonlinear terms are included in the numerical
tests?
• The use of a local method permits the introduction of horizontally inhomoge-
neous terms (e.g., orography, reference temperature,...) in the SI part of the com-
putations. Could this be an advantage for local schemes?
The tests will be undertaken in a 1D SWE context (what we want to investigate is not
related to the dimension of the problem), but with the Coriolis force f 6= 0 and thus
meridional velocity v included:
du
dt
= −∂φ
∂x
+ f v, (4.65)
dv
dt
= − f u, and (4.66)
d (φ− φoro)
dt
= − (φ− φoro) ∂u
∂x
. (4.67)
The 2TL SI Z-grid discretization looks like:
X−Φ
(
∆t
2
)2
∂2
∂x2 0 0
f∆t
2 1 0
Φ∆t
2 0 1


D+
Z+
φ+
 =

1 f∆t2 −∆t2 ∂
2
∂x2
0 1 0
0 0 1


∂
∂x 0 0
0 ∂∂x 0
0 0 1

×


1 f∆t2 −∆t2 ∂∂x
− f∆t2 1 0
−Φ∆t2 ∂∂x 0 1


u0
v0
φ0
+

RNLu
RNLv
RNLφ

(4.68)
D+
Z+
 =
 ∂∂x 0
0 ∂∂x
u+
v+
 , (4.69)
with X = 1 +
(
f∆t
2
)2
, Φ a constant, homogeneous reference geopotential, and RNLu ,
RNLv , and RNLφ the nonlinear terms. If the explicit calculations are evaluated in the
departure points, these nonlinear terms do not contain advection terms. On the other
hand, if a Eulerian approach is followed, advection will be included in the nonlinear
terms. The first line of Eq. (4.68) represents a Helmholtz equation to update divergence,
the second and third line are used to calculate vorticity and geopotential. Equation
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(4.69) defines how to retrieve the wind.
We will test four different discretization approaches:
1. scheme 1 = spectral scheme
X−Φ
(
∆t
2
)2 P spxx 0 0
f∆t
2 1 0
Φ∆t
2 0 1


D+
Z+
φ+
 =

1 f∆t2 −∆t2 P spxx
0 1 0
0 0 1


P spx 0 0
0 P spx 0
0 0 1

×


1 f∆t2 −∆t2 P spx
− f∆t2 1 0
−Φ∆t2 P spx 0 1


u0
v0
φ0
+

RNLu
RNLv
RNLφ


D+
Z+
 =
P spx 0
0 P spx
u+
v+
 .
This scheme represents the spectral dynamical core of the ALADIN model and
results in excellent dispersion properties.
2. scheme 2 = FD asymmetrical Z-grid scheme
X−Φ
(
∆t
2
)2 P f dxx 0 0
f∆t
2 1 0
Φ∆t
2 0 1


D+
Z+
φ+
 =

1 f∆t2 −∆t2 P f dxx
0 1 0
0 0 1


P f dx 0 0
0 P f dx 0
0 0 1

×


1 f∆t2 −∆t2 P f dx
− f∆t2 1 0
−Φ∆t2 P f dx 0 1


u0
v0
φ0
+

RNLu
RNLv
RNLφ


D+
Z+
 =
P f dx 0
0 P f dx
u+
v+
 .
Replacing the spectral discretization in scheme 1 naively by a FD horizontal spa-
tial discretization results in the scheme above. The scheme contains an asymme-
try in the second-order derivative of the geopotential φ and, therefore, distorts the
IGW eigenmodes. The wind reconstruction is based on the so-called DZ-method.
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3. scheme 3 = FD symmetrical Z-grid scheme
X−Φ
(
∆t
2
)2 P f dxx 0 0
f∆t
2 1 0
Φ∆t
2 0 1


D+
Z+
φ+
 =

1 f∆t2 −∆t2 P f dxx
0 1 0
0 0 1


P f dx 0 0
0 P f dx 0
0 0 1

×


1 f∆t2 −∆t2
(
P f dx
)−1 P f dxx
− f∆t2 1 0
−Φ∆t2 P f dx 0 1


u0
v0
φ0
+

RNLu
RNLv
RNLφ


D+
Z+
 =
P f dx 0
0 P f dx
u+
v+
 .
This scheme restores symmetry by replacing the derivative operation on the geopo-
tential P f dx φ0 by
(
P f dx
)−1 P f dxxφ0. This trick adds some complexity to the algo-
rithm, but the eigenvalues now yield appropriate IGW dispersion. However, its
eigenmodes differ from the analytical ones, as explained in section 4.4.
4. scheme 4 = FD symmetrical A-grid scheme
X−Φ
(
∆t
2
)2 P f dx P f dx 0 0
f∆t
2 1 0
Φ∆t
2 0 1


D+
Z+
φ+
 =

1 f∆t2 −∆t2 P f dx P f dx
0 1 0
0 0 1


P f dx 0 0
0 P f dx 0
0 0 1

×


1 f∆t2 −∆t2 P f dx
− f∆t2 1 0
−Φ∆t2 P f dx 0 1


u0
v0
φ0
+

RNLu
RNLv
RNLφ


D+
Z+
 =
P f dx 0
0 P f dx
u+
v+
 .
This fourth scheme is a symmetric scheme where the implicit second-order deriva-
tive P f dxx is evaluated as twice a first-order derivative P f dx P f dx . In this way a sym-
metric scheme is obtained such that there will be nor damping neither amplifi-
cation. However, it can be verified that this scheme, despite being Z-grid in the
sense that there is a transformation to divergence and vorticity, results in an A-
grid type of IGW dispersion (negative group velocities for the shortest waves).
Scheme 4 will not suffer from eigenvector distortions.
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Figure 4.12: Plot of the geopotential and zonal wind after 20 time steps in a geostrophic ad-
justment test for the linear SWE. The parameters of the test are identical to the ones used in
Figure 4.4 and Figure 4.6. Different schemes are used: scheme 1 (red), scheme 2 (blue), scheme
3 (green), and scheme 4 (magenta). Subfigures (e) and (f) show the evolution of the RMS error
with respect to scheme 1.
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As a reference point for the following experiments, we will first repeat the linear geostrophic
adjustment test, used in Figure 4.2 and Figure 4.6, for the 4 schemes. Running the
schemes with RNLu = RNLv = RNLφ = 0 and in Eulerian mode with a geopotential step
as initial state results in Figure 4.12. We remark:
• that there is no qualitative difference between using a linear FE scheme (Figure
4.4 and 4.6) and a second-order FD scheme (Figure 4.12). The waves in the DZ-
based symmetrical scheme combined with linear FE (green in Figure 4.4 and 4.6)
and second-order FD (green in Figure 4.12) are faster and slower, respectively,
than the ones of the spectral schemes. This agrees with the dispersion plot of
Figure 4.2.
• that scheme 4 results indeed in an A-grid type of dispersion. The ripples on the
long waves are a token of the short scale noise propagating at large speeds in the
opposite direction. This behavior appears only for scheme 4 and agrees with the
A-grid dispersion analysis of Figure 3.4.
• that scheme 3 suffers from the eigenvector problem for the wind field (Figure
4.12 (c) and (d)), as can be seen by the abrupt rise of the RMS error for u from the
first time step on (Figure 4.12 (f)). The linear character of this test makes that the
problem cannot spill over on other fields.
• that the asymmetrical Z-grid scheme 2 does not have this noise, which suggests
that for this scheme the damping is dominant. It was verified that during the first
time steps the short scale effects due to the eigenvectors are present for scheme 2.
This can be seen in the RMS error for u (Figure 4.12 (f)), which is showing a max-
imum during the first time steps for scheme 2. However, after more or less 5 time
steps all short scale waves are damped (no periodic variation in the RMS error
compared with scheme 2 and 3). One may think that in terms of RMS error the
unphysical damping is advantageous, because it removes the shortest scales that
are otherwise represented wrongly. However, one should avoid compensating
errors.
• that both scheme 3 and scheme 4 result in short scale waves that are standing still
in the middle of the domain. This agrees with the fact that for both schemes a
certain part of the spectrum has a group velocity near 0; for scheme 3 this happens
around wavelengths λ ≈ 2∆x and for scheme 4 around λ ≈ 4∆x. Due to the
damping, this is not found back in scheme 2.
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4.5.1 Nonlinear test without orography
The nonlinear terms of the SWE are introduced in the discretized equation set (4.68)
via RNLu , RNLv , and RNLφ . Depending on whether SL advection is used, they will or will
not include advection terms. The nonlinear terms are identical for all four schemes and
the schemes only differ in the discretization of the linear part of the equations.
Different methods exist to include nonlinear residuals. In what follows the iteratively
centered implicit (ICI) approach, which was advocated for in the nonhydrostatic ALA-
DIN documentation of Be´nard and Masek [7], is opted for. With this approach the
system of equations is solved multiple times. In analogy with Eq. (2.3) a 2TL ICI SISL
method with N iterations can be summarized as
(I − ∆t
2
L∗)F+(0)A = (I +
∆t
2
L∗)F0D(0) +
∆t
2
(M−L∗)
(
F0D(0)
)
+
∆t
2
(M−L∗)
(
F0A
)
(I − ∆t
2
L∗)F+(i)A = (I +
∆t
2
L∗)F0D(i) +
∆t
2
(M−L∗)
(
F0D(i)
)
+
∆t
2
(M−L∗)
(
F+(i−1)A
)
, ∀i = 1, .., N
where i is the iteration index and F+(N)A the updated field. For the sake of simplicity,
the physics tendencies are not taken into account. Different methods exist to determine
the location of the departure points. For our purpose the following direct method was
used:
x(0)D = xA − u0A∆t
x(i)D = xA −
(
u0A + u
+(i−1)
A
) ∆t
2
, ∀i = 1, .., N.
Cubic interpolation is used to evaluate functions in the departure points.
In case advection is evaluated in an Eulerian way, the 2TL ICI SI method looks like:
(I − ∆t
2
L∗)F+(0) = (I + ∆t
2
L∗)F0 + ∆t(M−L∗)
(
F0
)
(I − ∆t
2
L∗)F+(i) = (I + ∆t
2
L∗)F0 + ∆t
2
(M−L∗)
(
F0
)
+
∆t
2
(M−L∗)
(
F+(i−1)
)
, ∀i = 1, .., N
with the advection terms included in the nonlinear residuals (M−L∗).
Based on Eq. (4.65)-(4.67), one can write out the expressions for the nonlinear terms.
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For the Eulerian variants of the different schemes this yields:
RNL(i)u = −∆t2
[(
u
∂u
∂x
)0
+
(
u
∂u
∂x
)+(i−1)]
,
RNL(i)v = −∆t2
[(
u
∂v
∂x
)0
+
(
u
∂v
∂x
)+(i−1)]
, and
RNL(i)φ = −
∆t
2
[(
u
∂ (φ− φoro)
∂x
)0
+
(
u
∂ (φ− φoro)
∂x
)+(i−1)]
(4.70)
− ∆t
2
[
((φ− φoro) D)0 + ((φ− φoro) D)+(i−1)
]
, ∀i = 1, .., N
where a reference state in rest is assumed (otherwise one should replace u by the total
wind u +U). For i = 0 the previous expression is replaced by:
RNL(0)u = −∆t
(
u
∂u
∂x
)0
,
RNL(0)v = −∆t
(
u
∂v
∂x
)0
, and
RNL(0)φ = −∆t
(
u
∂ (φ− φoro)
∂x
)0
− ∆t ((φ− φoro) D)0 .
In case the SL approach is used, one obtains
RNL(i)u = R
NL(i)
v = 0 and
RNL(i)φ = −
∆t
2
[
((φ− φoro) D)0D(i) + ((φ− φoro) D)
+(i−1)
A
]
(4.71)
+ (φoro)A − (φoro)D(i) , ∀i = 1, .., N
and for i = 0
RNL(0)u = R
NL(0)
v = 0 and
RNL(0)φ = −
∆t
2
[
((φ− φoro) D)0D(0) + ((φ− φoro) D)0A
]
+ (φoro)A − (φoro)D(0) .
Let us repeat the geostrophic adjustment test but this time with the inclusion of non-
linear terms.
With Eulerian advection the adjustment test results in Figure 4.13. The fields are trun-
cated at two-thirds of the spectrum ktrunc = 23 kmax to prevent instabilities caused by a
build-up of small scale noise by aliasing. This is called quadratic truncation because
it avoids aliasing due to quadratic terms. Quadratic truncation is not sufficient to re-
move the stationary 4∆x-wave of scheme 4. However, the eigenvector problem that
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was remarked before if scheme 3 was used is controlled in this test. We thus get, based
on the RMS scores, the following order for the quality of the forecast: scheme 3, scheme
2 and scheme 4.
If, instead of the Eulerian strategy, advection is treated in a SL way, the adjustment test
results in Figure 4.14 (with quadratic truncation) and Figure 4.15 (without truncation).
Both experiments used only one iteration of the ICI scheme. The interpolation inherent
to a SL scheme adds some diffusion, and this can be seen in the smooth evolution of
the RMS error for all schemes. In principle, truncation is no longer necessary in a SL
approach. Advection is, indeed, the dominant source for the aliasing problem. It can
be remarked that without truncation the eigenvector problem is again present. This
time the corresponding RMS error in scheme 3 decreases after some integrations (due
to the inherent diffusion), but it still spoils the scheme and makes it less good than
scheme 4. The dispersion issues that were noted earlier in the linear tests are mostly
gone in the nonlinear tests. It turns out that quadratic truncation eliminates the part
of the spectrum that is most vulnerable for these issues. The 4∆x stationary waves of
scheme 4 are the exception as they are still visible for both Eulerian and SL tests. The
dampening of the IGWs, due to the asymmetry of scheme 2, remains in the nonlinear
tests. Furthermore, comparing Figures 4.13 and 4.14 illustrates the smoothing typical
for the interpolations used in the SL schemes.
4.5.2 Nonlinear test with orography
Including orography adds some extra complexity to the nonlinear right hand sides.
Before testing the different schemes over orography, one should realize that an alter-
native treatment of these orography terms is possible, at least, if a local method (FD,
FE,...) is used for the spatial discretization. The orography field Φoro (x) is known and
it is possible to include terms where orography is multiplied with a prognostic field
in the implicit part of the time discretization. In case of the SWE, one could treat the
ΦoroD term in an implicit way. Doing so will result in a Helmholtz solver containing
the spatially varying orography. This approach is advantageous because it reduces the
magnitude of the nonlinear terms, which are a potential source for instabilities. The
implicit treatment of orography terms is no option for spectral algorithms because the
inhomogeneous orography would result in a Helmholtz problem with full matrices in
spectral space. This would make the spectral method highly inefficient. In Appendix
B a local SI Z-grid scheme that treats the term Φoro (x) D implicitly is presented.
A good academic test consists of simulating the 1D flow over a Gaussian hill Φoro (x).
As initial state we assume a 5 m s−1 zonal wind and an orography geopotential about
half the height of the reference geopotential Φ = 9000 m2 s−2, as shown in Figure 4.16
(a) and (b). For the experiment a time step ∆t = 150 s and a grid distance ∆x = 10 km
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Figure 4.13: Identical to Figure 4.12 but with nonlinear terms included. Advection is treated
in a Eulerian way and 1 iteration was used for the ICI scheme. The fields are truncated at
ktrunc = 23 kmax.
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Figure 4.14: Identical to Figure 4.12 but with nonlinear terms included. Advection is treated in
a SL way (cubic interpolation) and 1 iteration was used for the ICI scheme. The fields are not
truncated.
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Figure 4.15: Identical to Figure 4.12 but with nonlinear terms included. Advection is treated
in a SL way (cubic interpolation) and 1 iteration was used for the ICI scheme. The fields are
truncated at ktrunc = 23 kmax.
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are used. Advection is treated in a Eulerian way and quadratic truncation is assumed.
Tests were done for the standard version of scheme 3 and for scheme 3 but with ΦoroD
treated implicitly. The horizontal spatial discretization is based twice on a second-
order FD method. Figure 4.16 (c) and (d) show the results after 100 time steps if 10 ICI
iterations are used. These plots confirm that a sufficient number of iterations makes
that the two approaches converge to each other and becomes indistinguishable. In
practice, one tries to limit the number of iterations in order to minimize the compu-
tation and energy costs. It is interesting to study the convergence rate of the two
approaches to this 10 iteration solution. Figure 4.16 (e) and (f) show the difference
between the results after 0, 1, 2, and 10 iterations for both approaches. Despite be-
ing slightly better, we see that without iteration both the implicit (green) and explicit
(red) orography scheme are quite far from the converged solution. After 1 iteration the
differences are strongly reduced for both approaches and 2 iterations are sufficient to
bring all differences down to nearly 0. Whereas the blue curve of the explicit scheme
with 1 iteration is still distinguishable, this is not the case if the implicit orography
approach is used with 1 iteration. Adding the inhomogeneous Φoro (x) to the implicit
calculations gives slightly faster convergence. The differences are not so large, and this
is probably due to the fact that the Φoro (x) D is not the dominant nonlinear term. We
conclude that both approaches work, but that the errors for the same number of itera-
tions are slightly lower if the nonlinear residuals are reduced by the implicit orography
treatment.
This test was repeated in the case advection is accounted for by a SL approach. A cubic
reconstruction formula is used for the interpolations to the departure points. Results
are shown in Figure 4.17, again the implicit orography treatment converges faster. This
time the errors of the implicit scheme without iteration are surprisingly low: this is be-
cause orography is already accounted for (because it is implicit) and advection is better
approximated by a SL treatment than in the Eulerian way if no iteration is used.
4.6 Conclusion
After the dispersion study of Chapter 3, the Z-grid approach came out as a good way to
introduce local discretization schemes within the current spectral ALADIN approach.
It shows excellent IGW properties and fits well in the ALADIN time step organization,
which is also based on a divergence-vorticity approach. In this chapter a closer inves-
tigation of SISL Z-grid schemes is undertaken.
Two nuances related to the use of Z-grid schemes come out of the analysis in this chap-
ter:
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Figure 4.16: Different implementations of the symmetric Z-grid scheme (scheme 3) are used to
simulate the flow over a hill. The initial state of the geopotential and zonal wind is shown in
(a) and (b) together with the orography Φoro (x). The parameters used for the simulation are:
∆t = 150 s, ∆x = 10 km, and Φ = 9000 m2 s−2. Figure (c) and (d) show the geopotential and
zonal wind velocity after 100 time steps for scheme 3 with explicit (red) and implicit treatment
of orography (green) if 10 ICI iterations are used. Figure (e) and (f) show the differences with
respect to this converged solution of the schemes without iteration (red = expl oro, green = impl
oro), with 1 iteration (blue = expl oro, yellow = impl oro) and with 2 iterations (magenta = expl
oro, cyan = impl oro).
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Figure 4.17: Similar as Figure 4.16 but this time with SL advection (cubic interpolation).
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1. SI schemes that are asymmetric, in the sense that the spatial operations on a field
are different at time t+ and t0, have unphysical dispersion relations. This is a
general truth for SI schemes but in practice this situation is rarely encountered.
However, within the Z-grid framework, where transformations between wind
and vorticity and divergence are commonplace, one could unwarily introduce
asymmetries as is the case for the schemes presented in ST86 and TS12. It is
shown that in this case the appropriate dispersion properties make place for a
dispersion relation with unphysical dampening of the shortest waves. To restore
symmetry, care should be taken in the formulation of the different operators. By
introducing more complex derivative operators, symmetric SI Z-grid schemes are
constructed that do no longer suffer from this issue.
2. The eigenvectors of Z-grid schemes, which determine the decomposition of an
initial state onto the different eigenmodes, differ from the analytical ones for the
short scale part of the spectrum. In practice, this results in short scale noise in the
velocity or geopotential field. This issue is inherent to local Z-grid schemes and
does not appear in A-grid or spectral Z-grid schemes.
As soon as one leaves the linear tests and adds extra complexity to the test, for in-
stance advection, the fingerprints of the previous issues become less visible. Including
nonlinear terms strongly impacts the shortest scale part of the spectrum: a Eulerian
treatment of advection terms necessitates truncating the shortest scale waves to pre-
vent instabilities, whereas a SL method does need interpolations to departure points
smoothing out the shortest scales. It is found that most of the problems clearly visible
in the linear tests are no longer seen in the nonlinear tests. This raises questions about
the importance of the short scale dynamics. The relevance of dispersion properties is
maybe overestimated.
It turns out to be impossible to find a local, unstaggered scheme not suffering from any
problem. Using the A-grid scheme results in negative group velocities for the IGWs
whereas the symmetric Z-grid schemes suffer from a wrong decomposition on the IGW
eigenmodes. However, implementing an A-grid approach is easier and may therefore
be preferred over the Z-grid.
The high-order character of the spectral method makes it very hard, if not impossible,
to construct a local method that beats the spectral approach in terms of accuracy. The
strength of local methods resides in their flexibility compared to spectral schemes. It
is, for example, possible to include inhomogeneous terms in the SI treatment and thus
Helmholtz equation if a local discretization is used without complicating the solver too
much. This was illustrated with a SWE test where the Φoro (x) D term was included
in the SI solver resulting indeed in a faster convergence (in terms of the number of ICI
iterations).
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This analysis confirms that it is difficult to make one choice for the spatial discretization
and, therefore, motivates the need for a modular approach. Having one SISL frame-
work where both local A-grid, local Z-grid, and spectral schemes fit, would be very
interesting. Next chapter will present such a framework that will be used to make
a scientific comparison of these different spatial discretization approaches within the
ALADIN model.
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Local horizontal spatial discretization tests with the
ALADIN model 5
Until now, the properties of local horizontal spatial discretization A-grid and Z-grid
schemes were discussed based on theoretical analysis and toy model tests solving the
SWE. In section 5.1 the implementation of a local solver in the ALADIN model is dis-
cussed. An overview of the changes that are necessary to include a local spatial dis-
cretization method within the earlier introduced time step organization is given. How-
ever, adding a new local solver to the existing ALADIN model is a very technical task
exceeding the ambitions of this work.
Fortunately implementing a solver is not necessary to investigate the scientific impact
of a local spatial discretization method in ALADIN. Section 5.2 explains how the cur-
rent code provides a testbed to compare the spectral SISL approach with the FD A-grid
SISL and FD asymmetrical Z-grid SISL schemes. We describe how, by modifying the
spectral responses, the ALADIN model can be used to emulate FD strategies for the
horizontal spatial discretization. We study the impact of the use of A-grid and Z-grid
SISL schemes compared with the current spectral SISL strategy. The study is under-
taken for the ALADIN model in adiabatic mode (section 5.3) and ALARO mode (sec-
tion 5.4). Apart from conclusions about the relevance of eigenvalue and eigenvector
properties, this set-up also gives the opportunity to study the impact of the order of
accuracy. Finally, conclusions are presented.
5.1 Solving a local SISL scheme
5.1.1 Time step organization of a local SISL scheme
Introducing a local spatial discretization method in the ALADIN algorithmics, which
was described in Table 2.2, will have the following consequences:
• Transformations between spectral and grid point space (steps 1 and 8 in Table
2.2) become redundant, at least if we switch to a FD spatial discretization. A FE
scheme still needs transformations between coefficient and grid point space, but
these will not require costly global communications of the transpositions needed
in the current spectral model1.
• The current nonhydrostatic ALADIN model requires the solution of one diag-
onal Helmholtz problem for each vertical model level [7]. Using a local spatial
discretization method will in general result in an asymmetric 3D Helmholtz prob-
lem2. A discussion about solving such a problem follows in 5.1.2.
• The calculation of derivatives (needed for example for the trajectory calcula-
tions) can no longer be done in spectral space, but should be done with the local
method. The same holds for diffusion, currently represented by a diagonal oper-
ation in spectral space.
Table 5.1 presents an overview of the time step organization if a FD scheme would be
used. Whether an A-grid or Z-grid approach is chosen, does not impact the workflow
too much. Differences will be found mainly in step 7 of Table 5.1. The A and Z-grid
variants differ in the discretized form of the Helmholtz operator (I − ∆t2 L∗) and the
way to retrieve the updated wind velocities (via a Poisson equation from divergence-
vorticity for Z-grid or directly via the momentum equations for A-grid). The LBC
coupling (step 6 in Table 5.1) can still be done with the Davies method, but there is no
longer a need to biperiodize the fields.
Exploiting the flexibility of the local discretization, by including inhomogeneous terms
in the implicit treatment (e.g., a horizontally inhomogeneous reference temperature),
will also change the explicit computations in step 4 of Table 5.1.
5.1.2 Local solvers for 3D Helmholtz problems
A local SISL discretization method will in general result in an asymmetric 3D Helm-
holtz problem for one of the prognostic variables. Remembering the notations intro-
duced in 1.3.1, one gets
H (x, y, z, t) f+ = R, (5.1)
with H (x, y, z, t) the inhomogeneous 3D Helmholtz operator, f+ the updated prog-
nostic variable, and R the known right hand side. Spatial discretization will translate
this problem into an asymmetric matrix problem
Hf+ = R, (5.2)
1 There may be one exception: the calculation of some of the derivative operators of the symmetric Z-grid
schemes can be quite expensive.
2 It may be that keeping the terms included in the implicit operator identical to the current situation,
could result even for local methods in 1 Helmholtz problem on each level. However, as soon as inho-
mogeneous terms will be included in the implicit part, one will end up with a 3D Helmholtz problems.
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Table 5.1: The different steps of interest carried out during one time step integration of a FD
SISL model. The equivalent of each term in Eq. (2.3) is given in the second column of the table
(based on Table 2 in [117]).
ALADIN time step organization
1 calculate physics in arrival points P(U0A)
2 update tendencies
3 compute SL departure points D
and do interpolations
4 compute explicit part dynamics (I + ∆t2 L∗)U0D + ∆t(M−L∗)
(
U˜
)
5 add all tendencies Rlam
6 lateral boundary coupling Rtot = αRhost + (1− α)Rlam
7 local solver to update fields U+A = (I − ∆t2 L∗)−1Rtot
where H has dimensions of the order 106 by 106 for a LAM. This huge matrix is fortu-
nately sparse, meaning that it contains only a few nonzero elements for each line, as
illustrated for a small 2D problem in Figure 5.1(b). The higher the order of accuracy,
the more nonzero elements will be present in the matrix. One should tone down the
apparent simplicity of the spectral representation (Figure 5.1(a)) as transformations to
spectral space come not for free, as discussed in 2.3.2.
The need to solve systems like Eq. (5.2) efficiently on HPC systems is encountered in
many branches of science. That is why many algorithms are developed to solve such
problems. There exist direct sparse matrix solvers, but they are generally considered
as not very suitable for large matrices on massively parallel machines. For dimensions
like the ones met in NWP one should use iterative methods. Two main categories
of iterative solvers can be distinguished: Krylov and multigrid solvers [69]. To limit
the number of iterations needed, preconditioning is used to reformulate the problem
in a matrix problem with a faster convergence. One should find a balance between
the complexity of the preconditioner and the convergence speed-up of the Helmholtz
equation [107]. There is an unlimited set of potential preconditioners and there does
not exist a procedure to find the best preconditioner. A preconditioner can be derived
from the physical equations underlying the linear problem or constructed directly from
the matrix H.
The UK Met Office has many years of experience on local SISL approaches. In their
models, first New Dynamics [28] and now ENDGame [40], different inhomogeneous
terms are treated in an implicit way resulting in an asymmetric 3D Helmholtz problem.
Their New Dynamics solver was a Krylov one based on the methodology described in
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Figure 5.1: Nonzero elements of matrices representing a constant coefficient Helmholtz prob-
lem for a 10 by 10 domain in spectral space (a) and for a second-order FD discretization (b).
Periodicity at the boundaries was assumed to create the matrices.
[99]3, but more recently they also investigated multigrid solvers for the ENDGame dy-
namics [69]. According to recent work of Muller, 3D Helmholtz solvers scale well on
massively parallel machines [69].
Let us finish this section by coming back on the extra computations needed in a Z-grid
method compared to the A-grid method. The need to retrieve the wind velocity com-
ponents from divergence and vorticity results every time step in a Poisson problem.
This problem does also exist in the current spectral SISL ALADIN dynamical core, but
there its solution came for free (given that the transformations were needed anyway for
the Helmholtz equation). If a local method is used, another inversion problem needs
to be solved. The Poisson problem is a special case of the Helmholtz problem and
similar solvers can be used. Good scalability can be obtained for Poisson problems,
as illustrated recently in [77] that describes a multigrid solver scaling well on petas-
cale computers. However, scalability of this problem seems less important because
the wind retrieval is a 2D process, because there is no coupling between different lev-
els. This automatically makes this problem an order of magnitude smaller than the 3D
Helmholtz problem.
Development of sparse solvers is an active topic of research on its own, which falls
outside the scope of this thesis. As will be demonstrated in the next section, it is nev-
ertheless possible to evaluate the scientific impact of the use of local methods with the
spectral ALADIN model.
3 WRF was previously based on this approach
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5.2 Finite-difference methods in the spectral ALADIN model
5.2.1 Methodology of the tests
As explained earlier, the choice of the horizontal spatial discretization cannot be sep-
arated from other decisions. A spectral spatial discretization, for example, is always
combined with a SI time discretization in order to obtain an efficient scheme. It is there-
fore difficult to compare in a clean way different approaches for the horizontal spatial
discretization. Despite the wide diversity in spatial discretization methods used in to-
day’s operational models, an intercomparison would not lead to conclusions about the
spatial discretization as these models differ over a whole range of properties.
However, there are some good reasons to compare different spatial discretizations.
In contrast to the extensive collection of papers published about the SWE dispersion
properties of numerical schemes, there has to the author’s knowledge never been a
study about the relevance of these properties in a complete atmospheric model. Such a
study would need a framework where one could choose between different spatial dis-
cretization schemes in an otherwise unchanged NWP model. In what follows, it will
be explained that ALADIN offers such a testbed for spatial discretization schemes.
The set-up of the ALADIN model was discussed earlier. Figure 2.4 presents an overview
of the general organization of the computations of the global IFS/ARPEGE model dur-
ing one time step, while Table 2.2 outlines in more detail the time step organization. Im-
plementing a local spatial discretization variant within the SISL ALADIN model would
necessitate developing a new solver, as discussed in 5.1.2. Within ALADIN, where the
spectral method assumes a decomposition into bi-Fourier functions, one could mimic
a local method by simply replacing the spectral responses by the responses of a local
method. This permits to emulate for instance a FD SISL model by intervening only
in step 9 of Table 2.2. This simple but powerful approach permits to investigate how
ALADIN forecasts look like if the spectral method is replaced by a local discretization
scheme. Such a study can offer insight in the impact of the spatial discretization on
the results of a model. It is important to realize the limitations of this approach: one
cannot study
• the scalability of a local solver as there is no solver implemented. The impact of
a local scheme is accounted for by the responses in spectral space.
• the effect of using an inhomogeneous Helmholtz operator. This is only possible
if a local solver is implemented.
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Despite these limitations, one may not underestimate the value of this method. The
spectral ALADIN model offers a unique tool for such comparison studies. Work-
ing the other way around, starting from a NWP model based on a local method (e.g.
ENDGame) and adding a spectral option, would be far more complex. It is, indeed,
not possible to calculate in grid point space a derivative with spectral accuracy. One
should need serious changes and add for example spectral transforms.
Repeating the same experiment in the global parent model IFS/ARPEGE would be
complex, because then the basis functions are spherical harmonics.
5.2.2 Modifications in the ALADIN code
There is only a limited number of routines that should be changed in order to add local
strategies in the ALADIN code. Table 5.2 presents an overview of the modifications
needed.
It is sufficient to replace in all routines that contain spectral responses these by a more
general zonal derivative (FRESPL), meridional derivative (FRESPM), and Laplacian
response (FLAPRESP). The responses are calculated in a new routine where they are
defined in function of the namelist parameters NORDER, which determines the order
of accuracy of the FD scheme, and LDISLOC, which decides whether a spectral or FD
scheme is used.
Appendix C shows the A-grid and Z-grid version of the routine to calculate the re-
sponses. The difference between the two approaches is limited to the definition of the
Laplacian:
• A-grid version The A-grid version makes use of a Laplacian response that is the
square of the first-order derivative response (line 124 in C.1).
• Z-grid version For the Z-grid version the Laplacian is calculated based on FD
approximations of the second-order derivative (lines 135-165 in C.2).
For the reconstruction from D ζ to UV we use the definition of divergence and vorticity
(named earlier the DZ method). The Z-grid scheme implemented here contains an
asymmetry in the second-order derivative of geopotential. This could be solved by
using a more complex expression for some of the first-order derivatives (see 4.3.1).
However, implementing these symmetric operators in the ALADIN code turns out
to be cumbersome. One needs response functions for the first-order derivative that
depend both on the meridional and zonal wavenumber, as can be seen in Table 4.3.
However, the current organization of the code makes that at some instants only the
meridional or zonal wavenumber is known. This separation of the meridional and
zonal calculations in ALADIN is a consequence of the different transforms (Legendre
along meridional and Fourier along zonal direction) used in the global IFS/ARPEGE
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Table 5.2: Overview of the changes implemented in the ALADIN code to study the impact of
a local spatial discretization method within an otherwise unchanged ALADIN model.
routine function introduced changes
ald/setup/suelap.F90 set up Laplacian repl. spectral response
by FLAPRESP
ald/setup/suetrans.F90 set up transforms add YOMZFD namelist params
arp/setup/sutrans.F90 set up transforms add YOMZFD namelist params
arp/mod/yomzfd.F90 new module containing namelist parameters
LDISLOC and NORDER
tal/module/efsc mod.F90 calc. EW deriv. repl. spectral response
by FRESPL
tal/module/eresp mod.F90 new routine to calculation of responses FRESPL,
calc. responses FRESPM and FLAPRESP
tal/module/espnsde mod.F90 calc. NS deriv. repl. spectral response
by FRESPM
tal/module/euvtvd mod.F90 transform UV to D ζ repl. spectral response by
FRESPM and FRESPL
tal/module/ set up distrib. envir. repl. spectral response
suemp trans preleg mod.F90 transforms by FLAPRESP
tal/module/evdtuv mod.F90 transform D ζ to UV repl. spectral responses by
FRESPM and FRESPL
models upon which ALADIN is based. This means that implementing a symmetric
scheme is technically possible but would need a reorganization of the code that is in
contradiction with the modularity we strive for. We, therefore, decided to limit the
test to the asymmetric Z-grid scheme and (symmetric) A-grid scheme. These options
correspond to scheme 2 and scheme 4 of the previous chapter.
5.3 Finite-difference ALADIN tests in adiabatic mode
In this section we compare the results of different numerical schemes for an adiabatic
ALADIN model test. The tests are undertaken with the cycle 40 release of the ALA-
DIN code. Such a test uses the complete dynamics, but it does not include physics
contributions. The model was used in a 2TL SISL configuration in hydrostatic mode
with quadratic truncation in spectral space. The LAM domain consists of 97 by 97 grid
points and has 46 vertical levels. The horizontal resolution is 7 km and a time step of
300 s is used.
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As explained earlier, the FD methods are implemented in spectral space by modi-
fying the responses. This means that advantages of the use of a local method, such as
the use of an inhomogeneous reference state, are nonexistent in this approach. In this
way, the FD runs are by definition less accurate than the spectral one. It is therefore
interesting to study the differences of FD forecasts with respect to the spectral solution.
The root mean square (RMS) error is used to quantify this difference. As an example,
the RMS error of the 500 hPa temperature T500 yields:
RMS (T500) =
√√√√√ N∑i=1
[
T500 (xi)− Tre f500 (xi)
]2
N
, (5.3)
where the summation index i runs over all grid points and Tre f500 is the result of the
current spectral ALADIN code. For this impact study only the RMS error is used, but
remark that for a more thorough evaluation more scores should be computed (e.g.,
bias) over longer periods of time (e.g., a summer and a winter month).
We now present some findings based on Figures 5.2 and 5.3, which show the RMS
error for the wind, the temperature, and the geopotential at 500 hPa (around 5.5 km
height) and 925 hPa (around 800 m height), respectively. The plots present the RMS
errors for second-, fourth-, sixth-, and eighth-order FD A-grid and Z-grid schemes and
it also includes the results for the A-grid and Z-grid schemes combined with a spectral
discretization. Confirming the earlier conclusion that a spectral spatial discretization
is not influenced by the exact organization of the computations, these spectral A-grid
and Z-grid experiments are indistinguishable from the spectral reference run.
Figures 5.2 and 5.3 clearly show differences between the various schemes. This proves
that changing the spatial discretization does impact the results of a model run. A-grid
and Z-grid schemes with the same order of accuracy result in different RMS errors.
This confirms that dispersion and eigenmode properties are relevant for a real model
experiment. Increasing the order of accuracy of the FD scheme yields convergence to-
wards the spectral method.
The A-grid scheme outperforms the Z-grid one, in the sense that for the same order of
accuracy the Z-grid scheme has a larger RMS error. Figures 5.2 and 5.3 show, for ex-
ample, that the 4th-order A-grid approach has a smaller RMS error than the 8th-order
Z-grid scheme.
We learned in the previous chapter that, despite having in theory better dispersion re-
lations compared to the A-grid, there are two pitfalls to Z-grid schemes: asymmetry if
combined with SI time discretization and distortion of the eigenvectors. The first issue
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Figure 5.2: Evolution of the RMS error during the first 12 hours of an adiabatic ALADIN fore-
cast: geopotential (a), temperature (b), zonal wind (c) and meridional wind (d) at 500 hPa.
Magenta and blue represent the runs with the asymmetric SISL Z-grid and the A-grid method,
respectively. The symbols define the order of accuracy.
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Figure 5.3: Idem as Figure 5.2 but at 925 hPa.
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could be solved by making the scheme symmetric at the cost of some extra complexity,
the second is intrinsically linked to the Z-grid scheme. Determining which of these
two forms the main contribution to the RMS error of the asymmetric Z-grid scheme
that was used in this study could be done by including the symmetric Z-grid scheme.
But, as explained earlier, this falls out of the scope of this work. However, a careful
look at the fingerprint of the RMS evolution reveals the main contribution.
The RMS error of Z-grid schemes shows a peak at the start of the experiment, espe-
cially for geopotential. Moreover, the maximal RMS error for the geopotential field is
found after the first time step. This is clearly a fingerprint of the misprojection of the
initial state onto the different modi, as explained and illustrated in chapter 4. For the
SWE tests this misrepresentation only spoiled some fields. For example, the DZ-based
scheme gave poor results for the wind field in the geostrophic adjustment test while
there was no problem concerning the geopotential (Figure 4.10). In a complete model
there is a strong coupling between the different fields causing a spill over of the short
scale noise to other fields, causing a sharp increase of the RMS error for multiple fields.
More evidence for the eigenvector attribution is found by studying the geopotential
field during the first time steps. Figure 5.4 (a) compares 1D crossections of the 500 hPa
geopotential during the first time steps for the second-order FD A-grid, Z-grid, and
spectral reference run. For the A-grid and reference run one merely notices an evolu-
tion during the first time steps, whereas for the Z-grid method short scale noise pops
up in the geopotential field after the first time step. This agrees with the analysis pre-
sented in section 4.4. Figures 5.4 (b), (c), and (d) show the 2D geopotential field at
500 hPa after the first time step. The noise of the Z-grid scheme is again clearly visible.
It turns out that this noise remains present in the Z-grid scheme during the complete
run, as illustrated by Figure 5.5. As the distorted eigenvector decomposition turns out
to be at the origin of the poor Z-grid results, a symmetric Z-grid scheme, which was
not included in our tests, will not behave better.
It would be interesting to repeat the previous tests with an initialization procedure, for
example digital filter initialization (DFI) [62]. The DFI procedure removes large ampli-
tude IGWs from the initial state and may therefore remove or weaken the noise that
pops up with the Z-grid method.
We conclude that the known dispersion problems of the FD A-grid approach are con-
trolled in this ALADIN test, probably due to the truncation, SL advection, and other
diffusive processes, whereas the FD Z-grid eigenvector problem does suffer from the
eigenvector decomposition problem.
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Figure 5.4: (a) Evolution of the geopotential at 500 hPa along a crossection of the domain during
the first time steps for an adiabatic ALADIN run. From left to right: spectral reference, second-
order FD Z-grid, and second-order FD A-grid. Geopotential field after the first time step for
the reference run (b), the second-order FD Z-grid (c), and second-order FD A-grid (d).
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Figure 5.5: Idem as Figure 5.4, but for the final time steps.
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5.4 Finite-difference ALADIN tests with ALARO physics
One should include physics contributions to make the model tests even more realistic.
In this section we will repeat the previous test but include the ALARO physics pack-
age. In this way, the experiment closely resembles an operational weather forecast.
Detailed information about the convection, turbulence, and other parameterizations
used in ALARO can be found in [32] and [46].
The physics influences the shortest scales of the wave spectrum. Some parameteri-
zations excite short scale waves (e.g., deep convection) while others have a damping
effect (e.g., turbulence). What may be the impact of including ALARO physics on the
previous, adiabatic conclusions? On the one hand, these parameterizations add extra
nonlinearity to the model. Some parameterizations are even based on stepwise func-
tions, for instance, precipitation is formed if the relative humidity exceeds a certain
threshold. This may result in an increased spread between the different experiments.
On the other hand, we know that for the experiments in the previous section the differ-
ences were originating from the shortest scale part of the spectrum. In this ALARO ex-
periment we add an extra piece of code, identical for all experiments, mainly impacting
these short scales. One may reason that the shortest scales are no longer monopolized
by the diverging dynamics and that adding physics is a way to control inappropriate
wave behavior from the dynamics.
Figures 5.6 and 5.7 reproduce the Figures 5.2 and 5.3, but this time for an ALADIN
run with ALARO physics. All settings of the dynamics were identical to the adiabatic
experiment of section 5.3. In general, the conclusion of the adiabatic runs still hold, the
eigenvector problem is for example still present in the Z-grid approach. However, a
careful comparison of the adiabatic and ALARO RMS errors suggests that in general
the deviation with respect to the reference run is slightly reduced. This may suggest
that the physics are able to control partly the distortions introduced by the dynamics
at the shortest scales.
Remark that the spectral A-grid and Z-grid runs, which are in theory identical to
the reference run, do no longer give identical results. It is known that due to repro-
gramming some routines roundoff errors are introduced. In contrast to the adiabatic
runs, the nonlinearity of the physics causes these tiny differences to increase to signifi-
cant RMS errors. This is illustrated in Figure 5.8, which shows for the A-grid the RMS
errors of some 500 hPa fields. The 4th-, 6th-, and 8th-order FD A-grid schemes result in
RMS errors comparable to the RMS error of the spectral A-grid scheme, which differs
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Figure 5.6: Evolution of the RMS error during the first 12 hours of a ALADIN forecast with
ALARO physics: 500 hPa geopotential (a), 500 hPa temperature (b), 500 hPa zonal wind (c),
and 500 hPa meridional wind (d). Magenta and blue represent the runs with the asymmetric
SISL Z-grid, respectively the A-grid method. The symbols define the order of accuracy.
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Figure 5.7: Idem as Figure 5.6 but at 925 hPa.
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from the current spectral scheme only by some roundoff errors. This suggests that the
use of high-order FD A-grid schemes results in forecasts close to the current spectral
ALADIN model.
5.5 Conclusion
This chapter opens with a discussion on the implementation of local discretization ap-
proaches within the ALADIN model. It is shown that the modular approach guaran-
tees that the majority of the current set-up can be reused. The main challenge consists
of developing an efficient, scalable sparse matrix solver to solve local Helmholtz prob-
lems. This solver should invert very large, asymmetric matrices in order to have the
possibility to include inhomogeneous terms in the Helmholtz problem. Both in- and
outside of the NWP community, there is a lot of knowledge about iterative solvers for
this kind of sparse matrix problems. Implementing a local solver therefore seems vi-
able, but falls out of the scope of this thesis.
Such a solver is not needed to study the scientific impact of a change in spatial dis-
cretization. The ALADIN framework can be used to test the impact of different hori-
zontal spatial discretization strategies on a full NWP model with all its complexities.
FD methods are emulated by replacing the spectral responses by the corresponding
FD responses. With an absolute minimum of modifications we are able to mimic FD
schemes and study the differences with the current spectral method. This makes the
ALADIN framework a unique and interesting testbed to study the scientific impact of
spatial discretization methods.
The experiments confirm that the choice of the spatial discretization impacts the results
of a model run. Both in tests with and without ALARO physics, the Z-grid scheme
suffers from substantial RMS errors and this from the first time step on. This agrees
well with the fingerprint of the eigenvector problem that was diagnosed in chapter 4.
One should note that the test was based on the asymmetric Z-grid scheme. Switching
to a more complex symmetric Z-grid scheme will not solve the problem because the
symmetric scheme still suffers from the eigenvector distortion. However, it would be
interesting to test whether a DFI procedure could reduce this noise. The A-grid meth-
ods deviate only little from the spectral reference especially if one uses higher-order
FD. The well-known negative group velocities of A-grid methods do not seem to pose
a problem within a complete NWP model, at least not for the time step and resolution
of this test.
At this point, it is interesting to look back to chapter 3 where it was concluded that
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Figure 5.8: Same as Figure 5.6, but now only the A-grid schemes are plotted.
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both A-grid and Z-grid were potential local spatial discretization approaches. The Z-
grid displayed excellent IGW dispersion properties and it was therefore decided to
spend an extra study on SISL Z-grid schemes. Apart from the danger of spoiling the
IGW dispersion by introducing asymmetries in the implicit discretization, this study
revealed that the local Z-grid schemes have aberrant eigenmodes at the short scale end
of the spectrum. It seems that leaving the spectral has anyway a negative impact on
the quality of the waves permitted by the discretized algorithm, independent of the ex-
act method used. Moreover, ALADIN tests with and without ALARO physics suggest
that the decomposition problem of the Z-grid methodology has a larger impact on the
runs than the A-grid dispersion issues. It, therefore, seems reasonable to conclude that
a higher-order A-grid method may be the most promising local spatial discretization
option.
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Summary and outlook 6
In this final chapter a summary, containing the most important findings of this thesis,
is presented and an outlook for future research is given.
6.1 Summary
Modeling the evolution of our atmosphere accurately is beneficial for society. The
groundbreaking work of Vilhelm Bjerkness [10] and Lewis Fry Richardson [85] laid
the foundations of numerical weather forecasting. Last decades, the accuracy of the
forecasts has been improved strongly, mainly by the increase in available computing
power and high-quality observations, the improvements in data assimilation, and a
better understanding of the atmospheric processes and numerical methods. The am-
bition for the modeling consortia consists of further improving the quality of the fore-
casts by using the resources optimally. With this study we hope to add a small contri-
bution to the achievement of this huge challenge.
Chapter 1 presented a historical introduction on numerical weather prediction (NWP)
and a non-exhaustive overview of the different continuous equations systems and dis-
cretization schemes that are used in today’s NWP models. It was explained that choices
made in a NWP model should be seen within the context where the model is devel-
oped in; this framework imposes constraints that are beyond the control of the model
developer.
This study is situated within the context of the ALADIN (Aire Limitee´ Adaptation dy-
namique De´veloppement International) model, which is used operationally in 16 coun-
tries. The ALADIN numerics combine the highly accurate spectral horizontal spatial
discretization with a semi-implicit semi-Lagrangian (SISL) time discretization, which
permits the use of long timesteps while staying stable. Due to the diagonal character of
derivative operations in spectral space, the Helmholtz problem that results from the SI
discretization is solved trivially in spectral space. Because some of the computations,
for example the subgrid physics parameterizations, are evaluated in grid points, trans-
forms between spectral and grid point space are needed every timestep. The global
character of the spectral basis functions makes that these transforms need global com-
munication. Combined with the trend towards massively parallel supercomputing,
where communication seems to become a bottleneck, this could undermine the scala-
bility of the spectral approach. Apart from its potential scalability problem, there is a
second disadvantage: a spectral method can not include horizontally inhomogeneous
terms in the Helmholtz equation. Therefore, the nonlinear residual terms, which are
treated with an explicit timestepping scheme, are substantial and this may pose prob-
lems for the stability of the scheme.
As local spatial discretization methods fit within the two previous limitations, this the-
sis investigated whether and how one could implement local methods, for example a
finite difference (FD) scheme, within the current ALADIN numerics.
Model developments need to obey external constraints that are imposed on the NWP
model. Therefore, chapter 2 gave an overview of three constraints that are relevant for
the ALADIN numerics:
1. The goal of the ALADIN model is to deliver timely high-resolution mesoscale
forecasts on limited area domains.
2. Code is developed in a modular way such that the impact on the engineering
applications and products of the model, on other parts of the model, and on the
users is minimal. For this thesis the modularity constraint is translated into two
recommendations: maintain the timestep organization and stay on a collocation
or unstaggered grid, where all variables are defined in the same grid points.
3. The model must exploit the increased computing power.
Atmospheric motion can be decomposed into different sorts of waves. Some, for in-
stance Rossby waves, have large meteorological relevance, whereas others, such as
acoustic waves, are not of any meteorological interest. Inertia-gravity waves (IGWs)
have a position in between. They are of direct importance for some mesoscale meteoro-
logical phenomena. However, at synoptic scales they only have an indirect relevance.
At these scales the atmosphere is always striving towards a geostrophic balance be-
tween the geopotential and velocity fields. Imbalances to this geostrophic adjustment
are restored by radiating away IGWs.
As illustrated in chapter 3, discretization in space and time causes the numerical atmo-
spheric waves to be different from their analytical counterparts. By its high order of
accuracy, the spectral discretization method does represent all waves accurately. How-
ever, a local discretization method on an unstaggered grid (A-grid) results in inappro-
priate geostrophic adjustment for the shortest scale IGWs. Therefore, many models
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make use of a staggered grid where different variables are defined in different grid
points. Another solution proposed in literature, called the Z-grid method, consists of
reformulating the equations from wind components to divergence and vorticity. In this
way, one can recover appropriate IGW propagation while staying on an unstaggered
grid, which is one of the constraints for the model. Therefore, chapter 4 presented a
more detailed study of the Z-grid method within the SISL ALADIN framework.
The detailed SISL Z-grid study in chapter 4 revealed two important points of atten-
tion:
• Combining the Z-grid approach with a SI time discretization results in a scheme
containing asymmetries between spatial operators in the explicit and implicit
part of the computations. Analysis and toy model tests based on the linear SWE
show that these asymmetries result in unphysical IGW dispersion that annihi-
lates the appropriate Z-grid properties. Local SISL Z-grid schemes that were pro-
posed in literature suffer from this problem.
• The eigenvector decomposition of a Z-grid scheme is incorrect for the shortest
scale part of the spectrum, independent of the time discretization. Short scale
noise in the wind fields for Z-grid geostrophic adjustment tests confirm this anal-
ysis.
By modifying some of the operators in the explicit part of the SISL computations,
symmetry can be restored. However, the eigenvector decomposition is inherent to
the Z-grid method and can not be solved easily by tweaking the scheme or its opera-
tors. Adding non-linear terms, such as advection, or truncation to the SWE toy model
makes that the inappropriate wave behavior becomes less obvious. Therefore, one
could wonder how relevant dispersion properties are within the context of a complete
NWP model.
Finally, chapter 4 illustrated the possibility of local schemes to include inhomogeneous
terms in the Helmholtz solver. By doing so, the non-linear residuals, which are a source
of potential instabilities and are treated in an explicit way, are reduced.
Chapter 5 explained that introducing a SISL scheme based on a local spatial discretiza-
tion method fits well within the current ALADIN timestep organization. The main
change would be the introduction of a sparse matrix solver for the Helmholtz problem
to replace the current diagonal problem in spectral space. For the development of such
a solver one could make use of the extensive experience in different branches of science
about iterative solvers for large, sparse matrix systems on massively parallel machines.
Despite the fact that the implementation of such a solver falls out of the scope of this
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thesis, chapter 5 presented results of FD runs undertaken with the ALADIN model.
Adding the FD wave responses to the current spectral code is sufficient to mimic the
use of FD schemes in ALADIN. This methodology provides a powerful testbed to in-
vestigate the scientific impact of different spatial discretization methods.
One high-resolution LAM forecast with quadratic truncation was repeated for differ-
ent spatial discretization schemes. The standard spectral run was considered as the
reference. Some conclusions:
• The FD schemes based on the asymmetric Z-grid approach had larger differences
with the reference run than the A-grid based schemes. A detailed look clearly
showed the fingerprint of the distorted projection of the eigenvectors by the Z-
grid scheme. As the decomposition is crucial during the first timesteps, a proper
initialization (e.g., DFI) may weaken or remove this problem.
• There was no fingerprint found of the negative group velocity of the A-grid
schemes.
• By increasing the order of accuracy of the FD scheme, the local schemes con-
verged toward the reference run.
These conclusions were valid for ALADIN tests both in adiabatic and ALARO mode.
Let us come back to the question that formed the basis of this thesis: Can we use within
the current spectral SISL ALADIN model a local horizontal spatial discretization scheme and
how to do this?.
This thesis provides arguments that a local solver can be added to the ALADIN frame-
work while retaining most of the current code organization. FD spatial discretization
methods based on the Z-grid approach suffer from an eigenmode decomposition prob-
lem, which mainly manifests itself during the first timesteps. Similar FD tests were un-
dertaken within an A-grid approach and no fingerprint of the spurious waves that are
diagnosed in analytical A-grid tests was found. The A-grid approach combined with
fourth- or higher-order FD spatial discretization yields results close to the spectral ex-
periments for ALARO tests. Therefore, higher-order A-grid methods are a promising
candidate for a modular implementation of local schemes within ALADIN.
6.2 Outlook
This thesis presented a general study about the impact of local spatial discretization
choices for the currently spectral ALADIN model. The implementation of a local ALA-
DIN solver was out of the scope of this work. However, this work might bring such
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an implementation one step closer. In what follows, two interesting topics for future
research are put forward.
Primarily, it would be interesting to undertake more studies within the ALADIN testbed
to further investigate the impact of the responses of local methods. The relevance of
this research is far broader than the ALADIN community as many modeling groups
currently use local spatial discretization methods. Often they implement approaches
more expensive than the straightforward A-grid method (e.g., grid staggering, mixed
FE,...) to avoid A-grid dispersion problems. Studying further the relevance of dis-
persion issues in a full model context would therefore be valuable. Some potential
ideas:
• currently the tests of Chapter 5 are done for one forecast. Repeating this test for
different cases on different domains with different resolutions would make the
conclusions more robust.
• study the influence of truncation. The presented ALADIN tests were done with
quadratic truncation but what would happen without truncation or with cubic
truncation?
• do some tests with a digital filter initialization, known as DFI [62], to verify
whether this could reduce the eigenvector decomposition problem of the Z-grid
scheme.
• study a scheme where part of the computations are done in a spectral way (e.g.,
the Helmholtz equation) and part in a local way (e.g., the derivatives in the ex-
plicit right hand sides)? Such a scheme is sometimes proposed as a compromise
between spectral and local approaches but according to our analysis it results in
an asymmetric approach...
The implementation of a local solver is another research priority. As a first step, an
existing iterative solver (Krylov or multigrid) should be applied on the problem as
it is currently defined in the hydrostatic version of ALADIN. If one keeps everything
identical (same LBC approach, biperiodize the fields, diffusion in spectral space,...) and
solves the Helmholtz problem with a local solver, one should be able to reproduce the
FD A-grid and Z-grid results that were found in this thesis by modifying the responses.
Once these results are reproduced by a local solver one could start to
1. move step by step to a more realistic local A-grid SISL scheme by investigating
a local way to implement diffusion, reformulating the LBCs, adding inhomoge-
neous terms to the Helmholtz solver,...
2. test the scalability of the local solver on different architectures.
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Samenvatting 7
Het nauwkeurig modelleren van onze atmosfeer is van groot belang voor de maat-
schappij. De vergelijkingen die de evolutie van de atmosfeer beschrijven hebben geen
analytische oplossingen en dienen daarom numeriek opgelost te worden. De publi-
caties van Vilhelm Bjerkness [10] en Lewis Fry Richardson [85] legden de basis voor
zulke numerieke weersvoorspellingen. Door de toename aan beschikbare rekenkracht
en hoogwaardige observaties en een beter begrip van meteorologische processen en
numerieke methodes zijn de voorspellingen van weermodellen de afgelopen decennia
veel nauwkeuriger geworden. Onderzoekers betrokken bij weermodellering hebben
de ambitie om de verder toenemende rekenkracht optimaal aan te wenden om de
voorspellingen te verbeteren. Deze thesis hoopt hiertoe een kleine bijdrage te kun-
nen leveren.
Hoofdstuk 1 schetste de historische ontwikkelingen van numerieke weermodellering.
Daarnaast werd een overzicht gegeven van vergelijkingen en numerieke methodes die
vaak gebruikt worden in hedendaagse weermodellen. Er werd uitgelegd dat de ont-
wikkeling van een weermodel niet los gezien kan worden van het kader waarin het
ontwikkeld wordt. Dit kader legt een aantal externe voorwaarden op waaraan het
weermodel dient te voldoen.
Deze thesis kadert binnen de context van het ALADIN model dat momenteel oper-
ationeel gebruikt wordt in 16 landen, waaronder Belgie¨. De numerieke oplossings-
methode van het ALADIN model combineert de spectrale methode voor de ruimtelijke
discretisatie met een semi-impliciete en semi-Lagrangiaanse (SISL) tijdsdiscretisatie.
De keuze voor een SISL tijdsdiscretisatie laat grote tijdsstappen toe zonder dat het
model instabiel wordt. De spectrale methode benadert alle meteorologische variabelen
(bv. wind, temperatuur,...) als een som van functies die over het volledige domein
gedefinieerd zijn. Het globale karakter van deze basisfuncties maakt dat de spectrale
methode zeer nauwkeurige berekeningen mogelijk maakt in spectrale ruimte.
Sommige berekeningen dienen echter plaats te vinden in de roosterpunten. Het gaat
hierbij bijvoorbeeld om het in rekening brengen van processen die te kleinschalig zijn
om expliciet op het rooster voorgesteld te kunnen worden. Hierdoor dient er elke
tijdsstap een transformatie uitgevoerd te worden van de variabelen gedefinieerd in
de roosterpunten naar de spectrale ruimte, en terug. Door het globale karakter van de
spectrale basisfuncties, zijn er voor deze transformatie functiewaarden uit het volledige
domein nodig. De nood aan globale communicatie maakt de schaalbaarheid van spec-
trale methodes op de toekomstige supercomputers onzeker. In de toekomst zullen
deze immers uit miljoenen processoren bestaan die allen parallel werken en waar
communicatie tussen de processoren relatief traag verloopt. Daarnaast laat een spec-
trale methode niet toe om horizontaal inhomogene termen op te nemen in de SI tijds-
discretisatie en dus Helmholtzvergelijking. Dit betekent dat zulke termen op een expli-
ciete manier behandeld moeten worden wat de stabiliteit van het model in het gedrang
kan brengen.
Lokale discretisatiemethodes, zoals eindige verschillen (EV), kunnen soelaas bieden
voor deze twee beperkingen van de spectrale methode. Daarom onderzoekt deze the-
sis of en hoe het mogelijk is om een lokale methode voor de horizontale ruimtelijke
discretisatie in te voeren binnen de ALADIN context.
Zoals eerder gezegd, dienen modellen een aantal extern opgelegde voorwaarden in
acht te nemen. In hoofdstuk 2 werden er drie besproken die relevant zijn voor deze
studie:
1. Het ALADIN model heeft als doel om binnen de voorziene tijd voor een beperkt
gebied hoge resolutie mesoschaal weersvoorspellingen te leveren.
2. De code wordt ontwikkeld op een modulaire manier zodat de gevolgen van
veranderingen voor de andere delen van het model, de toepassingen en de ge-
bruikers minimaal zijn.
3. Het model dient optimaal gebruik te maken van de rekenkracht die het ter be-
schikking heeft.
De toestand van de atmosfeer kan ontbonden worden in verschillende soorten gol-
ven. Sommigen, zoals bijvoorbeeld Rossby golven, zijn van zeer groot belang voor
weersvoorspellingen. Maar anderen, zoals geluidsgolven, hebben geen enkele rele-
vantie voor weermodellering. Inertie-gravitatie golven (IGG) hebben een positie tus-
senin. Zij zijn van rechtstreeks belang voor mesoschaal modellering maar op grotere
schaal zijn ze slechts indirect relevant. Op de synoptische schaal streeft de atmosfeer
naar een evenwicht tussen druk en wind, het zogenaamde geostrofische evenwicht.
Verstoringen van dit evenwicht worden hersteld door excitatie en propagatie van IGG.
Zoals uitvoerig besproken in hoofdstuk 3 zal ruimtelijke en tijdsdiscretisatie de eigen-
schappen van de numerieke golven in een weersvoorspelling beı¨nvloeden. Door zijn
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hoge nauwkeurigheid is de spectrale ruimtelijke discretisatie in staat om de analytische
golfoplossingen te reproduceren. Maar dit is niet langer het geval als lokale methodes,
zoals EV ruimtelijke discretisatie, gebruikt worden. In de literatuur wordt uitvoerig
beschreven hoe lokale ruimtelijke discretisatiemethodes tot foutieve propagatie van
de kortste IGG leidt. Dit gebeurt als de vergelijkingen geformuleerd zijn in functie
van wind en opgelost worden op een collocatierooster, waar alle functies in dezelfde
roosterpunten gedefinieerd zijn. Deze methode wordt de A-rooster methode genoemd.
Daarom maken heel wat weermodellen gebruik van een rooster waar verschillende
variabelen in verschillende roosterpunten gedefiniee¨rd zijn, bijvoorbeeld de C-rooster
methode. Een andere oplossing om gepaste IGG propagatie te bekomen, bestaat erin
om op een collocatierooster te blijven, wat de modulariteit ten goede komt daar het
ALADIN model momenteel zulk rooster gebruikt, maar de vergelijkingen te herschri-
jven in functie van vorticiteit en divergentie. Het toepassen van deze zogeheten Z-grid
methode binnen de SISL ALADIN context werd in meer detail besproken in hoofdstuk
4.
De gedetailleerde Z-rooster studie van hoofdstuk 4 leidde tot twee belangrijke aan-
dachtspunten:
• De combinatie van een Z-rooster methode met een SI tijdsdiscretisatie kan aanlei-
ding geven tot een asymmetrie tussen de ruimtelijke operatoren in het expliciete
en impliciete gedeelte van het schema. Analyse en academische modeltests tonen
aan dat zulke asymmetriee¨n leiden tot een niet-fysische IGG dispersierelatie en
zo de voordelen van de Z-rooster methode teniet doen. Lokale SISL Z-rooster
schema’s die in het verleden voorgesteld werden, vertoonden dergelijke asym-
metriee¨n.
• De eigenvectoren van een Z-rooster schema blijken afwijkingen te vertonen voor
de kortste golven en dit onafhankelijk van de tijdsdiscretisatie. In numerieke
academische tests werd inderdaad kortgolvige ruis teruggevonden bij Z-rooster
schema’s.
Door sommige operatoren in het expliciete gedeelte van de berekeningen aan te passen,
is het mogelijk om de symmetrie te herstellen. Maar het probleem van de eigenvec-
toren is inherent aan de Z-rooster methode en kan niet verholpen worden door ope-
ratoren te veranderen. Als de numerieke tests ook niet-lineaire termen bevaten, zoals
bijvoorbeeld advectie, of als het spectrum getrunceerd wordt, dan komen de IGG pro-
blemen minder duidelijk naar voren. Daarom stelt zich de vraag of zulke misrepresen-
taties eigenlijk wel relevant zijn voor een operationeel weermodel.
Tenslotte werd in hoofdstuk 4 aangetoond hoe een lokale ruimtelijke discretisatie-
methode toelaat om inhomogene termen op te nemen in de Helmholtzvergelijking.
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Hoofdstuk 5 legde uit dat het inpassen van een lokale Z-rooster methode binnen de
SISL ALADIN tijdsstaporganisatie mogelijk is. De grootste verandering die hiervoor
nodig is, bestaat uit de implementatie van een code die op een efficiente manier ijle
matrices, die slechts een beperkt aantal elementen verschillend van 0 bevatten, kan
inverteren. Deze zal de huidige Helmholtz oplossingsmethode in de spectrale ruimte
vervangen. Voor deze ontwikkeling kan gebruik gemaakt worden van de ervaring die
in veel onderzoeksdomeinen opgebouwd is betreffende het oplossen van zulke matrix-
problemen op massief parallelle supercomputers.
Ondanks het feit dat dergelijke implementatie buiten het doel van deze thesis valt,
stelden we in hoofdstuk 5 toch voorspellingen voor met het ALADIN model gebaseerd
op een EV discretisatie. Dit was mogelijk omdat men in spectrale ruimte de respons-
functies van de ruimtelijke afgeleiden zo kan aanpassen dat men resultaten bekomt
identiek als zou een EV methode gebruikt zijn. Deze methodologie biedt een unieke
testomgeving om de wetenschappelijke impact van verschillende ruimtelijke discreti-
satiemethodes op een eenvoudige manier te analyseren.
Een weersvoorspelling met het ALADIN model werd verschillende malen herhaald
voor verschillende keuzes van de ruimtelijke discretisatie. Het resultaat van de huidige
spectrale methode werd als referentie beschouwd. Enkele vaststellingen:
• De EV schema’s die gebaseerd waren op asymmetrische Z-rooster methodes ver-
toonden duidelijk grotere afwijkingen ten opzichte van de referentie dan die met
de A-rooster methode. Bij nader inzien bleek de verkeerde voorstelling van de
eigenvectoren bij een Z-rooster methode aan de basis te liggen van deze afwij-
king. Omdat dit vooral opspeelt tijdens de eerste tijdsstappen van de voor-
spelling, zou het kunnen dat een gepaste initialisatie dit probleem kan verhelpen
of inperken.
• Er werd geen enkele aanwijzing gevonden van de IGG problemen die een A-
rooster methode kenmerken.
• Bij het verhogen van de orde van nauwkeurigheid van de EV methode, bleken
deze voorspellingen te convergeren naar de spectrale referentievoorspelling.
Deze vaststellingen waren geldig zowel voor adiabatische ALADIN tests als voor voor-
spellingen waarbij de ALARO-parameterisaties gebruikt werden.
Tot slot komen we nog eens terug op de onderzoeksvraag waarrond deze thesis opge-
bouwd is: Kunnen we binnen de huidige spectrale SISL ALADIN context een lokale ruimtelijke
145
discretisatiemethode introduceren en hoe zou dit dan in zijn werk moeten gaan?
Deze thesis geeft aan dat zulke lokale methodes kunnen gebruikt worden binnen ALA-
DIN met behoud van het grootste gedeelte van het huidige model. Een EV ruimtelijke
discretisatie gebaseerd op een Z-rooster methode heeft een eigenvector probleem dat
vooral naar voren komt bij de aanvang van een voorspelling. Gelijkaardige EV tests
maar met een A-rooster tonen dat de analytisch verwachtte IGG dispersieproblemen
niet teruggevonden worden in een weersvoorspelling. De A-rooster methode in com-
binatie met vierde of hogere-orde EV afgeleides leidt tot resultaten zeer dicht bij de
huidige spectrale resultaten. Dit blijkt dan ook een veelbelovende kandidaat te zijn
voor modulaire implementaties van lokale schema’s binnen ALADIN.
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Linear finite-element discretization A
In this appendix, the linear finite-element (FE) approach is used to illustrate the sparse
character of Galerkin methods that are based on local basis functions. Some of the
1D linear FE basis functions φi (x) are shown in Figure A.1. Remark that the basis
functions overlap only with their closest neighbors.
Let us retake the matrix formulation of a constant advection problem if a Galerkin
method is used:
M× dU
dt
= D×U, (A.1)
with
Mji =
∫
Ω
φi (x) φj (x) dx and (A.2)
Dji =
∫
Ω
dφi
dx
(x) φj (x) . (A.3)
In the previous, M is the N × N mass matrix, D is the N × N differentiation matrix,
and U is the N × 1 column vector containing the coefficients of the basis functions.
Unlike the spectral method, the linear FE method does not consist of orthogonal basis
functions. However, the overlap of the basis function φi and its derivative
∂φi
∂x is lim-
ited to the neighboring basis functions φi+1 and φi−1. This is reflected into the sparse
01
(i + 1)∆x
0
1
i∆x
φ
i
0
1
(i− 1)∆x
φ
i−
1
φ
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1
Figure A.1: Illustration of the so-called hat functions used in the linear FE spatial discretization.
The basis functions φi−1(x), φi(x), and φi+1(x) are shown.
structure of the matrices M and D:
M =
∆x
6

...
... 0 1 4 1 0 0 0 ...
... 0 0 1 4 1 0 0 ...
... 0 0 0 1 4 1 0 ...
...

(A.4)
D =
1
4

...
... 0 −1 0 1 0 0 0 ...
... 0 0 −1 0 1 0 0 ...
... 0 0 0 −1 0 1 0 ...
...

(A.5)
where ∆x is the grid spacing. The values in the matrices are verified easily, by evaluat-
ing some basic integral expressions as, for example:
Mi(i+1) = M(i−1)i =
∫ ∆x
0
(
1− x
∆x
) x
∆x
dx =
∆x
6
; ∀j = 2, ..., N − 1. (A.6)
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In the previous matrices only three rows are depicted, because this is sufficient to un-
derstand the structure of the matrices. Depending on the boundary conditions that are
used, the first and last row of the matrices may deviate from this pattern.
Remark that the second order finite-difference discretization Eq. (1.29) of the advection
equation results in a matrix equation with the same D but with the identity matrix 1 as
mass matrix M. The linear FE calculation of the first order derivative is identical to the
calculation with the so-called 4th order compact finite-differences or Numerov scheme,
which is used for example in [123].
An important advantage of the linear FE method is that there is no transformation
needed to go from grid point to spectral coefficient space. It can be seen in Figure A.1
that the coefficient Ui is, indeed, equal to the value of the field u in the grid point xi.
By using more extended basis functions, one can construct higher-order accurate ap-
proximations. On the other hand, one will obtain less sparse matrices and more com-
plex transformations between grid point and spectral coefficient space.
A similar analysis could be repeated in 2D. The most simple 2D basis functions are
the bilinear functions φij (x, y) = ψi (x) χj (y), which consist of a product of linear ba-
sis functions. The corresponding mass and derivative matrices M and D will contain 9
and 6 elements, respectively, on each row. If we define φij as the 2D chapeau function
centered at (xi, yj) and
Mij,kl =
∫ ∫
Ω
φij (x, y) φkl (x, y) dxdy and (A.7)
Dij,kl =
∫ ∫
Ω
φij (x, y)
∂φkl
∂x
(x, y) dxdy, (A.8)
then the non-zero elements of M and D are:
Mij,ij =
4 (∆x)2
9
Mij,(i+1)j = Mij,(i−1)j = Mij,i(j+1) = Mij,i(j−1) =
(∆x)2
9
Mij,(i+1)(j+1) = Mij,(i−1)(j+1) = Mij,(i+1)(j−1) = Mij,(i−1)(j−1) =
(∆x)2
36
Dij,(i+1)j =
∆x
3
Dij,(i−1)j = −
∆x
3
Dij,(i+1)(j+1) = Dij,(i+1)(j−1) =
∆x
12
Dij,(i−1)(j+1) = Dij,(i−1)(j−1) = −
∆x
12
.
149
The previous expressions are only valid if the resolution along the x- and y-direction is
identical: ∆x = ∆y.
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2TL SI Z-grid scheme with implicit treatment of
orography B
This appendix shows how a local discretization method could be used to include hor-
izontally inhomogeneous terms (in this case ΦoroD) in the implicit part of the calcula-
tions. The methodology is derived for the 1D SWE.
2TL SISL time discretization of the 1D continuous SWE including orography results
in
u+(i)A +
∆t
2
(
∂φ
∂x
)+(i)
A
− f∆t
2
v+(i)A = R
(i)
u , (B.1)
v+(i)A +
f∆t
2
u+(i)A = R
(i)
v , and (B.2)
φ
+(i)
A +
∆t
2
(Φ−Φoro,A) D+(i)A = R(i)φ , ∀i > 0 (B.3)
where i is the iteration index of the ICI scheme, Φoro can depend on the position,
and
R(i)u = R
(0)
u = u0D(i) −
∆t
2
(
∂φ
∂x
)0
D(i)
+
f∆t
2
v0D(i) (B.4)
R(i)v = R
(0)
v = v0D(i) −
f∆t
2
u0D(i) (B.5)
R(i)φ = φ
0
D(i) −
∆t
2
(
Φ−Φoro,D(i)
)
D0D(i) −
∆t
2
φ0D(i)D
0
D(i)
− Φoro,D(i) −
∆t
2
φ+(i−1)D+(i−1) +Φoro,A, ∀i > 1 (B.6)
R(0)φ = φ
0
D(i) −
∆t
2
(
Φ−Φoro,D(i)
)
D0D(i) −
∆t
2
φ0D(i)D
0
D(i)
− Φoro,D(i) −
∆t
2
φ0AD
0
A +Φoro,A.
In the previous expression the ΦoroD term is treated in an implicit way. Reformulating
Eq. (B.1) and Eq. (B.2) into equations for divergence and vorticity and introduction of
the spatial discretization yield:
PD+(i)A +
∆t
2
Pxxφ+(i)A −
f∆t
2
PZ+(i)A = PxR(i)u and (B.7)
PZ+(i)A +
f∆t
2
PD+(i)A = PxR(i)v . (B.8)
Elimination of vorticity Z+(i)A in Eq. (B.7) and Eq. (B.8) then yields:
XPD+(i)A +
∆t
2
Pxxφ+(i)A = PxR(i)u +
f∆t
2
PxR(i)v with X = 1 +
(
f∆t
2
)2
. (B.9)
Dividing Eq. (B.3) byΦ−Φoro,A and doing then the spatial discretization results in:
P∗φ+(i)A +
∆t
2
PD+(i)A = P∗R(i)φ . (B.10)
The orography term 1Φ−Φoro is included in the operator P∗. Let us illustrate this for the
situation when a linear FE method is used. The mass matrix M given by Eq. (A.4) and
corresponding to the operator P , is then replaced by:
M∗ = ∆x
6

...
... 0 1Φ−Φoro(xi−2)
4
Φ−Φoro(xi−1)
1
Φ−Φoro(xi) 0 0 0 ...
... 0 0 1Φ−Φoro(xi−1)
4
Φ−Φoro(xi)
1
Φ−Φoro(xi+1) 0 0 ...
... 0 0 0 1Φ−Φoro(xi)
4
Φ−Φoro(xi+1)
1
Φ−Φoro(xi+2) 0 ...
...

,
(B.11)
with i the column index of the matrix. Including the horizontally varying orography,
breaks the symmetry of the matrix and this can have an effect on the efficiency of
the solver. Combining Eq. (B.9) and Eq. (B.10) results in a Helmholtz equation for
geopotential:[
XP∗ −
(
∆t
2
)2
Pxx
]
φ
+(i)
A = XP∗R(i)φ −
∆t
2
PxR(i)u − f
(
∆t
2
)2
PxR(i)v . (B.12)
Equations (B.12), (B.10), and (B.8) permit to update geopotential, divergence, and vor-
ticity.
One can also construct a Eulerian version of a scheme treating orography implicitly.
A careful analysis shows that the scheme will be identical except for the right hand
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sides. For the first iteration (i = 0) we have
R(0)u = u0 − ∆t2
(
∂φ
∂x
)0
+
f∆t
2
v0 − ∆tu0D0, (B.13)
R(0)v = v0 − f∆t2 u
0 − ∆tu0Z0 , and (B.14)
R(0)φ = φ
0 − ∆tu0
(
∂φ
∂x
)0
− ∆t
2
(Φ−Φoro) D0 + ∆tu0 ∂φoro
∂x
− ∆tφ0D0 (B.15)
and for the following iterations (i > 1)
R(i)u = u0 − ∆t2
(
∂φ
∂x
)0
+
f∆t
2
v0 − ∆t
2
u0D0 − ∆t
2
u+(i−1)D+(i−1), (B.16)
R(i)v = v0 − f∆t2 u
0 − ∆t
2
u0Z0 − ∆t
2
u+(i−1)Z+(i−1) , and (B.17)
R(i)φ = φ
0 − ∆t
2
u0
(
∂φ
∂x
)0
− ∆t
2
u+(i−1)
(
∂φ
∂x
)+(i−1)
− ∆t
2
(Φ−Φoro) D0
+
∆t
2
(
u0 + u+(i−1)
) ∂φoro
∂x
− ∆t
2
(
φ0D0 + φ+(i−1)D+(i−1)
)
. (B.18)
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Routine to calculate responses for FD A-grid and Z-grid
scheme C
There exists both an A-grid and Z-grid version of the routine that calculates the FD
responses.
C.1 A-grid version
1 MODULE ERESP MOD
2
3 CONTAINS
4
5 REAL(KIND=JPRB ) FUNCTION FRESPL (PKL)
6
7 ! D e f i n i t i o n funct ion responses d/dx
8 USE PARKIND1 ,ONLY : JPIM , JPRB
9 USE YOMHOOK ,ONLY : LHOOK, DR HOOK
10
11 USE YOMZFD ,ONLY : LDISLOC , NORDER
12 USE YOMLUN ,ONLY : NULOUT
13 USE YEMGEO ,ONLY : EDELX
14 USE TPMALD GEO, ONLY : GALD
15
16 IMPLICIT NONE
17
18 INTEGER(KIND=JPIM ) , INTENT( IN ) : : PKL
19
20 REAL(KIND=JPRB ) : : ZHOOK HANDLE
21 REAL(KIND=JPRB ) : : ARG
22
23 IF (LHOOK) CALL DR HOOK( ’FRESPL ’ , 0 ,ZHOOK HANDLE)
24
25 FRESPL = 0 . 0 JPRB
26 ARG = REAL(PKL, JPRB )∗GALD%EXWN∗EDELX
27
28 IF (LDISLOC) THEN
29 IF (NORDER.EQ. 2 ) THEN
30 FRESPL = SIN (ARG) /EDELX
31 ELSEIF (NORDER.EQ. 4 ) THEN
32 FRESPL = REAL( 4 , JPRB ) /REAL( 3 , JPRB )∗SIN (ARG)
33 FRESPL = FRESPL − REAL( 1 , JPRB ) /REAL( 6 , JPRB )∗SIN (REAL( 2 , JPRB )∗ARG)
34 FRESPL = FRESPL/EDELX
35 ELSEIF (NORDER.EQ. 6 ) THEN
36 FRESPL = REAL( 3 , JPRB ) /REAL( 2 , JPRB )∗SIN (ARG)
37 FRESPL = FRESPL − REAL( 3 , JPRB ) /REAL( 1 0 , JPRB )∗SIN (REAL( 2 , JPRB )∗ARG)
38 FRESPL = FRESPL + REAL( 1 , JPRB ) /REAL( 3 0 , JPRB )∗SIN (REAL( 3 , JPRB )∗ARG)
39 FRESPL = FRESPL/EDELX
40 ELSEIF (NORDER.EQ. 8 ) THEN
41 FRESPL = REAL( 8 , JPRB ) /REAL( 5 , JPRB )∗SIN (ARG)
42 FRESPL = FRESPL − REAL( 2 , JPRB ) /REAL( 5 , JPRB )∗SIN (REAL( 2 , JPRB )∗ARG)
43 FRESPL = FRESPL + REAL( 8 , JPRB ) /REAL( 1 0 5 , JPRB )∗SIN (REAL( 3 , JPRB )∗ARG)
44 FRESPL = FRESPL − REAL( 1 , JPRB ) /REAL( 1 4 0 , JPRB )∗SIN (REAL( 4 , JPRB )∗ARG)
45 FRESPL = FRESPL/EDELX
46 ELSE
47 FRESPL = REAL( 0 , JPRB )
48 ENDIF
49 ELSE
50 FRESPL = ARG/EDELX
51 ENDIFIF (LHOOK) CALL DR HOOK( ’FRESPL ’ , 1 ,ZHOOK HANDLE)
52
53 END FUNCTION FRESPL
54 ! ######################################################################
55 REAL(KIND=JPRB ) FUNCTION FRESPM(PKM)
56
57 ! D e f i n i t i o n funct ion responses d/dy
58 USE PARKIND1 ,ONLY : JPIM , JPRB
59 USE YOMHOOK ,ONLY : LHOOK, DR HOOK
60
61 USE YOMZFD ,ONLY : LDISLOC , NORDER
62 USE YOMLUN ,ONLY : NULOUT
63 USE YEMGEO ,ONLY : EDELY
64 USE TPMALD GEO, ONLY : GALD
65
66 IMPLICIT NONE
67
68 INTEGER(KIND=JPIM ) , INTENT( IN ) : : PKM
69
70 REAL(KIND=JPRB ) : : ZHOOK HANDLE
71 REAL(KIND=JPRB ) : : ARG
72
73 IF (LHOOK) CALL DR HOOK( ’FRESPM ’ , 0 ,ZHOOK HANDLE)
74
75 ARG = REAL(PKM, JPRB )∗GALD%EYWN∗EDELY
76
77 FRESPM = 0 . 0 JPRB
78
79 IF (LDISLOC) THEN
80 IF (NORDER.EQ. 2 ) THEN
81 FRESPM = SIN (ARG) /EDELY
82 ELSEIF (NORDER.EQ. 4 ) THEN
83 FRESPM = REAL( 4 , JPRB ) /REAL( 3 , JPRB )∗SIN (ARG)
84 FRESPM = FRESPM − REAL( 1 , JPRB ) /REAL( 6 , JPRB )∗SIN (REAL( 2 , JPRB )∗ARG)
85 FRESPM = FRESPM/EDELY
86 ELSEIF (NORDER.EQ. 6 ) THEN
87 FRESPM = REAL( 3 , JPRB ) /REAL( 2 , JPRB )∗SIN (ARG)
88 FRESPM = FRESPM − REAL( 3 , JPRB ) /REAL( 1 0 , JPRB )∗SIN (REAL( 2 , JPRB )∗ARG)
89 FRESPM = FRESPM + REAL( 1 , JPRB ) /REAL( 3 0 , JPRB )∗SIN (REAL( 3 , JPRB )∗ARG)
90 FRESPM = FRESPM/EDELY
91 ELSEIF (NORDER.EQ. 8 ) THEN
92 FRESPM = REAL( 8 , JPRB ) /REAL( 5 , JPRB )∗SIN (ARG)
93 FRESPM = FRESPM − REAL( 2 , JPRB ) /REAL( 5 , JPRB )∗SIN (REAL( 2 , JPRB )∗ARG)
94 FRESPM = FRESPM + REAL( 8 , JPRB ) /REAL( 1 0 5 , JPRB )∗SIN (REAL( 3 , JPRB )∗ARG)
95 FRESPM = FRESPM − REAL( 1 , JPRB ) /REAL( 1 4 0 , JPRB )∗SIN (REAL( 4 , JPRB )∗ARG)
96 FRESPM = FRESPM/EDELY
97 ELSE
98 FRESPM = REAL( 0 , JPRB )
99 ENDIF
100 ELSE
101 FRESPM = ARG/EDELY
102 ENDIF
103
104 IF (LHOOK) CALL DR HOOK( ’FRESPM ’ , 1 ,ZHOOK HANDLE)
105
106 END FUNCTION FRESPM
107 ! ######################################################################
108 REAL(KIND=JPRB ) FUNCTION FLAPRESP(PKL,PKM)
109
110 ! D e f i n i t i o n funct ion l a p l a c i a n
111 USE PARKIND1 ,ONLY : JPIM , JPRB
112 USE YOMHOOK ,ONLY : LHOOK, DR HOOK
113
114 USE YOMLUN ,ONLY : NULOUT
115
116 IMPLICIT NONE
117
118 INTEGER(KIND=JPIM ) , INTENT( IN ) : : PKM ,PKL
119
120 REAL(KIND=JPRB ) : : ZHOOK HANDLE
121 IF (LHOOK) CALL DR HOOK( ’FLAPRESP ’ , 0 ,ZHOOK HANDLE)
122
123 FLAPRESP = 0 . 0 JPRB
124 FLAPRESP = FRESPM(PKM)∗∗2 + FRESPL (PKL)∗∗2
125
126 IF (LHOOK) CALL DR HOOK( ’FLAPRESP ’ , 1 ,ZHOOK HANDLE)
127
128 END FUNCTION FLAPRESP
129 END MODULE ERESP MOD
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C.2 Z-grid version
1 MODULE ERESP MOD
2
3 CONTAINS
4
5 REAL(KIND=JPRB ) FUNCTION FRESPL (PKL)
6
7 ! D e f i n i t i o n funct ion responses d/dx
8 USE PARKIND1 ,ONLY : JPIM , JPRB
9 USE YOMHOOK ,ONLY : LHOOK, DR HOOK
10
11 USE YOMZFD ,ONLY : LDISLOC , NORDER
12 USE YOMLUN ,ONLY : NULOUT
13 USE YEMGEO ,ONLY : EDELX
14 USE TPMALD GEO ,ONLY: GALD
15
16 IMPLICIT NONE
17
18 INTEGER(KIND=JPIM ) , INTENT( IN ) : : PKL
19
20 REAL(KIND=JPRB ) : : ZHOOK HANDLE
21 REAL(KIND=JPRB ) : : ARG
22
23 IF (LHOOK) CALL DR HOOK( ’FRESPL ’ , 0 ,ZHOOK HANDLE)
24
25 FRESPL = 0 . 0 JPRB
26 ARG = REAL(PKL, JPRB )∗GALD%EXWN∗EDELX
27
28 IF (LDISLOC) THEN
29 IF (NORDER.EQ. 2 ) THEN
30 FRESPL = SIN (ARG) /EDELX
31 ELSEIF (NORDER.EQ. 4 ) THEN
32 FRESPL = REAL( 4 , JPRB ) /REAL( 3 , JPRB )∗SIN (ARG)
33 FRESPL = FRESPL − REAL( 1 , JPRB ) /REAL( 6 , JPRB )∗SIN (REAL( 2 , JPRB )∗ARG)
34 FRESPL = FRESPL/EDELX
35 ELSEIF (NORDER.EQ. 6 ) THEN
36 FRESPL = REAL( 3 , JPRB ) /REAL( 2 , JPRB )∗SIN (ARG)
37 FRESPL = FRESPL − REAL( 3 , JPRB ) /REAL( 1 0 , JPRB )∗SIN (REAL( 2 , JPRB )∗ARG)
38 FRESPL = FRESPL + REAL( 1 , JPRB ) /REAL( 3 0 , JPRB )∗SIN (REAL( 3 , JPRB )∗ARG)
39 FRESPL = FRESPL/EDELX
40 ELSEIF (NORDER.EQ. 8 ) THEN
41 FRESPL = REAL( 8 , JPRB ) /REAL( 5 , JPRB )∗SIN (ARG)
42 FRESPL = FRESPL − REAL( 2 , JPRB ) /REAL( 5 , JPRB )∗SIN (REAL( 2 , JPRB )∗ARG)
43 FRESPL = FRESPL + REAL( 8 , JPRB ) /REAL( 1 0 5 , JPRB )∗SIN (REAL( 3 , JPRB )∗ARG)
44 FRESPL = FRESPL − REAL( 1 , JPRB ) /REAL( 1 4 0 , JPRB )∗SIN (REAL( 4 , JPRB )∗ARG)
45 FRESPL = FRESPL/EDELX
46 ELSE
47 FRESPL = REAL( 0 , JPRB )
48 ENDIF
49 ELSE
50 FRESPL = ARG/EDELX
51 ENDIF
52 IF (LHOOK) CALL DR HOOK( ’FRESPL ’ , 1 ,ZHOOK HANDLE)
53
54 END FUNCTION FRESPL
55 ! ######################################################################
56 REAL(KIND=JPRB ) FUNCTION FRESPM(PKM)
57
58 ! D e f i n i t i o n funct ion responses d/dy
59 USE PARKIND1 ,ONLY : JPIM , JPRB
60 USE YOMHOOK ,ONLY : LHOOK, DR HOOK
61
62 USE YOMZFD ,ONLY : LDISLOC , NORDER
63 USE YOMLUN ,ONLY : NULOUT
64 ! USE YEMGEO , ONLY : EYWN, EDELY
65 USE YEMGEO ,ONLY : EDELY
66 USE TPMALD GEO ,ONLY: GALD
67
68 IMPLICIT NONE
69
70 INTEGER(KIND=JPIM ) , INTENT( IN ) : : PKM
71
72 REAL(KIND=JPRB ) : : ZHOOK HANDLE
73 REAL(KIND=JPRB ) : : ARG
74
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75 IF (LHOOK) CALL DR HOOK( ’FRESPM ’ , 0 ,ZHOOK HANDLE)
76
77 ARG = REAL(PKM, JPRB )∗GALD%EYWN∗EDELY
78
79 FRESPM = 0 . 0 JPRB
80
81 IF (LDISLOC) THEN
82 IF (NORDER.EQ. 2 ) THEN
83 FRESPM = SIN (ARG) /EDELY
84 ELSEIF (NORDER.EQ. 4 ) THEN
85 FRESPM = REAL( 4 , JPRB ) /REAL( 3 , JPRB )∗SIN (ARG)
86 FRESPM = FRESPM − REAL( 1 , JPRB ) /REAL( 6 , JPRB )∗SIN (REAL( 2 , JPRB )∗ARG)
87 FRESPM = FRESPM/EDELY
88 ELSEIF (NORDER.EQ. 6 ) THEN
89 FRESPM = REAL( 3 , JPRB ) /REAL( 2 , JPRB )∗SIN (ARG)
90 FRESPM = FRESPM − REAL( 3 , JPRB ) /REAL( 1 0 , JPRB )∗SIN (REAL( 2 , JPRB )∗ARG)
91 FRESPM = FRESPM + REAL( 1 , JPRB ) /REAL( 3 0 , JPRB )∗SIN (REAL( 3 , JPRB )∗ARG)
92 FRESPM = FRESPM/EDELY
93 ELSEIF (NORDER.EQ. 8 ) THEN
94 FRESPM = REAL( 8 , JPRB ) /REAL( 5 , JPRB )∗SIN (ARG)
95 FRESPM = FRESPM − REAL( 2 , JPRB ) /REAL( 5 , JPRB )∗SIN (REAL( 2 , JPRB )∗ARG)
96 FRESPM = FRESPM + REAL( 8 , JPRB ) /REAL( 1 0 5 , JPRB )∗SIN (REAL( 3 , JPRB )∗ARG)
97 FRESPM = FRESPM − REAL( 1 , JPRB ) /REAL( 1 4 0 , JPRB )∗SIN (REAL( 4 , JPRB )∗ARG)
98 FRESPM = FRESPM/EDELY
99 ELSE
100 FRESPM = REAL( 0 , JPRB )
101 ENDIF
102 ELSE
103 FRESPM = ARG/EDELY
104 ENDIF
105
106 IF (LHOOK) CALL DR HOOK( ’FRESPM ’ , 1 ,ZHOOK HANDLE)
107
108 END FUNCTION FRESPM
109 ! ######################################################################
110 REAL(KIND=JPRB ) FUNCTION FLAPRESP(PKL,PKM)
111
112 ! D e f i n i t i o n funct ion l a p l a c i a n
113 USE PARKIND1 ,ONLY : JPIM , JPRB
114 USE YOMHOOK ,ONLY : LHOOK, DR HOOK
115
116 USE YOMZFD ,ONLY : LDISLOC , NORDER
117 USE YOMLUN ,ONLY : NULOUT
118 ! USE YEMGEO , ONLY : EXWN ,EYWN ,EDELX ,EDELY
119 USE YEMGEO ,ONLY : EDELX ,EDELY
120 USE TPMALD GEO ,ONLY: GALD
121
122 IMPLICIT NONE
123
124 INTEGER(KIND=JPIM ) , INTENT( IN ) : : PKM ,PKL
125
126 REAL(KIND=JPRB ) : : ZHOOK HANDLE
127 REAL(KIND=JPRB ) : : REPL , REPM
128 REAL(KIND=JPRB ) : : ARGX, ARGY
129 IF (LHOOK) CALL DR HOOK( ’FLAPRESP ’ , 0 ,ZHOOK HANDLE)
130
131 FLAPRESP = 0 . 0 JPRB
132 ARGX = REAL(PKL, JPRB )∗GALD%EXWN∗EDELX
133 ARGY = REAL(PKM, JPRB )∗GALD%EYWN∗EDELY
134
135 IF (LDISLOC) THEN
136 IF (NORDER.EQ. 2 ) THEN
137 FLAPRESP = (REAL( 2 , JPRB ) − REAL( 2 , JPRB )∗COS(ARGX) ) /(EDELX∗EDELX)
138 FLAPRESP = FLAPRESP + (REAL( 2 , JPRB ) − REAL( 2 , JPRB )∗COS(ARGY) ) /(EDELY∗EDELY)
139 ELSEIF (NORDER.EQ. 4 ) THEN
140 FLAPRESP = (REAL( 5 , JPRB ) /REAL( 2 , JPRB ) − REAL( 8 , JPRB ) /REAL( 3 , JPRB )∗COS(ARGX) ) /EDELX∗∗2
141 FLAPRESP = FLAPRESP + REAL( 1 , JPRB ) /REAL( 6 , JPRB )∗COS(REAL( 2 , JPRB )∗ARGX) /EDELX∗∗2
142 FLAPRESP = FLAPRESP + (REAL( 5 , JPRB ) /REAL( 2 , JPRB ) − REAL( 8 , JPRB ) /REAL( 3 , JPRB )∗COS(ARGY) ) /EDELY∗∗2
143 FLAPRESP = FLAPRESP + REAL( 1 , JPRB ) /REAL( 6 , JPRB )∗COS(REAL( 2 , JPRB )∗ARGY) /EDELY∗∗2
144 ELSEIF (NORDER.EQ. 6 ) THEN
145 FLAPRESP = (REAL( 4 9 , JPRB ) /REAL( 1 8 , JPRB ) − REAL( 3 , JPRB )∗COS(ARGX) ) /EDELX∗∗2
146 FLAPRESP = FLAPRESP + REAL( 3 , JPRB ) /REAL( 1 0 , JPRB )∗COS(REAL( 2 , JPRB )∗ARGX) /EDELX∗∗2
147 FLAPRESP = FLAPRESP − REAL( 1 , JPRB ) /REAL( 4 5 , JPRB )∗COS(REAL( 3 , JPRB )∗ARGX) /EDELX∗∗2
148 FLAPRESP = FLAPRESP + (REAL( 4 9 , JPRB ) /REAL( 1 8 , JPRB ) − REAL( 3 , JPRB )∗COS(ARGY) ) /EDELY∗∗2
149 FLAPRESP = FLAPRESP + REAL( 3 , JPRB ) /REAL( 1 0 , JPRB )∗COS(REAL( 2 , JPRB )∗ARGY) /EDELY∗∗2
150 FLAPRESP = FLAPRESP − REAL( 1 , JPRB ) /REAL( 4 5 , JPRB )∗COS(REAL( 3 , JPRB )∗ARGY) /EDELY∗∗2
151 ELSEIF (NORDER.EQ. 8 ) THEN
152 FLAPRESP = (REAL( 2 0 5 , JPRB ) /REAL( 7 2 , JPRB ) − REAL( 1 6 , JPRB ) /REAL( 5 , JPRB )∗COS(ARGX) ) /EDELX∗∗2
153 FLAPRESP = FLAPRESP + REAL( 2 , JPRB ) /REAL( 5 , JPRB )∗COS(REAL( 2 , JPRB )∗ARGX) /EDELX∗∗2
157
154 FLAPRESP = FLAPRESP − REAL( 1 6 , JPRB ) /REAL( 3 1 5 , JPRB )∗COS(REAL( 3 , JPRB )∗ARGX) /EDELX∗∗2
155 FLAPRESP = FLAPRESP + REAL( 1 , JPRB ) /REAL( 2 8 0 , JPRB )∗COS(REAL( 4 , JPRB )∗ARGX) /EDELX∗∗2
156 FLAPRESP = FLAPRESP + (REAL( 2 0 5 , JPRB ) /REAL( 7 2 , JPRB ) − REAL( 1 6 , JPRB ) /REAL( 5 , JPRB )∗COS(ARGY) ) /EDELY∗∗2
157 FLAPRESP = FLAPRESP + REAL( 2 , JPRB ) /REAL( 5 , JPRB )∗COS(REAL( 2 , JPRB )∗ARGY) /EDELY∗∗2
158 FLAPRESP = FLAPRESP − REAL( 1 6 , JPRB ) /REAL( 3 1 5 , JPRB )∗COS(REAL( 3 , JPRB )∗ARGY) /EDELY∗∗2
159 FLAPRESP = FLAPRESP + REAL( 1 , JPRB ) /REAL( 2 8 0 , JPRB )∗COS(REAL( 4 , JPRB )∗ARGY) /EDELY∗∗2
160 ELSE
161 FLAPRESP = REAL( 0 , JPRB )
162 ENDIF
163 ELSE
164 FLAPRESP = (ARGX/EDELX)∗∗2 + (ARGY/EDELY)∗∗2
165 ENDIF
166
167 IF (LHOOK) CALL DR HOOK( ’FLAPRESP ’ , 1 ,ZHOOK HANDLE)
168
169 END FUNCTION FLAPRESP
170 END MODULE ERESP MOD
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