Abstract-This paper presents a new strategy to use multi-layer perceptrons, a class of artificial neural networks, to model piezoelectric actuators with a novel input arrangements inspired by physics-based hysteresis modelling approach. The experimental results show the superiority of the proposed method based on a detailed discussion over the correct way of accuracy examination of dynamic models.
I. INTRODUCTION
IEZOELECTRIC actuators are being increasingly studied and used in different areas of science and technology due to their nanometre displacement resolution, wide bandwidth, fast response and high stiffness [1] . These actuators are often controlled by model-based control systems [2] [3] [4] [5] , therefore, mathematical modelling of piezoelectric actuators is of great importance. Mathematical models can also be used in simulation of these actuators. These models often map the voltage across the piezoelectric actuator (piezoelectric voltage) into the actuator's displacement. The IEEE standard on piezoelectricity in 1987 [6] led to some linear lumpedparameter models for piezoelectric actuators suitable for control purposes. These linear models proved inadequate in many instances due to the significant nonlinear behaviours e.g. hysteresis and creep in some piezoelectric actuators [7] . Afterwards, nonlinear mathematical models were proposed which can be divided into black-box [8] and physics-based [9] models , the first group are solely dependent on input-output data based system identification, and the latter one is inspired by physical phenomena.
One of the most widely accepted physics-based model is the Preisach model, which has been used to model piezoelectric actuators since 1995 [10] , this phenomenological model was originally developed by a German physicist in 1935 to describe hysteresis phenomenon in magnetic systems [11] . This model needs a 'whole domain' solution; that is, model equations must be solved for the whole operation time 1 including the very first moment. Such a deficiency does not exist in black box models. In order to benefit the advantages of the Preisach model and black box models at the same time, a black box model inspired by the Preisach approach is developed in this research. MLPs are used as the black box models, because these models are universal approximators [12] and their superiority over other universal approximators in modelling of dynamic systems have been shown [13, 14] .
II. BRIEF OVERVIEW OF PREISACH AND MLP MODELS

A. Preisach model
According to the Preisach approach, the actuator displacement (y) is estimated by
where α and β, both represent the piezoelectric voltage (V)and
represents the Preisach density function [15, 16] . Based on the piezoelectric voltage trend (ascending/descending), (1) is converted to:
where S is the integration area known as the Preisach plane, y max is the last local maximum displacement when descending and y min is the last local minimum displacement when ascending [17] . In short, the original Preisach model can be described as follows:
(4) where V and ext stands for voltage and extremum which can be minimum or maximum according to (2) or (3) [18] . In short, the inputs to the Preisach model are extremum values of the voltage and displacement of the piezoelectric actuator.
B. MLPs
In MLPs, a neuron includes a sum operator and an activation function as depicted in Fig.1 . All the inputs to a neuron are added and then the result (sum of all the inputs) passes through a function, namely 'activation function'. The neurons are connected together by 'connections', as depicted in Fig.2 . Connections are of 'weights'. The output of each neuron passes a connection and is multiplied by the connection's weight, and then the product enters the next neuron. Biases are constant numbers (usually one) installed in the structure of the MLP. They do not have inputs, and their output is their constant value; their outputs pass connections and enter neurons. connections [20] In MLPs, during the training process, activation functions are fixed and weights are subject to change.
III. EXPERIMENTAL RAW DATA
The experimental set up includes a Nek AE0505D44H40 stack piezoelectric actuator and a PHILTECH D20 optical sensor connected to a PC through DSpace and voltage amplifiers. The system was excited by three triangular and three sinusoidal waves of voltage with amplitude of 20 V and the frequency of 1Hz, 10Hz and 100 Hz, for a period of 2s each. Furthermore, it was excited by a repeating stair function, shown in Fig. 3 , and a chirp function, both in the range of ±20 V and for a time period of 2s. Data gathered through these excitations were used as the training data. The data obtained through the excitation of the set up with 20sin10 V was used as the validation data.
IV. MODELS
Three Nonlinear Auto-Regressive models with eXogenous inputs (NARX) [14] were employed in this research: 
where t d is delay time, t s and r V and r y are input (voltage) and output (displacement) orders and sampling time respectively. Dissimilar to other research in ANN modelling of piezoelectric actuators, in this work, inspired by the Preisach model, the extrema of the system's input and output have been also used as inputs to the model together with the classical inputs to NARX models of F 2 and F 3 . In terms of mathematical structure, all three NARX models are three-layer MLPs (similar to Fig.2) , trained by Batch LevenbergMarquardt back-propagation algorithm [21] respectively. According to [22] , considering the natural frequency of the actuator, the sampling time of 0.001 s was chosen. The delay time of 0.001 s was selected based on observations and orders up to three were examined.
V. EXPERIMENTAL RESULTS
There are two different approaches to validate models: onestep-prediction and simulation. In one-step-prediction (OSP), the real values of inputs to the model are assumed to be available. As an instance, for the dynamic model presented in (5), the OSP output is presented as following: 
where the variable(s) with a hat represent estimated values. However, in simulation of dynamic models, delayed model outputs are used as model inputs after the first simulation instants and (8) changes to (9) ,
This recent approach in estimation, presented in (9) is called 'Simulation', which is applicable to dynamic systems, In this approach, the inevitable error of estimated outputs returns to the validation process and increases the resultant error due to 'error accumulation' [1, 4, 14] . OSP error is smaller and may mislead the designers about the accuracy of dynamic models. Table I and Figs. 4 and 5 presents the accuracy of models, for simplicity it has been considered that r=r u +1=r y . The results show that OSP error is much lower and its trend is not consistent with the simulation error. It is also observed the use of both extrema increases the accuracy of modelling error presented by lower simulation error. that 'simulation' approach should be used in output and error estimation of dynamic systems rather than widely used OSP approach which suits static systems; the trend of the modelling error in these two approaches are not necessarily consistent; therefore, relying on OSP may lead to incorrect conclusions.
