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Introduction
This thesis is intended to offer a first approximation to classical Iwasawa theory. The goal
of classical Iwasawa theory is to study the growth of the class group in towers of cyclotomic
fields. The class group is a fundamental invariant of a number field F . The class group is
a measure of the extent to which unique factorization fails in the ring of integers of F . The
study of the class groups of cyclotomic fields goes back to Kummer, who already recognized
the failure of factorization in the ring of integers of a number field as a major obstruction to
finding a complete proof of the general case of Fermat’s last theorem.
Although the class group is known to behave quite erratically in towers of field extensions in
general, in the particular case of towers of cyclotomic fields it exhibits an astonishing regular
pattern. This was shown by Iwasawa [5] already in the late 50’s in the more general context
of a Zp-extension, establishing the so-called Iwasawa control theorem. In a major paper [7],
Iwasawa predicted the connection between Zp-extensions and p-adic L-functions (Iwasawa’s
Main Conjecture). This conjecture was proven by Mazur and Wiles [10] using advanced
methods for the study of the geometry of modular curves. The Iwasawa Main Conjecture
was later reproven in the works of Kolyvagin [8], Thaine [17], and Rubin [12] using Euler
systems. This proof builds on a theorem of Iwasawa relating the p-adic zeta function and
cyclotomic local units.
Iwasawa theory has been a fruitful research topic in number theory over the last decades.
For instance, Mazur and Greenberg have developed generalizations of Iwasawa theory for
elliptic curves and, more generally, for abelian varieties. In 2010, Skinner and Urban [16]
published a celebrated result that proves the Iwasawa Main Conjecture in a more general
setting.
This thesis is structured in five chapters. In the first chapter we introduce some preliminary
results and concepts that are not related to Iwasawa theory but that are widely used through-
out the thesis: we define what is a valuation and how it behaves under field extensions, and
we also define what local uniformizing parameter is.
The first part of the thesis (chapters 2 and 3) is devoted to the proof of Iwasawa’s control
theorem. In chapter 2, we explore the properties of the power series ring Λ = Zp[[T ]] and we
present an structure theorem for Λ-modules (theorem 2.11). In the third chapter, we define
what a Zp-extension is and we give the proof of Iwasawa’s control theorem (theorem 3.8).
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In the second part of the thesis (chapters 4 and 5) we present the Iwasawa Main Conjecture
and we give a proof of Iwasawa’s theorem relating the p-adic zeta function with cyclotomic
local units. In chapter 4 we interpret Iwasawa’s control theorem in terms of the characteristic
ideal of a Galois group and introduce the basic notation to state the Iwasawa Main Conjecture
(theorem 4.7). We also lay out the proof strategy for the Iwasawa Main Conjecture based
in three major results, theorems 4.6 (which states the existence of a p-adic analogue of the
Riemann zeta function), 4.8 and 4.9. Throughout chapter 5 we develop the theory required
to prove theorems 4.6 and 4.8, and we finish this thesis by proving those two theorems. We
construct the p-adic Riemann zeta function as the image by a Coleman map L˜ of the Euler
system of cyclotomic units c(a, b). This is a powerful method used in many other contexts.
If this thesis were to be continued, the more natural way to do it would be to introduce Euler
systems and to complete the proof of the Iwasawa Main Conjecture by proving theorem 4.9
following the argument of Kolyvagin, Thaine and Rubin.
This thesis has two main references. For the first part (the proof of the Iwasawa control
theorem) we follow Washington’s book [18, §13]. For the second one, concerning the Iwasawa
Main Conjecture, our main reference is the book by Coates and Sujatha [2]. While we do
not present any original results, the contribution of this thesis is to join the theory developed
in those two references while mantaining a coherent notation and structure. By doing that,
we present a comprehensive introduction to classical Iwasawa theory that uses the results
from [18] to motivate the treatment of the Iwasawa Main Conjecture carried out in [2].
Prerequisites. We assume that the reader is familiar with the basic notions usually
presented in first courses of algebraic number theory and commutative algebra. We also
borrow from Class Field Theory the notion of Hilbert class field as well as a description of
the Galois group of a certain field extension in terms of local units modulo global units of a
fixed Zp-extension. We also assume that the reader is familiar with the basic properties of the
(complex) Riemann zeta function. Besides from this, the thesis is essentially self-contained.
Notation. We now fix some notation that will be used throughout this thesis:
p denotes an odd prime;
ζn denotes a p
n+1-th root of unity;
µpn+1 denotes the group of p
n+1-th roots of unity;
∪n≥0 µpn+1 = µp∞ denotes the group of all p-power roots of unity.
The roots of unity considered above are seen as elements of Q. However, throughout we will
consider a fixed embedding Q −→ Qp so we will see them as elements of Qp via that fixed
embedding when required.
Acknowledgements. I would like to express my utmost gratitude to my advisor, Francesc
Fite´, for the countless hours he has devoted to this thesis, for his unlimited patience and
for making the experience of writing this thesis one of the greatest experiences I had in my
academic life. I would also like to thank my colleague and friend O´scar Rivero for encouraging
to choose this thesis, for the many useful discussions we had about it and for all the support
he has provided me whenever necessary.
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Chapter 1
Preliminary results
The aim of this chapter is to introduce some concepts and results for which no background
in Iwasawa theory is needed but that will be extensively used in this thesis. We will define
the concepts of valuation, valuation ring and uniformizing parameter, and we will see how
they behave under field extensions. The reference that we followed for these results is [11].
1. Non-archimedean valuations
Definition 1.1 (Multiplicative valuation). A multiplicative valuation on a field K is a
function x 7→ |x| : K → R such that
(1) |x| ≥ 0 and |x| = 0 if and only if x = 0.
(2) |xy| = |x||y| for all x, y ∈ K.
(3) |x+ y| ≤ |x|+ |y| (triangle inequality). If the stronger condition |x+ y| ≤ max {|x|, |y|}
holds then we say that | · | is a non-archimedean valuation.
Given a multiplicative valuation | · |, we will say that the function
v : K× −→ R
x 7−→ v(x) = − log |x|
is an additive valuation, where we used K× for the multiplicative group of the field K. We
say that such a valuation is discrete if, and only if v(K×) ⊆ R is a discrete subgroup.
Given a non-archimedean valuation | · |, we will call
A = {a ∈ K | |a| ≤ 1}
the ring of integers of K. A is what we will call a valuation ring, and its units are
A× = {a ∈ K | |a| = 1}.
A has a unique maximal ideal
M = {a ∈ K | |a| < 1}
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and it is thus a local ring. It is also easy to check that M is principal if, and only if, the val-
uation is discrete. When that happens, we will say that A is a discrete valuation ring (DVR).
The concept of a local uniformizing parameter will be very important to us:
Definition 1.2 (Local uniformizing parameter). Let | · | be a discrete non-archimedean
valuation. A local uniformizing parameter pi is an element of K such that |pi| has the largest
value < 1.
Notice that the local uniformizing parameter is well-defined, as |K×| is discrete in a neigh-
bourhood of 1. Equivalently, pi is the element of K with lowest positive additive valuation
v(pi). One can also see that a local uniformizing parameter is a generator of the maximal
ideal M. We say that an additive valuation v of K is normalized if v(pi) = 1, where pi is a
uniformizing parameter of K.
We can also note that a multiplicative valuation | · | on a field K endows it with the structure
of metric space. In particular, we have the notion of completeness.
2. Non-archimedean valuations in field extensions
In this section we explore how non-archimedean valuations work in finite field extensions.
Let us fix some notations that we will use for the rest of the section. K will denote a complete
field with respect to a non-archimedean valuation | · |K , and let L/K be a finite and separable
extension. We have the following result
Theorem 1.3. The valuation | · |K extends uniquely to a discrete valuation | · |L on L.
Proof. Let A be the discrete valuation ring of K, and let B be its integral closure in L. Let
p be the maximal ideal of A. Since both A and B are Dedekind domains, the valuations of
L extending | · |p correspond to ideals in B that are over p.
We now claim that there is only one prime ideal over p, which would imply the uniqueness
of the extension.
Assume there are two distinct prime ideals P1 and P2 in B that divide p. If that happens,
there is a β ∈ B such that P1 ∩ A[β] 6= P2 ∩ A[β] (for instance, take β ∈ P1, β 6∈ P2). Let
f(X) be the minimal polynomial of β over K, so that A[β] ∼= A[X]/(f(X)). Since f(X) is
irreducible in A[X] and A is complete, we can apply Hensel’s lemma to get that f˜(X) (which
is the image of f in k[X] where k = A/p) must be a power of an irreducible polynomial.
Thus
A[β]/pA[β] ∼= k[X]/(f˜(X))
is a local ring, contradicting the fact that A[β] had two distinct prime ideals containing p. uunionsq
Now we will see how the valuation of the uniformizing parameters of the field L is related
to the so-called ramification index of the extension L/K. We will denote by A and B the
integer rings of K and L, respectively. Both A and B are local rings. Let p = (pi) be the
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maximal ideal of A and P = (Π) be the maximal ideal of B, with pi and Π being uniformizing
parameters. Let vK and vL be normalized additive valuations of K and L, respectively, so
that vK(K
×) = vL(L×) = Z. As both A and B are local Dedekind rings, we must have
pB = Pe
where e is the ramification index of the extension. This tells us that
(pi)B = (Πe)
and hence that there exists a unit u of B× such that pi = uΠe. As units have zero additive
valuation, we have vL(pi) = e · vL(Π) = e and vL(K) = eZ. Notice that the unique extension
v of vk of the previous theorem satisfies v(Π) = 1/e and thus v = vL/e.
Regarding the ramification index of an extension, we will say that L/K is unramified if e = 1,
and we say that L/K is totally ramified if e = [L : K].
The following theorem will also appear in the theory that we will develop:
Theorem 1.4. Let K be a field with a non-archimedean, complete valuation. Let A be its
valuation ring and M = (pi). Let S be a system of representatives of A/M. Then, for all
k ∈ K there exist unique ai ∈ S such that
k = a−npi−n + · · ·+ a0 + a1pi + · · ·+ anpin + · · ·
Proof. Let
sM =
M∑
i=1
aipi
i.
First, we will show that {sM}M≥1 is a Cauchy series. Since K is a complete field, the sequence
must converge to an element of K.
Notice that
|sM − sN | ≤ |pi|M+1, if M < N,
showing that the sequence sM is Cauchy. Let α ∈ K. Write α = pinα0 with α0 a unit
in the ring of integers A. By definition of S, we see that there exists an a0 ∈ S such that
α0−a0 ∈M. Since now (α0−a0)/pi ∈ A, we can find a1 ∈ S such that (α0−a0)/pi−a1 ∈M.
This provides the existence of an a2 ∈ S such that (α0− a0− pia1)/pi2− a2 ∈M, etc. In the
limit,
α0 = a0 + a1pi + · · · , α = pinα0.
Note that ∣∣∣∑ aipii∣∣∣ = |pim|
if am is the first nonzero component, so
∑
aipi
i = 0 if and only if ai = 0 for all i. This proves
uniqueness. uunionsq
We finish the chapter with the p-adic example:
Example 1.5. Consider K = Qp and |a|p = p−vp(a) where vp(a) is the standard p-adic valua-
tion, and {a ∈ Qp | |a|p ≤ 1} = Zp. In this case, vp(Q×p ) = Z ⊂ R is a discrete set, and hence
the valuation is discrete. As expected, the maximal ideal is principal, with M = pZp = (p).
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Note that since vp(Qp) = Z ⊂ R, a uniformizing parameter will have vp(pi) = 1 (the valuation
is normalized). Since vp(p) = 1, p is a local uniformizing parameter of Qp (we already knew
that because M = (p)).
Now fix n > 0 and consider the extension Kn+1/K where K = Qp and Kn+1 = Qp(ζn)
where, as defined in the introduction, ζn is a primitive p
n+1-th root of unity. Note that
[Kn+1 : K] = (p − 1)pn. Let us show that ζn − 1 is a uniformizing parameter for the field
Kn+1 = Qp(ζn): the irreductible polynomial of ζn is the cyclotomic polynomial
xp
n(p−1) + xp
n(p−2) + · · ·+ x+ 1 =
pn+1−1∏
i=0
(i,p)=1
(
x− ζ in
)
.
The uniqueness of the extension of the valuation gives us that vp(1 − ζn) = vp(σ(1 − ζn))
where vp is the extension of the standard p-adic valuation to Qp(ζn) and σ ∈ Gal(Kn+1/K)
(since vp and vp ◦ σ coincide over Qp). Thus vp(1− ζn) = vp(1− ζ in), and
1 = vp(p) = p
n(p− 1)vp(1− ζn)
so finally
vp(1− ζn) = 1
pn(p− 1)
and 1− ζn is a uniformizing parameter. This also shows that e = (p− 1)pn = [Kn+1 : K], so
Kn+1/K is totally ramified.
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Chapter 2
Structure theory
1. The Iwasawa algebra
The aim of this chapter is to prove a structure theorem for a certain kind of modules over
the algebra
Λ = Zp[[T ]] =
{∑
i≥0
aiT
i with ai ∈ Zp
}
which will be called the Iwasawa algebra from now on. Note that by Hilbert’s basis theorem
Λ is a Noetherian ring.
We will follow [18, §13.2] for the proof of the structure therorem of Λ-modules that will be
presented in this chapter. We will also include some results (such as the p-adic Weierstrass
preparation theorem) that can be found in [18, §7.1] with more generality. An alternative
reference is [14, §3.1], which presents a more conceptual proof, using more advanced tech-
niques from commutative and homological algebra.
We will start with a key definition:
Definition 2.1 (Distinguished polynomial). We say that a nonconstant polynomial P (T ) ∈
Λ is distinguished if
P (T ) = T n + an−1T n−1 + · · ·+ a0
where p|ai for 0 ≤ i ≤ n− 1.
This concept leads us to a theorem we will widely use:
Theorem 2.2 (p-adic Weierstrass preparation theorem). Let f(T ) ∈ Λ be a nonzero power
series. Then there exists a unique distinguished polynomial P (T ), a unique unit U(T ) ∈ Λ×
an a unique non-negative integer m such that
f(T ) = pmP (T )U(T ).
Notice that if f is a polynomial then so is U ∈ Λ×. The following corollary will help in many
proofs:
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Corollary 2.3. Either f(T ) ∈ Λ is the zero power series or it has only finitely many roots.
Proof. Assume that f(T ) ∈ Λ is not the zero power series and that has infinitely many roots.
The Weierstrass preparation theorem gives a decomposition
f(T ) = pmP (T )U(T )
where P is a polynomial (and hence it can only have finitely many roots) and U is a unit of
the Iwasawa algebra (which can not have roots), reaching a contradiction. uunionsq
In order to prove the Weierstrass preparation theorem we have to prove the division lemma,
which has interest for itself:
Lemma 2.4 (Division lemma). If f(T ), g(T ) ∈ Λ and f(T ) = a0 + a1T + · · · is such that
p | ai for 0 ≤ i ≤ n− 1 and an ∈ Z×p , then we may uniquely write
g(T ) = q(T )f(T ) + r(T )
with r(T ) ∈ Zp[T ] and deg r(T ) < n (with the usual convention that deg 0 = −∞).
Proof. We will first prove uniqueness, which can be reduced to considering qf + r = 0. If
both q, r 6= 0, we may assume that either p - r or p - q. Reduction mod p shows that p | r,
so p | qf . It can be easily shown that p - f , therefore p | q which is a contradiction and we
must have q = r = 0.
Proving existence is a little more difficult. Define τ = τn : Λ→ Λ by
τ
( ∞∑
i=0
biT
i
)
=
∞∑
i=n
biT
i−n.
One may look at τ as a “shift operator”. Clearly τ is Zp linear and satisfies
(1) τ(T nh(T )) = h(T ) for all h(T ) ∈ Λ;
(2) τ(h(T )) = 0 ⇐⇒ h(T ) ∈ Zp[T ] with deg h ≤ n− 1.
We may write
f(T ) = pP (T ) + T nU(T )
where P (T ) is a polynomial of degree less than n and U(T ) = an + an+1T + · · · = τ(f(T )).
Since an ∈ Z×p , U(T ) is a unit of the power series ring. Let
q(T ) =
1
U(T )
∞∑
j=0
(−1)jpj
(
τ ◦ P
U
)j
◦ τ(g).
Notice that possibly all summands contribute, say, to the constant term, but the factor pj
makes the sum of that contributions converge, so q(T ) is a well-defined power series in Λ.
Since qf = pqP + T nqU we have
τ(qf) = pτ(qP ) + τ(T nqU) = pτ(qP ) + qU
but then
pτ(qP ) = p
(
τ ◦ P
U
)
◦
( ∞∑
j=0
(−1)jpj
(
τ ◦ P
U
)j
◦ τ(g)
)
= τ(g)− qU.
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Therefore τ(qf) = τ(g). By the properties of τ g = qf + r, where deg r ≤ n − 1. This
completes the proof of the lemma. uunionsq
A particular case of the previous theorem that will be interesting for us is the case where
f is a distinguished polynomial, which satisfies automatically the hypothesis. Now we are
ready to prove the Weierstrass preparation theorem:
Proof of the Weierstrass preparation theorem (theorem 2.2). The factor pm can be extracted
by factoring out the largest possible power of p from the coefficients of f .
Now we can assume without losing generality that f has a nonzero coefficient not divisible
by p. Let an be the smallest such coefficient, and let g(T ) = T
n. The division lemma yields
(2.1) T n = q(T )f(T ) + r(T ), deg r ≤ n− 1.
Since
q(T )f(T ) ≡ q(T )(anT n + higher terms ) (mod p),
we must have r(T ) ≡ 0 (mod p). Therefore P (T ) = T n− r(T ) is a distinguished polynomial
of degree n. Let q0 be the constant term of q(T ). Comparing coefficients of T
n in (2.1), we
have 1 ≡ q0an (mod p). Therefore q0 ∈ Z×p , so q(T ) is a unit. Let U(T ) = 1/q(T ). Now
f(T ) = P (T )U(T ), as desired: since any distinguished polynomial of degree n can be written
as P (T ) = T n − r(T ) we may transform f(T ) = P (T )U(T ) back to
T n = U(T )−1f(T ) + r(T ).
Regarding uniquness, the uniqueness provided by the division lemma implies uniqueness for
U and P here, so we are done. uunionsq
All of the above allow us to conclude that Λ is a unique factorization domain, whose irre-
ducible elements are p and the irreducible distinguished polynomials. Units are power series
with constant term in Z×p . Notice that the division algorithm we presented resembles an
Euclidean division and this may induce us to think that Λ is in fact an Euclidean space. As
we will see, Λ is not even a principal ideal domain, so the condition that the divisor P (T ) is
distinguished is necessary for the division algorithm to work.
We will now introduce some results about the structure of Λ:
Lemma 2.5. Suppose f, g ∈ Λ are relatively prime (in the sense that they have no common
factor). Then the ideal (f, g) is of finite index in Λ.
Proof. Let h ∈ (f, g) be of minimal degree. Then, because of the Weiestrass preparation
theorem, h = psH with either H = 1 or H distinguished. Suppose H 6= 1. Since f and g
are relatively prime, we can assume without losing generality that H does not divide f . But
then, by the division algorithm,
f = Hq + r, deg r < degH = deg h
so
ps = hq + psr.
Since psf, hq ∈ (f, g), we have that psr ∈ (f, g) and deg(psr) < deg h, contradicting the
minimality of the degree of h.
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Therefore H = 1 and h = ps. Without losing generality, we may assume that f is not
divisible by p and is distinguished. Otherwise we could use g or divide by a unit. Now we
have
Λ ⊃ (f, g) ⊇ (ps, f)
where inclusions are of finite index. By the division algorithm, any element of Λ is congruent
mod f to a polynomial of degree less than deg f . Since there are only finitely many such
polynomials mod ps, the ideal (ps, f) has finite index, so the proof is complete. uunionsq
Lemma 2.6. Suppose f, g ∈ Λ are relatively prime. Then
(1) the natural map
Λ/(fg) −→ Λ/(f)⊕ Λ/(g)
is an injection with finite cokernel;
(2) there is an injection
Λ/(f)⊕ Λ/(g) −→ Λ/(fg)
with finite cokernel.
Proof. (1) The map is an injection because Λ is a unique factorization domain. Now consider
(a mod f, b mod g). If a− b ∈ (f, g) then a− b = fA+ gB for some A,B. Now let
c = a− fA = b+ gB
Then
c ≡ a mod f, c ≡ b mod g,
so (a, b) is in the image. Now recall that for all (a, b) ∈ Λ/(f)⊕Λ/(g) it holds (a, b) ∼= (0, c)
mod (f, g) for some c. Let r1, . . . , rn be a system of representatives for Λ/(f, g). It follows
that
{(0 mod f, rj mod g), 1 ≤ j ≤ n}
is a set of representatives for the cokernel.
(2) From (1),
Λ/(fg) ∼= M ⊆ Λ/(f)⊕ Λ/(g) = N
the inclusion being given by the map c 7→ (a, b), and M being of finite index in N . Let
P be any distinguished polynomial in Λ relatively prime to fg. Then P defines a map
N → N : (x, y) 7→ (P (x), P (y)). If (x, y) ∈ N , then
(P i)(x, y) ≡ (P j)(x, y) mod M
for some i < j. Therefore 1− P j−i ∈ Λ× and since (1− P j−i)P i(x, y) ≡ (0, 0) mod M then
P i(x, y) ≡ (0, 0) mod M and we have P i(x, y) ∈M .
Since clearly P (M) ⊆M , it follows that P kN ⊆M for some k. Suppose P k(x, y) = 0 in N ,
so f | P kx and g | P ky. Since P and fg are relatively prime, f | x and g | y which yields
(x, y) = 0 in N . We have proved that the map P k : N → M ∼= Λ/(fg) is injective. The
image must contain the ideal (P k, fg) which is of finite index. This concludes the proof. uunionsq
Proposition 2.7. The prime ideals of Λ are
(1) the 0 ideal;
(2) (p);
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(3) (P(T)) where P (T ) is an irreducible distinguished polynomial;
(4) (p, T), which is the unique maximal ideal of Λ.
In particular, Λ is a local ring.
Proof. It is obvious that all of the above ideals are prime. It remains to check that all prime
ideals have that form. Let p 6= 0 be a prime ideal, and let h ∈ p be of minimal degree. As
we have seen in other occasions, then h = psH with either H =! or H distinguished. Since
p is prime, either p ∈ p or H ∈ p. If H 6= 1 and H ∈ p then H must be irreducible by
minimality of the degree. Therefore we have in both cases (f) ⊆ p where f = p or f is
irreducible and distinguished. If (f) = p then p is in the list so we are done. If (f) 6= p, there
exists a g ∈ p with f - g. Since f is irreducible, f and g are relatively prime. By a previous
lemma, p is of finite index in Λ. Since Λ/p is a finite Z/pZ-module, pN ∈ p for large N , so
p ∈ p since p. Also T i ≡ T j mod p for some i < j, and that means that 1− T j−i ∈ Λ×, so
T i ∈ p and T ∈ p, so (T, p) ⊆ p. But now Λ/(p, T ) = Z/pZ and therefore (p, T ) is maximal
and p = (p, T ). Finally, since all prime ideals are contained in (p, T ) it is the only maximal
ideal. uunionsq
We will equip Zp[[T ]] with the (p, T )-adic topology. Thus Zp[[T ]] is a topological ring. Let
Pn(T ) = (1 + T )
pn − 1. Then {(Pn(T ))}n≥1 is a basis of open neighborhoods of 0.
Lemma 2.8. We have
Zp[[T ]] ∼= lim← Zp[T ]/Pn(T ).
Thus Zp[[T ]] is complete in the (p, T )-adic topology.
Proof. It is clear that Pn(T ) is a distinguished polynomial. Further, we claim that Pn(T ) ∈
(p, T )n+1. Indeed, P0(T ) ∈ (p, T ) and
Pn+1(T )
Pn(T )
= (1 + T )p
n(p−1) + (1 + T )p
n(p−2 + · · ·+ 1 ∈ (p, T ),
so the claim holds by induction.
By the division lemma (lemma 2.4), there is a natural map from Zp[[T ]] to Zp[T ] mod Pn(T )
for each n. Namely, f(T ) 7→ fn(T ), where f(T ) = qn(T )Pn(T ) + fn(T ) with deg fn < pn. If
we consider m ≥ n ≥ 0, we have that
fm(T )− fn(T )−
(
qn − Pm
Pn
qm
)
Pn = 0.
We now claim that Pm/Pn ∈ Zp[T ] and therefore that fm ≡ fn (mod Pn) as polynomials.
To prove this claim, we will prove the following more general statement: if P (T ) ∈ Zp[T ] is a
distinguished polynomial, g(T ) ∈ Zp[T ] is an arbitrary polynomial and g(T )/P (T ) ∈ Zp[[T ]]
then g(T )/P (T ) ∈ Zp[[T ]]. Let g(T ) = f(T )P (T ) for some f(T ) ∈ Zp[[T ]], and let x ∈ Cp
be a zero of P (T ). Then
0 = P (x) = xn + ph(x), deg h(T ) < n,
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so |x| < 1. Hence f(x) converges, so g(x) = 0. We can now divide by T − x and iterate this
process, in a larger ring if necessary, to find that P (T ) divides g(T ) as polynomials. This
finishes the proof of the claim.
Now fm ≡ fn (mod Pn) as polynomials and therefore
(f0, f1, . . .) ∈ lim← Zp[T ]/(Pn(T )).
This gives us the map from the power series ring to the inverse limit. If fn = 0 for all n then
Pn divides f for all n. Therefore f ∈ ∩∞n=0(p, T )n+1 = 0, so the map is injective.
We want to check that it is surjective. Take (f0, f1, . . .) from the inverse limit. Then, for m ≥
n ≥ 0, we have that fm ≡ fn (mod Pn) so fm ≡ fn (mod (p, T )n+1). Therefore, constant
terms are congruent mod pn+1, linear terms mod pn, etc. Therefore the coefficients of
the terms form a Cauchy sequence. Let f(T ) = lim fn(T ) ∈ Zp[[T ]]. We want to show that
f 7→ (f0, f1, . . .). If m ≥ n ≥ 0 then fm − fn = qm,nPn for some qm,n ∈ Zp[T ]. If we take the
limit m→∞, we have that
qm,n =
fm − fn
Pn
→ f − fn
Pn
=: q∞,n.
Since qm,n ∈ Zp[T ], the limit must be in Zp[[T ]], so
f = Pnq∞,n + fn
and f 7→ (f0, f1, . . .), so we are done. uunionsq
We also have the following result, which will be useful in some proofs.
Lemma 2.9. Let f ∈ Λ \ Λ×. Then Λ/(f) is infinite.
Proof. Since we may assume f 6= 0, then it suffices to consider f = p and f distinguished. If
f = p, then Λ/(f) ∼= Z/pZ[[T ]] which is infinite. For f distinguished, the division algorithm
imposes a limit in the degree that the polynomials in the quotient may have, but since the
ring of coefficients is Zp there are also infinitely many options. uunionsq
2. Structure of Λ-modules
To state the structure theorem for Λ-modules we need to introduce the concept of pseudoi-
somorphism:
Definition 2.10 (Pseudoisomorphism). Two Λ-modules M and M ′ are said to be pseudoi-
somorphic (M ∼ M ′) if there is a homomorphism M → M ′ of finite kernel and co-kernel.
Equivalently, there exists an exact sequence of Λ-modules
0→ A→M →M ′ → B → 0
with A and B finite Λ-modules.
There are some relevant comments to be made about the previous definition. First of all,
notice that M ∼ M ′ does not imply M ′ ∼ M . To see an easy example that proves this
fact, consider the ring Λ and its maximal ideal (p, T ). Then it obviously holds (p, T ) ∼
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Λ, because Λ/(p, T ) ∼= Z/pZ But assume Λ ∼ (p, T ). Let f(T ) be the image of 1 by
the pseudoisomorphism. The image of Λ is (f) ⊆ (p, T ), but we have seen that Λ/(f) is
infinite, thus (p, T )/(f) must be infinite as well. This implies that the cokernel is infinite,
contradicting the existence of such a pseudoisomorphism.
However, one can show that for finitely generated Λ-torsion Λ-modules M ∼ M ′ holds if,
and only if, M ′ ∼M .
The previous results allow us to write
Λ/(fg) ∼ Λ/(f)⊕ Λ/(g), Λ/(f)⊕ Λ/(g) ∼ Λ/(fg).
We will devote the rest of this chapter to the proof of the structure theorem of finitely
generated Λ-module, first proved by Iwasawa.
Theorem 2.11 (Structure of finitely generated Λ-modules). Let M be a finitely generated
Λ-module. Then
M ∼ Λr ⊕
(
s⊕
j=1
Λ/(pkj)
)
⊕
(
t⊕
j=1
Λ/(fj(T )
mj)
)
,
where r, s, t, kj,mj ∈ Z and the fj are distinguished and irreducible.
Proof. Let us start by noting that this result is the same as the one that can be obtained
from modules over principal ideal domains, but here we have only a pseudoisomorphism.
This proof will rely on an extension of the techniques that are used to proof the theorem for
principal ideal domains.
Since M is finitely generated, take u1, . . . , un to be its generators. These generators fulfill
some relations of the form
λ1u1 + · · ·+ λnun = 0, with λi ∈ Λ.
Let R be the set of relations. Then R is a submodule of Λn (as each relation is characterized
by its n coefficients λi). Since Λ is Noetherian, R is finitely generated. Thus we can represent
M by a (finite) matrix whose rows are of the form (λ1, . . . , λn), where λ1u1 + · · ·λnun = 0 is
a relation. Abusing of the notation, we will use also R to denote that matrix.
Now we will review the basic row and column operators, which correspond to changing the
generators of M and R.
• Operation A. We may permute the rows or permute the columns.
• Operation B. We may add a multiple of a row (or column) to another row (column).
In particular, this operation allows us to define a “division algorithm”: if a row/column
is λ′ = qλ+ r where λ is another row/column, we may replace λ′ by r.
• Operation C. We may multiply a row or column by an element of Λ×.
The previous are the classical operations that are used to prove the theorem for modules
over principal ideal domains. However, here we are not working in a principal ideal domain,
and furthermore we are only looking for a pseudoisomorphism. This allows us to perform
three more operations.
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• Operation 1. If R contains a row (λ1, pλ2, . . . , pλn) with p - λ1, then we may change
the matrix R to the matrix R′ whose first row is (λ1, λ2, . . . , λn) and the remaining rows
are the rows of R with the first elements multiplied by p. That is:
λ1 pλ2 · · ·
α1 α2 · · ·
β1 β2 · · ·
...
...
. . .
→

λ1 λ2 · · ·
pα1 α2 · · ·
pβ1 β2 · · ·
...
...
. . .

As a special case, if λ2 = · · · = λn = 0 then we may multiply α1, β1, . . . by an arbitrary
power of p.
• Operation 2. If all elements in the first column of R are divisible by pk and there is
a row (pkλ1, . . . , p
kλn) with p - λ1 then we may change to the matrix R′ which is the
same as R except that (pkλ1, . . . , p
kλn) is replaced by (λ1, . . . , λn). That is:pkλ1 pkλ2 · · ·pkα1 α2 · · ·
...
...
. . .
→
 λ1 λ2 · · ·pkα1 α2 · · ·
...
...
. . .

Important remark. Let R be a relations matrix, and let R′ be that relation matrix after
applying this operation. Let MR and MR′ be the modules represented by the relation
submodules R and R′, then MR ∼ MR′ ⊕ Λ/(pk). In the other operations, the module
represented by the relation matrix after applying the operation is pseudoisomorphic to
the module that one had before applying the operation.
• Operation 3. If R contains a row (pkλ1, . . . , pkλn), and for some Λ with p - λ
(λλ1, . . . , λλn) is also a relation (not necessarily explicitly contained in R), then we
may change R to R′, where R′ is the same as R but (pkλ1, . . . , pkλn) is replaced by
(λ1, . . . , λn).
Hence we have six operations that we will call admissible. It is important to notice that all
six operations preserve the size of the matrix.
Let 0 6= f ∈ Λ. Then, by the Weierstrass preparation theorem,
f(T ) = pµP (T )U(T ),
with P distinguished and U ∈ Λ×. Define the Weierstrass degree degw f as follows:
degw f =
{ ∞, µ > 0
degP (T ), µ = 0;
Now, given a matrix R, define
deg(k)(R) = min
i,j≥k
degw(a
′
ij),
where (a′ij) ranges over all relation matrices obtained from R via admissible transformations
which leave the first (k− 1) rows unchanged (notice that we allow opeations that change aij
for all j and i ≥ k, so we allow also operation which use but do not change the first (k − 1
rows, such as B).
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Assume R has the form
λ11 · · · 0 0 · · · 0
...
. . .
...
...
. . .
...
0 · · · λr−1,r−1 0 · · · 0
∗ · · · ∗ ∗ · · · ∗
...
. . .
...
...
. . .
...
∗ · · · ∗ ∗ · · · ∗

=
(
Dr−1 0
A B
)
with λkk distinguished and
deg λkk = degw λkk = deg
(k)(R), for 1 ≤ k ≤ r − 1
then we asy that R is in (r − 1)-normal form.
After all these definitions, we make the following important claim:
Claim. If the submatrix B 6= 0 then R may be transformed, via admissible transformations,
into R′ which is in r-normal form and has the same first (r − 1) diagonal elements.
Proof of the claim. The “special case” of operation 1 allows us to assume, if necessary, that
a large power of p divides each λij with i ≥ r and j ≤ r − 1. That is, pN |A, with N large
(large enough that pN - B). Using operation 2, we may assume that p - B. We may also
assume that B contains an entry λij such that
degw(λij) = deg
(r)(R) <∞
We also may assume that λij is distinguished, since we know that λij = P (T )U(T ) with P
distinguished and U a unit, and we can multiply the j-th column bu U−1, and since the first
r − 1 rows have zeros in the j-th column they do not change. Further, operation A lets us
assume that λij = λrr (again using the existing zeros).
By the special case of Operation B (division algorithm) we may assume that λrj is a poly-
nomial with
deg λrj < λrr for j 6= r, and deg λrj < λjj for j < r.
Since λrr has minimal Weierstrass degree in B, we must have p | λrj for j > r. By 1, we
may assume pN | λrj, j < r, for some large N . Suppose λrj 6= 0 for some j > r. Operation 1
allows us to remove the power of p from some nonzero λrj with j > r with the zeros above
being left unchanged. Then
degw λrj = deg λrj < deg λrr = degw λrr
contradicting the minimality of the Weierstrass degree of λrr. Thus λrj = 0 for j > r.
Finally, if some λrj 6= 0 for j < r, use Operation 1 to obtain p - λrj for some j and notice
that
degw λrj ≤ deg λrj < deg λjj = degw λjj = deg(j)(R),
which contradicts the definition of deg(j)(R). Therefore λrj = 0 for j 6= r, so the claim is
proved. uunionsq
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If we start with a matrix R and r = 1, we may use the claim to successively change R until
we obtain a matrix 
λ11 · · · 0 0
...
. . .
...
...
0 · · · λrr 0
A 0

with each λjj distinguished and deg λjj = deg
(j)(R) for j ≤ r. By the division algorithm we
may assume that λjj is a polynomial and
deg λij < deg λjj, for i 6= j.
Now suppose λij 6= 0 for some i 6= j. Since degw λjj is minimal, then we must have p | λij,
so we have a nonzero relation (λi1, . . . , λir, 0, . . . , 0) divisible by p. Let λ = λ11 · · ·λrr and
notice that p - λ, since the λjj’s are distinguished. Then(
λ
1
p
λi1, . . . , λ
1
p
λir, 0, . . . , 0
)
is also a relation since λjjuj = 0. By operation 3 we may assume that p - λij for some j, so
degw λij ≤ deg λij < λjj = deg(j)(R),
which is impossible. Therefore λij = 0 for all i, j with i 6= j, so A = 0. In terms of
Λ-modules, this means
Λ/(λ11)⊕ · · · ⊕ Λ/(λrr)⊕ Λn−r.
The desired result follows from adding the factors Λ/(pk) that were discarded in Operation
2. Nonetheless, it is important to notice that λjj may not be irreducible, but that is not a
problem since we proved Λ/(fg) ∼ Λ(f)⊕ Λ(g). uunionsq
If s, t,mj, r, fj are as in theorem 2.11, we define
µ(M) =
s∑
i=1
kj, λ(M) =
t∑
j=1
mj deg fj
where M is a finitely generated Λ-module. Note that M is a Λ-torsion module if, and only
if, r = 0. We now introduce a concept that will be of crucial importance in the last chapters
of this thesis:
Definition 2.12 (Characteristic ideal). Let M be a finitely generated torsion Λ-module. We
define the characteristic ideal of M as the ideal of Λ
ch(M) =
(
pµ
t∏
j=1
f
mj
j
)
.
As proven in [1, §7], the characteristic ideal ch(M) only depends on M , and not on the
choice of pseudoisomorphism of theorem 2.11. In that same reference one can also find the
proof of the following important property of the characteristic ideal:
16
Proposition 2.13. Let M1,M2,M3 be finitely generated torsion Λ-modules such that the
sequence
0 M1 M2 M3 0
is exact. Then
ch(M2) = ch(M1) · ch(M3).
3. Strucutre of Λ[∆]-modules
In this section M will denote a Λ-module equipped with an action of a quotient ∆ of F×p =
(Z/pZ)×. Thus M is a Λ[∆]-module. Let
ω : F×p −→ Z×p
denote a Teichmuller character, i.e. the character such that ω(a) ≡ a (mod p), and let k
denote the order of ∆. Write
θ = ω
p−1
k : F×p −→ Z×p .
Note that all homomorphisms ∆→ Z×p are given by {θi}i=0,1,...,k−1 and that
M =
k−1⊕
i=0
M (i),
where
M (i) :=
{
m ∈M |σ(m) = θi(σ) ·m, ∀σ ∈ ∆} .
Remark 2.14. Note that Λ[∆] is a Λ[∆]-module and therefore
Λ[∆] ∼=
k−1⊕
i=0
Λ[∆](i) ∼=
k−1⊕
i=0
Λ.
In this more general context we can also introduce the notion of pseudoisomporhism:
Definition 2.15 (Pseudoisomorphism). We say that two torsion finitely generated Λ[∆]-
modules M and M ′ are pseudoisomorphic (and we write M ∼ M ′) if and only if there is
Λ[∆]-homomorphism between them with finite kernel and cokernel.
The structure theorem reads:
Theorem 2.16. Let M be a finitely generately torsion Λ[∆]-module. Then
M ∼
r⊕
j=1
Λ[∆]
/
gj Λ[∆]
where gj are non-zero divisors in Λ[∆].
Notice that this theorem is a generalization of the structure theorem of the previous section
(theorem 2.11) and can proven applying theorem 2.11 to the parts of the decomposition of
M . We can use theorem 2.16 to define the characteristic ideal in this setting:
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Definition 2.17 (Characteristic ideal). Let M be a finitely generated torsion Λ[∆]-module.
We define the characteristic ideal of M as the ideal of Λ[∆]
ch∆(M) = (g1 · · · gr).
We can also state a version of proposition 2.13 for these characteristic ideals:
Proposition 2.18. Let M1,M2,M3 be finitely generated torsion Λ[∆]-modules such that the
sequence
0 M1 M2 M3 0
is exact. Then
ch∆(M2) = ch∆(M1) · ch∆(M3).
In chapters 4 and 5 we will need to work with this generality.
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Chapter 3
Iwasawa’s control theorem on Zp-extensions
The aim of this chapter will be to prove an important result due to Iwasawa on the growth
of the p-part of the class number in field extensions using the structure theorem that we
proved in the previous chapter. We will follow the approach of [18, §13.3].
1. Zp-extensions
We will start by introducing some concepts and notation that we will use for the rest of the
chapter. Fix a number field F . A Zp-extension is an extension F∞/F with Gal(F∞/F ) ∼= Zp,
the additive group of p-adic integers. We have the following result:
Proposition 3.1. Let F∞/F be a Zp-extension. Then, for each n ≥ 0, there is a unique
field Fn of degree p
n over F , and these Fn, plus F∞, are the fields between F and F∞.
Proof. The intermediate fields of the extension F∞/F correspond to the closed subgroups of
Zp. Let S 6= 0 be a closed subgroup and let x ∈ S be such that vp(x) is minimal. Then xZ,
hence xZp, is in S. By the choice of x, we must have that S = xZp = pnZp for some n. The
result follows easily. uunionsq
This proposition allows us to regard a Zp-extension F∞/F as a sequence of fields
F = F0 ⊂ F1 ⊂ · · · ⊂ F∞ =
⋃
n≥0
Fn
with
Gal(Fn/F ) ∼= Z/pnZ.
The following example shows that each number field has at least a Zp-extension:.
Example 3.2. Denote by Bn the subfield of Q(ζn) which is cyclic of degree pn over Q, which
is unique (consider the isomorphism (Z/pn+1Z)× ∼= (Z/pZ)× × Cpn , where Cpn is a cyclic
group of order pn, and let Bn be the fixed field of (Z/pZ)×). Then we have that B0 = Q and
that B∞/Q is a Zp-extension.
Now let F be any number field and let F∞ = FB∞. We claim that F∞/F is a Zp-extension.
Let Be = F ∩ B∞. Then Gal(F∞/F ) ∼= Gal(B∞/B∞ ∩ F ) ∼= peZp ∼= Zp, as desired. The
extension F∞/F is called the cyclotomic Zp-extension of F .
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Remark 3.3. It is a consequence of Class Field Theory (see [18, Thm. 13.4]) that the
number of independent Zp-extensions of a number field F is r2 + 1 + δ, where r2 is the
number of pairs of complex conjugate embeddings of F (therefore if r1 denotes the number
of real embeddings of F , then [F : Q] = r1 + 2r2) and δ ≥ 0 is called the Leopoldt’s defect.
Leopoldt’s conjecture states that δ = 0. Leopoldt’s conjecture is true for F/Q abelian (see
[18, Cor. 5.3]). Therefore, if F is totally real and abelian over Q, it only has the cyclotomic
Zp-extension.
We will denote by Cl(Fn) the class group of Fn and by An the p-Sylow of Cl(Fn). Let Hn be
the Hilbert class field of Fn, so that Gal(Hn/Fn) ∼= Cl(Fn), and let Ln be the p-Hilbert class
field of Fn, that is, the maximal unramified p-extension of Fn, so that Gal(Ln/Fn) ∼= An.
Each Ln is Galois over F , because Fn is Galois over F and the composition of unramified
p-extensions is again an unramified p-extension. L∞ =
⋃
n≥0 Ln. Notice that L∞ is the
maximal unramified p-extension of F∞. Now consider the Galois group
G = Gal(L∞/F ) = lim←−
Gal(Ln/F ).
We still need some more notation: let Γ = Gal(F∞/F ) ∼= Zp and let γ0 be a topological
generator of Γ, i.e, γ0 is such that the cyclic group it generates is dense in Γ. Notice that the
ideal generated by γ0 is Z which is dense in Zp ∼= Γ. Define also Yn = Gal(Ln/Fn) ∼= An =
p− Sylow of the ideal class group of Fn, and let Y∞ = Gal(L∞/F∞). We have the diagram
of figure 3.1.
L∞
Ln F∞
Fn
F
G
Y∞
Yn∼=An
ΓΓn
Fig. 3.1. Field extensions defined in chapter 3 and their Galois groups.
We will now introduce a couple of result regarding the ramification of primes in Zp-extensions:
Proposition 3.4. Let F∞/F be a Zp-extension and let ` be a prime (possibly archimedean)
of F which does not lie above p. Then F∞/F is unramified at ` (in other words, Zp-extensions
are “unramified outside p”.
Proof. Let I ⊆ Gal(F∞/F ) ∼= Zp be the inertia group for `. Since I is closed, I = 0 or
I = pnZp for some n. If I = 0 we are done, so assume that I = pnZp. In particular, I is
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infinite. Since I must have order 1 or 2 for infinite primes, we may assume that ` is non-
archimedean. For each n, choose inductively a place `n of Fn lying above `n−1, with `0 = `.
Let F n be the completion, and let F∞ = ∪F n. Then
I ⊆ Gal(F∞/F ).
Let U be the group of units of F . Local class field theory says that there is a continuous
surjective homomorphism
U → I ∼= pnZp,
but
U ∼= G× Zal , a ∈ Z
where G is a finite group and l is the rational prime divisible by `. This can be proved by
considering the map logl : U → l−NO where O are the local integers for some N . The kernel
of this map is finite and O is a finitely generated free Zl-module). Since pnZp has no torsion,
we must have a surjective and continuous map
Zal → pnZp → pnZp/pn+1Zp.
However, Zal has no closed subgroups of index p, so we have a contradiction and we are
done. uunionsq
Proposition 3.5. Let F∞/F be a Zp-extension. At least one prime ramifies in this ex-
tension, and there exists n ≥ 0 such that every prime which ramifies in F∞/Fn is totally
ramified.
Proof. Since the class number of F is finite, the maximal abelian unramified extension of F
is finite, so some prime must ramify in F∞/F . We know that only finitely many primes of
F ramify in F∞/F by proposition 3.4. Let p1, . . . , ps be those primes, and let I1, . . . , Is be
the corresponding inertia groups. Then⋂
Ij = p
nZp
for some n. The fixed field of pnZp is Kn and Gal(F∞/Fn) is contained in each Ij. Therefore
all primes above pj are totally ramified in F∞/Fn, and we are done. uunionsq
Define
Λ(Γ) = lim
←
Zp[Gal(Fn/F )].
From now on we endow the Iwasawa algebra Λ with the topology defined by the powers of
the maximal ideal (p, T ). We have the following lemmas:
Lemma 3.6. There is an isomorphism Λ(Γ) ∼= Λ of topological Zp-algebras.
Proof. We will construct the isomorphism at finite level an then pass to the limit. Let γ
(n)
0
be the projection of the topological generator γ0 to Gal(Fn/F ). We have isomorphisms of
Zp-algebras
Zp[Gal(Fn/F )] ∼= Zp[T ]/Pn(T )
γ
(n)
0 7→ 1 + T,
where as in lemma 2.8 we define Pn(T ) = (1 + T )
pn − 1.
21
Passing to the limit, this gives
Λ(Γ) = lim
←
Zp[Gal(Fn/F )] ∼= lim← Zp[T ]/Pn(T ).
The proof concludes by noting that in lemma 2.8 we showed
Zp[T ]/Pn(T ) ∼= Λ.
uunionsq
Lemma 3.7. Y∞ is a Λ-module.
Proof. By the previous lemma, it suffices to see that Y∞ is a Γ-module. To do this, let γ ∈ Γ,
and let γ˜ ∈ G = Gal(L∞/F ) be a lift of γ. Then define
γ · y = γ˜yγ˜−1
for y ∈ Y∞. Since Y∞ is abelian, it is easy to see that this is a well-defined action. uunionsq
2. Iwasawa’s control theorem
We will use the same notation as in the previous section. Let us denote by en the number
such that pen is the exact power of p dividing the class number of Fn, i.e., en = vp(#An).
Using this notation, the Iwasawa control theorem is stated as follows:
Theorem 3.8 (Iwasawa control theorem). There exist integers λ ≥ 0, µ ≥ 0, and ν, all
independent of n, and an integer n0 such that
en = λn+ µp
n + ν for all n ≥ n0
We already know (lemma 3.7) that Y∞ is a Γ-module and hence a Λ-module. We will show
that this Λ-module is finitely generated and Λ-torsion, and thus pseudoisomorphic (by the
previous chapter) to a direct sum of modules of the form Λ/(pk) and Λ/(P (T )k). Once we
have proved that, it will be easy to see what happens at the n-th level for these modules.
By proposition 3.4, only primes above p can ramify, and by proposition 3.5, there are only
finitely many ramified primes in F∞/F . Let p1, . . . , ps be the primes that ramify in F∞/F .
We will now work under an assumption and work the proof of lemma 3.7 under that assump-
tion. It will give us more information about the behaviour at finite levels:
Assumption: All primes which are ramified in F∞/F are totally ramified.
Assuming this is to assume that n = 0 with F0 = F in proposition 3.5. In general, by that
same lemma, such a setting can be accomplished by replacing F by Fm for some m. By the
assumption, Fn+1 ∩ Ln is a simultaneously unramified and totally ramified extension of Fn,
so 1 = [Fn+1 ∩Ln : Fn], thus Fn+1 ∩Ln = Fn and Gal(Ln/Fn) ∼= Gal(LnFn+1/Fn+1) which is
a quotient of Yn+1. Hence, we have a map
Yn+1 −→ Yn
which corresponds to the norm map An+1 −→ An on ideal class groups. Observe that
Yn ∼= Gal(LnF∞/F∞),
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so
lim
←−
Yn ∼= lim←− Gal
((⋃
LnF∞
)
/F∞
)
= Gal(L/F∞) = Y∞.
Let γ ∈ Γn = Γ/Γpn . Extend γ to γ˜ ∈ Gal(Ln/F ). Let y ∈ Yn. Then γ acts on y by
yγ = γ˜y(γ˜)−1 (throughout this proof we will use this notation for group actions, as it makes
expressions more compact). Since Gal(Ln/Fn) is abelian, y
γ is well-defined. Therefore Yn
becomes a Zp[Γn]-module. Representing an element of Y∞ ∼= lim←− Yn as a vector (y0, y1, . . .),
and letting Zp[Γn] act on the n-th component, we can easily find that Y∞ becomes a modules
over Λ ∼= lim← Zp[Γn], since the only thing to be checked is that y
γ ∈ Y , which is clear.
Recall that we denote by p1, . . . , ps the primes which ramify in F∞/F , and fix a prime p˜i of
L lying above pi. Let Ii ⊆ G be the inertia group. Since L∞/F∞ is unramified, Ii ∩ Y∞ = 1,
and since F∞/F is totally ramified at pi, Ii ↪→ G/Y∞ = Γ is surjective, hence bijective. So
G = IiY∞ = Y∞Ii for i = 1, . . . , s. Let σi ∈ Ii, map to γ0. Then σi must be a topological
generator Ii, and since Ii ⊆ Y∞I1 we have σi = aiσ1 for some ai ∈ Y∞. Note that a1 = 1.
Now we will state some useful technical lemmas, which are true under the conditions of the
assumption above.
Lemma 3.9. Let G′ be be the closure of the commutator subgroup of G. Then
G′ = Y γ0−1∞ = TY∞.
Proof. Since Γ ∼= I1 ⊆ G maps onto Γ = G/Y∞, we can lift γ ∈ Γ to the corresponding
element in I1 in order to define the action of Γ on Y∞. For simplicity, we may identify Γ and
I1, so y
γ = γyγ−1. Now let
a = αx, b = βy, with α, β ∈ Γ, x, y ∈ Y∞,
be arbitrary elements of G = ΓY∞. Then
aba−1b−1 = αxβyx−1α−1y−1β−1 = xααβyx−1α−1y−1β−1 =
xα(yx−1)αβ(αβ)α−1y−1 β−1 = xα(yx−1)αβ(y−1)β = (xα)1−β(yβ)α−1.
Now let β = 1 and α = γ0. This results in y
γ0−1 ∈ G′, so Y γ0−1∞ ⊆ G′. Now for arbitrary β,
there exists c ∈ Zp with β = γc0, so
1− β = 1− γc0 = 1− (1 + T )c = 1−
∞∑
n=0
(
c
n
)
T n ∈ TΓ,
since we know that γ0 − 1 = T then (xα)1−β ∈ Y γ0−1∞ . One can show in a similar manner
that (yβ)1−α ∈ Y γ0−1∞ . But Y γ0−1∞ = TY∞ is closed (as it is the image of the compact set
Y∞), and thus G′ ⊆ Y γ0−1∞ . uunionsq
Lemma 3.10. Let Z0 be the Zp-submodule of Y∞ generated by {ai|2 ≤ i ≤ s} and by Y γ0−1∞ =
TY∞. Let Zn = νnZ0, where
νn = 1 + γ0 + γ
2
0 + · · ·+ γp
n−1
0 =
(1 + T )p
n − 1
T
.
Then Yn ∼= Y∞/Zn for n ≥ 0.
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Proof. Consider the case n = 0. We have F ⊆ L0 ⊆ L∞. Since L0 is the maximal
unramified p-extension of F and L∞/F is a p-extension, L0/F is the maximal unramified
abelian subextension of L∞/F . Therefore Gal(L∞/L0) must be the closed subgroup of G
generated by G′ and all the inertia groups Ii for 1 ≤ i ≤ s. Thus Gal(L∞/L0) is the closure
of the group generated by Y γ0−1∞ , I1 and a2, . . . , as, so
Y0 = Gal(L0/F) = G/Gal(L∞/L0) = Y∞I1/Gal(L∞/L0) ∼=
∼= Y∞/〈Y γ0−1∞ , a2, . . . , as〉 = Y∞/Z0.
Now suppose n ≥ 1. Replace F by Fn and γ0 by γpn0 . Then σi becomes σp
n
i . Notice that
σk+1i = (aiσ1)
k+1 = aiσ1aiσ
−1
1 σ
2
1aiσ
−2
1 · · ·σk1aiσ−k1 σk+11 = a1+σ1+···+σ
k
1
i σ
k+1
1 .
Therefore
σp
n
i = (νnai)σ
pn
1 ,
so ai is replaced by νnai. Finally, Y
γ0−1∞ is replaced by (γ
pn
0 − 1)X = νnY γ0−1∞ . Therefore Z0
becomes νnZ0 which yields the desired result. uunionsq
Now we recall the famous Nakayama’s lemma, which will be also useful for our proof:
Lemma 3.11 (Nakayama’s lemma). Let X be a compact Λ-module. Then X is finitely gen-
erated over Λ if, and only if, X/(p, T )X is finite. If x1, . . . , xn generate X/(p, T )X over Z,
then they also generate X as a Λ-module. As a special case, X/(p, T )X = 0 ⇐⇒ X = 0.
Lemma 3.12. Y∞ = Gal(L∞/F∞) is a finitely generated Λ-module.
Proof. Clearly ν1 ∈ (p, T ) , so Z0/(p, T )Z0 is a quotient of Z0/ν1Z0 = Z0/Z1 ⊆ Y∞/Z1 = Y1,
which is finite, so by Nakayama’s lemma Y0 is finitely generated. Since Y∞/Z0 = Y0 is finite,
and since Λ is a Noetherian ring this means that Y∞ is finitely generated. uunionsq
Arbitrary F . Now consider the general setting. Let F∞/F be a Zp-extension and let e ≥ 0
be such that all ramified primes in F∞/Fe are totally ramified. Then the lemmas that we
proved under the assumption apply to F∞/Fe. In particular, Y∞, which is the same for Fe
and F , is a finitely generated Λ-module, and for n ≥ e we have
1 + γp
e
0 + γ
2pe
0 + · · ·+ γp
n−pe
0 =
νn
νe
= νn,e
since now γp
e
o is a topological generator for Gal(F∞/Fe). Now let Ze play for Fe the same
role that Z0 played for F . Then
Zn = νn,eZe, and Yn ∼= Y∞/Zn for n ≥ e.
Hence we proved the following lemma:
Lemma 3.13. Let F∞/F be a Zp-extension. Then Y∞ is a finitely generated Λ-module, and
there exists e ≥ 0 such that
Yn ∼= Y∞/νn,eZe for all n ≥ e.
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We can now apply the structure theorem for Λ-modules to Y∞. We can also apply it to Ze
with the same answer since Y∞/Ze is finite. This yields
Ze ∼ Y∞ ∼ Λr ⊕
(⊕
j
Λ/(pkj)
)
⊕
(⊕
j
Λ/(fj(T )
mj)
)
.
We will now look at the growth of the p-part of the class number for modules of this kind:
Proposition 3.14. Let E be a finitely generated Λ-module such that
E = Λr ⊕
(⊕
j
Λ/(pkj)
)
⊕
(⊕
j
Λ/(fj(T )
mj)
)
where each fj(T ) is distinguished. Let µ =
∑
j kj and λ =
∑
jmj deg fj. If E/νn,eE is finite
for all n, then r = 0 and there exist n0 and ν such that
|E/νn,eE| = pµpn+λn+ν , for all n > n0.
Proof. Let us take a look at all the possible summands:
(1) V = Λ. By lemma 2.9, since νn,e 6∈ Λ× by definition then Λ/νn,e is infinite. But E/νn,eE
is finite, so Λ cannot occur as a summand.
(2) V = Λ/(pk). In this case
V/νn,e ∼= Λ/(νn,e, pk).
It is easy to see (by the Weierstrass Preparation Theorem) that if the quotient of two
distinguished polynomials is a polynomial, then it is distinguished or constant. Thus
νn,e =
νn
νe
=
((1 + T )p
n − 1)/T
((1 + T )pe − 1)/T
is a distinguished polynomial. Therefore, by the division algorithm, every element
of Λ/(pk, νn,e) is represented uniquely by a polynomial mod p
k of degree less than
deg νn,e = p
n − pe. Hence
|V/νn,eV | = pk(pn−pe) = pkpn+c,
where c is a constant.
(3) V = Λ/(f(T )m) with f distinguished. Let g(T ) = f(T )m. Now g is also distinguished,
say of degree d. Now T d ≡ pQ(T ) (mod g) for some polynomial Q(T ), and T k ≡
p(polynomial) (mod g) for k ≥ d. Therefore if pn ≥ d then
(1 + T )p
n
= 1 + p(polynomial) + T p
n ≡ 1 + p(polynomial) (mod g).
Now, expanding the binomial
(1 + T )p
n+1 ≡ 1 + p2(polynomial) (mod g).
Now we can write
Pn+2(T ) := (1 + T )
pn+2 − 1 = ((1 + T )(p−1)pn+1 + · · ·+ (1 + T )pn+1 + 1)((1 + T )pn+1 − 1) ≡
≡ (p+ p2(polynomial))Pn+1(T ) ≡ p(1 + p(polynomial))Pn+1(T ) (mod g).
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But 1 + p(polynomial) ∈ Λ×, so Pn+2/Pn+1 acts as p(unit) on V = Λ/(g) for pn ≥ d.
Now assume n0 > e, p
n0 ≥ d and n ≥ n0. Then
νn+2,e
νn+1,e
=
νn+2
νn+1
=
Pn+2
Pn+1
and
νn+2,eV =
Pn+2
Pn+1
(νn+1,eV ) = pνn+1,eV.
Thus |V/νn+2V | = |V/pV ||pV/pνn+1,eV | for n 6= n0. Notice that (g, p) = 1 and there-
fore the multiplication by p is injective, so |pV/pνn+1,eV | = |V/νn+1,eV |. But we had
V/pV ∼= V/(p, g) ∼= Λ/(p, T d), which yields |V/pV | = pd. By induction
|V/νn,eV | = pd(n−n0−1)|V/νn0+1,eV |
for n ≥ n0 + 1. Now if V/νn,eV is finite then
|V/νn,eV | = pdn+c for n ≥ n0 + 1
for some constant c. If V/νn,eV is infinite then V cannot occur. This happens when f
and νn,e are not coprime, by the previous chapter.
uunionsq
We now have an exact sequence
0→ A→ Ze → E → B → 0
where A and B are finite and E is as in the previous proposition. Hence we know the order
of E/νn,eE for all n > n0. We want to obtain a similar result for Ze. All we can conclude
at the moment is that en = µp
n + λn+ cn where cn is bounded. To establish the final result
we will use the following lemma:
Lemma 3.15. Suppose Z and E are Λ-modules with Z ∼ E such that Z/νn,eZ is finite for
all n ≥ e. Then, for some constant c and some n0,
|Z/νn,eZ| = pc|E/νn,eE| for all n ≥ n0.
Proof. We have the following commutative diagram:
0 νn,eZ Z Z/νn,eZ 0
0 νn,eE E E/νn,eE 0
φ′n φ φ
′′
n
With the following inequalities:
(1) | ker(φ′n)| ≤ | ker(φ)|
(2) |coker(φ′n)| ≤ |coker(φ)|
(3) |coker(φ′′n)| ≤ |coker(φ)|
(4) | ker(φ′′n)| ≤ | ker(φ)| · |coker(φ)|
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The first one is obvious. The third one holds because representatives of coker(φ) give rep-
resentatives for coker(φ′′n). For the second one, multiply the representatives of coker(φ) by
νn,e.
By the Snake lemma there is a long exact sequence
0→ ker(φ′n)→ ker(φ)→ ker(φ′′n)→ coker(φ′n)→ coker(φ)→ coker(φ′′n)→ 0.
The only nontrivial part is the map ker(φ′′n) → coker(φ′n). Let x ∈ ker(φ′′n). Then there
exists y ∈ Z which maps to x. Since φ(y) maps to 0 in E/νn,eE because the diagram is
commutative, we must have φ(y) ∈ νn,eE. It can be seen that φ(y) mod φ′n(νn,eZ) depends
only on x. Then the map x 7→ φ(y) is the desired one. It can be checked that this map
makes the sequence exact. Now it follows that
| ker(φ′′n)| ≤ | ker(φ)| · |coker(φ′n)| ≤ | ker(φ)| · |coker(φ)|
which is the last inequality.
Now consider m ≥ n ≥ 0. We have the following additional inequalities:
(a) | ker(φ′n)| ≥ | ker(φ′m)|,
(b) |coker(φ′n)| ≥ |coker(φ′m)|,
(c) |coker(φ′′n)| ≤ |coker(φ′′m)|.
For the first one, we have to observe that νm,e = (νm,e/νn,e)νn,e. Hence νm,eZ ⊆ νn,eZ, so
kerφ′m ⊆ kerφ′n. For the second one, let νm,ey ∈ νm,eE. Let z ∈ νn,eE be a representative
for νn,ey in coker(φ
′
n). Then
νn,ey − z = φ(νn,ex) for some x ∈ Z.
Now multiply by νm,e/νn,e to obtain
νm,ey −
(
νm,e
νn,e
)
z = φ(νm,ex) = φ
′
m(νm,ex).
This proves that νm,e/νn,e times representatives for coker(φ
′
n) gives representatives for coker(φ
′
m),
which is the second result. The third follows from νm,eE ⊆ νm,eE.
Now by all the inequalities showed up to this moment we can infer that the orders of kerφ′n,
coker(φ′n) and coker(φ
′′
n) are constant for n ≥ n0. It remains to show that kerφ′′n is also
constant for n sufficiently large, but this follows from the fact that, taking the alternate
products of the exact sequence obtained via the snake lemma, we get
| kerφ′n| | kerφ′′n||coker(φ)| = |coker(φ′n)||coker(φ′′n)|| kerφ|.
This finishes the proof of the lemma. uunionsq
Proof of theorem 3.8.
All it remains is to verify that Ze satisfies the hypothesis of lemma 3.15, but Ze/νn,eZe
is finite because of lemma 3.13 and we obtained the pseudoisomorphism Ze ∼ E by the
structure theorem, which at the same time allowed us to see that E satisfies the hypothesis
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of proposition 3.14. Thus we have Ze ∼ E with E as in proposition 3.15 and therefore
integers λ ≥ 0, µ ≥ 0 and ν, and an integer n0 such that pen = |Yn| = |Y∞/Ze||Ze/νn,eZe| =
pc|E/νn,eE| = pλn+µpn+ν for all n > n0, where c is a constant, and we have completed the
proof of the Iwasawa control theorem. uunionsq
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Chapter 4
The principal conjecture of Iwasawa theory
In this chapter we will continue using the same notation as in chapter 3. In particular,
we denoted by F∞/F a Zp-extension of a number field F , by L∞ the maximal unramified
p-extension of F∞ and we defined Y∞ = Gal(L∞/K∞).
In chapter 3, we saw that Y∞ is a finitely generated torsion Λ-module and that
Y∞ ∼
⊕
j
Λ/(p
kj
j )⊕
⊕
j
Λ/(f
mj
j )
and we wrote µ =
∑
j kj and λ =
∑
jmj deg fj. We also saw that that those λ and µ control
the growth of the p-part of the class number of the Zp-extension F∞/F (theorem 3.8).
In chapter 2, we defined the characteristic ideal of a finitely generated torsion Λ-module.
For Y∞, this is
ch(Y∞) =
(
pµ ·
∏
j
f
mj
j
)
.
Note that the characteristic ideal ch(Y∞) encodes the constants λ and µ which control the
growth of the p-part of the class number of the Zp extension F∞/F according to the Iwasawa
control theorem (theorem 3.8). Our goal for the rest of the thesis is to better understand
the characteristic ideal in order to know more about the two constants λ and µ. In fact, µ is
well understood when F/Q is abelian. We have the following theorem (the interested reader
can find out more about it in [18, §7]).
Theorem 4.1 (Ferrero - Washington). Suppose F/Q is abelian. Then
µ(F∞/F ) = 0.
The behaviour of λ for totally real fields is also conjectured (see [4]):
Conjecture 4.2 (Greenberg). Suppose that F is totally real. Then
λ(F∞/F ) = 0.
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The result that will provide us a better understanding of the characteristic ideal is the Iwa-
sawa Main Conjecture (sometimes we will say IMC for short). The aim of this chapter is to
state it and to lay out the strategy of proof that is developed in [2]. Because of this, in this
chapter we will not prove any theorem nor give comprehensive treatments of some concepts.
Most of those concepts are worked with more detail in the final chapter.
From now on, we will focus on the particular case F = Q(µp)+. Since the extension F/Q
is totally real and abelian, by remark 3.3 it has only one Zp-extension, the cyclotomic Zp-
extension. Using the notation we established in previous chapters and above, we will denote
it by F∞/F , and we will let L∞ be the maximal abelian p-extension of F∞ that is unrami-
fied everywhere. Observe that F∞ = Q(µp∞)+, where µ∞p is the set of all p-power roots of
unity. We also have that the intermediate field extensions of proposition 3.1 are Fn = Q(ζn)+.
In this chapter, we will need to consider a larger extension of F∞. Let M∞ be the maximal
abelian p-extension of F∞ unramified outside the prime above p. Denote
X∞ = Gal(M∞/F∞).
Define ∆ = Gal(F/Q) = Gal(Q(µp)+/Q) = Z/((p− 1)/2)Z and G = Gal(F∞/Q) ∼= Γ×∆,
where as in chapter 3 we set Γ = Gal(F∞/F ). Note that, by lemma 3.6,
Λ[∆] ∼= Zp[[T ]][∆] ∼= lim← Zp[Gal(Q(µpn)
+/Q] =: Λ(G).
Because of this we will write chG(M) = ch∆(M) for the characteristic ideal defined in
definition 2.17. We have the diagram of field extensions and Galois groups of figure 4.1.
Considering the characteristic ideals chG(X∞) and chG(Y∞) makes sense because of the
following result:
Proposition 4.3. Y∞ and X∞ are Λ(G)-modules.
Proof. It suffices to see that Y∞ (resp. X∞) is a G-module. Let g ∈ G and let g˜ ∈ Gal(L∞/Q)
(resp. g˜ ∈ Gal(M∞/Q)) be a lift of g. Then define
g · y = g˜yg˜−1
where y ∈ Y∞ (resp. y ∈ X∞). This action is well defined in both cases since X∞ and Y∞
are both abelian. uunionsq
Remark 4.4. In fact, as we will see later in this chapter, we will formulate the main con-
jecture of Iwasawa theory in terms of the characteristic ideal chG(X∞) rather than in terms
of chG(Y∞), which is the characteristic ideal that has concerned us until now. Using the
module chG(X∞) is much more convenient in the strategy of proof that we will follow, and
the module chG(Y∞) can be retrieved from chG(X∞), but this will be beyond the scope of
this thesis.
The following result allows us to apply the structure theory that we developed in the second
chapter to the module X∞:
30
M∞
L∞
Mn
Ln F∞
Fn
F
Q
X∞
Y∞
Γ∼=Zp
G∼=∆×Γ
Z/pnZ
∆∼=Z/ p−12 Z
Fig. 4.1. Field extensions defined in chapter 4 and their Galois groups.
Proposition 4.5. The module X∞ is a finitely generated torsion Λ(G)-module.
One can find the proof of proposition 4.5 in [18, §13.5]. Recall that, as we stated in chapter
2, the structure theorem for Λ(G)-modules (theorem 2.16) gives the following exact sequence
for any torsion finitely generated Λ(G)-module N
0→ D′ →
r⊕
j=1
Λ(G)
gjΛ(G)
→ N → D → 0
where gj is a non-zero divisor and D,D
′ are finite (in fact, one can show that D′ is zero).
We defined the characteristic ideal of N as chG(N) = (g1 · · · gr).
Another concept that we need to define in order to state the IMC is the p-adic analogue of
the Riemann zeta function. We need to introduce some new definitions: a pseudo-measure
µ is an element µ of the ring of fractions of Λ(G) such that (g − 1)µ ∈ Λ(G) for all g ∈ G.
It can be shown (see §5.3) that a pseudo-measure defines a functional
µ : C(G,Cp) −→ Cp
ν 7−→
∫
G
ν dµ.
where C(G,Cp) is the Cp-algebra of continuous functions from G to Cp.
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We also need to define the cyclotomic character χ. It is the character
χ : Gal(Q(µp∞)/Q) −→ Z×p
g 7−→ χ(g)
such that ζ
χ(g)
n = g(ζn) for all g ∈ Gal(Q(µp∞)/Q).
The following key theorem, which we will prove in the next chapter, proves the existence of
a p-adic analogue of the Riemann zeta function as a pseudo-measure:
Theorem 4.6. There exists a unique pseudo-measure ζp on G such that∫
G
χ(g)k dζp = (1− pk−1)ζ(1− k)
for all even integers k ≥ 2, where χ is the cyclotomic character and ζ is the Riemann zeta
function.
The last concept that we have to define that is involved in the IMC is the augmentation ideal
I(G), which is defined as the kernel of the augmentation homomorphism aug : Λ(G) −→ Zp.
At a finite level,
aug
 ∑
g∈Gal(Q(ζn)+/Q)
ag · g
 = ∑
g∈Gal(Q(ζn)+/Q)
ag.
We will also see that we can interpret p-adic measures as elements of the Iwasawa algebra
(see proposition 5.17 in the next chapter). Since ζp is a pseudo-measure and I(G) is an ideal
of Λ(G), I(G)ζp is an ideal of Λ(G). Now we are ready for the main conjecture:
Theorem 4.7 (Main conjecture of Iwasawa Theory). We have
chG(X∞) = I(G)ζp.
We will devote the rest of the chapter to lay out the proof strategy of the Main Conjecture
based in two more major results. Now for each n ≥ 0 consider the local field
Kn = Qp(µpn+1)+.
We will write U1n for the group of units of Kn which are ≡ 1 (mod pn), where pn is the
maximal ideal of the ring of integers of Kn. Let Dn be the group of cyclotomic units of Fn.
Thus Dn is generated by all Galois conjugates of
±ζ
−e/2
n − ζe/2n
ζ
−1/2
n − ζ1/2n
where ζn denotes a primitive p
n+1-th root of unity, and e is a primitive root modulo p such
that ep−1 6≡ 1 (mod p2). We define D1n to be the subgroup of all elements of Dn which are
≡ 1 (mod pn). Finally, let
C1n = D
1
n
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be the closure of D1n in U
1
n with respect to the pn-adic topology, and define
U1∞ = lim←−
U1n, C
1
∞ = lim←−
C1n
where the projective limits are taken with respect to the norm maps. The group G acts
continuously on both these Zp modules, endowing them with an action of Λ(G). We have
the following theorem, which we shall call Iwasawa theorem from now on.
Theorem 4.8 (Iwasawa theorem). The Λ(G)-module U1∞/C
1
∞ is canonically isomorphic to
Λ(G)/I(G)ζp where ζp is the p-adic zeta function, and I(G) is the augmentation ideal.
We will give a proof of this theorem in the following chapter, but we will need to develop
quite a bit of theory to reach it. To continue with our proof strategy for the IMC we will
need the following result, which is derived from Class Field Theory (see [18, §13.1])
Gal(M∞/L∞) ∼= U1∞/E1∞
where
E1n = V
1
n, E
1
∞ = lim←−
E1n
with V 1n being the group of units of the ring of integers of Fn which are
∼= 1 (mod pn) and
again where the closure is taken with respect to the p-adic topology and the projective limit
taken with respect to the norm map. Galois theory gives us the exact sequence
1→ Gal(M∞/L∞)→ Gal(M∞/F∞)→ Gal(L∞/F∞)→ 1
which gives
1→ E1∞/C1∞ → U1∞/C1∞ → X∞ → Y∞ → 1.
Those exact sequences, together with Iwasawa’s theory and proposition 2.18, allow us to
write
chG
(
E1∞/C
1
∞
) · chG (Λ(G)/I(G)ζp)−1 · chG (X∞) · chG (Y∞)−1 = 1.
Therefore, assuming Iwasawa’s theorem, the following theorem implies the Iwasawa Main
Conjecture, as chG
(
Λ(G)/I(G)ζp
)
= I(G)ζp.
Theorem 4.9. We have, using the same notation as above,
chG(Y∞) = chG
(
E1∞/C
1
∞
)
.
We have thus reduced the proof of the Iwasawa Main Conjecture to the proof of theorem
4.6, theorem 4.8 and theorem 4.9. In the following chapter we will develop the theory that
is needed to prove the first and the second ones. The proof of the third one can be found at
[2, §5-6].
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Chapter 5
Iwasawa’s theorem
In this chapter we intend to develop the theory that will lead to the proof of one of the
key ingredients of the proof strategy for the Iwasawa main conjecture that we stated in the
previous chapter: the Iwasawa theorem (theorem 4.8). Throughout this chapter our main
reference will be [2, §2-4]. We will omit the proof of some technical results to focus on
developing the theory that will lead us to the proofs of theorems 4.6 and 4.8. The interested
reader can find all the details in that reference.
In the first section of this chapter we prove the existence of an exact sequence of power series.
Iwasawa’s theorem is ultimately a consequence of this exact sequence. To derive Iwasawa’s
theorem, we need to reinterpret this exact sequence in terms of local units and measures.
The link between local units and measures is provided by the Coleman power series, which
we present in section 2. Section 3 is devoted to p-adic measures. In section 4 we will prove
theorem 4.6, which states the existence of a p-adic analogue of the Riemann zeta function.
We end this thesis by proving Iwasawa’s theorem in section 5.
In the previous chapter we worked with the field F = Q(µp)+ and its unique Zp-extension,
F∞/F . Working with a totally real field is convenient because it has only a Zp-extension
(see remark 3.3), but for this chapter it will be better for us to consider a Zp-extension of
F = Q(µp). Denote by F∞/F the cyclotomic Zp-extension of F∞ and by G its Galois group.
We also define ∆˜ = Gal(F/Q) ∼= Z/(p− 1)Z, so that G ∼= ∆˜× Γ. A diagram containing all
those fields and their relations can be found in figure 5.1.
Note that we have
(5.2)
Λ[∆˜] = Zp[[T ]][∆˜] ∼= lim← Zp[Gal(Fn/Q)] =: Λ(G)
1 + T 7→ γ0.
The natural action of G on Λ(G) tells us that there is an action of G on Zp[[T ]][∆˜]. The
next lemma describes this action on power series in terms of the cyclotomic character that
we defined in the previous chapter. With the notation we introduced in this chapter, the
cyclotomic character is the character
χ : G −→ Z×p
such that σ(ζ) = ζχ(σ) for all σ ∈ G and ζ ∈ µp∞ .
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F∞ F∞ = F+∞
Fn Fn = F+n
F F = F+
Q
Γ
G∼=∆˜×Γ
G∼=∆×Γ
Γ
Z/pnZ
Z/pnZ
∆˜
∆
Fig. 5.1. Diagram of field extensions defined in chapter 5 and their Galois
groups, and their relation with their maximal totally real fields defined in
chapter 4.
Lemma 5.1. Let f ∈ Zp[[T ]][∆˜] and σ ∈ G. The action on G on Zp[[T ]][∆˜] induced by (5.2)
is given by
(σf)(T ) = f((1 + T )χ(σ) − 1).
Proof. Note that (1 + T )χ(σ) converges in the (p, T )-adic topology. Since both actions
are continuous, the G-equivariance of (5.2) can be checked on the respective topological
generators. Let Ψ denote the isomorphism (5.2). Then, for every n ∈ N, we have
Ψ(σ(1 + T ))(ζn) = Ψ
(
(1 + T )χ(σ)
)
(ζn) = ζ
χ(σ)
n = σ ◦ γ0(ζn) = σΨ(1 + T )(ζn).
uunionsq
1. A power series exact sequence
In this section we will develop the theory needed to reach proposition 5.9, which will give us
an exact sequence that will be important in our path to the proof of Iwasawa’s theorem.
We will start by defining the operator ϕ: given f ∈ Λ, let
ϕ(f)(T ) := f((1 + T )p − 1).
With that definition, it is clear that ϕ is an injective Zp-algebra endomorphism of Λ. To
check that it is injective, notice that if h(T ) = anT
n + · · · 6= 0 with an 6= 0 then ϕ(h)(T ) =
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pnanT
n + · · · 6= 0. Notice that the image of ϕ consists in all the power series h(T ) ∈ Λ such
that h(ζ(1 + T )− 1) = h(T ) for all ζ ∈ µp.
In the following proposition we introduce the operators norm and trace, which will be widely
used in this section.
Proposition 5.2. There exist unique continuous maps
N : Λ −→ Λ, ψ : Λ −→ Λ
such that
(ϕ ◦ N )(f)(T ) =
∏
ζ∈µp
f(ζ(1 + T )− 1),
(ϕ ◦ ψ)(f)(T ) = 1
p
·
∑
ζ∈µp
f(ζ(1 + T )− 1).
Moreover, ψ is a Zp-module homomorphism, ψ ◦ ϕ = 1Λ, and N preserves products. In
particular, N maps Λ× to itself.
The uniquenes of these operators is easy to show and follows from the injectivity of ϕ.
However, to show its existence is a bit harder and we will need the following lemma:
Lemma 5.3. The image of ϕ consists of all power series h(T ) in Λ satisfying
(5.3) h(ξ(1 + T )− 1) = h(T ) for all ξ in µp.
Proof. It is clear that every power series in ϕ(Λ) satisfies the condition (5.3). Conversely,
let h(T ) be any element of Λ satisfying (5.3). Since h(ξ − 1)− h(0) = 0 for all ξ in µp, the
Weierstrass preparation theorem (theorem 2.2) shows that
h(T )− h(0) = ϕ(T )h1(T )
for some h1(T ) in Λ. Let n be any positive integer. Assume that we already found a0, . . . , an−1
in Zp such that
(5.4) h(T ) =
n−1∑
i=0
aiϕ(T )
i + ϕ(T )nhn(T )
with hn(T ) in Λ. Clearly, we again have that hn(ξ(1 + T ) − 1) = hn(T ), Applying the
same procedure as above yields that (5.4) also holds for n + 1, so the lemma is true by
induction. uunionsq
Proof of proposition 5.2. We will prove first the existence of the operator N . Given f in Λ,
define h(T ) =
∏
ξ∈µp f(ξ(1 + T )− 1). Clearly h(T ) is in Λ, and h(T ) = h(ξ(1 + T )− 1) for
all ξ in µp. By lemma 5.3, h(T ) = ϕ(g(T )) for some g(T ) in Λ. We can thus take N (f) = g.
The existence of the operator ψ is a bit harder because of the factor 1/p. We define
r(T ) =
∑
ξ∈µp
f(ξ(1 + T )− 1).
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Clearly r(T ) is in Λ, and we ust show that
r(T ) = p · s(T )
for some s(T ) in Λ. Let p0 be the maximal ideal of the ring of integers of Qp(µp). Since for
each ξ in µp we have that
ξ(1 + T )− 1 ≡ T (mod p0Λ),
it follows that r(T ) must belong to pΛ, as claimed. Again, it is clear that s(ξ(1 + T )− 1) =
s(T ) for all ξ in µp and therefore s(T ) = ϕ(q(T )) for some q(T ) in Λ. We can now set
ψ(f) = q. Now it is clear that ψ ◦ ϕ = 1Λ and the proof is complete. uunionsq
The operators norm and trace fulfill the following technical properties that will be useful in
the next section:
Lemma 5.4. Assume f is in Λ and let k ≥ 0 be an integer. If ϕ(f)(T ) ≡ 1 (mod pkΛ), then
f(T ) ≡ 1 (mod pkΛ).
Proof. Write
f(T )− 1 =
( ∞∑
n=0
anT
n
)
pm
where not all of the an are divisible by p and m ≥ 0 is an integer. Let r be the smallest
integer such that p - ar. We have
ϕ(f)(T )− 1 = pmh(T ), where h(T ) =
∞∑
n=0
anϕ(T )
n.
Now ϕ(T ) ≡ T p (mod pΛ), so we have
h(T ) ≡ arT pr + · · · (mod pΛ).
Hence, as p - ar, h(T ) is not in pΛ, and our hypothesis implies m ≥ k. uunionsq
Lemma 5.5. Assume f ∈ Λ×. Then N (f) ≡ f (mod pΛ). If we assume further that f ≡ 1
(mod pmΛ) for some integer m ≥ 1, then N (f) ≡ 1 (mod pm+1Λ).
Proof. Let p0 be the maximal ideal of the ring of intege rs of Qp(µp). Suppose that f ≡ 1
(mod pkΛ) for some integer k ≥ 0. In other words, if f(T ) = ∑∞n=0 anT n, we have a0 ≡ 1
(mod pk) and an ≡ 0 (mod pk) for n ≥ 1. Since for each ξ in µp we have
ξ(1 + T )− 1 ≡ T (mod p0Λ),
it follows that
f(ξ(1 + T )− 1) ≡ f(T ) (mod p0pkΛ).
Thus
ϕ(N (f)) =
∏
ξ∈µp
f(ξ(1 + T )− 1) ≡ f(T )p (mod pk+1Λ).
If k ≥ 1, then plainly f(T )p ≡ 1 (mod pk+1Λ) and the assertion of the lemma follows from
lemma 5.4. If k = 0, we note that
f(T )p ≡ f(T p) ≡ ϕ(f)(T ) (mod pΛ)
and again the result follows from lemma 5.4. uunionsq
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Corollary 5.6. Assume f is in Λ×, and let k2 ≥ k1 ≥ 0. Then N k2(f) ≡ N k1(f)
(mod pk1+1Λ).
Proof. Note that N k2−k1(f)/f ≡ 1 (mod pΛ) by lemma 5.5. If we apply N k1 to both sides
we get the corollary from the second assertion of the lemma. uunionsq
Corollary 5.7. If f is in Λ×, then g = limk→∞N k(f) exists in Λ× and N (g) = g.
Proof. The ring Λ is complete in the topology defined by the powers of the maximal ideal
m = (p, T ), and the assertion follows from Corollary 5.6. uunionsq
The following lemma will also be useful to prove some results:
Lemma 5.8. We have (1− ϕ)Λ = TΛ.
Proof. The inclusion of (1−ϕ)Λ in TΛ is clear. Conversely, let h be any element of TΛ. For
each n ≥ 0, define ωn(T ) = (1 + T )pn − 1. This is a distinguished polynomial of degree pn,
so by the division lemma part of the Weierstrass preparation theorem (lemma 2.4) we can
write
h = hn + ωnrn,
where hn is a polynomial in Zp[T ] of degree less than pn, and rn is an element of Λ. We now
define
ln =
n−1∑
i=0
ϕi(hn−i).
We have
ln+1 − ϕ(ln) = hn+1.
Since hn+1 converges to h in Λ, it suffices to show that ln converges to some l in Λ, because
then we would have h = (1− ϕ)l. Now, for 1 ≤ k ≤ n, we have
ϕn−k(h) = ϕn−k(hk) + ωnϕn−k(rk).
If we add up these equations for 1 ≤ k ≤ n, we obtain the identity
n∑
i=0
ϕi(h) = ln + ωnsn,
for some sn in Λ. As h is in TΛ, it is clear that the sum on the left hand side converges as
n tends to infinty. uunionsq
Since N maps Λ× to itself, it makes sense to define the set of units of Λ that are invariant
by N :
W := {f ∈ Λ× : N (f) = f }.
The subsets of Λ that are made up of the power series that are either 0 or invariant upon
the application of ψ will also be of interest. We will use the following notation
Λψ=0 = {f ∈ Λ : ψ(f) = 0}, Λψ=1 = {f ∈ Λ : ψ(f) = f}.
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Proposition 5.9. There exists an exact sequence of G-modules
0 Zp Λψ=1 Λψ=0 Zp 0θ
where θ(f) = (1 − ϕ)(f), and where the map on the left is the natural inclusion, while the
map on the right is evaluation at T = 0.
Proof. Note that θ maps Λψ=1 to Λψ=0 because ψ ◦ ϕ = 1Λ. It is also clear that the image
of Zp is contained in the kernel of θ, and that the image of θ is contained in the kernel of
the map on the right. The map on the right is surjective, since 1 + T belongs to Λψ=0. By
lemma 5.8, the ideal TΛ is the image of θ.
The only thing remaining is to show exactness at Λψ=1. As remarked earlier, Zp lies in the
kernel of θ. If f(T ) is not in Zp, it will be of the form
f(T ) = b0 + brT
r + · · · , where br 6= 0,
but
ϕ(f(T )) = b0 + p
rbrT
r + · · · ,
so clearly ϕ(f) 6= f . The G-equivariance follows from the G-equivariance of the maps ϕ, N
and ψ, so the proof of the lemma is complete. uunionsq
2. The Coleman power series
To prove Iwasawa’s theorem, we need to reinterpret the exact sequence of the previous
section in terms of local units and measures. The key ingredient that allows us to do it is
the Coleman power series that we will introduce in this section.
Let n be a natural number, and define Kn := Qp(µpn+1), where as usual µpn+1 is the group of
the pn+1-th roots of unity. Let Un be the multiplicative group of units of the ring of integers
of Kn. As in the rest of the thesis, ζn will be a generator of µpn+1 , such that ζpn = ζn−1.
Define
pin = ζn − 1.
By those definitions, (ζn) is a generator of the free Zp-module of rank 1 defined by
Tp(µ) = lim←−
µpn+1
where the projective limit has been taken with respect to the map consisting in taking the p-
power. As we saw previously, pin is a local uniformizing parameter for Kn. We may therefore
find a power series f(T ) ∈ Zp[[T ]] = Λ such that f(pin) = z for any z ∈ Un (theorem 1.4).
It is important to notice that f(T ) is not uniquely determined by z, so one cannot define
properly the derivative of z using the series f(T ). A clever way to overcome this problem is
to consider all n simultaneously.
If one denotes the norm map from the multiplicative group of Kn to Km by Nn,m for n ≥ m,
then Nn,n−1 maps Un to Un−1, allowing us to define U∞ = lim←− Un, where the projective
limit is taken with respect to the norm maps. Then we have the following important theorem:
Theorem 5.10. For each u = (un) in U∞, there exists a unique fu(T ) ∈ Λ such that
fu(pin) = un for all n ≥ 0. The power series fu(T ) will be called the Coleman power series.
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Proof. The uniqueness of the Coleman power series fu(T ) is easy to prove, as it is a conse-
quence of the Weierstrass preparation theorem (theorem 2.2). If we did not have uniqueness,
we could build a power series which would have infinitely many zeros, contradicting the
uniqueness of the distinguished polynomial of the Weierstrass preparation theorem.
To prove existence, let u be any element of U∞. For each n ≥ 0, choose fn in Λ× such that
fn(pin) = un, and consider the sequence {gn} in Λ where gn(T ) = N nf2n(T ).
We claim that for all n ≥ 0, and all m ≥ n, we have that gm(pin) ≡ un (mod pm+1).
In particular, limm→∞ gm(pin) = un: since un−1 = Nn,n−1(un), we conclude that un−1 =
(N fn)(pin−1). Repeating this k times for 1 ≤ k ≤ n, we find
un−k = Nn,n−k(fn(pin)) = (N kfn)(pin−k).
Now suppose that m ≥ n. We obtain
un = (N 2m−nf2m)(pin).
Using corollary 5.6 we get
N 2m−nf2m ≡ Nmf2m (mod pm+1Λ).
Evaluating both sides of this congruence at pin, we conclude un ≡ gm(pin) (mod pm+1Λ) so
the proof of the claim is finished.
Since Λ is compact with respect to its topology, the sequence {gn} has at least one limit
point that we denote by h(T ). The previous claim shows that h(T ) satisfies h(pin) = un for
all n ≥ 0, so we can take h(T ) to be fu(T ) and complete the proof. uunionsq
We now give the explicit computation of the Coleman power series for a particular case:
Example 5.11. Let a and b be non-zero integers relatively prime to p, and define
u = (un), where un =
ζ
−a/2
n − ζa/2n
ζ
−b/2
n − ζb/2n
.
The conditions of the theorem hold as un is a unit in Un and Nn,m(un) = um for n ≥ m.
Consider the power series
wk(T ) =
(1 + T )−k/2 − (1 + T )k/2
T
which is a unit in Λ whenever k and p are coprime. Thus the power series
fu(T ) =
wa(T )
wb(T )
belongs to Λ and satisfies fu(pin) = un for all n, proving the existence of the power series of
the theorem in this particular case.
Recall that theorem 5.10 gives a map u 7→ fu(T ) : U∞ → W . This map, in fact, defines an
isomorphism, as can be checked easily from the proof of the theorem:
Corollary 5.12. The map u 7→ fu(T ) defines a G-isomorphism from U∞ onto W .
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With those results we can now continue the work of the previous section in order to reinterpret
the exact sequence in terms of local units. We will begin by discussing the relationship
between W and Λψ=1. If we denote the formal derivative with respect to T of any power
series f(T ) ∈ Λ by f ′(T ), we may define the following operator
∆(f) := (1 + T )
f ′(T )
f(T )
for f ∈ Λ×. It is clear that the operator ∆ is a group homomorphism from Λ× to the additive
group of Λ. Further, we have the following result, which we shall not prove here (see [2,
§2.4]):
Theorem 5.13. We have ∆(W ) = Λψ=1.
We will now introduce a canonical map that will be the key to proving Iwasawa’s theorem:
Lemma 5.14. For all f in Λ×, the series
L(f) := 1
p
log
(
f(T )p
ϕ(f)(T )
)
lies in Λ. If f lies in W , then L(f) lies in Λψ=0. The map L : W → Λψ=0 thus defined is a
G-isomorphism, with the G-action defined in lemma 5.1.
Proof. For any f in Λ×, we have
ϕ(f) ≡ f(T )p (mod pΛ).
Hence, writing g(T ) = f(T )p/ϕ(f)(T ), it follows that
g(T ) = 1 + ph(T )
for some h(T ) in Λ. We have that pn−1/n lies in Zp for all n = 1, . . . , and thus
log(g(T )) =
∞∑
n=1
(−1)n−1pnh(T )n
n
converges to an element of pΛ, proving that L lies in Λ. It is clear that L is a G-isomorphism.
We will now show that L(f) lies in Λψ=0 when f is in W . Since every element of Λ can
be written as a product of an element in µp−1 and a power series whose constant term is
congruent to 1 modulo p, we may assume that the constant term of f is congruent to 1
modulo p. Hence the series log(f(T )) is a well-defined element of Qp[[T ]]. Since f is in W ,
we have the equation
ϕ(f(T )) =
∏
ξ∈µp
f(ξ(1 + T )− 1).
Taking logarithms of both sides of this equation yields
logϕ(f)(T ) =
∑
ξ∈µp
log f(ξ(1 + T )− 1).
Therefore we have that ∑
ξ∈µp
L(f)(ξ(1 + T )− 1) = 0,
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which by proposition 5.2 shows that L(f) belongs to Λψ=0. uunionsq
Now let A be the subset of Λ× defined by
A = {ζ(1 + T )a : ζ ∈ µp−1, a ∈ Zp },
and let D be the differential operator on Λ defined by D(f) = (1 + T )f ′(T ). We have the
following exact sequence:
Theorem 5.15. There is a canonical exact sequence of G-modules
0 A W Λψ=0 Zp 0L α
where α is given by α(f) = (Df)(0).
Proof. It is clear that A ⊂ ker(L). To prove the converse, note that if f(T ) is an element of Λ
with f(0) ≡ 1 (mod p) and log f(T ) = 0, then f(T ) = 1. Indeed, we can write f(T ) = bg(T )
with b ≡ 1 (mod p) and g(T ) of the form
g(T ) = 1 + crT
r + · · ·
where r ≥ 1 and cr 6= 0. Now
log g(T ) = crT
r + · · · .
But log f(T ) = 0 gives
0 = log b+ log g(T ),
from where we deduce that b = 1 and log g(T ) = 0, contradicting the hypothesis that cr = 0.
Suppose now that f(T ) is any element of ker(L). Multiplying it by a suitable element of µp−1,
we may suppose that f(0) ≡ 1 (mod p), and the same is true for h(T ) = f(T )p/ϕ(f(T )).
But then, we have again that L(f) = 0 yields h(T ) = 1. By corollary 5.12, there exists a
unique u = (un) in U∞ such that f = fu and hence we have
fu((1 + T )
p − 1) = fu(T )p.
This implies that upn = un−1 for all n ≥ 1 and that fu(0) is in µp−1. But fu(0) = 1 since
fu ≡ 1 (mod p) and so (un) ∈ Tp(µ). Thus there exists ain Zp, such that u = (ζn)a, whence
f(T ) = (1 + T )a. Thus ker(L) = A.
It is clear that α ◦ L = 0, and the surjectivity of α follows from noting that ψ(1 + T ) = 0
and that α(1 + T ) = 1. It only remains to prove that ker(α) ⊂ Im(L). This is the delicate
part of the proof. We have the commutative diagram
W Λψ=0
Λψ=1 Λψ=0
L
∆ D
θ
where we recall that θ(f) = (1− ϕ)(f).
First of all, D is clearly injective on Λψ=0. Suppose f is any element of Λψ=0 with α(f) = 0.
Define g = Df so that g is in TΛ by the definition of α. Lemma 5.8 shows that there exists
h in Λψ=1 with θ(h) = g. But, by theorem 5.13 we have that ∆ is surjective, so we can
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conclude that there exists w in W with ∆(w) = h. By construction and the commutativity
of the diagram, we have
g = Df = DL(w).
Hence f = L(w) by injectivity of D, and f belongs to the image of L and the proof is
complete. uunionsq
By joining the results of proposition 5.9 and theorem 5.15 we get the following commutative
diagram:
(5.5)
0 A W Λψ=0 Zp 0
0 Zp Λψ=1 Λψ=0 Zp 0
ζ(1+T )a 7→a
L
∆
α
D id
θ
3. p-adic measures
For this section, G will be any profinite abelian group, written multiplicatively, and TG will
be the set of open subgroups of G. We can define the Iwasawa algebra of G in the same
fashion as we did with the groups G and G, i.e.,
Λ(G) := lim
←
Zp[G/H],
where H runs over TG. Let Cp be the completion of the algebraic closure of the field of p-adic
numbers Qp, and write | · |p for its p-adic valuation. Let C(G,Cp) be the Cp-algebra of all
continuous functions from G to Cp. We can define a norm on C(G,Cp) by
‖f‖ := sup
g∈G
|f(g)|p,
thus making C(G,Cp) a Cp-Banach space. We can now introduce p-adic measures:
Definition 5.16 (p-adic measure). A p-adic measure on G is a linear functional
M : C(G,Cp) −→ Cp
satisfying that
• |M(f)|p ≤ ‖f‖, where ‖ · ‖ denotes the supremum norm,
• M(f) ∈ Qp if f ∈ C(G,Qp).
Our objective will be to prove the fact that the elements of the Iwasawa algebra Λ(G) define
integral p-adic measures on G. It is clear the set of p-adic measures Measp(G) is endowed
with a structure of Zp-module.
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3.1. Integrals and pseudo-measures. We now want to integrate any continuous Cp-
valued function on G against an element λ of Λ(G). We will begin by considering only
locally constant functions. We say that a function f ∈ C(G,Cp) is locally constant if there
exists an open subgroup H such that f is constant modulo H, i.e., it gives a function G/H
to Cp. We write Step(G) for the sub-algebra of locally constant functions. This sub-algebra
is everywhere dense. Suppose that f ∈ Step(G) is locally constant modulo the subgroup H
of G. Write λH for the image of λ in Zp[G/H], this is
(5.6) λH =
∑
x∈G/H
cH(x)x,
where the cH(x) lie in Zp. Now define∫
G
f dλ =
∑
x∈G/H
cH(x)f(x).
It is easy to see that the value of the integral is independent of H. We also have (since the
cH(x) lie in Zp)
(5.7)
∣∣∣∣∫
G
f dλ
∣∣∣∣
p
≤ ‖f‖.
Furthermore, if εx denotes the characteristic function of the coset x in G/H, then we have
(5.8)
∫
G
εx dλ = cH(x)
We will now consider any continuous Cp-valued function f on G. We can choose a sequence
{fn} in Step(G) which converges to f . It is easy to see from (5.7) that the sequence of
integrals
{∫
G
fn dλ
}
is a Cauchy sequence, and hence converges in Cp. Therefore, we can
define the integral as ∫
G
f dλ = lim
n→∞
∫
G
fn dλ.
Now, if we write Mλ(f) :=
∫
G
f dλ, we get a linear functional on C(G,Cp) satisfying
(5.9) |Mλ(f)|p ≤ ‖f‖.
We have therefore concluded the definition of the integral of a continuous Cp-valued function
on G against an element λ of Λ(G), so are ready to prove the relation between p-adic measures
and elements of the Iwasawa algebra. In the following proposition we will prove that p-adic
measures are of the form Mλ for λ in Λ(G). Therefore, it makes sense to endow the set of
p-adic measures Measp(G) with a structure of Zp-algebra by defining the convolution of two
measures: ∫
G
f(x) d(λ1 ∗ λ2)(x) =
∫
G
(∫
G
f(x · y) dλ1(x)
)
dλ2(y).
Proposition 5.17. There is an isomorphism
Λ(G) ∼= Measp(G)
of Zp-algebras, given by sending λ to Mλ.
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Proof. We can see from (5.8) that if Mλ1 = Mλ2 then λ1 = λ2. Further, Mλ(f) belongs to
Qp when f takes values in Qp. Therefore the functionals Mλ we defined are indeed p-adic
measures. Conversely, we can note that every linear functional L on C(G,Qp) satisfying
|L(f)|p ≤ ‖f‖ for all continuous f and such that L(f) belongs to Qp when f takes values
in Qp must be of the form L = Mλ for some unique λ in the Iwasawa algebra Λ(G). Let us
show how one can find the element λ. For every open subgroup H of G and each coset x of
G/H, we put cH(x) = L(εx) where εx is the characteristic function of x, and we define λH as
in the formula (5.6). These elements are clearly compatible and thus they give an element
of the Iwasawa algebra.
To see that the map is an isomorphism of Zp-algebras, we need to see that
(5.10) Mλ1·λ2(f) =
∫
G
(∫
G
f(x · y) dλ1(x)
)
dλ2(y)
for every f ∈ C(G,Cp). By continuity, it is enough to check (5.10) for locally constant
functions. Suppose that f is constant modulo H. Let λ1,H (resp. λ2,H) denote the image of
λ1 (resp. λ2) in Zp[G/H], say
λ1,H =
∑
x∈G/H
c1,H(x) · x, λ2,H =
∑
y∈G/H
c2,H(y) · y
where all the c1,H and c2,H are in Zp. The left hand side of (5.10) is
∑
y∈G/H
 ∑
x∈G/H
f(x · y) · c1,H(x)
 c2,H(y).
But this clearly coincides with the right hand side of (5.10) since Mλ1·λ2 = Mλ1,H·λ2,H and
λ1,H · λ2,H =
∑
x∈G/H
∑
y∈G/H
c1,H(x)c2,H(y)x · y.
uunionsq
This proposition allows us to think of p-adic measures both as linear functionals and as
elements of the Iwasawa algebra, at our convenience.
We now give a couple of additional properties of the integral over G.
• If λ = g ∈ G, then dg is the Dirac measure:∫
G
f dg = f(g).
• If ν : G −→ C×p is a continuous group homomorphism, we can extend ν to a continuous
algebra homomorphism
ν : Λ(G) −→ Cp
λ 7−→ v(λ) =
∫
G
ν dλ.
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To take into account the fact that the p-adic analogue of the complex Riemann zeta function
also has a pole, we introduce the notion of a p-adic pseudo-measure on G. Let Q(G) be the
total ring of fractions of Λ(G), i.e., Q(G) = {α/β | α, β ∈ Λ(G), β non-zero divisor}.
Definition 5.18 (Pseudo-measure). We say that an element λ of the ring of fractions Q(G)
is a pseudo-measure on G if (g − 1)λ is in Λ(G) for all g in G.
Suppose that λ is a pseudo-measure on G and let ν be a homomorphism from G to C×p which
is not identically one. We can define∫
G
ν dλ =
∫
G
ν d((g − 1)λ)
ν(g)− 1 ,
where g is any element of G with ν(g) 6= 1. This is idependent of the choice of g because as
we stated earlier ν extends to a ring homomorphism from Λ(G) to Cp.
3.2. The Mahler transform. We now revisit the relation between the ring Λ = Zp[[T ]]
and the Iwasawa algebra Λ(Zp) ∼= Λ(Γ), where Γ = Gal(F∞/F) (compare with lemma 3.6).
We now present a theorem due to Mahler [9] that will be of critical importance for this task.
Notice that as usual, we set
(
x
0
)
= 1 and(
x
n
)
=
x(x− 1) · · · (x− n+ 1)
n!
for n ≥ 1.
Theorem 5.19. Let f : Zp −→ Cp be any continuous function. Then f can be written
uniquely in the form
(5.11) f(x) =
∞∑
n=0
an
(
x
n
)
,
where an ∈ Cp tends to zero as n→∞.
It is easy to notice that the coefficients an are given by an = (Onf)(0) where Of(x) =
f(x + 1) − f(x). Since ∣∣(x
n
)∣∣
p
≤ 1 for all x in Zp, it follows that ‖f‖ = sup |an|p. If λ is an
element of Λ(Zp), we can deduce from (5.9) that
(5.12) cn(λ) =
∫
Zp
(
x
n
)
dλ for n ≥ 0
lies in Zp.
Definition 5.20 (Mahler transform). The Mahler transform M : Λ(Zp) −→ Λ is defined
as
M(λ) =
∞∑
n=0
cn(λ)T
n,
where cn(λ) is defined as in (5.12) for λ in Λ(Zp).
Theorem 5.21. The Mahler transform is an isomorphism of Zp-algebras.
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Proof. It is clear from theorem 5.19 that M is injective and that it is a Zp-module homo-
morphism. To see that is bijective, we construct an inverse Υ : Λ −→ Λ(Zp) as follows.
Let g(T ) =
∑∞
n=0 cnT
n be any element of Λ. Then we can define a linear functional L on
C(Zp,Cp) by
L(f) =
∞∑
n=0
ancn,
where f has Mahler expansion as in (5.11). The series on the right converges as an tends to
zero as n→∞. Also, since cn ∈ Zp, it is clear that |L(f)|p ≤ ‖f‖ for all f . Therefore there
exists λ in Λ(Zp) such that L = Mλ and we define Υ(g(T )) = λ. Clearly, Υ is an inverse of
M. uunionsq
As we noticed before, we already proved that there existed a isomorphism between the
Zp-algebras Λ and Λ(Γ) in lemma 3.6. In this case what we are doing is to get a explicit
isomorphism when we fix the topological generator γ0 of Γ to be 1. We have following lemmas
regarding the Mahler transform M and its inverse Υ.
Lemma 5.22. We have that M(1Zp) = 1 + T , and thus M : Λ(Zp) −→ Λ is the unique
isomorphism of topological Zp-algebras which sends the topological generator 1Zp to 1 + T .
Proof. The first assertion follows from the fact that
M(1Zp) =
∞∑
n=0
cn(1Zp)T
n
with
cn(1Zp) =
∫
Zp
(
x
n
)
d1Zp =
(
1
n
)
.
The second follows from the fact that for each choice of a topological generator γ of Zp there
is a unique topological isomorphism of Zp-algebras which maps γ to 1 + T (see [13]). uunionsq
Lemma 5.23. For all g in Λ, and all integers k ≥ 0, we have the integral∫
Zp
xk d(Υ(g(T ))) = (Dkg(T ))T=0
where D = (1 + T ) d
dT
.
Proof. Fix g(T ) =
∑∞
n=0 cnT
n in Λ and consider the linear functional L on C(Zp,Cp) defined
by
L(f) =
∫
Zp
xf(x) dΥ(g(T )).
We clearly have that |L(f)|p ≤ ‖f‖, so L = Mλ for some λ in Λ(Zp), so we obtain
(5.13)
∫
Zp
xf(x) dΥ(g(T )) =
∫
Zp
f(x) dλ.
We now claim that
(5.14) M(λ) = Dg(T ).
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Note that
Dg(T ) =
∞∑
n=0
(ncn + (n+ 1)cn+1)T
n
and that, by definition, M(λ) = ∑∞n=0 enT n with
en =
∫
Zp
x
(
x
n
)
dΥ(g(T )).
We now apply the identity
x
(
x
n
)
= (n+ 1)
(
x
n+ 1
)
+ n
(
x
n
)
,
valid for n ≥ 0, to get en = ncn + (n+ 1)cn+1 for all n ≥ 0, proving our claim.
Now we have ∫
Zp
dΥ(h(T )) = h(0),
for all h(T ) in Λ, so the assertion of the lemma is equivalent to∫
Zp
xk dΥ(g(T )) =
∫
Zp
dΥ(Dkg(T ))
for k ≥ 0. By induction, we have∫
Zp
dΥ(Dkg(T )) =
∫
Zp
xk−1 dΥ(Dg(T ))
but by (5.13) and (5.13) it is clear that this equals∫
Zp
dΥ(Dkg(T ))
and we are done. uunionsq
3.3. Restriction of measures. Since as a multiplicative group Z×p is not a subgroup of
the additive group Zp, it is surprising that we can canonically identify Λ(Z×p ) with a subset
of Λ(Zp). We want to explain this identification in terms of power series.
Let ε be the characteristic function of Z×p in Zp. It is continuous because Z×p is open and
closed in Zp. Given λ in Λ(Zp), we can define a function L on C(Zp,Cp) by
L(f) =
∫
Zp
fε dλ,
and clearly |L(f)|p ≤ ‖f‖. Hence L = M#(λ) for a unique #(λ), where M#(λ) is defined as
in section 3.1. In order to interpret this operation in terms of power series, we define the
operator S : Λ −→ Λ by
S(g(T )) = g(T )− 1
p
∑
ζ∈µp
g(ζ(1 + T )− 1)).
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This definition reminds us the form of the map ψ defined in proposition 5.2, stated earlier
in this chapter. The relation is the following one:
Lemma 5.24. For all λ in Λ(Zp), we have S(M(λ)) = M(#(λ)). In particular, #(λ) = λ
if and only if S(M(λ)) =M(λ), or equivalently if and only if M(λ) belongs to Λψ=0.
Proof. For each n ≥ 0, let
prn : Λ(Zp) −→ Zp[Zp/pnZp]
be the natural map. Suppose
(5.15) prn(λ) =
pn−1∑
k=0
en(k)(k + p
nZp)
with the en(k) in Zp. Now by (5.8) we have
en(k) =
∫
Zp
εk+pnZp dλ,
where εk+pnZp denotes the characteristic function of the subset k + p
nZp. We can now see
that #(λ) is the unique element of Λ(Zp) defined by
prn(#(λ)) =
pn−1∑
k=0
(k,p)=1
en(k)(k + p
nZp).
Weierstrass preparation theorem (theorem 2.2) shows that
Zp[T ]/ωnZp[T ] ∼= Λ/ωnΛ,
where ωn(T ) = (1 + T )
pn − 1. Now as Λ = lim← Λ/ωnΛ we obtain natural maps
pr′n : Λ −→ Zp[T ]/ωnZp[T ].
Since lemma 5.22 tells us that M(1Zp) = 1 + T , it follows that
pr′n(M(λ)) =
pn−1∑
k=0
en(k)(1 + T )
k (mod ωnZp[T ])
and that
pr′n(M(λ)) =
pn−1∑
k=0
(k,p)=1
en(k)(1 + T )
k (mod ωnZp[T ])
for all n ≥ 0. But now
S
(
pn−1∑
k=0
en(k)(1 + T )
k
)
=
pn−1∑
k=0
(k,p)=1
en(k)(1 + T )
k,
so it is clear that S(M(λ)) =M(#(λ)). The final assertion is clear from the definition of ψ
in proposition 5.2. uunionsq
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Now we can define a natural inclusion
i : Λ(Z×p )→ Λ(Zp)
by the formula ∫
Zp
f d(i(η)) =
∫
Z×p
f |Z×p dη,
where f runs over all continuous Cp-valued functions and f |Z×p denotes the restriction to Z×p .
We have the following important lemma regarding the image by the Mahler transform of the
identification of Λ(Z×p ) in Λ(Zp), which turns out to be exactly Λψ=0.
Lemma 5.25. We have that i(Λ(Z×p )) = {λ ∈ Λ(Zp) | #(λ) = λ}. In particular,M(i(Λ(Z×p ))) =
Λψ=0.
Proof. Clearly the image of i is contained in the set on the right. Conversely, let λ in Λ(Zp)
be such that #(λ) = λ. We can now obtain an element η in Λ(Z×p ) by specifying that∫
Z×p
h dη =
∫
Zp
h˜ dλ,
where h is any continuous Cp-valued function on Z×p and h˜ denotes its extension by zero to
Zp. Now clearly i(η) = λ because #(λ) = λ and we are done. uunionsq
For the rest of the section, we will supress the map i and we will identify Λ(Z×p ) with its
image by the identification map.
3.4. The fundamental exact sequence. Earlier this chapter we obtained a commutative
diagram using the exact sequences given by proposition 5.9 and theorem 5.15. We want to
combine the above interpretation of Λ(Z×p ) with those results to build the fundamental exact
sequence that we will need to prove Iwasawa’s theorem.
We will consider the action of G on Λ(Zp) defined by
g · (aZp) = (χ(g) · a)Zp , (a ∈ Zp),
where we write aZp to stress that we are viewing a as an element of the group Zp in the
Iwasawa algebra Λ(Zp). By linearity and continuity, this action extends to an action of G on
Λ(Zp). Moreover, since M(1Zp) = 1 + T , it is clear that M is a G-isomorphism from Λ(Zp)
to Λ when Λ is endowed with the G-action given by
(σf)(T ) = f((1 + T )χ(σ) − 1)
for f ∈ Λ. Finally we note that there is a canonical G-isomorphism
(5.16) χ˜ : Λ(G) ∼= Λ(Z×p )
induced by the isomorphism χ : G ∼= Z×p given by the cyclotomic character. Let
(5.17) M˜ : Λ(G) ∼= Λψ=0
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be the G-isomorphism defined by M˜ =M◦ χ˜. Recall that U∞ denotes the projective limit
of the local units with respect to the norm maps in the cyclotomic tower endowed with its
natural acton of G. Now define
L˜ : U∞ −→ Λ(G)
by
L˜(u) = M˜−1(L(fu))
where fu denotes the Coleman power series of u (theorem 5.10) and L is the same as in
lemma 5.14. This is a G-homomorphism, and
L(fu) =
∞∑
n=0
T n
∫
G
(
χ(g)
n
)
dL(u).
The following theorem gives us the exact sequence that we were looking for:
Theorem 5.26. We have an exact sequence of G-modules
0 µp−1 × Tp(µ) U∞ Λ(G) Tp(µ) 0,L˜ β
where the kernel on the left is the natural inclusion and map β on the right is given by
β(λ) = (ζn)
∫
G χdλ.
Theorem 5.26 essentially follows from the commutative diagram (5.5) seen in section 1, which
we now reinterpret via the Coleman power series. Indeed, we have the following commutative
diagram, where κ : µp−1 × Tp(µ) −→ A is defined as κ(ζ, (ζn)a) = ζ(1 + T )a:
(5.18)
0 µp−1 × Tp(µ) U∞ Λ(G) Tp(µ) 0
0 A W Λψ=0 Zp 0
0 Zp Λψ=1 Λψ=0 Zp 0
κ
L˜
u7→fu(T )
β
M˜ (ζn)a 7→a
ζ(1+T )a 7→a
L
∆
α
D id
θ
4. The p-adic zeta function
This section is devoted to the proof of theorem 4.6, i.e., to the proof of the existence of
a p-adic analogue of the Riemann zeta function. Recall that the (complex) Riemann zeta
function is the analytic function which coincides with the Dirichlet series
ζ(s) =
∑
n≥1
1
ns
on the half-plane Re(s) > 1.
It was already know to Euler (at least up to k = 13) that for a natural number k
(5.19) ζ(1− 2k) = −B2k
2k
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where Bk ∈ Q is the k-th Bernouilli number, defined by
(5.20)
1
et − 1 =
∞∑
n=0
Bn
n!
· tn−1.
ζ takes the value 0 at even negative integers. By a p-adic analogue of the Riemann zeta
function, we mean an element of the fraction field of Λ, which is almost a power series (i.e.,
a pseudo-measure) which interpolates ζ at the negative integers.
We will first prove two propositions that we will need to complete the proof of the theorem.
We start by introducing the logarithmic derivative homomorphism of elements of U∞:
Definition 5.27 (Logarithmic derivative homomorphism). For each integer k ≥ 1, define
the logarithmic derivative homomorphism δk : U∞ −→ Zp by
δk(u) =
(
Dk−1
(
(1 + T )fu(T )
fu(T )
))
T=0
where u is any element of U∞ and fu(T ) is the associated power series of theorem 5.10. The
subscript T = 0 means evaluation at 0.
It is worth to notice that δk takes values in Zp because fu is a unit in Λ. We also recall that
G acts on U∞ in the natural fashion and on Λ by lemma 5.1. We have the following lemma
regarding the logarithmic derivative homomorphism:
Lemma 5.28. For all k ≥ 1, the map δk is a group homomorphism satisfying
δk(σ(u)) = χ(σ)
kδk(u)
for all u in U∞ and all σ in G.
Proof. It is clear that it is a group homomorphism. To see the equality, observe that
fσ(u)(T ) = fu((1 + T )
χ(σ) − 1),
and apply the identity, which holds for all k ≥ 0, a in Zp and g in Λ :
(5.21) Dk(g((1 + T )a − 1)) = ak(Dkg)((1 + T )a − 1).
uunionsq
We now recall the particular case of example 5.11: let a and b be integers that are prime to
p and define c(a, b) = (cn(a, b)) ∈ U∞ by
cn(a, b) =
ζ
−a/2
n − ζa/2n
ζ
−b/2
n − ζb/2n
.
The computation of its logarithmic derivatives will be useful later on:
Proposition 5.29. Let k ≥ 1 be an integer. Then δk(c(a, b)) = 0 for odd k and δk(c(a, b)) =
(bk − ak)ζ(1− k) for even k.
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Proof. Let
f(T ) =
(1 + T )−a/2 − (1 + T )a/2
(1 + T )−b/2 − (1 + T )b/2
so that f(pin) = cn(a, b) for all n ≥ 0. Consider the change of variable T = ez − 1 so that
D = d/dz. We have
δk(c(a, b)) =
((
d
dz
)k−1
g(z)
)
z=0
where
g(z) =
d
dz
log f(ez − 1).
This yields
2g(z) = b
(
1
e−bz − 1 −
1
ebz − 1
)
− a
(
1
e−az − 1 −
1
eaz − 1
)
.
We now recall the definition of Bernouilli numbers (5.20), and since B2m+1 = 0 for m > 0,
we obtain that
g(z) =
∞∑
k=1
B2k
(2k)!
z2k−1(a2k − b2k).
The proposition now follows from (5.19). uunionsq
We also have the following theorem regarding the relation of the logarithmic derivative with
certain integrals:
Proposition 5.30. For all k ≥ 1, and all u in U∞, we have∫
G
χ(g)k dL˜(u) = (1− pk−1)δk(u)
where δk is the logarithmic derivative homomorphism.
Proof. We start the proof by noting that for any λ in Λ(G), the canonical isomorphism χ˜
given by (5.16) gives ∫
G
χ(g)k dλ =
∫
Z×p
xk d(χ˜(λ)).
Also, via our identification of Λ(Z×p ) with a subset of Λ(Zp), the integral on the right hand
side has the same value if we integrate over the whole of Zp. Now take λ = L˜(u), so that,
by definition, we have χ˜(L˜(u)) = Υ(L(fu), where we recall that
L(fu)(T ) = 1
p
log
(
fu(T )
p
ϕ(f)(T )
)
.
Thus, by lemma 5.23, we have∫
G
χ(g)k dL˜(u) = (Dk−1(hu(T )− ϕ(hu)(T )))T=0
where
hu(T ) = (1 + T )
f ′u(T )
fu(T )
.
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We can now apply the identity (5.21) to get the result of the statement. uunionsq
Now that we have proved propositions 5.29 and 5.30, we can move towards the proof of
theorem 4.6 (the existence of a p-adic analogue of the Riemann zeta function). We start the
proof with a lemma:
Lemma 5.31. Assume that λ is any element of Λ(G) such that χk(λ) = 0 for all k > 0. Then
λ = 0. The analogous assertion is also valid for pseudo-measures on G.
Proof. Recall the isomorphism (5.17)
M˜ : Λ(G) ∼= Λψ=0
arising from Mathler’s theorem. Hence
M˜(λ) = g(T ),
where
g(T ) =
∞∑
n=0
T n
∫
G
(
χ(g)
n
)
dλ.
When n > 0, the binomial coefficient
(
x
n
)
is a polynomial in x with constant term equal to
zero. Therefore, by the hypothesis of the lemma, we have∫
G
(
χ(g)
n
)
dλ = 0 for n > 0.
Thus g(T ) is a constant and must be identically zero since it belongs to Λψ=0. This completes
the proof for elements of Λ(G).
A consequence of this fact is that if λ is any element of Λ(G) such that χk(λ) 6= 0 for all
k > 0, then λ is not a zero divisor. Indeed, if λ · λ′ = 0 and χk is a ring homomorphism of
Λ(G), it follows that χk(λ′) = 0 for all k > 0, which implies λ′ = 0.
Now let χ be a pseudo-measure on G with χk(ξ) = 0 for all k > 0. For each u ∈ Z×p , let σu
denote the unique element of G with χ(σu) = u. Now choose u = 1 + p. Then
χk(σu − 1) = (1 + p)k − 1 6= 0
for all k > 0. But by hypothesis
χk((σu − 1)ξ) = 0
for all k > 0, and as σu−1 is not a zero divisor the previous paragraph tells us that ξ = 0. uunionsq
Let Q(G) be the total ring of quotients of the Iwasawa algebra Λ(G). If one proceeds in the
same way as we did at the start of this section, it is clear that we have a decomposition
Q(G) = Q(G)+ ⊕Q(G)−
and that we can identify pseudo-measures on G with pseudo-measures on G which lie in
Q(G)+.
Corollary 5.32. Let λ be an element of Λ(G). If ∫G χk dλ = 0 for k = 1, 3, 5 . . . then
λ ∈ Λ(G)+, and if ∫G χk dλ = 0 for k = 2, 4, 6 . . . then λ ∈ Λ(G)−. The analogous assertion
holds for pseudo-measures on G.
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Proof. Assume that λ is in Λ(G) and let λ = λ+ + λ− be its decomposition as in (5.23).
Since χ(j) = −1, we have that χk(1 + j) = 0 for all odd integers k and that χk(1 + j) = 0
for all even integers k. The result follows after applying lemma 5.31. The argument for
pseudo-measures is analogous. uunionsq
We now present the key ingredient of the proof of the existence of the p-adic analogue of the
Riemann zeta function.
Proposition 5.33. There exists a unique pseudo-measure ζ˜p on G such that∫
G
χ(g)k dζ˜p =
{
(1− pk−1)ζ(1− k) if k = 2, 4, . . .
0 if k = 1, 3, . . . .
Before proving the proposition, we introduce a lemma that will help us prove that ζ˜p is
indeed a pseudo-measure.
Lemma 5.34. Let e be a primitive root modulo p such that ep−1 6≡ 1 (mod p2). Let I(G) be
the augmentation ideal of Λ(G). Then
I(G) = (σe − 1)Λ(G) = Λ(G)cn(e, 1),
where σu is the unique element of G such that χ(σu) = u for each u ∈ Z×p .
Proof. We just need to notice that σe is a topological generator of G, and that if K is any
finite cyclic group, the augmentation ideal of Zp[K] is (τ − 1)Zp[K] where τ is any generator
of K. uunionsq
Proof of proposition 5.33.
The uniqueness is a consequence of the previous lemmas. The hard part of the proof is
existence. Let a and b be integers that are prime to p such that b2 6= a2. Consider again
c(a, b) = (cn(a, b)) where
cn(a, b) =
ζ
−a/2
n − ζa/2n
ζ
−b/2
n − ζb/2n
.
Now c(a, b) is in U∞. Define λ(a, b) in the Iwasawa algebra Λ(G) by
λ(a, b) = L˜(c(a, b)).
We now apply propositions 5.29 and 5.30 to get
(5.22)
∫
G
χ(g)k dλ(a, b) =
{
(bk − ak)(1− pk−1)ζ(1− k) if k = 2, 4, . . .
0 if k = 1, 3, . . . .
Define the element θ(a, b) = σa − σb of Λ(G) where the σu are defined as in lemma 5.34. We
thus have that for each integer k > 0
χk(θ(a, b)) = bk − ak 6= 0
because b2 6= a2. Hence θ(a, b) is not a zero divisor in Λ(G), so
ζ˜p =
λ(a, b)
θ(a, b)
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lies in Q(G). We now claim that ζ˜p is independent from the choice of the pair (a, b). Let
(a′, b′) be another choice. By (5.22) we have
χk(θ(a′, b′)λ(a, b)) = χk(θ(a, b)λ(a′, b′))
for all integers k > 0. We now apply 5.31 to get
θ(a′, b′)λ(a, b) = θ(a, b)λ(a′, b′)
which establishes the independence of ζ˜p of the choice of (a, b).
We finally want to prove that ζ˜p is indeed a pseudo-measure. Take a = e, b = 1 where
ep−1 6≡ 1 (mod p2). By lemma 5.34 the augmentation ideal I(G) of Λ(G) is generated by
θ(e, 1). But if σ is any element of G, then σ−1 belongs to I(G) and therefore σ−1 = θ(e, 1)λ
for some λ in Λ(G). This proves that (σ − 1)ζ˜p belongs to Λ(G) as required. uunionsq
We proved the existence of a pseudo-measure over G = Gal(F∞/Q), but we formulated
Iwasawa’s theorem in terms of the group G = Gal(F∞/Q), so we will to work a bit more to
show that we can identify the Iwasawa algebra Λ(G) with a sub-algebra of Λ(G). Let
J = Gal(F∞/F∞) = {1, j}.
If M is any Zp[J ]-module, since p is odd, we have the decomposition
M = M+ ⊕M−, where M+ = 1 + j
2
M and M− =
1− j
2
M.
Since Λ(G) is a Zp[J ]-module, we have
(5.23) Λ(G) = Λ(G)+ ⊕ Λ(G)−.
Lemma 5.35. The restriction to Λ(G)+ of the natural surjection from Λ(G) onto Λ(G) induces
an isomorphism
Λ(G)+ ∼= Λ(G).
Proof. Recall that
Fn = Q(µpn+1), Fn = Q(µpn+1)+,
and write Gn = Gal(Fn/Q), Gn = Gal(Fn/Q). Let
pin : Zp[Gn] −→ Zp[Gn]
denote the natural surjection We claim that pin induces an isomorphism from Zp[Gn]+ onto
Zp[Gn]. Indeed, it is clear that pin is surjective, and that it maps Zp[Gn]− to zero. It
can also be shown using eigenspaces decomposition that the Zp-rank of Zp[Gn]+ is equal to
((p− 1)/2)pn. The assertion of the lemma follows on passing to the projective limit. uunionsq
Thanks to this lemma, from now on we shall identify Λ(G) with the subalgebra Λ(G)+ of
Λ(G).
Theorem 4.6 is a direct consequence of corollary 5.32, proposition 5.33 and the identification
of lemma 5.35. We reproduce it here again for convenience of the reader.
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Theorem (p-adic analogue of the Riemann zeta function). There exists a unique pseudo-
measure ζp on G such that ∫
G
χ(g)k dζp = (1− pk−1)ζ(1− k)
for all even integers k ≥ 2, where χ is the cyclotomic character and ζ is the Riemann zeta
function.
The pseudo-measure ζp is, of course, the desired p-adic analogue of the Riemann zeta func-
tion. uunionsq
5. Iwasawa’s theorem
We will end this thesis with the proof of the Iwasawa theorem (theorem 4.8). It should
be noted that, although we presented it after stating the Iwasawa Main Conjecture, it was
proved before the IMC was conjectured, and in fact its proof led to the discovery of the IMC.
The original proof by Iwasawa can be found in [6] and is very different from the one that we
give here.
We will now proceed to repeat and expand a bit the notions about cyclotomic units that we
discussed before introducing theorem 4.8 in the previous chapter. A detailed treatment of
this theory can be found in [6] and [15]. Recall that, as in the beginning of the chapter, we
denote pin = ζn − 1.
For each n ≥ 0, we define Dn to be the intersection of the group of global units of Fn with the
subgroup of F×n generated by the σ(pin) where σ runs over the elements of Gal(Fn/Q). We
also define Dn = Dn∩Fn. It is well known that Dn is generated by all the Galois conjugates
of ±cn(e, 1), where
cn(e, 1) =
ζ
−e/2
n − ζe/2n
ζ
−1/2
n − ζ1/2n
,
and the integer e is a primitive root modulo p and ep−1 6≡ 1 (mod p2). It is a classical result
that Dn has finite index in the group of all units of Fn, and that this index is equal to the
class number of Fn. We defined the local fields
Kn = Qp(µpn+1), Kn = Qp(µpn+1)+.
If A is any subset of these fields, then we will denote by A its closure in the p-adic topology.
Now we introduce
Cn = Dn, Cn = Dn.
Recall that earlier in this chapter we defined Un to be the group of units of Kn. We will
denote by pn the maximal ideal of the ring of integers of Kn. In a similar fashion, we will
denote by Un the group of units of Kn, and by U1n the subgroup {x ∈ Un|x ≡ 1 (mod pn).
If Z is any subgroup of Un, we write Z1 = Z ∩ U1n. It is worth to notice that the index of
Z1 in Z always divides p− 1, because Z1 is the kernel of the reduction map from Z to F×p .
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This means that this index is prime to p. We can also note that U1n and U1n are Zp-modules,
but Un and Un are not.
We are interested in the groups C1n and U
1
n and their projective limits
U1∞ = lim←
U1n, C
1
∞ = lim←
C1n,
where we take the limits with respect to the norm maps. Since U1n and C
1
n are compact
Zp-modules, so are U1∞ and C1∞. Further, they are endowed a with natural continuous action
of G. Therefore they become modules over the Iwasawa algebra Λ(G). We take e as before,
i.e., e is a primitive root modulo p and ep−1 6≡ 1 (mod p2). We will need the following lemma
in the final steps of the proof of the Iwasawa theorem.
Lemma 5.36. We have C1∞ = Λ(G)b where b = (bn) is given by
bn = ucn(e, 1) for n ≥ 0,
and u is the unique (p− 1)-th root of unity in Qp such that eu ≡ 1 (mod p).
Proof. Since up = u, it is clear that b = (bn) belongs to U∞. Moreover, we claim that bn ≡ 1
(mod pn) for all n ≥ 0. Indeed, if fc(T ) is the Coleman power series of c = (cn(e, 1)), then
fc(0) = e, as follows from the explicit description given in example 5.11. Hence cn(e, 1) ≡ e
(mod pn) and our assertion is clear.
We also need to show that bn lies in the closure of D
1
n, but it is clear because b
p−1
n lies in
D1n and p − 1 is a p-adic unit. Now put b = Λ(G)b and let hn : C1∞ −→ C1n be the natural
projection. To show that b = C1∞, it suffices to prove that
hn(b) = C
1
n for all n ≥ 0.
But hn(b) is clearly the Zp-submodule generated by the σ(bn) for all σ in Gal(Fn/Q). The
assertion now follows from the fact that the ±σ(cn(e, 1)) generate Dn as a Z-module. uunionsq
We are now ready to prove theorem 4.8, which we reproduce here for convenience of the
reader.
Theorem. The Λ(G)-module U1∞/C
1
∞ is canonically isomorphic to Λ(G)/I(G)ζp where ζp
is the p-adic zeta function, and I(G) is the augmentation ideal.
Proof. Note that, since the norm map from Kn to Kn−1 induces the identity map on the
residue fields, we have
U∞ = µp−1 × U1∞, U∞ = µp−1 × U1∞.
We may now rewrite the fundamental exact sequence of theorem 5.26 as
0 Tp(µ) U1∞ Λ(G) Tp(µ) 0,L
1
where we define L1 as the restriction of L˜ to U1∞. Since p is odd, the exact sequence remains
exact after taking invariants under J = {1, j}. But since Tp(µ)J = 0, we get a canonical
isomorphism
L1 : U1∞ ∼= Λ(G).
But lemma 5.36 gives
C1∞ = Λ(G)b,
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so we get
L1(C1∞) = Λ(G)L1(b).
We now recall the proof of proposition 5.33 to get L1(b) = ζpθ+(e, 1) where θ+(e, 1) denotes
the image of θ(e, 1) in Λ(G). Now if we consider the analogue of lemma 5.34 for G we get
Λ(G)θ+(e, 1) = I(G). This completes the proof of the theorem. uunionsq
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