In this paper, we consider a random walk and a random color scenery on Z. The increments of the walk and the colors of the scenery are assumed to be i.i.d. and to be independent of each other. We are interested in the random process of colors seen by the walk in the course of time. Bad configurations for this random process are the discontinuity points of the conditional probability distribution for the color seen at time zero given the colors seen at all later times.
, 1]. Let S = (S n ) n∈N 0 with N 0 := N ∪ {0} be the corresponding random walk on Z, defined by S 0 := 0 and S n := X 1 + · · · + X n , n ∈ N, that is, X n is the step at time n and S n is the position at time n. Let C = (C z ) z∈Z be i.i.d. random variables taking the values B (black) and W (white) with probability 1 2 each. We will refer to C as the random coloring of Z, that is, C z is the color of site z. The pair (S, C) is referred to as the random walk in random scenery associated with X and C.
Let
where Y n := C Sn be the sequence of colors observed along the walk. We will refer to Y as the random color record. This random process, which takes values in the set Ω 0 = {B, W } N 0 and has full support on Ω 0 , will be our main object of study. Because the walk may return to sites it has visited before and see the same color, Y has intricate dependencies. An overview of the ergodic properties of Y is given in [2] . We will use the symbol P to denote the joint probability law of X and C. The question that we will address in this paper is whether or not there exists a version V (B | η) of the conditional probability
such that the map η → V (B | η) is everywhere continuous on Ω 0 . It will turn out that the answer depends on the choice of p and ε.
In [3] , we considered the pair (X, Y ) and identified the structure of the set of points of discontinuity for the analogue of the conditional probability in the last display. However, (X, Y ) is much easier to analyze than Y , because knowledge of X and Y fixes the coloring on the support of X. Consequently, the structure of the set of points of discontinuity for (X, Y ) is very different from that for Y . The same continuity question arises for the two-sided version of Y where time is indexed by Z, that is, the random walk is extended to negative times by putting S 0 = 0 and S n − S n−1 = X n , n ∈ Z, with X n the step at time n ∈ Z. In the present paper, we will restrict ourselves to the one-sided version.
The continuity question has been addressed in the literature for a variety of random processes. Typical examples include Gibbs random fields that are subjected to some transformation, such as projection onto a lowerdimensional subspace or evolution under a random dynamics. It turns out that even simple transformations can create discontinuities and thereby de-3 stroy the Gibbs property. For a recent overview, see [7] . Our main result, described in Section 1.4 below, is a contribution to this area.
Bad configurations and discontinuity points.
In this section, we view the conditional probability distribution of Y 0 given (Y n ) n∈N as a map from Ω = {B, W } N to the set of probability measures on {B, W } (as opposed to a map from Ω 0 to this set). Our question about continuity of conditional probabilities will be formulated in terms of so-called bad configurations.
Definition 1.1. Let P denote any probability measure on Ω 0 with full support. A configuration η ∈ Ω is said to be a bad configuration if there is a δ > 0 such that for all m ∈ N there are n ∈ N and ζ ∈ Ω, with n > m and ζ = η on (0, m) ∩ N, such that
In words, a configuration η is bad when, no matter how large we take m, by tampering with η inside [m, n) ∩ N for some n > m while keeping it fixed inside (0, m) ∩ N, we can affect the conditional probability distribution of Y 0 in a nontrivial way. Typically, δ depends on η, while n depends on m. A configuration that is not bad is called a good configuration.
The bad configurations are the discontinuity points of the conditional probability distribution of Y 0 , as made precise by the following proposition (see [5] , Proposition 6, and [3] , Theorem 1.2). (i) For any version V (B | η) of the conditional probability P(Y 0 = B | Y = η on N), the set B is contained in the set of discontinuity points for the map η → V (B | η).
(ii) There is a version V (B | η) of the conditional probability P(Y 0 = B | Y = η on N) such that B is equal to the set of discontinuity points for the map η → V (B | η).
An educated guess.
For the random color record, a naive guess is that all configurations are bad when p = 1 2 because the random walk is recurrent, while all configurations are good when p ∈ ( 1 2 , 1] because the random walk is transient. Indeed, in the recurrent case we obtain new information about Y 0 at infinitely many times, corresponding to the return times of the random walk to the origin, while in the transient case no such information is obtained after a finite time. However, we will see that this naive guess is wrong. Before we state our main result, let us make an educated guess: 
where we use that, for any p and ε, S 1 and (Y n ) n∈N are independent. Hence, the color seen at time 0 only depends on the color seen at time 1, so that
Monotonicity. For fixed ε, we expect monotonicity in p: if a configuration is bad for some p ∈ ( 1 2 , 1), then it should be bad for all p ′ ∈ [ 1 2 , p) also. Intuitively, the random walk with parameters (p ′ , ε) is exponentially more likely to return to 0 after time m than the random walk with parameters (p, ε), and therefore we expect that it is easier to affect the color at 0 for (p ′ , ε) than for (p, ε).
Critical value. For a configuration to be good, we expect that the random walk must have a strictly positive speed conditional on the color record. Indeed, only then do we expect that it is exponentially unlikely to influence the color at 0 by changing the color record after time m. To compute the threshold value for p above which the random walk has a strictly positive speed, let us consider the monochromatic configuration "all black." The probability for the random walk with parameters (p, ε) to behave up to time n like a random walk with parameters (q, δ), with q ∈ [
where
is the relative entropy of the step distribution (q, δ) with respect to the step distribution (p, ε). The probability for the random coloring to be black all the way up to site (1 − δ)(2q − 1)n is
The total probability is therefore e −nC(q,δ)
The question is: For fixed (p, ε) and n → ∞, does the lowest cost occur for q = ) and ε = 0, except for p = 1 2 and ε = 0, where (EG1) fails. We will see that this failure comes from parity restrictions. Theorem 1.3(i) proves (EG2) in a neighborhood of (1, 0) in the (p, ε)-plane. We already have seen that B = ∅ when p = 1 and ε ∈ [0, 1). Note that Theorem 1.3(ii) and (iii) disprove monotonicity in p for ε = 0. We believe this monotonicity to fail only at p = 1 2 and ε = 0. To appreciate why in Theorem 1.3(i) we are not able to prove the full range of (EG2), note that to prove that a configuration is good we must show that the color at 0 cannot be affected by any tampering of the color record far away from 0. In contrast, to prove that a configuration is bad it suffices to exhibit just two tamperings that affect the color at 0. In essence, the conditions on p and ε in Theorem 1.3(i) guarantee that the random walk has such a large drift that it moves away from the origin no matter what the color record is.
We close with (see Figure 1 ) the following conjecture. ) and ε ∈ (0, 1) the argument needed to prove that all configurations are bad is much more involved. In Section 5, we suggest an approach to handle this problem, which will be pursued in future work.
The examples alluded to at the end of Section 1.1 typically have both good and bad configurations. On the other hand, we believe that our process Y has all good or all bad configurations, except at the point ( 2. B = ∅ for p large and ε small. In this section, we prove Theorem 1.3(i). The proof is based on Lemmas 2.2-2.4 in Section 2.1, which are proved in Sections 2.2-2.4, respectively. A key ingredient of these lemmas is control of the cut times for the walk, that is, times at which the past and the future of the walk have disjoint supports. Throughout the paper, we abbreviate I n m := {m, . . . , n} for m, n ∈ N 0 with m ≤ n.
Proof of Theorem 1.3( i):
Three lemmas. For m, n ∈ N with m ≤ n, abbreviate This definition takes into account only cut times corresponding to locations on or to the right of the origin. Let CT n = CT n (S n 0 ) = CT n (S n 1 ) denote the set of cut times for S n 0 . Our first lemma reads as follows.
be any event in the σ-algebra of the walk and the color record up to time k. Then
for all n ∈ N with n > k and all y n 1 ,ȳ n 1 such that y k 1 =ȳ k 1 .
We next define
Our second and third lemma read as follows.
Note that Lemma 2.4 yields the exponential decay of m → f (m), which is much more than is needed in Lemma 2.3. Note that Lemmas 2.3 and 2.4 imply Theorem 1.3(i).
Lemma 2.2 states that, conditioned on the occurrence of a cut time at time k, the color record after time k does not affect the probability of any event that is fully determined by the walk and the color record up to time k. Lemma 2.3 gives the following sufficient criterion for the nonexistence of bad configurations: for any set of times up to time m of cardinality at least m 2 , the probability that the walk up to time n ≥ m has no cut times in this set, even when conditioned on the color record up to time n, decays faster than 1 m as m → ∞, uniformly in n and in the color record that is being conditioned on. Lemma 2.4 states that for p and ε in the appropriate range, the above criterion is satisfied.
A key formula in the proof of Lemmas 2.2-2.4 is the following. Let R(s n 1 ) denote the range of s n 1 (i.e., the cardinality of its support), and write s n 1 ∼ y n 1 to denote that s n 1 and y n 1 are compatible (i.e., there exists a coloring of Z for which s n 1 generates y n 1 ). Below we abbreviate P(S n 1 = s n 1 ) by P(s n 1 ).
The factor ( 1 2 ) R(s n 1 ) arises because if s n 1 ∼ y n 1 , then y n 1 fixes the coloring on the support of s n 1 . 
). It follows that
with (shift S k back to the origin)
Likewise, we have
The common factor C k,n (y n k+1 ) cancels out and so N k /D k only depends on y k 1 . Therefore, as long as y k 1 =ȳ k 1 , we have the equality in (2.1).
Proof of Lemma 2.3.
Since f (m) ≤ 1 2 for all large m, we will assume that all the values of m arising in the proof below satisfy this.
For n ∈ N and y n 1 andȳ n 1 , define and abbreviate ∆ = ∆ n (y n 1 ,ȳ n 1 ). Define
The argument we will give works for any choice of y n 1 andȳ n 1 subject to (2.4) (with the corresponding A and ∆). Together with lim m→∞ mf (m) = 0, (2.6) will prove Lemma 2.3. 
Proof of (2.5). Write
Define B i := {b 1 , . . . , b i }, i = 1, . . . , m − |A|, with the convention that B 0 = ∅. Estimate, writing FCT n (B) to denote the first cut time for S n 0 in B,
where in the third line we have used Lemma 2.2. This inequality can be rewritten as
Proof of (2.6). Writẽ
2) in combination with (2.5), we may estimate
Let A = {a 1 , . . . , a |A| } denote the elements of A in increasing order, and define A i := {a 1 , . . . , a i }, i = 1, . . . , |A|, with the convention that A 0 = ∅. Then, using Lemma 2.2, we havẽ
In the third line, we have used the fact that
Thus, we find that ∆ ≤ 2f (m)(m + 1), where the upper bound does not depend on the choice of configurations made in (2.4). Exchanging y n 1 andȳ n 1 , we obtain the same bound for |∆|. Hence, we have proved (2.6).
Proof of Lemma 2.4.
For simplicity, we will only consider m-values that are a multiple of 6. The proof is easily adapted to intermediate m-values.
We first state the following fairly straightforward lemma, where we note
Lemma 2.6. For m, n ∈ N with m ≤ n,
Proof. Note that each cut time k corresponds to a cut point S k , and so the set CT n ∩ I , we look at the steps of the random walk entering or exiting x from the right: • If x ∈ CP n (m), then during the time interval I n−1 0 there is at least one step exiting x to the right.
• If x / ∈ CP n (m), then during the time interval I n−1 0 there are at least two steps exiting x to the right and one step entering x from the right (since there must be a return to x from the right).
Since each step refers to a single point x only, and S m−1 0 goes along at most m edges (and exactly m edges when ε = 0), we get that
Hence, |CP n (n) ∩ I 
Therefore, by (2.7),
Estimate of the probabilities of the events in (2.8).
In this subsection, we obtain upper bounds on the probabilities of the two events on the right-hand side of (2.8) when conditioned on Y n 1 . The upper bounds will appear in (2.13) and (2.14) below. In Section 2.4.2, we use these estimates to finish the proof of Lemma 2.4. Write
with (recall Proposition 2.5)
Here, the bound arises by noting that 1{s n 1 ∼ y n 1 } ≤ 1{s k 1 ∼ y k 1 }1{s n k+1 ∼ y n k+1 } and estimating R(s n 1 ) ≥ R(s n k+1 ). Thus, shifting S k back to the origin, we get
Next, estimate
Here, the bound arises by restricting S n 1 to the event {k ∈ CT n } = {S
} on this event, and inserting R(s n 1 ) = R(s k 1 ) + R(s n k+1 ). Thus, shifting S k back to the origin, we get
Combining the upper bound on N k in (2.10) with the lower bound on D k in (2.11), and canceling out the common factor C k,n (y n k+1 ), we arrive at
.
Note that this bound is uniform in n. The numerator of (2.12) is bounded from above by P(S k = 2m 3 ), while the denominator of (2.12) is bounded from below by (
2 ) k , where we note that S k 1 ∼ y k 1 for all y k 1 on the event {S k = k}. Hence, by (2.9), we have
The bound in (2.13) controls the first term in the right-hand side of (2.8).
Since
2 ) n , we have
provided n is even (which is necessary when ε = 0 because we have assumed that 2m 3 is even). Here, the constant C = C(p, ε) ∈ (1, ∞) comes from an elementary large deviation estimate, for which we must assume that
The bound in (2.14) controls the second term in the right-hand side of (2.8).
Completion of the proof.
In this section, we finally complete the proof of Lemma 2.4.
Combining (2.13)-(2.14) and recalling (2.2) and (2.8), we obtain the estimate
we see that lim sup m→∞ 1 m log f (m) < 0 as soon as lim sup
Note that (2.15) holds for (p, ε) in a neighborhood of (1, 0) containing the line segment (p * , 1] × {0}.
By Cramer's theorem of large deviation theory (see, e.g., [1], Chapter I), the left-hand side of (2.17) equals −I(p, ε) with
is the moment-generating function of the increments of S. Due to the strict convexity of λ → log M (λ; p, ε), the supremum is attained at the uniqueλ solving the equation
where we note thatλ < 0 because of (2.15). For the special case where ε = 0, an easy calculation givesλ
. Hence, the inequality in (2.17) reduces to C(p) > 2/p, which is equivalent to p > p * with p * = 1/(1 + 5 5 12 −6 ). The same formulas (2.18)-(2.20) show that (2.17) holds in a neighborhood of (1, 0).
) and ε = 0. Throughout the remainder of this paper [with the sole exceptions of Section 4.1 and the claim of independence immediately prior to (3.7)], we use Y ∞ 1 ,Ȳ ∞ 1 andỸ ∞ 1 to represent specific sequences rather than random sequences. This abuse of notation will nowhere cause harm.
In this section, we prove Theorem 1.3(ii). The proof is based on the following observations valid for a random walk that cannot pause (ε = 0). 
where ∨ denotes the concatenation operation. In view of Definition 1.1, this claim will imply that Y ∞ 1 is bad.
Proof. Fix m ∈ N.
1. We begin with the choice ofȲ n m . For
The interest in this color record relies on three facts:
(1) For l = 0, . . . , L, on the color record [WWBB ] 2m+l the walk cannot turn [see (I) above].
(2) OnȲ n m , the isolated W 's at the beginning of the WBB 's play the role of pivots, since the walk can only turn there as is easily checked. We call W 0 the pivot W seen at time 5m (this is the first pivot) and W l , l = 1, . . . , L, the subsequent pivots seen at times The above three facts imply that the behavior of the walk from time m to time n (i.e., the increments X m+1 , . . . , X n ), leading toȲ n m as its color record, can be characterized by the first pivot W l , if any, where the walk makes no turn. There are L + 2 possibilities, including the ones where there is a turn at every pivot or at no pivot. This characterization is up to a 2-fold symmetry in the direction of the last step of the walk, which can be either upwards or downwards (this is the same symmetry as X → −X). Note that, except for the case where the walk makes no turn from time m to time n, the behavior of the walk from time 1 to time m (i.e., the increments X 2 , . . . , X m ) is fully determined (up to the 2-fold symmetry) byȲ n 1 [see (II) above]. This is because l → t(l + 1) − t(l) is increasing, so that t(l + 1) − t(l) ≥ t(1) − t(0) = 3 + 8m > 5m.
Our goal will be to prove that for large L the walk, conditioned on Y m−1 1 ∨Ȳ n m , with a high probability turns on every pivot and ends by moving upwards. To that end, we define the following events for the walk up to time n:
• LT l := {the walk turns on pivots W 0 , W 1 , . . . , W l and does not turn on pivots W l+1 , . . . , W L } ("last turn on l"), l = 0, . . . , L.
• N T := {the walk does not turn on any pivot} ("no turn").
• EU := {S n = S n−1 + 1} ("end upwards").
• ED := {S n = S n−1 − 1} ("end downwards").
Using these events, we may write
Now, on the event LT l , the length of the coloring seen by the walk from time 1 to time n is
Only two walks from time m to time n are in LT l and these are reflections of each other (one in EU and one in ED). For either of these two walks, we have that |S t(l) − S t(0) | = u(l), where
It is easily checked that any walk in EU ∩ LT l ends a distance at least 2v(l, L) above any walk in ED ∩ LT l , with (see Figure 2 ) (1) t (2) t(l) t(l + 1) Fig. 2 . A walk in LT l ∩ EU . The last turn occurs at time t(l). Depending on the parity of l, the walk between time m and time t(l) starts its zigzag motion either to the right (as drawn) or to the left (l is odd in this picture).
Hence we have, using the fact that all walks in LT l visit the same number of colors,
follows that for L large the probability of LT l ∩ ED is negligible with respect to the probability of LT l ∩ EU uniformly in l.
The same reasoning gives the inequality
Indeed, any walk in LT l ∩ EU covers t(l + 1) − t(l) more sites than any walk in LT l+1 ∩ EU , while it is not hard to see that it makes at most u(l + 1) + 5m more steps to the right. Since t(l + 1) − t(l) ∼ 4l and u(l + 1) + 5m ∼ 2l as l → ∞, and p/(1 − p) < 4 (because p < 4 5 ), we find that
∨Ȳ n m ) decreases exponentially in l for l large. Hence the largest value l = L dominates. Similar estimates allow us to neglect probabilities containing the event N T .
Combining (3.3)-(3.5), we obtain that, for fixed m,
which immediately yields that, for fixed m,
where the error o(1) tends to zero as L → ∞.
The key point of (3.6) is that LT ∨Ȳ n m }, we therefore have
Equations (3.6) and (3.7) tell us that for large n, P(C 0 = B | Y m−1 1 ∨Ȳ n m ) will be very close to p or 1 − p. The idea now will be to modify the extension far away so that an "opposite" type of structure is forced upon us and thereby reverse the p and 1 − p above.
2. We next move to the choice of Y n m . We take
The difference withȲ n m in (3.2) is that we removed the last pivot W L and the 2 B's following it (so that n → n − 3). The same computations as before give ∨Ȳ n m forced it to do, because there is one turn less and the walk still ends upwards. Therefore, by symmetry, the walk from time 1 to time m − 1 must also do the exact opposite, and so we conclude that, for q ∈ {p, 1 − p},
Combining (3.6) and (3.9)-(3.10), we obtain the claim in (3.1).
B /
∈ {∅, Ω} for p = 1 2
and ε = 0. In this section, we prove Theorem 1.3(iii). We will prove that if p = denote random sequences, and we switch back to specific sequences only in the last display. Write where p(n, i, j) := P(τ i ≥ n, τ −j ≥ n) is the probability that simple random walk (with p = 1 2 and ε = 0) starting from 0 stays between −j + 1 and i − 1 (inclusive) prior to time n. To see the second equality in (4.2), let E i,j be the event that there is a B at the origin, and the first W to the right and to the left of the origin are located at i and −j, respectively. Then 
