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Abstract
This paper describes a new defect cause search support system by combining Bayesian network and ontology to use the inherent
production theory and the operation knowledge in the manufacturing process. The internal parameters, that are not measured as
the actual data but can be calculated by mathematical model based on the production theory, often cause the truth of defects. In this
study, these parameters information is used for the probabilistic inference of the defect cause by Bayesian network. The ontology
is used for data dimension reduction, because too many dimensions of data deteriorates the estimation accuracy. Moreover, the
calculation method of the similarity degree between the concepts in the ontology is used to search the new information about the
production theory and the operation knowledge. This system was applied to the actual defect analysis in the liquid crystal display
manufacturing process. As the result, F-measure that means the accuracy in Bayesian network has increased by 0.4905 drastically
and the analysis time can be shortened to about 1/3.
c© 2016 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of KES International.
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Nomenclature
Di Concepts to denote the new data accumulated in the production knowledge ontology (i = 1...DN)
Ri j Partial concepts to denote the related defect appended to Di (i = 1...DN, j = 1...RNi)
DN Number of Di in the production knowledge ontology
RNi Number of Ri j appended to Di (i = 1...DN)
c1, c2 Concepts in the defect ontology
LCS A common parent concept that is the nearest to two concepts in ontology
d Depth from the root to LCS in ontology
α1−α6 Constants obtained by experiments in the theoretical formula
x1−x4 Variables in the theoretical formula
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1. Introduction
Usually, in the manufacturing process, the total quality management has been used for the defect cause analysis.
However, in this method, the considerable eﬀort is required to approach the true cause. Moreover, the fundamental
production theory that expresses the ideal fact using mathematical equation and model and the operation knowledge
which belongs to the engineers are underutilized.
Bayesian network is a method for quantitative analyzing the relation between multiple factors probabilistically and
has been applied to analyze the complicated causations1,2,3. In the defect analysis for the manufacturing process,
multiple factors that cause defect can be identiﬁed quickly and the probabilistic inﬂuence of them can be obtained
by applying Bayesian network to the actual data measured in the manufacturing process. The feature of the defect
analysis in the manufacturing process is there is the fundamental production theory in the background. However, in the
actual data, although the expressive phenomenons are expressed, the inherent production truth and the fundamental
production theory that can predict the true cause of the defect aren’t expressed fully. In the defect analysis using
Bayesian network, the cooperation of the production theory is eﬀective but it has not been attempted in the previous
studies.
On the other hand, it has been studied to systematize concepts such as the manufacturing process, the product part
and so on by ontology4,5,6. However, there are few cases that these methods are actually applied in the manufacturing
ﬁeld.
Therefore, in this paper, a new defect cause search support system is proposed by combining Bayesian network
and ontology using the inherent production theory and the operation knowledge in the manufacturing process, in
order to realize the eﬃcient and high-accuracy cause analysis. By the way, in the cause analysis using the production
data, the input data often becomes high dimension. In case such high-dimensional data is used for the input to
Bayesian network, the estimation accuracy often deteriorates and the analysis eﬃciency decreases by complication
of the Bayesian model. Therefore, the feature selection method for the input data is proposed by the ontology and
the analysis in which the input data is limited to only the minimum number of actual data and the new data about the
theory and the knowledge with high importance is realized by this method. In this paper, the outline of the proposed
system and veriﬁcation result of eﬀectiveness in the manufacturing process are described. In this veriﬁcation, this
system is applied to the actual defect analysis in the liquid crystal display manufacturing process.
2. Outline of application process
The proposed system is applied to the defect analysis in the TFT array process in the liquid crystal display manu-
facturing process. Outline of this process is shown in Fig. 1. In this process, the each electrode and ﬁlm are formed by
Fig. 1. Outline of TFT array manufacturing process
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the following procedure: cleaning, deposition, photolithography, etching and resist stripping7. Thus, the TFT array
substrate that has the function of electrical circuit to drive the liquid crystal is manufactured.
3. Outline of defect cause search support system
Outline of the proposed system is shown in Fig. 2. In this system, the dimensions of the input data to Bayesian
network are reduced by the feature selection method that is applied to the actual data by the cause candidate ontology
in which the candidates are systematized. Moreover, the engineers knowledge and the theoretical formula with high
importance in the defect analysis are searched by the knowledge search system using the production knowledge
ontology and the defect ontology. The corresponding new data (production theory and knowledge data) of them are
generated based on these results. In the proposed system, the defect cause is analyzed by the cause analysis method
using Bayesian network that is built by these new data and the actual data obtained by the feature selection method.
After the next section, the each item is explained in detail.
4. Feature selection using cause candidate ontology
In the proposed system, the cause candidate ontologies in which the candidates are systematized for the each defect
are built manually and used for the feature selection of the actual data. An example of this ontology is shown in Fig. 3.
In this ontology, the cause candidate processes are hierarchically systematized in order of scale of the manufacturing
process division according to ’is-a’ relationship representing superior-inferior relation by the engineers. Moreover,
the processing equipments and the processing parameters that are used in the process are appended to the lower layer
as the partial concept according to ’part-of’ relationship representing part-whole relation. The lower layer denotes
the most detailed cause candidate process by layered structure and the partial concepts appended to it can be related
to the actual data. Therefore, in the feature selection method, this partial concepts are used for the feature selection.
In this method, ﬁrst, the ontology is selected according to the analyzed defect. Next, the dimensions of the actual
data are reduced to only the corresponding data of the partial concepts appended to the lower layer in the selected
ontology. As the result, the dimensions can be reduced to only the processing equipment data and only the processing
parameter data which have a strong association with the analyzed defect. The result is diﬀerent according to the
selected ontology. Since this ontology is built by consultation of the engineers, the empirical knowledge and the
technology knowledge are contained. Thus, it is expected that reasonable dimension reduction is realized. In addition
Fig. 2. Outline of defect cause search support system
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Fig. 3. Example of cause candidate ontology and decline of partial concept
Fig. 4. Example of relative data
to this, since the knowledge with regard to the feature selection can be accumulated and reused by the ontology, the
more eﬃcient and exhaustive defect cause analysis can be realized by continuing the analysis using the ontology.
Moreover, further eﬀect of dimension reduction is realized by limitation of the concepts that have a strong association
with the defect and selection of range using the knowledge that belongs to the engineers. For example, in this ﬁgure,
the extracted partial concepts are further limited by limitation of the concepts in the medium layer and selection of
range. It is expected that the estimation accuracy and analysis eﬃciency are improved in Bayesian network.
5. Production theory and knowledge data generation using knowledge search system
5.1. Production theory and knowledge data
In the proposed system, two new information about the production theory and the operation knowledge are used.
The ﬁrst data is the theoretical formula data that is output of the theoretical formula or the mathematical model using
the actual input data. This data has the hidden and useful information that is not obtained from the actual exposed data.
In this way, the inherent production truth in manufacturing process is introduced in the defect analysis. The second
one is the relative data based on the operation knowledge which belongs to the engineers. This data has combination
of multiple data with strong association. An example of this data is shown in Fig. 4. In this ﬁgure, the data has
combination of the processing equipment and the processing parameter. For example, the analysis that the feature
diﬀerence of the each equipment is taken into consideration can be realized by adding this data.
5.2. Search of production theory and knowledge data using knowledge search system
In the proposed system, the new data that mean the theoretical formula data and the relative data are added to the
input data of Bayesian network. However, the estimation accuracy sometimes deteriorates and the analysis eﬃciency
sometimes decreases in Bayesian network, when the quantity of data becomes excessive. Therefore, in this system,
the added new data are limited to only the data with high importance in the defect analysis. These data selection
is achieved by the knowledge search system. Here, the production knowledge ontology in which the new data are
systematized is applied. The construction of this ontology is shown in Fig. 5. In this ontology, the derivation method,
the component and the related defect are appended to the each new data according to ’part-of’ relationship. The
derivation method is a method to generate new data. For example, the derivation formula is appended to the theoretical
863 Kouki Hamamoto et al. /  Procedia Computer Science  96 ( 2016 )  859 – 868 
Fig. 5. Example of production knowledge ontology
Fig. 6. Flowchart of knowledge search system
formula data and the combination method shown in Fig. 4 is appended to the relative data. The component is the actual
data that is necessary to derive these new data. The related defect obtained by the empirical knowledge belonging to
the engineers is the defect that can be caused by the new data. Moreover, the defect ontology in which defects are
systematized is used for calculating the importance degree of the each new data by the calculation technique of the
similarity degree. The above ontologies are built manually based on the knowledge belonging to the engineers. The
search procedure of the new data with high importance by Ontologies mentioned above is shown in Fig. 6. As shown
in this ﬁgure, the defect name to be analyzed and threshold of the importance degree in the range of 0.0 to 1.0 are set
in this system. The importance degree of the each new data is calculated using the similarity degree between concepts
corresponding to the defect name and the related defect respectively in the defect ontology. The similarity degree and
the importance degree are calculated by Eq. (1) and Eq. (2) respectively.
S im(c1, c2) =
2d
len(c1, LCS ) + len(c2, LCS ) + 2d
(1)
Imp(Di) = max{S im(c1,Ri j)} ( j = 1...RNi) (2)
In Eq. (1), this similarity degree is calculated based on the distance (the number of edges) between the each concept
(c1, c2) in the defect ontology8. len(c1, LCS ) denotes the distance from c1 to LCS in this equation. Also, Eq. (2)
means that the maximum value among all the similarity degree of the related defects appended to a new data is the
importance degree for the data. The derivation method and the component of the data that have the importance degree
exceeding the input threshold can be obtained by this system. The new data are generated based on these results and
they are added to the input data. Since only the new data with high importance are used to analyze the defect cause,
the cause analysis method that uses the production theory and the operation knowledge eﬀectively and keeps the high
analysis accuracy by restraining the increase of the quantity of data can be realized by this system.
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Table 1. Experimental data
Data Method1 Method2 Others
Data1 × × ×
Data2  × ×
Data3  × Addition of Temp. J
Data4   ×
Data5   Addition of the variable data in the theoretical formula
: Use ×: Unused
Table 2. Generated data by method1 and method2
Data name Data type Explanation
Defect rate Actual data Objective variable data with normal or abnormal value
Equip. A Actual data Processing equipment
Equip. B Actual data Processing equipment
Equip. C Actual data Processing equipment
Equip. D Actual data Processing equipment
Time E Actual data Processing time
Time F Actual data Processing time
Num. G Actual data Processing number of sheet
Thickness H Theoretical formula data Film thickness: Output of the theoretical formula
Cham. I - Temp. J Relative data Combination of processing chamber and temperature
6. Veriﬁcation experiment of proposed system
6.1. Veriﬁcation data
This system has been applied to the defect analysis in the liquid crystal display manufacturing process and eﬀec-
tiveness of the system has been validated. The veriﬁcation data has 185 kinds of the actual data that are measured in
the manufacturing process and the data quantity is 1720 lines. In this database, one has a defect rate (objective vari-
able) and the others are the explanatory variables containing the processing equipments, the processing parameters
and so on. The defect rate is numeric type and they are divided into normal or abnormal value. In this analysis, the
explanatory variables that participate in the occurrence of this abnormal value are estimated probabilistically.
6.2. Veriﬁcation procedure of eﬀectiveness
First, in the proposed system, the dimensions of the veriﬁcation data are reduced by applying the feature selection
method using the ontology (Method1). Next, the new data with high importance are added to the input data by the
knowledge search system (Method2). In this veriﬁcation, Data1-5 shown in Table 1 are used. These data are generated
from the veriﬁcation data and they participate in the same defect. Data1 is the original veriﬁcation data and Data2
is the result by the dimension reduction to Data1. Data3 is generated by adding Temp. J data that has the processing
temperature to Data2. Data4-5 are used in the proposed system. Data4 is shown in Table 2. This data has 8 kinds of the
actual data that are obtained by Method1 and 2 kinds of the new data that are obtained by Method2. The relative data
is comprised of the combination of the processing chamber and the processing temperature. Moreover, the theoretical
formula data is derived by Eq. (3). Data 5 is generated by adding the corresponding actual data of variable data: x1-x4
in the theoretical formula to Data4.
The following three veriﬁcations are explained by using above data. The ﬁrst is the eﬀectiveness of the dimension
reduction. The estimation accuracies of the each model by Data1-2 are compared and examined. F-measure is used
for the comparison of the estimation accuracies9. It is the numerical value in the range of 0.0 to 1.0 and the larger this
value is, the higher the accuracy of the model is. This value is obtained for the each value belonging to the objective
variable data and the each model is evaluated by the average of their values. In this veriﬁcation, F-measure is obtained
by 3-fold cross-validation. The second is the eﬀectiveness of the new data. The defect causes are analyzed by the each
model by Data3-4 and results of the analysis are compared and examined. Moreover, the defect causes are analyzed
by the model by Data5 and introduction eﬀects of the variable data are veriﬁed. The third is the comparison with
the previous methods. In the comparison, two previous methods are used. The ﬁrst method is the usual physical
analysis and correlation analysis in the application process. The second one is the analysis by Bayesian network.
Here, only Bayesian network is applied to analyze the veriﬁcation data. In this veriﬁcation, the results by above
methods are compared. In the model construction of Bayesian network, greedy algorithm is used for a search of the
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Fig. 7. Example of probabilistic inference by Bayesian network10
Table 3. F-measure of Data1 and Data2
Value name Data1 Data2
Abnormal value 0.4644 0.6131
Normal value 0.0171 0.8492
Average 0.2407 0.7312
Table 4. Abnormal probability value1 (Thickness H)
Thickness H Abnormal probability value
Thin 0.1752
Medium 0.3073
Thick 0.3978
Extra-thick 0.5599
model construction and AIC is used as an evaluation basis of the model10,11. The model by Data4 is shown in Fig. 7.
As shown in this ﬁgure, the probability value at the each other node is calculated by the probabilistic inference after
adding the evidence to the node in the model.
Thickness H = (((α1 + α2x1)x2) − (α3 + α4x1))α5x3 − α6x4 (3)
6.3. Veriﬁcation result of eﬀectiveness and discussion
6.3.1. Veriﬁcation about dimension reduction
The eﬀect of the dimension reduction using the feature selection method has been veriﬁed. F-measures of the each
model by Data1-2 are shown in Table 3. It is found that F-measure of the each value belonging to the objective variable
and the average of them have been improved drastically in Data2 by the dimension reduction. It is considered that the
reason why the model accuracy has been improved is that the unnecessary complication of the model with the increase
of the dimension number has been dissolved and the learning of the model construction following the causation is
realized. Therefore, high-accuracy cause analysis is realized by the dimension reduction using the proposed system.
6.3.2. Veriﬁcation about addition of the new knowledge
The eﬀect of addition of the new data has been veriﬁed. First, the eﬀect of the addition of the theoretical formula
data has been veriﬁed. Here, the models that are built by Data3-4 are used. The inherent information that assumes
the production theory background has not been reﬂected in the analysis using only the actual data by the model by
Data3. In the proposed system, since Data4 has the theoretical formula data, the inherent production information
representing Thickness H in the following concrete example that isn’t expressed superﬁcially in the actual data can be
used in defect analysis by the model by Data4. The trend between Thickness H and the defect rate has been analyzed
by the probabilistic inference using the model. The result is shown in Table 4. In this table, the abnormal probability
values are shown for the each thickness belonging to Thickness H node. The correlation coeﬃcient between the each
column has been calculated following to this table. As the result, the strong positive correlation of 0.998 has been
obtained. Here, the medians of the number range to correspond to the each thickness have been used to calculate it.
Therefore, it is considered that the increase of Thickness H inﬂuences on the occurrence of the defect. This trend
is also conﬁrmed by Fig. 8 that shows average of the Thickness H for the each defect rate that is obtained from the
application process. In the veriﬁcation data, there are 12 patterns about the defect rate values. In this ﬁgure, the
averages of the variable values for the each pattern are plotted in order to show the trend between them clearly. It is
found by this ﬁgure that as Thickness H increases, so the defect rate increases. Therefore, the fundamental theoretical
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Fig. 8. Relation between Thickness H and Defect rate
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Fig. 9. Relation between x1 and Defect rate
Table 5. Probabilistic inﬂuence (Data5)
Rank Node Cause candidate Abnormal probability value
1 x1 Range6 0.8364
2 Equip. A Equip. A2 0.7036
3 Cham. I - Temp. J Cham. I2 - T4 0.6250
4 x1 Range5 0.5939
5 x4 1.000 0.5096
theory that lurks in background of the manufacturing can be introduced to the defect analysis directly by using the
theoretical formula data.
Next, the eﬀect of the addition of the variable data in the theoretical formula has been veriﬁed. Here, the model
that is built by Data5 is used. In this analysis, the probabilistic inﬂuences for the defect at the each cause candidate
have been obtained by the probabilistic inference. Here, the cause candidate is deﬁned as the value belonging to the
each node in the model. The abnormal probability value has been obtained by the probabilistic inference after adding
the evidence to the cause candidate in the model. In this analysis, the probability value is deﬁned as the probabilistic
inﬂuence of the cause candidate. They are shown in Table 5. In this table, only the candidates with the strong inﬂuence
in the top 5 are shown. Here, the variable node x1 that has strong probabilistic inference especially is focused. The
abnormal probability values corresponding to the each number range belonging to x1 node are shown in Table 6. In
this table, Range1 is the minimum range and Range6 is the maximum one. The correlation coeﬃcient between the
each column has been calculated following to this table. As the result, the strong positive correlation of 0.870 has
been obtained. The medians of the each number range have been used to calculate it. Therefore, the increase of this
variable participates in the increase of Thickness H strongly and inﬂuences on the occurrence of the defect especially.
This trend is also conﬁrmed by Fig. 9 that shows average of x1 for the each defect rate. It is found by this ﬁgure
that as x1 increases, so the defect rate increases. Moreover, Table 6 shows that the probability value of Range2 is
minimum in all the probability values. Therefore, in order to prevent the occurrence of the defect, it is eﬀective to
restrain this variable in Range2. This is also conﬁrmed by average of the defect rate for the each number range shown
in Table 7. It is found by this table that the defect rate of Range2 is minimum. Therefore, it is possible to estimate the
inﬂuence diﬀerence between the each variable in the theoretical formula and to identify the eﬀective number range of
the variable to prevent the occurrence of the defect using the variable data.
Finally, the eﬀect of the addition of the relative data has been veriﬁed. Here, the models that are built by Data3-4
are used. First, the trend between Temp. J and the defect rate has been analyzed by the model by Data3. The result
is shown in Table 8. In this table, the abnormal probability values corresponding to the each processing temperature
belonging to Temp. J node are shown. Here, T1 is the minimum temperature and T9 is the maximum one. The
correlation coeﬃcient between the processing temperatures corresponding to T1-9 and the probability values has
been calculated following to this table. As the result, the negatively weak correlation of −0.420 has been obtained.
This trend is also conﬁrmed by Fig. 10 that shows average of the defect rate for the each temperature belonging to
Temp. J. It is found by this ﬁgure that the remarkable trend isn’t conﬁrmed as with the result that is obtained by the
probabilistic inference. Therefore, it is diﬃcult to identify the relation between the processing temperature and the
defect rate by the simple analysis using them only. Next, the trend between the defect rate and the relative data that
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Table 6. Abnormal probability value2 (x1)
x1 Abnormal probability value
Range1 0.2391
Range2 0.0606
Range3 0.1321
Range4 0.5146
Range5 0.5939
Range6 0.8364
Table 7. Average defect rate of number range in node x1
x1 Average defect rate (%)
Range1 1.910
Range2 0.731
Range3 2.472
Range4 5.921
Range5 9.388
Range6 17.77
Table 8. Abnormal probability value3 (Temp. J)
Temp. J Abnormal probability value
T1 0.1803
T2 0.3860
T3 0.4308
T4 0.6137
T5 0.0000
T6 0.1841
T7 0.0687
T8 0.2637
T9 0.1089
Table 9. Abnormal probability value4 (Cham. I - Temp. J)
Cham. I - Temp. J Abnormal probability value
Cham. I1 - T2 0.0000
Cham. I1 - T3 0.0000
Cham. I1 - T4 0.0000
Cham. I1 - T5 0.0000
Cham. I1 - T6 0.1702
Cham. I1 - T7 0.0628
Cham. I1 - T8 0.2456
Cham. I1 - T9 0.1000
Cham. I2 - T1 0.1667
Cham. I2 - T2 0.4211
Cham. I2 - T3 0.4238
Cham. I2 - T4 0.6250
combine Cham. I and Temp. J has been analyzed by the model by Data4. Cham. I contains two kinds of chamber:
Cham. I1 and Cham. I2. The result is shown in Table 9. In this table, the abnormal probability values are shown for
the each value belonging to Cham. I - Temp. J node. The correlation coeﬃcient between the processing temperature
and the defect rate has been calculated for the each chamber following to this table. As the result, in Cham. I2,
the strong positive correlation of 0.947 has been found. Therefore, it is considered that the increase of Temp. J in
Cham. I2 inﬂuences on the occurrence of the defect. This trend is also conﬁrmed by Fig. 11 that shows average of
the defect rate for the each temperature belonging to Temp. J in Cham. I2. It is found by this ﬁgure that as Temp. J in
Cham. I2 increases, so the defect rate increases. In the defect cause analysis using Bayesian network, in case only the
actual data is used simply to analyze the trend between the processing parameter (explanatory variable) and the defect
rate (objective variable), the remarkable trend between them can’t obtained. Because the processing parameter data
can not have the parameter values with regard to the single processing chamber but ones with regard to the multiple
processing chambers. Since the each chamber has the diﬀerent trends about the processing parameter, there is a
possibility that the mixture of these trends are caused by the simple analysis between them and the remarkable trend
between them can’t obtained. In contrast, the relative data has the combination of the multiple data. In this analysis,
it has the combination of the processing chamber and the processing temperature as the processing parameter. Since
the trend between them can be analyzed for the each chamber by using this data, the mixture of the multiple trends
for the each chamber is prevented to happen in the analysis using Bayesian network. Therefore, it is considered that
the remarkable trend with regard to Temp. J has been obtained in this veriﬁcation.
6.3.3. Comparison with the results by previous methods and proposed method
The comparison results are shown in Table 10. In this table, the result by the previous method1 that is the usual
physical analysis and correlation analysis in the application process, the previous method2 in which only Bayesian
network is used and the proposed method. In this table, it is found that the dimension number of the analyzed data is
reduced drastically by the proposed method. Therefore, by the proposed method, the analysis time can be shortened
to about 1/3 in comparison to the method1. Here, the analysis time is the time before identifying the cause. Moreover,
the new defect causes can be detected by using the new data such as the theoretical formula data, the relative data and
so on. They are shown in the section 6.3.2 and added to the analysis results by the method1 and 2. The detected new
defect causes are the increase of the ﬁlm thickness value that is output by the theoretical formula, the variable value x1
in the theoretical formula and the processing temperature in the speciﬁc processing chamber. As the result, F-measure
value has increased by 0.4905 in Bayesian network.
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Fig. 10. Relation between Temp. J and Defect rate
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Fig. 11. Relation between Cham. I2 - Temp. J and Defect rate
Table 10. Comparison table between proposed method and previous methods
Dimension number Normalized analysis time New defect cause Estimation accuracy (F-measure)
Previous method1 185 1 × -
Previous method2 185 - × 0.2407
Proposed method 10 1/3  0.7312
: New defect causes are obtained ×: New defect causes aren’t obtained
7. Conclusion
In this paper, a new defect cause search support system is proposed by combining Bayesian network and ontology
using the inherent production theory and the operation knowledge in the manufacturing process. This system has
been applied to the defect analysis in the liquid crystal display manufacturing process. As the result, the average of
F-measure value has increased by 0.4905 in Bayesian network by the dimension reduction and the new defect causes
with the theoretical background have been identiﬁed by the addition of the new data. Moreover, the analysis time has
been shortened to about 1/3 in comparison to the previous method. Therefore, it has been elucidated that eﬃcient and
high-accuracy defect cause analysis is realized by the proposed system.
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