Context. As part of the POISSON project (Protostellar Optical-Infrared Spectral Survey on NTT), we present the results of the analysis of low-resolution near-IR spectroscopic data (0.9-2.4 µm) of two samples of young stellar objects in the Lupus (52 objects) and Serpens (17 objects) star-forming clouds, with masses in the range of 0.1 to 2.0 M ⊙ and ages spanning from 10 5 to a few 10 7 yr. Aims. After determining the accretion parameters of the targets by analysing of their H i near-IR emission features, we added the results from the Lupus and Serpens clouds to those from previous regions (investigated in POISSON with the same methodology) to obtain a final catalogue (143 objects) of mass accretion rate values (Ṁ acc ) derived in a homogeneous and consistent fashion. Our final goal is to analyse howṀ acc correlates with the stellar mass (M * ) and how it evolves in time in the whole POISSON sample. Methods. We derived the accretion luminosity (L acc ) andṀ acc for Lupus and Serpens objects from the Brγ (Paβ in a few cases) line by using relevant empirical relationships available in the literature that connect H i line luminosity and L acc . To minimise the biases that arise from adopting literature data that are based on different evolutionary models and also for self-consistency, we re-derived mass and age for each source of the POISSON samples using the same set of evolutionary tracks. Results. We observe a correlationṀ acc ∼M * 2.2 between mass accretion rate and stellar mass, similarly to what has previously been observed in several star-forming regions. We find that the time variation ofṀ acc is roughly consistent with the expected evolution of the accretion rate in viscous disks, with an asymptotic decay that behaves as t −1.6 . However,Ṁ acc values are characterised by a large scatter at similar ages and are on average higher than the predictions of viscous models. Conclusions. Although part of the scattering may be related to systematics due to the employed empirical relationship and to uncertainties on the single measurements, the general distribution and decay trend of theṀ acc points are real. These findings might be indicative of a large variation in the initial mass of the disks, of fairly different viscous laws among disks, of varying accretion regimes, and of other mechanisms that add to the dissipation of the disks, such as photo-evaporation.
Introduction
A significant fraction of the mass of a star is accumulated by accretion from a circumstellar disk. After a short period of intense accretion, during which the star acquires most of its mass (the so-called Class 0 phase), the material continues to be channelled from the inner disk onto the central star along the stellar magnetic field lines. Although the rate of mass accretion decreases with time, this process plays a crucial role in removing material from the disk along with mass loss, and in this way it influences the disk dissipation time-scales and eventually the formation of planets.
The infalling material landing on the stellar surface produces strong shocks and creates a so-called hot spot, where the accretion luminosity (L acc ) is radiatively released as continuum and line emission. Therefore, by observing this emission one can infer quantitative information on the stellar accretion process. In particular, L acc can be directly measured for example by modelling the excess of UV continuum emission shortward of the Send offprint requests to: Simone Antoniucci, e-mail: simone.antoniucci@oa-roma.inaf.it ⋆ Based on observations collected at the European Southern Observatory, La Silla, Chile (ESO programmes 082.C-0264 and 083.C-0650).
Balmer and Paschen jumps (e.g. ). Mass accretion rates (Ṁ acc ) can then be inferred from L acc if the stellar mass and radius are known, in the assumption that the accretion energy is entirely converted into radiation. It has been found that accretion luminosity derived from the UV continuum excess obeys empirical relationships with several emission lines such as optical and IR hydrogen lines, CaII, and HeI (e.g. Herczeg & Hillenbrand 2008; Calvet et al. 2000 Calvet et al. , 2004 . The discovery of these correlations has triggered a significant observational effort to measure the mass accretion rate of large populations of young stars, with the aim of defining its dependence on the stellar mass and its time evolution.
Following first observations concentrated on the population of the Taurus molecular cloud (e.g. Muzerolle et al. 1998; Herczeg & Hillenbrand 2008) , recent studies have been conducted in other star-forming regions with the aim of addressing the dependence of mass accretion on the overall age of the stellar population and environment, such as in ρ Oph (Natta et al. 2004) , L1641 (Fang et al. 2009; Caratti o Garatti et al. 2012 ), Chamaeleon, , σ Ori (Rigliaco et al. 2011) , and Lupus (Alcalá et al. 2014) . These works have shown that there is a general dependence ofṀ acc on both the stellar mass and age, although with a large scatter. Some of the reasons for this scatter rely on accretion variability and uncertainty on the stellar parameters (especially the mass of the objects). A significant source of scatter also originates from the choice of tracers used to deriveṀ acc in the various studies, however. Indeed, accretion values measured on the same object may differ by more than one order of magnitude, which can be only partially justified by variability alone (e.g. Costigan et al. 2012) . One way to reduce the biases induced by comparingṀ acc values derived with different instrumentations and in different periods is to perform large spectroscopic surveys of young stars using (quasi)-simultaneous observations of tracers at different wavelengths (e.g Alcalá et al. 2014) .
For the POISSON (Protostellar Objects IR-optical Spectral Survey On NTT) project, we have acquired optical/near-IR low-resolution spectra (R∼700) of Spitzer-selected samples of sources in different nearby molecular clouds. In the first paper of the project , hereafter Paper I) the L acc of sources in the ChaI/II molecular clouds was derived from the line luminosity of several optical/IR tracers, and the different determinations were then compared. In the second paper (Caratti o Garatti et al. 2012 , hereafter Paper II), a sample of young sources in the L1641 was characterised and their accretion properties were studied, addressing in particular the dependence of the accretion rate on the age.
The results so far obtained confirmed that some of the optical tracers commonly adopted to derive L acc (e.g. Hα and Ca II) present larger discrepancies than other lines, indicating that their luminosity might be contaminated by contributions in addition to the accretion, such as emission from jets and winds. Similar results were recently found by Rigliaco et al. (2012) . Among the different tracers, we found that Brγ and Paβ luminosities provide the most reliable value for L acc in low-mass stars, because they require higher excitation conditions than other lines such as Hα, [O i] , or Ca ii and they are thus less likely to be contaminated by different contributions such as those coming from photosphere, winds, and jets. In addition, these near-infrared lines are less dependent on extinction than optical tracers and are particularly suited to derive the properties of younger and more embedded sources.
In the framework of the POISSON survey, we present here the near-infrared spectra (from 0.9 to 2.4µm) of two samples of young stellar objects (YSOs): one in Lupus (52 objects) and one in Serpens (17 sources). These clouds, which are located at a distance of 150-200 pc and 259 pc (see Comeron 2008; Straižys et al. 1996 Straižys et al. , 2003 , and references therein), have been extensively investigated at various wavelengths in recent years: Hughes et al. (1994) , Merín et al. (2008) , Comerón et al. (2009) , Mortier et al. (2011) , Alcalá et al. (2014) for Lupus, and Winston et al. (2007 Winston et al. ( , 2009 , Gorlova et al. (2010) for Serpens. These works have provided information about the characterisation and properties of the young stellar population of these regions, which have been used in conjunction with the accretion luminosities and mass accretion rates, mostly derived from the Brγ detected in emission in our spectra. By combining the Lupus and Serpens YSOs presented here with the previous samples of the POISSON survey, we obtain a general catalogue of 143 YSOs with accretion properties derived in an homogeneous way from near-IR lines.
The paper is structured as follows: in Sect. 2 we present the observations of the two samples of Lupus and Serpens and derive the accretion parameters of the sources in Sect. 3. Then, in Sect. 4 we consider the entire POISSON sample (five starforming regions) and focus our attention on the temporal evolution ofṀ acc and on its dependence on the stellar mass. Our results are then discussed in Sects. 4.4 and 4.5. The main conclusions are summarised in Sect. 5.
Lupus and Serpens observations

Sample selection
Analogously to previous star-forming clouds analysed by POISSON (paper I and II), most of the targets in Lupus and Serpens were chosen from the young populations of ClassI/II objects identified through Spitzer surveys.
We used the works by Merín et al. (2008) and Winston et al. (2007 Winston et al. ( , 2009 as the main reference articles to select Lupus and Serpens targets. We selected sources with a K-band magnitude 12 mag (which was basically imposed by the sensitivity offered by La Silla instruments) and with a spectral energy distribution (SED) spectral index between 2 and 24 µm 1 α 2−24 −1.6, so as to include the Class II sources as classically defined by Lada & Wilking (1984) (see also Greene et al. 1994) . A few sources with −1.6 < α 2−24 < −1.9 or K-band magnitude > 12 mag, which were located very close to selected targets, were observed with the same slit acquisition and were eventually included in the sample. By using these selection criteria, which were chosen to also ensure a high detection rate for H i lines, we initially selected 60 objects in Lupus and 30 objects in Serpens, of which we eventually observed 43 in Lupus and 17 in Serpens. Finally, we added to the sample nine bright T Tauri objects in Lupus with known disks, taken from the sample of van Kempen et al. (2007) , which were not present in the list of Merín et al. (2008) . The final sample consists of 52 (17) sources in Lupus 2 (Serpens), namely: 1 (3) Class I, 3 (2) flat, and 48 (12) Class II.
Almost all sources in Lupus are Class II objects, consistent with the relatively old average age of 3-4 Myr estimated for the Lupus YSOs (Hughes et al. 1994; Mortier et al. 2011) . The percentage of younger Class I/flat sources is somewhat higher in the Serpens sample, in general agreement with the younger mean age of 1-3 Myr of the Serpens association recently found by a few works (Winston et al. 2009; Gorlova et al. 2010) . However, these works also reported multiple young stellar populations in the cloud.
The complete list of targets is presented in Tables 1 and 2 .
Source parameters
All relevant stellar parameters of the investigated objects (L * , T eff , visual extinction, disk luminosity L disk , and bolometric luminosity L bol ) were taken from the literature and are reported in Tables 1 and 2 together with all the references used. As a general rule, when more than one literature value was available for a given parameter, we adopted the most recent determination, using the observed dispersion of values to estimate the average uncertainty on that parameter in our sources. The mean uncertainty on the adopted L * is a factor 1.4, corresponding to 0.1-0.2 L ⊙ for the lowest luminosity objects (L * <0.7 L ⊙ ). The typical error on the determination of the spectral type is 1 The slope of the spectral energy distribution in this spectral range quantifies the infrared excess and thus provides information on the evolutionary status of the objects. α 2−24 values were taken from the general catalogue of the C2D Spitzer legacy program (Evans et al. 2009 ).
2 Our Lupus sample is actually composed of objects located in four different sub-clouds (Lup I, II, III, and IV, e.g. Comeron 2008 , see Table  1 ). Table 1 . Observed Lupus targets and their main properties. All parameters are taken from the literature, except for M * , which was recomputed (see text). 1-2 spectral sub-classes, which means an uncertainty of a factor 1.1-1.2 for the T eff of the sources.
The reported L disk is an estimate of the luminosity of the circumstellar disk and was simply computed as the difference between the total luminosity of the object L bol and the stellar luminosity L * (L disk =L bol −L * ). In a few sources we obtained a negative value of L disk , because L bol and L * values are often independent determinations from different works (inferred by integrating the spectral energy distribution and by spectral type fitting). In Table 2 . Observed Serpens targets and their main properties. All parameters are taken from the literature, except for M * , which was recomputed (see text). Assumed distance is 259 pc (Straižys et al. 1996) . a Typical relative uncertainties for the parameters are as follows (see text):
c L disk is assumed to be 0 in these sources because L bol -L * gives a negative value. d For these high-extinction objects the stellar parameters must be considered to be less reliable. these cases, the derived L disk is in general a small fraction of L * , so we assume that L disk is negligible (∼ 0 L ⊙ ) in these objects. For stellar masses (M * ), the values derived from the position on the HR diagram (L * and T eff values, see Fig. 9 ) were preferred to the ones found in literature. With this aim, we used the premain sequence tracks computed by Siess et al. (2000) , to minimise biases due to the adoption of different pre-main sequence evolutionary models in the reference articles. Details about M * computation are given in Sect. 4.1 and in the appendix. The relative error on the mass value can be estimated from the uncertainties on L * and T eff , and is typically 30-40%. All sources in both clouds have masses ranging between 0.1 and 2.0 M ⊙ and present late spectral types, from K to late M, with the exception of HR 5999 in Lupus, which appears as an Herbig A6e star of about 2.5M ⊙ .
Extinction
Lupus objects present fairly low visual extinction values (<A V >=1.5 mag), while sources in Serpens are on average more embedded, with <A V >= 17 mag. For Lupus we assumed a mean uncertainty on the extinction of 0.5 mag (note that many sources have A V values in the range 0-0.5 mag). For the more embedded Serpens objects, we considered an A V mean uncertainty of 1 mag, but assumed a highly conservative uncertainty of 4 mag for the six objects with A V 20 mag. We considered these uncertainties in computing the accretion parameters (see Sect. 3). Because of the large A V uncertainty of the high-extinction sources (only four with accretion determinations), the literature stellar parameters (especially L * ) must be considered less reliable. In this work we employed the extinction law parametrisation by Cardelli et al. (1989) , adopting a value of the total-to-selective extinction ratio R V =5.5 for both star-forming clouds. We used this law to compute (from the provided A V ) the extinction at the wavelength of the Paβ and Brγ lines (i.e. A J and A K ), which we considered to derive the accretion luminosity (see Sect 4.2). Using instead a standard interstellar extinction law like that of Rieke & Lebofsky (1985) to convert A V would result in a variation of about 20% of the value of A J and A K we obtained from Cardelli's law.
Observations and data reduction
Observations were carried out at ESO La Silla on 8-11 July 2009 with SofI (Morwood 1997; D'Odorico 1988) mounted on the NTT (Tarenghi & Wilson 1989) . We used the red and blue grisms (hereafter RG and BG) of SofI, combined with the 0.
′′ 6 slit, which provides a final resolution R ∼ 900 in the 0.9-2.4 µm wavelength range (0.94-1.65 µm the BG, 1.50-2.40 µm the RG). The two grisms were acquired in succession, so that BG and RG spectra can be considered as taken almost simultaneously. EFOSC2 optical observations of the targets were programmed but could not be performed because of bad weather conditions. The RG and BG spectra are available for all Lupus sources. As for Serpens, we acquired the RG spectrum for all objects, while the BG was taken only for four sources, which were sufficiently bright (J 14 mag).
All data were reduced using the IRAF 3 software package. We followed the standard procedures for bad pixel removal, flatfielding, and sky subtraction. Spectra of standard stars were acquired at air-masses similar to those of the targets and used, after removal of any intrinsic line, to correct the scientific spectra for telluric absorption and calibrate the instrumental response. Wavelength calibration for all spectra was obtained using xenonargon arc lamps.
In addition to spectroscopic data, H-band photometry was obtained within 24 hours from the spectral observations for all sources but HR 5999 (see Tables in appendix) . The measured magnitudes were employed to flux-calibrate each RG spec-trum at the effective wavelength of the SofI H filter. 2MASS (Skrutskie et al. 2006 ) H magnitude was instead used to fluxcalibrate the RG spectrum of HR 5999. The BG spectrum (when available) was then re-scaled to match the corresponding RG spectrum over the spectral region where the two segments overlap.
From the flux-calibrated spectra we finally derived J-and K-band magnitudes by measuring the specific flux at the effective wavelengths of the relative Johnson filters (1.25 µm for J and 2.20 µm for K). We estimate a typical uncertainty of 0.05 mag for our H photometry measurements and a more conservative uncertainty of 0.1 mag for the J-and K-band magnitudes, to take into account possible errors on the derived instrument response function. These values translate into a flux calibration relative error of about 10%, which we assumed for our spectra. Our photometric results are compared with 2MASS in appendix A for the identification of variable sources.
Spectra
Some example spectra are shown in Fig. 10 in the Appendix. H i recombination lines in emission from the Paschen and Brackett series are the most prominent features detected in the spectra, in particular the Brγ and Paβ lines, which remain unresolved given the low spectral resolution of the observations. At least one of these two lines is detected in 30 (∼58% of the total) sources in Lupus and 8 (∼47%) in Serpens. The only other permitted feature observed is the He i line at 1.08µm(19 sources in Lupus), which is a common tracer of winds from the young stars (e.g. Edwards et al. 2006) . Consistently with this origin, we observe an evident P Cygni signature in at least three objects of Lupus.
The detection rates of near-IR H i lines are lower than in clouds investigated in paper I and II with the same instruments and modalities, but are consistent with the Lupus sample being older and Serpens objects being on average more extincted. Noticeably, as already found for the Cha I and Cha II samples of paper I, forbidden emission lines usually taken as indicators of ejection activity (see e.g. Nisini et al. 2005b; Podio et al. 2006) are not detected in any object. Similarly, molecular transitions of H 2 , which is another tracer of shocks induced by outflowing matter, are detected only in one object of each sample. This lack of jet-line features is probably ascribable more to the lowresolution and relatively low-sensitivity of our observations than to an actual absence of jets from the sources (see Sect. 5 of paper I for a discussion on the sensitivity of the POISSON datasets).
In Tables 3 and 4 the fluxes of the Brγ and Paβ lines used to derive the accretion luminosity (see Sect. 4.2) are given, providing upper limits for non-detections and indicating for each source other emission features at the 3σ level.
Accretion in Lupus and Serpens
Accretion luminosities
Consistently with previous POISSON papers, we derived the accretion luminosity (L acc ) from H i lines using the empirical relationships provided by Calvet et al. (2000 Calvet et al. ( , 2004 , which connect the Brγ (or Paβ) luminosities to L acc :
The H i line luminosities were computed from measured fluxes corrected for extinction. The L acc values inferred from the above relationships are listed in Tables 3 and 4 , where we also provide upper limits (3σ) for non-detections. We discuss in Sect. 4.4 how these results vary by adopting other empirical relationships available in the literature.
In Fig. 1 we plot L acc determinations from Brγ and Paβ as a function of the stellar luminosity L * . As for previously investigated samples (paper I and II), the plots show that L acc is corre- lated with L * and that the accretion luminosity is only a fraction of the stellar luminosity (as expected for Class II objects), with 0.1 L * < L acc < L * for most sources, except for a few low accretors (0.01 L * < L acc < 0.1 L * ) found in particular in Lupus.
For consistency with the procedure employed in paper I (see discussion in Sect. 6 therein), in this work we adopt L acc values (and upper limits) computed from the luminosity of Brγ. We remark that we did not take into account the stellar photospheric absorption for the lines, whose contribution to Brγ is negligible for late spectral types. The only exception is the source HR5999 in Lupus (spectral type A6), for which we computed the flux correction on the basis of the Brγ absorption observed in a template spectrum of the same spectral type (for details see Garcia . The accretion luminosities were derived from Paβ only for those sources where Brγ is not detected (eight objects in Lupus and two in Serpens, see Tables 3  and 4 ). Neglecting photospheric absorption of Paβ for stars earlier than M0 might lead to underestimate line fluxes (and hence accretion rates), this affects four of the eight sources of Lupus with L acc derived from Paβ. For sources where both lines are ob- Fig. 4 in paper I), in Lupus objects we therefore find no evidence of sources for which Paβ provides L acc values significantly underestimated with respect to Brγ. Accordingly, measured intrinsic Paβ/Brγ ratios are similar to those observed in Taurus (Paβ/Brγ 3, Muzerolle et al. 1998 ).
The error on the derived L acc values depends on the errors on both line flux and extinction, but it is largely dominated by the uncertainty on the parameters of the empirical relationships employed 4 , so that we estimate it to be about 0.7 dex.
Mass accretion rates
From the accretion luminosity L acc we computed the mass accretion rate (Ṁ acc ) by using the relationship (e.g. Gullbring et al. 1998 )
where M * and R * are the stellar mass and radius, and R in is the inner truncation radius of the disk, which we assumed equal to 5R * . Mass estimates were derived as explained in Sect. 4.1 and the appendix, while R * was calculated from L * and T eff listed in Tables 1 and 2 :
TheṀ acc values thus obtained are reported in Tables 3 and 4 for Lupus and Serpens. These are about 10 −8 -10 −9 M ⊙ yr −1 for all objects, except for five sources displayingṀ acc ∼10 −7 M ⊙ yr −1 (three in Lupus and two in Serpens). We remark that two of the objects in Lupus are HR5999 (a Herbig star for which a higher accretion rate is expected) and [MJS2008] 146, which conversely is a low-mass source (0.18 M ⊙ ) that appears to be in an enhanced phase of accretion (see below). The inferred rates are in the range of values commonly observed in many Class II objects (see e.g. paper I, Gullbring et al. 1998; Natta et al. 2006; White et al. 2007) . Considering the uncertainties on L acc and M * , and assuming an additional typical 30% error on R * , we derive a relative error on the accretion rates of about 0.8 dex.
Mass accretion rates for several Lupus sources of our sample were recently inferred by Mortier et al. (2011) from the analysis of VLT/FLAMES spectra and by Alcalá et al. (2014) from VLT/X-Shooter data. Alcalá et al. (2014) observed 22 objects of our Lupus sample and derivedṀ acc estimates on the basis of the detected Balmer jump. The authors also measured the flux of several emission lines in the optical-NIR range (including Brγ and Paβ) and used these results to provide new calibrated L acc -line relationships. From examining their Brγ fluxes, we find a reasonable agreement with our measurements because fluxes differ by a factor lower than 3 in almost all objects. Albeit the fluxes are similar, theṀ acc we eventually obtain appears to be on average higher than those derived in Alcalá et al. (2014) because of the L acc -Brγ flux relationship we employed (see discussion in Sect. 4.4). Mortier et al. (2011) giveṀ acc based on Hα flux and width for 14 sources of our Lupus sample and seven for which we have a Brγ detection. OurṀ acc are very similar only for three of these sources, while they are significantly different for the others, with two targets showing a discrepancy exceeding 2 orders of magnitude.
Analogously, in eight sources in common between Mortier et al. and Alcalá et al., we find that in three cases theirṀ acc determinations differ by more than one order of magnitude. These fluctuations are similar to those observed in paper I for L acc values derived from Hα, which we judged as the less reliable tracer. Indeed, L acc determinations based on Hα were characterised by a scatter two orders of magnitude greater than those from Brγ, most likely due to different emission components contributing to the line flux (see paper I).
For [MJS2008] 146, we measure an accretion rate about four orders of magnitude higher than Mortier et al., although using a different tracer. This enormous variation suggests that this object undergoes phases of outburst and quiescence, and as such it appears to be a good EXor candidate (e.g. Lorenzetti et al. 2012; Antoniucci et al. 2013a ). This interpretation is also supported by the significant variation in magnitude with respect to 2MASS (∆J ∼ 1 mag), which we signalled in Appendix A. For Serpens sources no previousṀ acc determinations were available in the literature.
Accretion parameters of the whole POISSON sample
Whole sample
The analysis of the POISSON spectra (this work and papers I and II) provides us with accretion luminosities and rates for a total of 143 young objects located in five different star-forming regions. In Table 5 we report the total number of objects observed per cloud compared with the estimated total number of Class I, Flat, and Class II YSOs in each region, as well as the interval of masses explored. The histograms of the stellar masses for each sample is shown in Fig. 3 . Because of the somewhat stringent selection criteria we adopted, POISSON was in general poorly sensitive to stars with masses below ∼0.1-0.2M ⊙ . The mass distribution is similar for the Serpens and Chamaeleon clouds, while Lupus, which is the richest sample and has the lowest extinction values, presents more low-mass objects. Converselyy, the L1641 sample has a smaller fraction of low-mass objects than other regions, because of its greater distance (the selection limit of K 12 was adopted for all clouds) and its higher mean extinction. Most of the POISSON objects have masses in the range of 0.2 to 1.5 M ⊙ and age estimates spanning from about 10 4 to a few 10 7 yr. In the following sections, we relate the accretion parameters derived in a homogeneous fashion across the whole sample to source properties such as disk and stellar luminosity, mass, and age. To this aim, it is therefore important to ensure that the source parameters have been derived in a fashion as consistent as possible for all the sub-samples. This is certainly true in our large sample, where the L acc values have been computed using the same tracer (i.e. H i Brγ) and relationship (Calvet et al. 2004) 5 . As already mentioned, L acc from the Paβ line was adopted only for those few sources where Brγ was not detected (see Sect. 3).
As for accretion rates,Ṁ acc values depend also on the stellar mass of the objects (see Eq. 3), which is usually derived from the position in the HR diagram and from a comparison with predictions of evolutionary models. Because it is well known that M * may significantly vary depending on the assumed model (see e.g. discussion in Spezzi et al. 2008) , we decided to re-derive the stellar masses adopting the set of evolutionary models of Siess et al. (2000) for all the POISSON objects, to minimise the biases oṅ M acc determinations. An important by-product of this procedure is a homogeneous and consistent set of age estimates, which are inferred from comparison with the isochrones of the models developed by Siess et al.. Considering the average uncertainties (for the positioning over the HR diagram), we may assume that these age estimates are correct within a factor 2. More details about this procedure are given in the appendix, where the HR diagram for the whole sample is reported (Fig. 9) , along with all the relevant parameters (L * , T eff , M * , age, andṀ acc ) of the POISSON targets (Tables 8 and 9 ).
Accretion luminosities
Derived accretion luminosities for the POISSON sources are depicted as a function of L * in Fig. 4 , where it is evident that a correlation between L acc and L * is found in all sub-samples. Most sources show L acc values in the range (0.1) L * and 1 L * , except for some low-accretors (mostly in Lupus) and a few L1641 objects that conversely show enhanced accretion activity. One of these latter is the source V2775 Ori (CTF 216-2), which was in an outbursting phase during the observations (Caratti o Garatti et al. 2011 .
In Fig 5 we compare the accretion luminosities to the disk luminosity L disk of the objects, that is, L bol -L * , as defined in Sect. 2.2 (details on the computation of L disk for L1641 and Cha objects are given in the appendix). The plot shows that L disk ∼ L acc for most of POISSON objects, which indicates that the luminosity in excess of the photosphere is basically provided by the accretion process, that is, from the shock caused by the disk material falling onto the star. However, the plot also shows that several sources, especially in the Lupus sample, display an accretion luminosity that is significantly lower (about one order of magnitude) than the observed disk luminosity. Therefore in these stars the bulk of the excess luminosity does not come from the accretion process, which suggests intrinsic emission from massive disks.
Alternatively, a possible interpretation is that these might be edge-on objects in which the central star and innermost accretion region are heavily extincted (the so-called sub-luminous sources, see e.g. discussion in Alcalà et al. 2014), causing an underestimation of both L acc and L * that is difficult to predict.
Mass accretion rates
The mass accretion rates of the whole sample range from 10 −7 to 10 −9 M ⊙ yr −1 , with a few objects in L1641 showing higheṙ M acc values of about 10 −6 M ⊙ yr −1 . Based on the same considerations as in Sect. 3, we can assume a typical uncertainty on theseṀ acc values of about 0.8 dex. In Fig. 6 we analyse the correlation of the mass accretion rate with both the mass and age of the POISSON sample (left and right panels). Despite the huge scatter, a rough trend ofṀ acc increasing with M * can be seen in the plot on the left. Indeed, from computing the Spearman rank correlation coefficient (r), we find r = 0.42 with a probability of obtaining this from randomly distributed data p ∼ 10 −5 .
A power-law relationshipṀ acc ∝ M β * with β around 2 has been observed in several star-forming regions in recent years, for samples with masses and ages very similar to those explored by POISSON, see for instance β=2.1 (Muzerolle et al. 2005 In paper I, we found an analogous correlation (∝M * 1.95 ) from limiting our analysis only to Cha I objects. Here we considered all POISSON sources to improve the statistics, but found that the data points are so scattered (with a dispersion even greater than two orders of magnitude) that it is practically impossible to achieve a reliable fit on the whole dataset.
A trend of accretion rate decreasing with time is visible for theṀ acc versus age plot. The five sub-samples display different median values ofṀ acc (disregarding upper limits), from ∼ 1 × 10 −7 M ⊙ yr −1 in L1641 down to ∼ 6 × 10 −9 M ⊙ yr −1 in Lupus. This decreasing median rate reflects an increasing median age of the five investigated samples, which spans from ∼ 8 × 10 5 yr for L1641 to ∼3 Myr for Lupus, in agreement with the expected decay ofṀ acc as sources evolve.
The observed evolution trend can be compared with theṀ acc temporal variation predicted by Hartmann et al. (1998) for viscous disk models (see for example Muzerolle et al. 2000, SiciliaAguilar et al. 2010, and paper II) . A typical fiducial model considered by Hartmann et al. (1998) assumes a 0.5 M ⊙ star, constant viscosity α = 10 −2 , and a viscosity exponent γ = 1.Ṁ acc evolution predictions based on this fiducial model are shown in Fig. 6 using two dashed curves, which refer to two different initial disk masses of 0.1 (lower) and 0.2 (upper) M ⊙ .
In these models theṀ acc evolution is typically slower at early time, then it asymptotically tends to a power-law decay of the typeṀ acc ∼ t −η , when the elapsed time is much longer than the initial characteristic viscous time of the disk. For the fiducial models reported, the asymptotic relationship isṀ acc ∼ t −1.5 , which is approximately reached when Log t > 5.9.We also note that the initial disk mass (M D ) substantially sets the initial value of the accretion rate. Accretion luminosities in the range 0.1 L * <L acc < L * , such as those observed by POISSON, are compatible with sources having a mass of 0.5-1.0 M ⊙ and a disk-to-star mass ratio of 0.2-0.1 (Tilling et al. 2008) , so that the 0.1-0.2 M ⊙ disk masses considered in the plot are in the range of the expected upper limit values of M D for a solar-type star. Even if the decay trend of accretion rates is very similar to the expected evolution for viscous disks, most of the measuredṀ acc values appear to be higher than those predicted by the models. Moreover, the data point spread at similar age is very large, so that we find several sources that show accretion rates up to two orders of magnitude greater than those of the fiducial viscous models considered, in particular among L1641 objects.
Before further investigating this discrepancy between models and observed points (Sect. 4.5), we applied a procedure similar to the one we used in paper II for L1641 objects and normalisedṀ acc by M β (when plottingṀ acc versus time) and t −η (when plottingṀ acc versus M * ), which we can assume as the power-law index relationships that describe the dependence of M acc on M * and age 6 . In fact, since the accretion rate depends on both M * (explicitly, see Eq. 3) and age (implicitly, because the accretion rate is expected to vary with time), this operation allows us to remove from the plotted accretion rate values the implicit dependence on one of the two parameters, so that in the resulting plot we are able to better visualise the actualṀ acc dependence on the other parameter alone. In particular, normalising by the age and mass helps to reduce the impact on our analysis that arises from the slightly different mass and age distributions of the samples.
Because we do not know a priori the values of η and β, we used a procedure in which we simultaneously fit the two normalised datasets to derive the best-fit values of both power-law indexes. Using an ordinary least-square bisector linear regres-sion 7 and excluding upper limits, we obtain the best-fit relations marked as solid red lines in Fig. 7 .
For the dependence on the stellar mass alone we obtaiṅ M acc ∼ M * 2.2±0.3 with a significantly stronger higher coefficient (r = 0.62, p < 10 −10 ) than in the non-normalised plot. The power-law index is therefore consistent with the slope β ∼ 2 observed in other star-forming regions. Ercolano et al. (2014) have recently considered more than 3000Ṁ acc determinations from the literature, obtained in various star-forming regions, to derive the power-law index of theṀ acc -M * relationship. The authors infer a value of β in the range 1.6-1.9, but limited to stars with M * < 1M ⊙ . Interestingly, if we restrict our fit to stars with masses below 1M ⊙ in our sample, we obtain a power-law index of 1.7, fully consistent with the result found by Ercolano et al. For the rate evolution at long timesṀ acc decays as t −1.6±0.2 . We point out that in this case we limited the regression only to the region of the plot where the evolution is described by a power-law function (i.e. ages greater t 1 Myr). Also here we obtain a tighter (anti)correlation for normalised data, that is, r = −0.42 with p ∼ 0.0001 against r = −0.28 with p ∼ 0.01 for the previous plot. We note that three sources in Lupus and one in L1641 show ages older than 10 Myr, which appears to be strangely high for these regions. As this might stem from an incorrect determination of the stellar luminosity (e.g. sources viewed edge-on), we decided to perform the fit also by excluding these objects. We still obtain an accretion decay that behaves as t −1.6±0.2 , although with a weaker correlation (r = −0.34 with p ∼ 0.003). The value of the power-law index η is very similar to that of the fiducial model considered (η=1.5), and it falls within the interval 1.5-2.8 originally suggested by Hartmann et al. (1998) . Thanks to the fairly large statistics available, we are confident that the observed general trend is real, even if uncertainties on age and accretion luminosities of the single points are relatively large. Nonetheless, most of theṀ acc values still appear to be higher than those predicted for the viscous models: possible reasons for this finding are discussed in the following sections.
Results from different line-L acc relationships
In Sect. 4.3 we found thatṀ acc values obtained from Eq. 1 appear to be overestimated in general with respect to the predictions of viscous disk models. Therefore, we investigated the possible systematic effects caused by the empirical relationships adopted to convert H i line luminosities into L acc . We considered two additional relationships, the classical formula provided by Muzerolle et al. (1998) and the recent calibration by Alcalá et al. (2014) , based on VLT/X-Shooter observations of a sample of Lupus objects:
The three relationships yield accretion luminosities that may significantly differ from each other depending on the line luminosity range involved. This is evident in the upper panel of Fig. 8 where we show the L acc vs L * plot we obtain with the three relationships. The different L acc vs L * trends we observe obviously reflect the different parameters of the laws, and the relationships of Muzerolle and Alcalá provide lower accretion luminosities for lower luminosity stars. In particular, the differences with values reported by Alcalá are about 0.7 dex for the less luminous stars of our sample (∼0.4 dex for a solar-type star). Of course, the same differences are found for the mass accretion rates, which are directly proportional to L acc . TheṀ acc vs M * plot is shown in the central panel of Fig. 8 . In this case, we note that although the singleṀ acc values may significantly differ in the three cases, the general distribution of the points in the plot does not change substantially.
TheṀ acc evolution plots displayed in the lower panels of Fig. 8 show that the generally lowerṀ acc values obtained from the Alcalà (and Muzerolle) relationship agree better with the rates expected for a viscous disk evolution, with more points falling along or below the viscous disk curves of the reference fiducial models we considered in Sect. 4.3. However, even though the general agreement of the measurements with the models is improved, we still observe a large number of source points located above the curves. This means that the systematic . Displayed plots are L acc versus L * (top),Ṁ acc versus M * (centre), andṀ acc normalised to M * 2 versus age (bottom). In the last plot we report the curves of the viscous disk model of Hartmann et al. (1998) shown in Figs. 6 and 7 ; the best-fit power-law indexes obtained from the different distributions for sources with Log t > 5.9 (see text for details) are also indicated.
effect caused by the adopted relationship alone cannot explain these higher-than-expectedṀ acc values, so we need to invoke other causes, which we discuss in Sect. 4.5.
Additionally, although the use of a different line-L acc relation leads to fairly large variations of the single accretion rate estimates, this does not seem to heavily affect the general trend of theṀ acc evolution. Indeed, we obtain that the power-law index describing theṀ acc time evolution is very similar in the three cases, with best-fit η values of 1.6±0.2 (Calvet), 1.9±0.2 (Muzerolle), and 1.8±0.2 (Alcalá), which are substantially consistent with each other considering uncertainties (see Fig 8) .
Accretion rate evolution
In the previous sections we found that the variation ofṀ acc with time roughly follows the trend expected from viscous evolution, although two open problems needed to be further investigated: i) the evidence of a large spread ofṀ acc values for objects with similar age, even after considering "normalised" accretion rates, and ii) the presence of many measured accretion rates significantly higher than those expected for a viscous disk evolution ), which we obtain also allowing for systematic effects due to the employed empirical H i-L acc relation (Sect. 4.4).
The time evolution of the accretion rate has recently been studied in several papers (e.g. Muzerolle et al. 2000; Sicilia-Aguilar et al. 2006 . In particular, Sicilia-Aguilar et al. (2010) analysed the relationship between accretion rates and ages collected for sources from various star-forming regions (see their Fig. 2) . These authors found a good general agreement betweenṀ acc measurements and the evolution trend predicted by viscous disk models, although in their analysis the measurements are also characterised by a large spread around the model curves and by numerous data points that are higher than those predicted for fairly massive accretion disks.
Despite the uncertainties, the largeṀ acc spread we observe is most likely a real effect. Indeed, within the framework of viscous accretion, a high dispersion ofṀ acc is automatically obtained by considering a range of initial disk masses because the predicteḋ M acc is directly proportional to M D ). This scenario can partly explain the dispersion observed, but it can be reasonably invoked only for points that lie around or below the curves relative to M D of 0.1 and 0.2 M ⊙ (see Fig. 7 ), which substantially represent the upper limit for disk masses around solar-type stars.
Another possible way to explain the scatter ofṀ acc points is to assume that the initial conditions and/or the physical processes are not the same in the various disks. Strong observational evidence supporting the presence of very different viscosity laws in the disks was recently provided by Isella et al. (2009) , who revealed a wide variety of viscosity parameters for several solartype objects. For instance, by considering a different viscosity parameter α in the disk models, we obtainṀ acc evolution curves that may significantly differ from the fiducial model curves considered in Sect. 4.3 (see examples in Hartmann et al. 1998) .
Varying accretion through recurrent bursts may also be at the origin of the strong discrepancies ofṀ acc with respect to the expected average level of accretion at a certain age. Powerful accretion bursts are predicted by recent accretion theoretical models (e.g. Vorobyov & Basu 2006) . Although we have evidence that most sources of the sample are not in an outbursting stage, variable accretion may effectively contribute to the observed scatter ofṀ acc data points. In our sample we find clear evidence for this effect in [MJS2008] 146 and especially in the extreme case of V2775 Ori, which shows anṀ acc about two orders of magnitude greater than predicted in the normalised plot of Fig. 7 .
While for the accretion rate decay at long times we obtaiṅ M acc ∼ t −1.6 , which is very similar to the ∼ t −1.5 trend of the fiducial viscous disk model, Sicilia-Aguilar et al. (2010) found a relationshipṀ acc ∼ t −1.2 , suggesting a somewhat slower decrease of the mass accretion rate. Noticeably, this is the same value of the power-law index as we inferred for L1641 objects alone in paper II, although we point out that in our previous work we considered also younger sources in the fit, with ages between 10 5 and 10 6 yr, in which the asymptoticṀ acc evolution trend might not be reached yet. Our analysis is limited because the bulk of the POISSON data points is in the (restricted) age range of 1-10 Myr and typically presents anṀ acc dispersion of about ∼2 dex. The sample studied by Sicilia-Aguilar et al. (2010) has the advantage of presenting a mean age older than the regions studied here, which allows on the one hand to better constrain thė M acc decay for t 10 Myr, and on the other hand to somewhat minimise the age spread uncertainties for individual objects.
On the other side of the plot, the very low number of very young sources allows us to derive only a marginal evidence of the expected slower evolution of the mass accretion rate at early times (t 1Myr) in Fig. 7 . The moment of the onset of the asymptotic decline ofṀ acc depends on the parameters of the disk (such as viscosity and dimensions), therefore a better sampling of this region would possibly provide information on these aspects.
Another effect that may alter the evolution of the mass accretion rate is the presence of additional processes that might be adding to disk dissipation, such as photo-evaporation (e.g. Gorti et al. 2009; Owen et al. 2012) . Indeed, a very efficient photo-evaporation would dissipate the disk in a short time because a rapid cut-off ofṀ acc (with a time-scale of about 10% of the disk lifetime) is expected when the accretion rate drops below the photo-evaporation rate (e.g. Ercolano et al. 2014) . Sicilia-Aguilar et al. (2010) invoked this mechanism to explain the presence of many objects without significant accretion (Ṁ acc 10 −11 M ⊙ yr −1 ) in a wide range of ages (t 1Myr). In our sample we observe only a few of these upper limits in Fig. 7 , mostly among evolved Lupus sources with ages >5Myr. This finding may suggest that the photo-evaporation is not the dominant process in many of the disks observed by POISSON, although its presence can accelerate the decay ofṀ acc in some objects and thus produce the large spread of the accretion rates that we observe. Indeed, the models (e.g. Owen et al. 2011 Owen et al. , 2012 show that the quick drop ofṀ acc at times t 1Myr induced by the X-ray photo-evaporation may easily produce a large spread of the accretion rates starting from the expected viscous decay, depending on the X-ray flux of the sources (see for instance Fig. 7 of Owen et al., 2011) and on the initial disk properties. Moreover, this would provide a somewhat steeper general decline ofṀ acc with respect to viscous evolution when fitting the whole sample, which we marginally detect. In a scenario where photo-evaporation regulates disk dissipation for most objects, the lack of detection of non-accreting sources might be related to the the selected sample being only composed of relatively bright objects, which might partly explain why our results appear generally biased towards high average values of the mass accretion rate.
Conclusions
We have presented the results of POISSON near-infrared spectroscopic observations of two samples of low-mass (0.1-2.0M ⊙ ) young stellar objects in Lupus (52 sources) and Serpens (17 sources). We have derived the accretion luminosities L acc and mass accretion ratesṀ acc of the targets using the H i Brγ line (Paβ in a few cases) and the relevant empirical relationship connecting the flux of the line to L acc .
The new results from the Lupus and Serpens samples were then added to previous results from our POISSON papers I and II (on Cha I,Cha II, and L1641 clouds) to build a large catalogue of the whole POISSON sample, composed of 143 objects with masses in the range 0.1-3.5 M ⊙ and ages between 10 4 and few 10 7 years. For all these sources we obtainedṀ acc estimates computed in a homogeneous and consistent fashion and analysed in particular theṀ acc correlation with stellar mass (M * ) and its evolution through time.
We observe a correlationṀ acc ∼M * 2.2 between mass accretion rate and stellar mass, similar to the correlation observed in several star-forming regions. We also find that the temporal variation ofṀ acc is roughly consistent with the expected evolution of the accretion rate in viscous disks, with an asymptotic decay proportional to t −1.6 . However, sources with similar age are characterised byṀ acc values that display a large scatter and are generally higher than the predictions of viscous models. Although part of these aspects may be related to systematics due to employed empirical relationship and to the relatively big uncertainties on the single measurements, the large statistics available make us confident that the general distribution and decay trend of theṀ acc points are real. In particular, the observedṀ acc scatter might be indicative of a large variation in the initial mass of the disks, of fairly different viscous laws among disks, of varying accretion regimes, and of other mechanisms that add to the dissipation of the disks, such as photo-evaporation.
2008) and are generally attributed to varying accretion activity or extinction variations (see e.g. Carpenter et al. 2001) .
In our samples most of the sources display this type of fluctuation, with a mean magnitude variation (in absolute value) of about 0.2, 0.1, and 0.1 mag (JHK-bands, respectively) data than in 2MASS observations and displays photometric variations of ∆J = −1.5, ∆H = −1.9 ∆K = −2.0 mag (Antoniucci et al. 2013b ). These pronounced photometric fluctuations might indicate an EXor-(e.g. Lorenzetti et al. 2011) or UXor-type (e.g. Shenavrin et al. 2012 ) variability for these objects.
Appendix B: determination of L disk , M * , and age.
Source disk luminosities employed in Sect. 4.2 were not available in the literature for Cha (paper I) and L1641 objects (paper II), therefore these were obtained using the estimates of the bolometric and stellar luminosities: L disk =L bol -L * . However, since the L * values given in paper II for L1641 objects had been obtained as L bol -L acc , to determine L disk entirely independently of L acc (like for other sub-samples), we have re-derived L * from the spectral type and I magnitude of the objects (J magnitude when I was not available) by integrating a NEXTGEN stellar spectrum (Hauschildt et al. 1999 ) of the same spectral type as the object Fig. 9 . HR diagram for the sources of the five star-forming clouds analysed in POISSON (see legend). Superposed evolutionary tracks for labelled stellar masses in M ⊙ (grey lines), isochrones for labelled time in years (blue dashed lines), ZAMS (solid red line), and early main sequence (dashed red lines) are taken from the models of Siess et al. (2000) . The point with error bars shows the mean uncertainty on the position of the single sources. normalised to the observed I (J) band flux. The new L * values thus obtained for L1641 are listed in Table 8 .
As mentioned in Sect.4.1, to minimise systematic biases we decided to (re-)determine M * and age of all POISSON sources on the basis of the same pre-main sequence evolutionary models. For this task we considered the models by Siess et al. (2000 Siess et al. ( , 1999 , assuming a metallicity Z=0.2 and no overshooting. The relative evolutionary tracks and isochrones are displayed in the HR diagram in Fig. 9 . Mass and age of the single objects were Tables 8 and  9 , together with the determined mass accretion rate. Table 8 . Main parameters of POISSON sources in Cha I, Cha II, and L1641, investigated in papers I and II. Masses and ages (re)determined from HR diagram position using the models of Siess et al. (2000) , in conjunction withṀ acc values derived from Brγ. 
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