We study a probability measure on integral dominant weights in the decomposition of N -th tensor power of spinor representation of the Lie algebra so(2n + 1). The probability of the dominant weight λ is defined as the ratio of the dimension of the irreducible component of λ divided by the total dimension 2 nN of the tensor power. We prove that as N → ∞ the measure weakly converges to the radial part of the SO(2n + 1)-invariant measure on so(2n + 1) induced by the Killing form. Thus, we generalize Kerov's theorem for su(n) to so(2n + 1).
Introduction
Let V 1 , V 2 , . . . , V k be finite dimensional representations of a simple Lie algebra g. The tensor product of these representations is isomorphic to a direct sum of irreducible highest-weight representations:
where L λ is the irreducible representation with the highest weight λ and W is the multiplicity of L λ in the tensor product decomposition. Rewriting this decomposition equation in terms of dimensions of representations and dividing by dim · V 1 · dimV 2 · · · · · dimV k , we get:
Thus, we have a discrete probability measure on the dominant integral weights λ that appear in this decomposition:
Particularly interesting case of such measure appears when we take the N -th tensor power of vector representation of su(n + 1). Because of the Schur-Weyl duality, in this case M λ is the dimension of the irreducible representation of the symmetric group S N . Kerov [1] discovered that as N → ∞ the discrete measures (3) in the weight space R n of su(n + 1) converge weakly to some continuous measure on the main Weyl chamber.
In this paper we consider g = B n and tensor powers of the spinor representation L ωn . We prove the weak convergence of measures (3) on the main Weyl chamber of the weight space for B n to the measure induced by the G-invariant Euclidean measure on g.
In Theorem 1 we consider the small domain U (N ) ⊂ R n the volume of which goes to zero as N → ∞. We show that the probability density function of the limit measure is given by the formula :
,
a i and a i = λ i + ρ i are the shifted Euclidean coordinates on weight space of B n , where ρ is the Weyl vector.
In Theorem 2 we show that that the same holds for every n-orthotope in the main Weyl chamber.
In Theorem 3 we show that the measures converge weakly on the entire main Weyl chamber.
Kerov's proof for the A n -case was based upon the hook formulas and Young diagrams for tensor product decomposition multiplicities and dimensions of representations. In this it was similar to the famous Vershik-Kerov [2, 3] and Logan-Shepp [4] result on the limit shape of Young diagrams. Relation of the Young diagrams limit shape to the random matrices was established in the papers [5, 6] . The weak convergence was established from the comparison of the discrete probability measure to multinomial distribution and the use of de Moivre-Laplace theorem.
Unfortunately, there are no analogues of hook formulas for the other Lie algebras. Thus we use combinatorial formula for tensor product decomposition coefficients [7] and Weyl dimension formula to prove the analogue of de MoivreLaplace theorem [8, 9] for an arbitrary n-orthotope in the main Weyl chamber, and then we apply a criterion for weak convergence of probability measures [10] .
The paper is organized as follows. In Section 1 we fix the notations and give the definition of probability measures on subsets of dominant integral weights. In Section 2 we present the formula for tensor product decomposition multiplicities for tensor powers of spinor representation of the algebra B n . In Section 3 we take limit of infinite tensor power and prove the convergence of discrete probability measures on subsets of dominant integral weights to a continuous probability measure on the main Weyl chamber. In the Conclusion we discuss the connection to the invariant measure and further work.
1 Tensor product decomposition and definition of probability measure
Consider a simple Lie algebra g = B n of rank n. Denote simple roots of g by α 1 , . . . , α n and fundamental weights by ω 1 , . . . ω n , (α i , ω j ) = δ ij . We denote an irreducible highest weight representation of g with the highest weight λ by L λ . The root system is denoted by ∆ = {±e i ± e j | i =j } ∪ {±e i }, ∆ + = {e i + e j | i≤j } ∪ {e i } ∪ {e j − e i | j≤i } is the subset of positive roots, and ρ = ω 1 + · · · + ω n is the Weyl vector.
We consider the multiplicity function for the tensor power of the last fundamental module ω n = 1 2 (e 1 + . . . e n ). We decompose N -th tensor power of L ωn into the direct sum of the irreducible representations:
where P + (ω n , N ) is the subset of dominant integral weights of the (reducible) representation (L ωn ) ⊗N . The relation (3) gives us a probability measure on P + (ω n , N ) with the probability density function
It is easy to see that λ∈P (ωn,N ) µ N (λ) = 1, since the dimension of the l.h.s.
of the equation (4) is equal to (dim L ωn ) N . In present paper we will study this measure in the limit N → ∞ for n fixed.
Multiplicity formula for tensor product decomposition
The papers [7, 11, 12, 13] proposed a method for decomposing tensor powers of fundamental module of smallest dimension for the simple Lie algebras of series A n and B n .
Instead of focusing on the multiplicity function
, that is defined on the set of dominant weights P + , this method is aimed at finding the expression for the extended multiplicity functionM ω,N λ defined on the whole weight lattice P as:
If the expression forM ω,N λ is obtained, we could find M ω,N λ as its contraction to the set of dominant weights P + that lies in the main Weyl chamber. It was shown in [12, 13] that the extended multiplicity functionM ω,N λ is a solution of the set of recurrence relations:
where
g . It has also been proven that in case of fundamental modules of smallest dimension the solution of (7) is uniquely determined by the requirements of anti invariance with respect to the Weyl group transformations and the boundary conditions.
In case of B n algebra this method allowed us to obtain the multiplicity function for the tensor power of the last fundamental module ω n = 1 2 (e 1 + · · · + e n ). This expression has an explicit dependence on N :
here {a i } are the coordinates of λ in the basis { ẽ i } : ẽ i e i , |ẽ i | = | ei 2 | with the center of coordinates shifted to −ρ = −ω 1 · · ·−ω n . The factors in the numerator vanish at the boundaries of the shifted Weyl chambers and the denominator provides thatM ω1,N λ satisfies the boundary conditions and also ensures that the whole expression is anti invariant w.r.t. Weyl group transformations.
Note that there are two congruence classes of weights, one is parametrized by even values of a i while another by odd. The class is determined by the parity of N . For N even we get a i odd and vice versa.
The expression after (N + 2k)! in the numerator is connected to the Weyl dimension formula for the irreducible module L λ :
which for the case of B n module has the form:
Thus we obtain the discrete probability measure with density function (or the probability mass function):
3 Limit of the infinite tensor product for a finiterank algebra
Let now the n-dimensional random vector X be distributed according to the discrete measure with density function (or, more correctly, the probability mass function) (11):
We fix n in the formula (11) and study the limit N → ∞ to see that this probability mass function converges to continuous probability density function φ{x i } : U ⊂ R n → R. Firstly, we embed P + ⊂ R n the following way. Let us associate to the weight λ in P + with coordinates {a i } the domain U a = ∪ i [a i − 1, a i + 1) ∈ R n . There will only be one weight inside this domain. Consider the probability mass function of vector X:
The volume of the rescaled domain U a (N ) goes to zero as N → ∞. Then as N → ∞ we would expect convergence on this domain
Theorem 1. Let X ∼ µ N ({a i }) and C N be nondecreasing such that lim
Proof. Consider the factor in (11) that depends on N :
We will treat the numerator of I N,n and the denominator
separately.
To obtain asymptotics of (16) we will be using the Stirling formula for factorials
and assuming that n ≪ N we will use the following expansion of logarithm to the order of
Since the first term of the sum is of order 1 N 2 we can include it inside the error:
Then as N −→ ∞ we apply the Stirling formula to the numerator of I N,n :
(N +2k−2)
Using (21) we will now expand the sum under the exponent:
Now let us expand the denominator D N,n of I N,n . We can expand logarithms such as ln(1+
We will choose C N that satisfies this condition for the largest a k . Therefore the value of |a k +2n−1| N will be bounded for all a k as well as the value of |−a k +2n−1| N . Applying the Stirling formula for the denominator of I N,n we get:
This expansion has the error bound of
. To simplify calculations we will combine some factors into one factor Z(n, N ). So we get for the denom-inator:
Using (21) we expand the sum under the exponent and get the approximate expression for the denominator:
Extracting the factors from Z(n, N ) we get:
Then, dividing (23) by (27) we obtain:
We denote the product over k by d N,n and expand d N,n separately:
and choosing the largest of the error bounds we obtain:
Finally, for the measure density (11) we get:
Above we have proven the local theorem for the small domain U a (N ) the volume of which goes to zero as N −→ ∞. We will now prove the global theorem.
+ where all {c i } < {d i } are fixed real numbers, then
Proof. We first use the triangle inequality to obtain
The second term is the difference between the integral and its Riemann sum, therefore it goes to zero. For the first term, let c > max(a, b) then
There are n sums of these expressions and each has O( √ N ) summands. Therefore there is total O N n/2 summands, and the sum is in the order of O 1 N . We can in fact check that the obtained density function (32) defines a probability measure by integrating it over the main Weyl chamber. We will use the following integral, studied by Macdonald in [14] :
(36) It is easy to see that if we integrate (32) over the whole space, following Macdonald, we will obtain the factor 2 n n!. But 2 n n! is the order of the Weyl group of B n , so integration over the main Weyl chamber will give us exactly 1.
Theorem 3. The sequence of discrete probability measures with densities µ N (λ) on the main Weyl chamber converges weakly to the continuous measure µ with density φ({x i }).
Proof. We will use the following criterion of weak convergence of measures [10] : Let E be the class of open sets in metric space X, which is closed under finite intersection, and every open set can be represented as countable or finite union of sets from E. Let µ N , µ be probability Borel measures such that µ N (E) −→ µ(E) for all E ∈ E.Then the sequence µ N converges weakly to µ.
Since E can be comprised of certain n-orthotopes, and for every n-orthotope µ N (H n ) −→ µ(H n ) following Theorem 2, the weak convergence µ N ⇒ µ is proven. Example 1. We illustrate the result with a simple example. In Fig. 1 we plot values of probability mass function p X (λ) (indicated by dots) and the probability density function φ({x i }) for the algebra B 2 (so (5) 
