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Abstract— Wireless sensor networks (WSN) are widely used in
environmental applications where the aim is to sense a physical
parameter such as temperature, humidity, air pollution, etc. Most
existing WSN-based environmental monitoring systems use data
interpolation based on sensor measurements in order to construct
the spatiotemporal field of physical parameters. However, these
fields can be also approximated using physical models which
simulate the dynamics of physical phenomena. In this paper,
we focus on the use of wireless sensor networks for the aim of
correcting the physical model errors rather than interpolating
sensor measurements. We tackle the activity scheduling problem
and design an optimization model and a heuristic algorithm in
order to select the sensor nodes that should be turned off to
extend the lifetime of the network. Our approach is based on
data assimilation which allows us to use both measurements and
the physical model outputs in the estimation of the spatiotemporal
field. We evaluate our approach in the context of air pollution
monitoring while using a dataset from the Lyon city, France and
considering the characteristics of a monitoring system developed
in our lab. We analyze the impact of the nodes’ characteristics
on the network lifetime and derive guidelines on the optimal
scheduling of air pollution sensors.
Index Terms— Wireless sensor networks (WSN), activity
scheduling, lifetime maximization, environmental modelling, data
assimilation.
I. INTRODUCTION
Wireless sensor networks (WSN) play an important role in
the infrastructure of the Internet of Things (IoT) by connecting
the physical world to the Internet through real time measure-
ments which are carried out by a set of sensors placed in
a deployment field and connected to collector nodes called
sinks [1]. The applications of wireless sensor networks can be
grouped into two main classes: 1) target detection applications
where sensors have a sensing range allowing them to capture
the variations of target objects within a certain distance (like
acoustic and video sensors); And 2) environmental applica-
tions (temperature or air pollution monitoring for instance
[2][3]) where data is available only at the points where sensors
are deployed and the objective is to construct a spatiotemporal
field (or set of maps) with a good estimation precision [4].
Most existing WSN-based environmental monitoring appli-
cations use interpolation or regression techniques to construct
the spatiotemporal field of the physical parameters while
focusing only on the measurements gathered by sensors [5].
However, these fields can be also constructed using physical
models which simulate the phenomenon of physical parame-
ters. For example, air pollution maps can be obtained using
atmospheric dispersion models based on traffic and weather
data [6]. Physical models like atmospheric dispersion models
allow us to get fields with much higher spatial and temporal
granularity than interpolation-based techniques. However, the
estimations are less accurate than the measurements performed
by the sensor nodes due to the uncertainty in the inputs
of physical models. In this context, the measurements of
sensors can be used to correct the simulations of physical
models rather than directly constructing the spatiotemporal
field by interpolation or regression. This approach is called
data assimilation and its efficiency has been already proven in
the literature [7].
In this paper, we focus on environmental wireless sensor
networks that are used to correct the errors of physical models
and we tackle the problem of sensor scheduling in order to
maximize the lifetime of the network. Maximizing the lifetime
of the network is a major issue in wireless sensor networks
which usually operate using batteries. The most used definition
of network lifetime is the time period during which the
network is operational; this means that coverage is ensured (the
application sensing requirements are verified) and the network
is connected (every sensor is capable of sending its data to
at least one sink node) [8]. Several works in the literature
have targeted the problem of network lifetime maximization
and at different design levels: deployment, sensor scheduling,
communication load balancing, transmission rate selection,
transmission power selection, routing, etc.
Existing works on sensor activity scheduling usually assume
sensors to have two operation modes: active mode where sens-
ing, communication and computation can be performed; and
sleep mode where the sensor consumes a very small amount
of energy [9]. Activity scheduling consists of keeping only a
subset of sensors in active mode and can be performed in two
ways: 1) in a distributed way where a sensor communicates
with its neighbors to decide whether it should turn off or
not; or 2) a central way where an optimal sensor schedule
is determined by a central node (the sink node for instance)
[10]. Without loss of generality, we focus on the second case
because the physical models are executed only on the sink
nodes due to their high computation requirements.
We propose in this paper a scheduling approach for the
application of correcting physical models simulations. We use
data assimilation to design a mathematical formulation and
then extract from this formulation a mixed integer program-
ming model (MILP) using linearization techniques. We then
analyze the complexity of the model and propose a heuristic
algorithm to solve large instances of the scheduling problem.
We evaluate our approach while considering the application
case of air pollution monitoring and using a data set from the
Lyon city, France.
To the best of our knowledge, this is the first work targeting
the scheduling problem of WSN for the application of correct-
ing physical models’ simulations. The main contributions of
this paper are as follows:
1) We provide a mathematical formulation of WSN
scheduling based on data assimilation in order to correct
the simulations of physical models.
2) We design an optimization model using linearization
techniques.
3) We design a heuristic algorithm using linear relaxation.
4) We evaluate our proposal on a real application case, that
is air pollution monitoring, in order to derive engineering
insights on the effective scheduling of pollution sensors
for physical models correction.
The remaining of this paper is organized as follows: we
first review the existing works on WSN scheduling in sec-
tion II while highlighting the differences with respect to the
application of physical models correction. Then, we present
the problem formulation in section III and our method to
physical models correction in section IV. Next, we present
the design of our MILP optimization model in section V and
the heuristic algorithm in section VI. After that, we present
the simulation results in section VII. Finally, we conclude the
paper and discuss the open perspectives in section VIII.
II. RELATED WORKS: WSN ACTIVITY SCHEDULING FOR
LIFETIME MAXIMIZATION
In this section, we review the related prior works which
target the scheduling problem of sensor networks. We focus
only on the works providing optimization techniques for the
centralized sensing activity scheduling problem as in our
proposal.
In [11], authors consider the case where sensors are de-
ployed randomly for target detection. They focus on the
problem of finding the maximum number of disjoint sets
where each sensor set is capable of ensuring coverage. They
propose to solve this problem, known as the disjoint set
covers problem, using a hybrid genetic algorithm. In this work,
authors don’t take into account the connectivity of the network
and assume that sensors have the same sensing range and the
same initial amount of energy. They justify their choice of not
taking into account the network connectivity by the fact that in
most target detection applications, a relationship between the
sensing range and the communication range of nodes allows
them to get a connected network by ensuring only the coverage
constraints.
In [12], authors focus on field estimation applications where
there is no sensing range and sensors are deployed in order to
construct a spatiotemporal field of a given physical parame-
ter. In order to maximize the lifetime of the network, they
determine the maximum number of disjoint sensor sets as
in the work of [11]. The sensor selection in the scheduling
process is based on the data that is gathered by sensors
right after the deployment. They propose to first learn the
characteristics of the physical stochastic process and then use
these characteristics as a reference in the definition of the
sensing schedule. This work makes a strong assumption, that
is the stochastic process describing the physical phenomenon
is stationary. By minimizing the number of active sensors,
less packets are sent to the sink node, which minimizes the
energy consumption due to connectivity. However, authors
don’t take into account the connectivity constraints between
active nodes and the sensing capabilities of nodes are assumed
to be homogeneous.
In [13], authors consider the application case of target
detection using heterogeneous sensor nodes. They propose to
use a heuristic based on ant colony optimization to maximize
the number of disjoint connected sensor cover sets and hence
get a sensor schedule which maximizes the lifetime of the
network. Compared to the work of [11], they take into account
both connectivity and nodes’ heterogeneity while considering
two types of nodes: sensors and relay nodes.
In [14], authors focus on a particular case of target detection
which is the barrier cover for border surveillance. They con-
sider in their work a set of already deployed mobile sensor
nodes and propose to maximize the lifetime of the network
by minimizing the energy consumption due to both sensing
and redeployment mobility. Authors assume in this work that
sensor nodes are identical. In addition, they don’t take into
account connectivity constraints.
In [15], authors focus once again on the application of target
detection while providing a joint deployment and scheduling
optimization approach. They consider the case of heteroge-
neous WSN and provide a linear mathematical model and
heuristic algorithms. Their approach is to optimize the network
lifetime given a deployment budget by minimizing the energy
that is due to both sensing and data routing. Unfortunately,
their design is adapted only to target detection applications.
As in [15], authors in [16] focus on both deployment and
scheduling for the application case of target detection. They
consider a fixed set of sensors to be deployed and scheduled
with different sensing capabilities. However, they don’t take
into account the connectivity of the network.
Recent works investigate more constraints in their schedul-
ing approaches. In [17], Authors propose a scheduling tech-
nique to select not only sensing nodes to turn on but also
they schedule the communication paths during data collection
while balancing the load due to communication. In [18],
authors focus on using WSN for monitoring multiple physical
parameters at the same time. In [19], authors focus on both
scheduling and data collection while assuming that nodes have
the same sensing range and communication range.
A. Discussion
Even if recent works are considering connectivity and
nodes’ heterogeneity constraints, they focus on mainly two
applications: target detection and field estimation using in-
terpolation. Target detection applications consider the use of
sensors having a given sensing range like presence sensors.
Field construction applications consider the use of environ-
mental sensors’ data to construct spatiotemporal fields of a
given physical parameter. Our aim in this paper is different in
the sense that we consider a different and a new challenging
application which is the correction of physical models which
are used to simulate the variations of physical parameters but
are not accurate and need to be corrected using measurements.
In this context, our objective is to turn off sensors where
data is not needed for the correction of the physical model
in question. To that end, we propose in what follows to use
the data assimilation technique which allows us to combine
the physical model outputs and sensor measurements in the
estimation of environmental fields.
III. PROBLEM FORMULATION
We consider as input the map of a given urban area that
we call the region of interest where the estimation of a given
physical parameter can performed with a physical model. Let
P (with |P | = N ) be a set of discrete points within the
region of interest where sensors are already deployed. Sensor
measurements are used in order to correct the physical model
outputs at each point of the set P.
Let T denote the set of time periods over which we would
like the network to be operational. We assume that at the end
of each time period, sensors send their data to the sink node
located at a given point p ∈ P. Based on the collected data, the
sink node estimates the future errors of the physical model at
each point of the region of interest. In order to save the energy
of sensor nodes, we aim at turning off the nodes where the
physical model future estimated errors do not exceed a critical
level.
Sets and parameters
P Set of points where sensors are deployed
N Number of points
Gtp Ground truth future values (unknown)
Ztp Measured future values (unknown)
M tp Simulated future values
(using physical models)
Ẑtp Estimated future values
(using data assimilation)
mtp Simulation future errors
stp Sensing future errors
Wpq Correlation coefficients
D The correlation distance function
Γ(p) Communication neighborhoods
R Communication range
E Required assimilation variance
EIp Battery capacity
EStp Energy consumption due to sensing
ET tp Energy consumption due to transmission
ERtp Energy consumption due to reception
Decision variables
xtp Define whether sensor p is active
during t or not ; xtp ∈ {0, 1}
αt Define whether the network is operational
during time period t or not ; αt ∈ {0, 1}
TABLE I: Main notations used in our approach.
We use binary decision variables xtp to specify if sensor
p is scheduled to be active during the time period t or not.
Our objective is therefore to determine for each future time
period t ∈ T , the state of sensors (ON for active mode and
OFF for sleep mode) based on the already collected data
and the threshold of the estimation error that should not be
exceeded after the correction of the physical model. This
means that when sensor at point p is turned off, the data of
the neighboring active sensors should be sufficient to correct
the physical model output at point p. In addition, the network
should remain connected during each time period in order to
ensure the communication of sensor data to the sink node. The
main notations used in this paper are presented in TABLE I.
IV. FORMULATION OF PHYSICAL MODELS CORRECTION
We propose to use data assimilation in order to correct the
simulations of physical models: the estimated value Ẑtp at a
given location p ∈ P where the sensor is OFF is formulated as
the sum of Mtp , which is the physical model simulation value
at p, and a weighted combination of the difference between
the physical model values Mtq and the measured values at
neighboring sensor nodes Ztq, q ∈ P where x
t
q = 1 [20].
The weights used for the estimation are called correlation
coefficients and can be evaluated in a deterministic way based
on the distance between the location of the measured value
and the location of the estimated value. These coefficients can
be also evaluated in a stochastic way, but, without loss of
generality, we focus in this paper on the case of deterministic
data assimilation. In this case, Ẑtp is calculated using formula














Let Gtp denote the ground truth (or real) value at point p.
We denote by mtp (respectively s
t
p) the physical model error
(respectively the sensing error of nodes) which is defined as
the difference betweenMtp and G
t
p (respectively the difference
between Ztp and G
t
p). With these definitions, formula 1 can














The data assimilation equation in formula 2 is constrained
by formula 3, which ensures that the denominator is never
equal to 0. Bpq parameters define whether there is a corre-
lation between points p and q or not; that is, Bpq = 1 when
Wpq > 0. ∑
q∈P
Bpq · xtq ≥ 1 (3)
Given the formula of the assimilation estimated value Ẑtp ,
the assimilation error with respect to the ground truth value
(the difference between Ẑtp and G
t















Note that both physical model simulation errors (mtp and
mtq) and sensing errors (s
t
q) are unknown values because
the t index corresponds to a future time period. Therefore,
we propose in this paper to consider these errors as random
variables where only the the variance and the expectation are
known by means of empirical analysis of the already collected
data. We assume that the expectation of the errors is equal
to 0. This is not a strong assumption since both the physical
model and sensors can be calibrated to get an error expectation
equal to 0 by adding or subtracting the real expectation. That
is, the variance defines how much the model (or the sensors)
are incorrect at a given point. Based on these assumptions,
we define the coverage quality at a given point p and during a
future time period t with respect to the set of active sensors as
the variance of the assimilation error. To get this formulation,
we apply the variance function to formula 4 while assuming
that sensing errors are independent between them and are also
independent with respect to the physical model errors. Hence,
we get formula 5 where V ar (respectively Cov) denotes the
variance (respectively covariance) function.


















































Note that the covariance Cov(mtp,m
t
q) is mathematically
a function of correlations Wpq and variances V ar (mtp) and
V ar (mtq) as in formula 6 [21].
COV (mtp,m
t
q ) =Wpq ·
√
V AR(mtp ) · V AR(mtq ) (6)
In order to ensure that the application requirements are met
during the network operation, the coverage quality presented
in formula 5 should not exceed a threshold (or required) value
E during each time period t where a sensor p is turned off.
This constraint can be formulated as follows:















































≤ E, p ∈ P (7)
We seek later in this paper a linear optimization model.
Therefore, we need to linearize constraint 7 by eliminating the
fraction and the multiplications between the decision variables.
We first multiply both sides of formula 7 by the denominator
of the fraction. Next, we simplify the parts where the square
function is applied to variables xtq . Hence, we obtain the linear
form of our coverage formulation in formulas 8 and 9 where
expressions expr1 and expr2 are detailed in formulas 10 and
11 respectively. Finally, real variables vtq1q2 correspond to the
linear form of the product of decision variables xtq1 and x
t
q2
thanks to constraints 12.
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= Ctp , p ∈ P (8)























q1, q1, q2 ∈ P
vtq1q2 ≤ x
t





q2 − 1, q1, q2 ∈ P (12)
V. OPTIMIZATION MODEL
In this section, we present our MILP optimization model
based on the formulation of the physical models correction
presented in the previous section. Our objective is to ensure
that the network is operational during a maximum number of
time periods while ensuring the coverage requirements when
sensors are turned off and while ensuring also the network
connectivity. We denote by αt = 1 the fact that the network
is operational during time period t.
a) Coverage requirements: based on the coverage for-
mulation presented in formulas 8 and 9, we get the follow-
ing constraint while integrating αt variables. Here, M is a
sufficiently big number used to ensure that there is always
a feasible solution in the case where the network cannot be
operational during the whole number of time periods.
Ctp ≤ (1 − αt ) · M (13)
b) Connectivity constraints: we formulate the connectiv-
ity problem as a graph flow. We first denote by Γ(p), p ∈ P,
the set of neighbors of the sensor located at point p. This
set can be determined using sophisticated path loss models. It
can also be determined using the binary disc model, in which
case Γ(p) = {q ∈ P where q ∈ Disc(p, R)} where R is the
communication range of sensors. Then, we define the decision
variables gtpq as the number of flow units transmitted from a
sensor located at point p to another sensor at point q. We
also use variables f tpq to denote the flow quantity transmitted
from a sensor located at point p to a sink node located at
point q. We suppose that each active sensor of the resulting
WSN generates a flow unit in the network during each time
period, and then verify if these units can be recovered by sinks.
The following constraints ensure that the active sensors form
together with sink nodes a connected wireless sensor network;
i.e. each sensor can communicate with at least one sink. Here
yp denotes whether there is a sink node located at p or not.
Since we are focusing on the scheduling of the sensing activity,






























Constraints 14 ensure that each active sensor node, i.e. such
that xtp = 1, generates a flow unit in the network during each
time period. In addition, constraints 15 ensure that non active
nodes, i.e. xtp = 0, do not participate in the communication.
Thanks to constraints 16, only the deployed sinks, i.e. yp = 1,
are taken into account. Finally, constraints 17 ensure that the
overall flow is conservative, i.e. the flow sent by the active
sensor nodes has to be received by sinks.
c) Energy consumption constraints: first, let EIp , EStp ,
ET tpq and ER
t
pq denote respectively the initial amount of
energy (battery capacity) of sensor p, the energy consumption
due to sensing during time period t, the energy consumption
due to the transmission to a neighbor during time period t and
the energy consumption due to the reception from a neighbor
during time period t. The following constraints ensure that

















qp ≤ EIp (18)
d) Lifetime of the network: finally the network lifetime
to maximize corresponds to the number of time periods during





α0 ≥ α1 ≥ α2 ≥ ... ≥ α |T | (20)
VI. THEORETICAL COMPLEXITY AND HEURISTIC
ALGORITHM
A. Complexity of the scheduling model
The proposed optimization model is based on integer linear
programming that can be solved using exact MILP solvers. In
this paper, we use the IBM Cplex solver later in the simulation
part. In terms of complexity, the execution time of the MILP
solvers increases exponentially with the size of the problem.
In fact, what makes our MILP model difficult to solve is
the number of binary variables which causes an exponential
increase in the number of iterations when using the exact
MILP solvers. That is, the complexity of the model is mainly
due to the number of sensors and time periods. In order to
alleviate the resolution process of the proposed model while
being able to get solutions with a sufficiently good quality,
the exact MILP solver can be used with an input integrality
gap value. The integrality gap defines the quality gap between
the theoretical optimal solution and the current solution of the
MILP solver during its execution time.
B. Scheduling heuristic
In order to solve our optimization model on large instances
in a reasonable time while getting good solutions, we propose
to use the concept of linear relaxation. We first define the linear
programming model LP while considering the same objective
function and constraints as our initial model and relaxing
binary variables xtp; i.e. binary variables are considered in
the range of [0, 1], this means that the solutions of the LP
model are not necessarily binary. Note that in a given solution
of LP where variables xtp are fractional, the variable having
the maximum value (i.e. the closest variable to 1) corresponds
to the most important variable in the satisfaction of coverage
and connectivity constraints. Based on this fact, we propose
in each iteration of our heuristic algorithm to activate sensor p
during time period t where xtp is the closet variable to 1. The
loop performs iterative rounding and stops once the scheduling
variables are equal to either 0 or 1, all the coverage and
connectivity constraints are ensured and the network lifetime
can no longer be extended.
Algorithm 1 Scheduling heuristic
Inputs: P
Outputs: {xtp, αt }
repeat
Solve the LP scheduling model
Let f be the maximum fractional variable among xtp
Add constraint f = 1 to the LP model
until all the variables are binary
VII. SIMULATION RESULTS: APPLICATION TO AIR
POLLUTION MONITORING
In this section, we present the simulations that we have
performed in order to evaluate our scheduling approach. We
first present the data set that we used and the common
simulation parameters. Then, we provide a proof-of-concept
to show how we execute our approach on a real dataset. Next,
we evaluate the physical models coverage results. Finally, we
assess the impact of sensing frequency and transmission power
on the the network lifetime.
(a) Region of interest with WSN nodes (b) Simulation errors’ variance ((µg)2/m6)
of June, 2008
(c) Internal view of our sensor nodes
Fig. 1: WSN nodes locations, simulation errors corresponding to the district of La-part-dieu, Lyon, France during June, 2008
and an internal view of our sensor nodes.
A. Dataset
We perform the evaluation of our proposal on monthly
pollution data corresponding to the 2008 Nitrogen Dioxide
(NO2) concentrations in the Lyon district of La-Part-Dieu,
which is the heart of the Lyon City. This pollution data set
has been generated by an enhanced atmospheric dispersion
simulator called SIRANE [6], which is designed for urban
areas and takes into account the impact of street canyons on
pollution dispersion. The dataset has been provided by LMFA,
which is a research lab specialized in fluid mechanics in the
Lyon city, France.
The region of interest has a spatial resolution of 100
meters and is depicted in Fig. 1a with a set of 25 pollution
sensors. We calculate the correlation coefficients Wpq using
an exponential decay function. That is, the correlation between
points decreases exponentially with the euclidean distance.
We recall that the main input of our scheduling approach
is the variance of the errors of the physical model. In this
evaluation part, we assume that the errors of the model are
linearly correlated with its concentrations. Let γ express the
linear relationship between the model concentrations and the
model errors. Thus, we first calculate the variance of the
concentrations of the physical model based on the pollution
maps and then we multiply these variances by γ2 to get
the variance of the physical model errors. We calculate the
γ parameter by evaluating the linear regression between the
concentrations of the dataset of the physical model and the real
data of the few monitoring stations which are already deployed
in the Lyon city. For illustration purposes, we depict in Fig. 1b
the variance map of the physical model errors corresponding
to the month of June.
In order to consider a real scheduling scenario, we use the
characteristics of an air pollution monitoring system that we
developed in our lab (see Fig. 1c). The energy consumption
required for sensing, transmission and reception per month
as well as the default simulation parameters are depicted in
TABLE II. In all the results presented in this section, we
used the Cplex MILP solver to optimally solve our scheduling
model while using a PC with Intel Xeon E5649 processor
under Linux.
Parameter Notation Value
Number of sensors N 25
Communication range of sensor nodes R 500m
Sensing error stp 0.5(µg)2/m6
Battery capacity EIp 518.4 kJ
Sensing monthly energy consumption EStp 129.6 kJ
Transmission monthly energy consumption ET tp 129.6 kJ
Reception monthly energy consumption ERtp 51.84 kJ
TABLE II: Default values of main simulation parameters.
B. Proof of concept
In order to provide a proof of concept of our scheduling
approach, we run our model while considering the default
simulation parameters and we set coverage requirements to
1(µg)2/m6. We get an optimal network lifetime equal to 3
months as depicted in Fig. 2 (from left to right: January,
February and March). We notice that the number of active
sensors is different depending on the time period. In fact, the
correction of the air pollution physical model requires more
nodes depending on the variability of air pollution within each
time period. We also notice that some nodes are active in
more than one time period. Indeed, according to the default
simulation values, the battery capacity allows sensor nodes to
run up to two months without stop.
We also evaluate the assimilation error provided by the
sensor nodes that are active during the months of January,
February and March. Results are depicted in the same Fig.
2. We notice that the assimilation error never exceeds the
coverage requirement set to 1(µg)2/m6 thanks to the coverage
constraints of our optimization model.
C. Impact of coverage requirements on the network lifetime
In this simulation scenario, we investigate the impact of
coverage requirements on the maximization of the network
lifetime. We consider 3 different values of the battery capacity
and we vary the the coverage requirements from 0.5(µg)2/m6
Fig. 2: Proof-of-concept: optimal WSN activity scheduling and the corresponding estimation errors’ variance ((µg)2/m6) while
considering coverage requirements equal to 1(µg)2/m6. Active sensors are depicted in blue squares.
to 2.5(µg)2/m6. The obtained results are depicted in Fig. 3.
We notice that the higher the assimilation error threshold, the
higher the network lifetime. This is expected since with less
coverage requirements, less sensors are activated during each
time period allowing us to get multiple subsets of sensor nodes
capable, each of which, of ensuring coverage and connectivity
constraints.
In terms of battery capacity impact, as expected the higher
the initial amount of energy per node, the largest the network
lifetime. However, doubling the battery capacity does not
always involve twice lifetime as shown in the curves when
the assimilation error threshold is equal to 1.4 (µg)2/m6.
Indeed, this depends on the variability of pollution within each
time period and which may require different number of active
nodes.
Fig. 3: Impact of battery capacity.
D. Impact of sensing frequency on the network lifetime
We now evaluate the impact of sensing quality on the
network lifetime. We consider two scenarios while varying the
sensing frequency of nodes: in the first case, sensors analyze
the quality of the air without stop whereas in the second case,
sensing is performed during only 30 seconds every minute. It
is worth mentioning that in the latter, the node is kept active
during the non sensing 30 seconds which is necessary for
the air pollution electrochemical sensing probes. Reducing the
sensing frequency impacts both energy consumption and the
correction of the physical model. In order to understand how
the the sensing frequency impacts the network lifetime, we
depict in Fig. 4 the obtained results while varying the coverage
requirements. Results show that first, coverage requirements
cannot be met with low sensing frequency for an assimilation
error threshold that is less than 1(µg)2/m6. Indeed, with
low sensing frequency, the sensing error of nodes goes up
from 0.5(µg)2/m6 to 1(µg)2/m6. Moreover, we still get lower
network lifetime when using low sensing frequency. However,
as the assimilation error threshold of the physical model goes
up, we tend to get the same results for both sensing techniques
because the sensing errors become tolerable with respect to the
assimilation process.
Fig. 4: Impact of sensing quality.
E. Impact of transmission power on the network lifetime
In the last simulation scenario, we analyze the impact of
transmission power on the network lifetime. Increasing the
transmission power allows us to get larger transmission range
but at the cost of energy consumption. We consider three
different cases: i) high transmission power (our LoRa powered
nodes with 20dbm transmission power) allowing us to get one-
hop communication to the sink node (communication range
equal to 500m); ii) low transmission power (14 dbm) with
a communication range equal to 200 in non line of sight
while considering the sink node in the corner of the map;
and finally iii) low transmission power with the sink node
in the center. Results are depicted in Fig. 4 and show that
despite the multi-hop communication, low transmission power
leads to better network lifetime compared to high transmission
power. However, this is not always the case as the results also
show that one-hop communication is preferable over multi-
hop communication if the sink node is not well positioned (in
the corner rather than in the center of the map for instance).
Fig. 5: Impact of transmission power.
VIII. CONCLUSION
In this paper, we focus on extending the lifetime of the
network by scheduling the sensing activity of sensors. Our
objective is to decide which sensors should be turned off in
order to let the network operate longer while ensuring the ap-
plication requirements. We design a mathematical model and
a heuristic algorithm that we use to determine which sensors
should be turned off based on the collected data. Related works
in the literature focused only on two main applications: target
detection and spatiotemporal field construction. Our work is
different in the sense that we consider a different and a new
challenging application which is the correction of physical
models. We use the data assimilation technique to provide a
mathematical formulation to the locations where data is not
needed for the correction of the physical model. We apply
linearization techniques and linear relaxation to get solvable
optimization models. Finally, we evaluate our proposal on an
air pollution dataset from the Lyon city, France and provide
engineering insights on the optimal scheduling of air pollution
sensors.
As future work, we plan to perform simulations on different
environmental applications while studying the quality of our
approach depending on the nature of the physical model.
Another perspective of our work would be to analyze the
impact of weather conditions on the longevity of the electronic
components of sensor nodes.
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