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Abstract
Semi-structured data does not need to conform to rigid data structuring constraints, and is
flexible enough to represent various real-world entities, events, and other complex objects
which can be modeled in terms of trees and graphs. Semi-structured data has become
popular in various application domains to store, share and utilize such real-world entities.
In such real-world application domains, users expect to obtain and utilize the information
inside the data. Searching over semi-structured data instances is a natural way to obtain
such information.
In general, the search demands can be classified into two classes: (1) ad-hoc search
demands, and (2) exploratory search demands. The ad-hoc search demands are search
demands which require users to have concrete requirements and to be able to explicitly
express the requirements by some means. In contrast, the exploratory search demands
are search demands where users have ambiguous requirements and the users need to ex-
plore search results. For ad-hoc search demands, dedicated query languages and keyword
search have been developed as two major options for searching over semi-structured data.
Dedicated query languages requires users to have knowledge about the query languages
as well as internal data structures of that data. However, learning query languages and
understanding the entire data structure are burdensome, especially if users are not experts
in computer systems. An easy method to resolve these problems is keyword search where
users input keywords to obtain matching contents in the semi-structured data. Keyword
search is successful in the ad-hoc search; that is, users have unambiguous search demands.
However, this assumption does not always hold in the exploratory search.
We focus on vague and exploratory search demands such that users must interact with
the search system to find interesting data from semi-structured data in a trial-and-error
manner. Hence, this dissertation aims at developing a framework to enable exploratory
and interactive search over semi-structured data. To systematically support users for ex-
ploration, faceted search is a popular exploratory search method in the area of information
retrieval. In faceted search, users can look for attributed objects in the database in an
interactive manner. Faceted search allows users interactively add (or remove) search condi-
tions by selecting (resp. deselecting) facets which are also known as attributes, categories
or aspects of objects. Whenever the search conditions change, the faceted search interface
shows two panels of information: (1) result objects which meet the search conditions, and
(2) facets corresponding with the result objects. If users are satisfied by the result objects,
their search is done. If not, users can choose a facet for further restrictions of the search
results, or remove a selected facet for expanding their search condition to explore other
possibilities.
Although faceted search is popular in the area of information retrieval, it has not been
applied to exploratory search over semi-structured data. Applying faceted search for
semi-structured data involves following challenges. (1) Target contents are objects such as
subtrees and subgraphs. Attributive information of the contents are used as facets. Target
contents and their attributive information for semi-structured data are not obvious due to
the flexibility of the semi-structured data and the absence of explicit definitions of “ob-
jects” and “attributes”. But they must be determined. (2) Operations for faceted search
to access to semi-structured data are necessary to obtain search results. (3) Appropriate
utility and facility should be provided for developing the faceted search interface for given
semi-structured data. (4) Some semi-structured data such as XML documents sometimes
contain text data. Direct use of longer textual values of facets (like titles of papers) is less
effective because longer textual values are unique in general and useless in faceted search
interface.
For the issue (1), this dissertation gives definitions of objects and facets based on the
following heuristics: frequency-based approaches are applied because reoccurring struc-
tures in semi-structured data can represent some entities. First of all, this dissertation
applies the idea to XML data which is a salient tree structured data. The reoccurring
XML elements are regarded as objects. This dissertation also applies the heuristics to
graph structured semi-structured data, by applying frequent subgraph mining techniques
to determine objects. For the issue (2), this dissertation gives definitions of operations
which convert faceted search interactions into database accesses. Based on the definitions
of objects, facets, and operations, this dissertation develops a semi-automatic framework
to enable faceted search for semi-structured data. The framework firstly extracts candi-
dates of objects and facets, and the system managers choose objects and facets used in the
faceted search interface. For the issue (3), this dissertation proposes automatic schemes
for heuristically determining objects and facets used in the faceted search interface. For
the issue (4), this dissertation proposes a facet-value extraction approach which utilizes
facets with longer textual and unique values. The extraction approach depends on an
intuition that the longer textual values contain important terms such as topical terms and
sentimental terms, e.g., titles of papers are unique for each paper but the titles contain
topical terms of the papers. These proposed approaches have been implemented over the
framework. Using the framework, this dissertation evaluates the proposed scheme to en-
sure that the framework improves users’ search experiences. The task-based user studies
demonstrate that the proposed framework successfully provides faceted search interface
for given semi-structured data and improves users’ search experiences.
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Many internet technological services have been launched to generate, store, and publish
data through the Web by various means. In order to reuse such data generated by one
application, other applications need to understand their structures. Also, the structure
of data can be changed over time (i.e., data can be added, removed, and updated). To
manage data with variable structures, semi-structured data are advantageous.
Semi-structured data are flexible extensions of structured data, which require definitions
of dedicated structures. One example of structured data is relational data, which must have
relational schema [8]. On one hand, structured data does not allow structural variances
for the same data, meaning that once part of the data structure is changed, the structure
of the corresponding data must also be changed. On the other hand, semi-structured data
allows different structure for the same data. Using semi-structured data is advantageous
when the structures of data frequently change due to updates as well as cases where some
data is missing. A salient example of semi-structured data is Extensible Markup Language
(XML) [90]. Due to its simplicity and versatility, XML has been used as standardized data
exchange format (e.g., RDF/XML [91] and SOAP [93]). Also, XML has been used in many
applications in various domains; examples of XML data in chemical domain include Swiss-
Prot [10] and KEGG [52], while business applications include ebXML [65]. In addition,
the most famous encyclopedia, Wikipedia [82], and bibliography database, DBLP, support
XML data as a download format for reuse.
As the accessible semi-structured data resources keep growing in volume and diversifying
in vocabulary, searching desired information in a huge semi-structured data repository is
becoming considerably more difficult. To address this problem, a conventional approach
uses dedicated query languages as well as keyword search methods. Example dedicated
query languages for XML search include XPath [95], XSLT [98], and XQuery [97]. While
these dedicated query languages are widely used, writing an appropriate query expression
is difficult unless the users are familiar with both the query language and the internal
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structures of semi-structured data being handled. If the semi-structured data repository
being searched consists of such semi-structured data that conforms to multiple schemata,
writing an appropriate query becomes even more difficult. An easy method to resolve
the difficulty is keyword search where users input keywords to obtain matching pieces of
fragments of semi-structured data with the keywords. For XML data, several methods have
been proposed [54, 24, 102]. XML keyword search often uses heuristic approaches based on
Lowest Common Ancestor (LCA) concept, which determines the result XML subtrees as
the lowest subtrees containing all inputted keywords. Similarly, graph keyword search [29]
returns smallest subgraphs containing all inputted keywords. However, keyword search
does not always return appropriate results, because semi-structured data is complex data
structure and finding appropriate substructures which form appropriate objects is not
easy.
In general, search demands can be classified into two classes, one is ad-hoc search
demands and the other is exploratory search demands. The ad-hoc search demands are
search demands which require users to have concrete requirements and to be able to
explicitly express the requirements by some means. In contrast, the exploratory search
demands are search demands where users have ambiguous requirements and the users
need to explore search results. For ad-hoc search demands, dedicated query languages
and keyword search are two major options for searching over semi-structured data.
Although, dedicated query languages and keyword searches can satisfy ad-hoc search
demands, these methods are not always effective for exploratory search demands. Consider
the situation where users do not have concrete search demands, but want to search for
interesting pieces of fragments of semi-structured data. Obviously, existing approaches like
query language and keyword search are not sufficient because they do not fully support
interactions needed for the exploratory search [101]. This dissertation attempts to develop
an exploratory search mechanism to help users search semi-structured data in situations
that demand exploratory search.
A promising exploratory search method is faceted search [83]. For structured data, ex-
ploratory search methods have successfully helped users explore data as well as structured
metadata. Various real applications employ faceted search, including iTunes [37], IEEE
Xplore [35], Amazon [36], and eBay [15]. However, few applications of faceted search to
semi-structured data exist because the traditional faceted search is designed for structured
data and assumes that target objects and attributes of the objects are defined beforehand.
[61] proposed applying faceted search to XML data. However, they assume that system
managers give clear definitions of objects and facets beforehand.
Semi-structured data have flexible, complicated and nested structures. To realize the
faceted search, we have to identify which parts of the semi-structured data correspond
to searchable objects and attributive information about the objects. Semi-structured
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data has no explicit description about which parts of semi-structured data correspond to
searchable objects and attributive information. In addition to the nested structures, semi-
structured data also contains graph structures, which makes it more difficult to determine
which parts of the semi-structured data are searchable objects.
The graph structure can be represented as a link from one element to another. In XML
data, this is realized by ID/IDREF links, which connect one XML element to another
by the id attribute of one XML element and the other element refers to that element by
pointing out the id value. As well as XML, there are many ways of representing graph
data, e.g., adjacency matrix and RDF [92].
Applying faceted search for semi-structured data involve the following challenges. (1)
Target contents are objects such as subtrees and subgraphs. Attributive information of
the contents are used as facets. Target contents and their attributive information for
semi-structured data are not obvious due to the flexibility of semi-structured data and the
absence of explicit definitions of “objects” and “attributes”. But they must be determined.
(2) Operations for faceted search to access to semi-structured data are necessary to obtain
search results. (3) Appropriate utility and facility should be provided for developing the
faceted search interface for given semi-structured data. (4) Some semi-structured data
such as XML documents sometimes contain text data. Direct use of longer textual values
of facets (like titles of papers) is less effective because longer textual values are unique in
general and useless in faceted search interface.
For the issue (1), this dissertation gives definitions of objects and facets based on the
following heuristics. Searchable objects in semi-structured data with similar structures
reoccur. First of all, this dissertation applies the idea to XML data which is a salient tree
structured data. Using the above notation, searchable objects are extracted and faceted
search mechanisms using attributive information of the objects are developed. This dis-
sertation also applies the heuristics to graph structured semi-structured data, by applying
frequent subgraph mining techniques to determine objects. For the issue (2), this disserta-
tion gives definitions of operations which convert faceted search interactions into database
accesses. Based on the definitions of objects, facets, and operations, this dissertation
develops a semi-automatic framework to enable faceted search for semi-structured data.
The framework firstly extracts candidates of objects and facets, and the system managers
choose objects and facets used in the faceted search interface. For the issue (3), it is trou-
blesome for the system managers when they are shown large number of candidate objects
and facets, so this dissertation proposes automatic schemes for heuristically determining
objects and facets used in the faceted search interface. For the issue (4), this dissertation
proposes a facet-value extraction approach which utilizes facets with longer textual and
unique values. The extraction approach depends on an intuition that the longer textual
values contain important terms such as topical terms and sentimental terms, e.g., titles of
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papers are unique for each paper but the titles contain topical terms of the papers. These
proposed approaches have been implemented over the framework.
Following list summarizes contributions of this dissertation:
1. This dissertation proposes a framework to define objects and facets, as well as oper-
ations accessing to semi-structured data to enable faceted search for semi-structured
data.
2. This framework enables a faceted search system over the selected objects and at-
tributes. Specifically, in this framework, we enable faceted search of XML data to
extract candidate searchable objects and attributive information selected by a sys-
tem manager who is responsible to develop faceted search interface for the given
data.
3. Faceted search for graph-structured semi-structured data is realized. To this end, we
formulate definitions of objects, facets and operations for graph data, and develop a
framework to provide a faceted search interface for given graph structured data.
4. This dissertation proposes heuristic approaches to automatically extract appropriate
searchable objects and attributive information. These approaches can reduce the
burden of system managers when deciding objects to be used in the faceted search
interface.
5. In order to improve usability of faceted search interface over textual semi-structured
data, we propose a method to extract topical terms from textual contents.
6. The proposed method is applied to existing semi-structured data, confirming that a
faceted search is successful over semi-structured data, and the faceted search interface
helps users search semi-structured data compared with conventional search methods
(i.e., dedicated query languages like XQuery [97] as well as keyword search).
The rest of this dissertation is organized as follows. Chapter 2 provides background
knowledge, including XML, graph, and faceted search. Chapter 3 summarizes related
work. Chapters 4 to 7 detail each contribution of this dissertation. Chapter 4 introduces
the basic framework to enable faceted search for XML data, while Chapter 5 extends the
framework for graph structured semi-structured data. Chapter 6 proposes an automation
scheme to select extracted searchable objects and attributive information. Chapter 7 de-
scribes the utilization scheme of textual contents of the extracted attributive information.





2.1 Extensible Markup Language (XML)
XML is a markup language describing semi-structured data with tags. Tags indicate
meanings of the contents. For example, 〈person〉JohnDoe〈/person〉 indicates “John Doe”
is a person. XML allows nested usage of tags as follows:
〈members〉〈person〉JohnDoe〈/person〉〈person〉TaroTsukuba〈/person〉〈/members〉
This example contains two persons in members element, indicating that these persons
are included in members of some organization. Due to its nested structure, XML can be
modeled tree structure. Another example of XML data in a tree representation is shown
in Fig. 2.1. This example includes book information, containing three books with authors,
titles, and publication information. They are represented in nested structures, e.g., an
author is represented as a subtree rooted by author element and it has two child elements,
namely name and affiliation.
There are two important relationships of elements within XML data, namely parent-
child relationship and ID/IDREF relationship. The former explicit relationship comes
from the nested structure, a.k.a. containments. The latter is also an explicit relationship
between two elements, one of which have idref attribute and the other of which have id
attribute, connecting the former element to the other using ID information on the element.
This ID/IDREF relationship makes XML more than tree structures, i.e., graph structures.
For simplicity of explanation, in this section, only tree-structured XML is discussed, and
the next section (Section 2.2) explains graph structured data.
2.1.1 XML Data Model
Def. 1 gives a definition of XML data.
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Figure 2.1: An example of XML data.
Definition 1 (XML Data) An instance of XML is a labeled ordered tree T = (V,E, L, λ, r),
where V is a set of elements, E is a set of edges as E ⊆ V × V , L is a set of labels of
elements, which is mapped from elements by mapping function λ defined as λ : V → L,
and r is a root element defined as r ∈ V . 
In this dissertation, for simplicity, we consider XML attributes as child elements, but it
is easy to extend the model to deal with XML attributes. See XML data example shown
in Fig. 2.1. V is a set of vertices. The root element is r = books. The set of edges are
denoted as E and the set of labels are L}. The label mapping function λ returns a label
for a given element.
2.1.2 XML Data Search
As XML data being represented as trees, the goal of XML data search is to find ap-
propriate XML subtrees matching with given requirements. There are several means for
denoting user requirements, e.g., dedicated query languages and keywords. Dedicated
query languages include XPath [95], XQuery [97], and XSLT [98]. A user can represent a
tree pattern by using these dedicated query languages. The basic query language XPath
describes a path to XML elements in an XML document like a following example:
/books/book[authors/author/affiliation = ‘ABB’]/title
This means that the searcher wants to obtain the set of titles of books which are authored
by people from ABB organization. An XPath expression consists of location steps (sepa-
rated by /) and predicates (surrounded by []). The location steps represent a path and the
predicates represent conditions of the path. For more complex querying, XQuery is used.
XQuery is a FLWR expression-based query language which can use multiple XPaths to
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Figure 2.2: LCA of keywords {‘Fran’, ‘ADB-publication’}. Dot-concatenated numbers are
Dewey labeling for ease to compute LCA.
consist a tree pattern query.
On the other hand, keyword search methods [102, 54, 56, 3, 24, 108] for XML data have
been studied. As ordinary document keyword search systems, XML keyword search also
inputs a set of keywords as a query. The goal of XML keyword search is to identify XML
subtrees which match with the requirements represented in terms of a set of keywords.
The most common targets of the keyword search for XML data are Lowest Common
Ancestors (LCAs) of input keywords. The basic idea is to identify the smallest XML
subtrees which include all keywords in the query. There are several variations of LCA,
namely SLCA [102], VLCA [54], and MLCA [56] for instance, to define sufficient XML
subtrees to the set of keywords. Fig. 2.2 shows an example of LCA in the XML data in
Fig. 2.1 for keywords “Fran” and “ADB-publication.” The dot-concatenated numbers are
called Dewey labels [80], which are useful to compute LCAs. LCAs can be computed as
the longest common prefix of the matching XML elements. In the example in Fig. 2.2,
there are two matched elements, 0.2.2.1.1 and 0.4.2.1, so the XML element having the
longest common prefix, 0, as its Dewey label is computed as an LCA.
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2.2 Graph
Graphs are flexible data structures to represent relationships among entities. This disser-
tation focuses on single simple directed vertex-labeled graphs. However, other types of
graphs (e.g., multigraph, vertex-attributed graph, and so on) can be easily covered. Def. 2
gives a definition of graph data modeled as single simple directed vertex-labeled graphs.
Definition 2 (Graph Data) Graph data G = (V,E,L, δ) is a quadruplet of a set V of
vertices, a set E of edges, a set L of labels of vertices, and a labeling function of vertices
δ : V → L. Any pair of vertices, say u, v ∈ V , has at most one edge between them. An
edge e in E, which is also referred to as a pair of vertices e = (u, v), has uni-direction,
meaning that e is directed from u to v. 
Similar to XML data search, the goal of graph data search is to find subgraphs which
match with requirements by users. There are roughly two variations of querying over graph
data, namely pattern-based querying and keyword search. The pattern-based querying is
also known as graph isomorphism, which identifies the matched subgraphs in a graph
to the inputted graph pattern. There are several query languages for specific types of
graph data. A representative example is SPARQL [94] for RDF (Resource Description
Framework) data [92].
As is same to XML data search, there are a number of studies about graph keyword
search [40, 29, 70, 41, 72]. The basic idea is similar to LCA (Lowest Common Ancestor)
search. Namely, these approaches try to find the smallest subgraphs containing all the
given keywords.
2.3 Faceted Search
Faceted search [83] is one of the most popular exploratory search schemes over a set of
objects (or records) containing multiple attributes. Faceted search allows users to find out
objects, and gives a bird’s eye view of the objects through facets and their values which
correspond to attribute values of the objects. In faceted search paradigm, users can search
objects interactively by following the procedure below:
1. The system shows a list of objects and a list of facets to the users, who can overview
the objects through the list of facets and their values.
2. The users select one of facet-value pair among the list, which deems interesting. The
interestingness is an indicator of the search direction for the users and may change
over the interactions to the search interface.
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3. The system calculates a list of matched objects which contain the selected facet-
values.
4. Continue step 1 to step 3 until the users are satisfied by the result list of objects.
Record data (Def. 3) is simple enough to illustrate these steps on faceted search. Record
data consists of records, each of which is composed values of pre-determined attributes.
Record data is a simpler data format of semi-structured data as well as structured data.
Definition 3 (Record Data) Record data D = {d1, d2, . . . } is a set of records di, and a
set A = {a1, a2, . . . } of attributes for the records in D. The value v of an attribute aj ∈ A
for a record di is denoted as di.aj = v. 
The steps of faceted search are explained using record data here. In the first step, the
system shows a set of record data D and a set of facet-values which are represented as pairs
of an attribute and its value (aj , v). In the second step, users select one of the facet-value
pair list, say (aj , v), which is interesting for them. In the third step, the system calculates
a set D′ of objects having the selected facet-value pair, i.e., D′ = {di | di.aj = v}.
Then, going back to the first step, the system shows D′ and a set of facet-value pairs
corresponding with D′. The users can continue to select facet-value pairs until being
satisfied with the result objects.
Fig. 2.3 depicts an example of a faceted search interface for a car database. The
car database contains seven records and three attributes, namely Make attribute, Year
attribute, and Color attribute. The facets extracted from the database are listed in
Fig. 2.3(b). In the facet tables, counts for each value in the database are added. For the
facet tables, the users can observe that there are three makers of cars, namely Honda,
Toyota, and Suzuki. Suppose that the users are now interested in cars made by Honda,
then select Honda from Make facet. According to the selection, cars made by Honda are
searched and shown as is depicted in Fig. 2.4(a), and associated facets are calculated as























(b) Facet-values, namely Make facet, Year facet, and Color facet.















(b) Facet-values, namely Make facet, Year facet, and Color facet.




This chapter introduces works related to this dissertation, which can be categorized as:
faceted searches, XML data searches, and graph data search. Section 3.1 introduces
current studies related to faceted search. Section 3.2 shows related works about faceted
search for XML data, while Section 3.3 discusses works related to graph data search.
3.1 Faceted Search
Faceted search on structured data is well studied, which has been applied to various
domains such as books [105, 60], files [47], images [104, 27, 86, 87, 2, 85, 45], encyclo-
pedias [25, 53], Q&A [103] and software products [74, 68, 64, 99]. The following are
representative works. Yee et al. [104] proposed a faceted search interface for attributed
images where each image attribute is treated as a facet. They successfully guided users in
finding images via facets. Hahn et al. [25] proposed a faceted search interface for Wikipedia
using categorical information about the entities, which are available from Infobox on each
page in Wikipedia. They used categorical information as facets and values to navigate
Wikipedia pages. Wang et al. [99] applied a faceted search for program exploration. They
used explicit software codes as hints to generate facets (e.g., package hierarchy and depen-
dencies of program elements). For structured data and various application domains, facet
rankings have been used to show interesting facets in the faceted search results [13, 71, 42].
Applying a faceted search for unstructured data is challenging comparing with struc-
tured data because structured data have explicit records (or objects) and attributes, and
the attributes are directly used as facets to search the records. On the other hand, when
a faceted search interface is constructed for unstructured data, objects and facets must
be determined beforehand. Several works apply a faceted search for unstructured textual
databases [12, 11] to extract facets from plain texts using the Subsumption method [73] or
external resources. Sanderson and Croft [73] proposed the Subsumption method, which is
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a probabilistic method to construct a term hierarchy according to co-occurrences of terms.
In addition, Dakka et al. [12] have utilized WordNet [18] hypernyms (IS-A relationships)
of terms to construct the hierarchical structure of terms.
Related works on facet extraction methods from textual documents can be roughly
divided into two subcategories: extraction from the textual documents themselves [73,
69, 1, 46], and extraction using external knowledge [77, 25]. The Subsumption algorithm
computes whether the term x subsumes another term y using a conditional probability [73].
Pound et al. [69] extracted facets for a Web search from a number of query logs by
computing co-occurrences of terms in the logs, while Kong and Allan [46] extracted facets
for a Web search by modeling facets of terms in the results pages via a graphical model.
In addition, Abel et al. [1] extracted facets from tweets where the tweets are considered as
objects and the entities in the tweets are facet-value pairs. The types of the entities are
facets and the names of entities are values of the facets. In the latter subcategory, Stoica
et al. [77] proposed the CastaNet algorithm to derive a concept hierarchy from WordNet
hypernyms.
Experimental evaluations on exploratory search (i.e., faceted search) remain challenging
due to the instability of the evaluations because they depend on the users. Yee et al. [104]
evaluated usability, including easiness and satisfiability, by questionnaires, but the criteria
for the experimental task design were not clearly mentioned. [66] conducted a similar
experimental evaluation. Koren et al. [48] performed experiments by counting the number
of actions, and Abel et al. [1] followed up. However, neither mentioned the task design.
In [50], Kules et al. gave a set of characteristics of tasks and a template of task scenarios.
As reported in [100], there are a number of faceted search applications. Here some
representative applications are mentioned. (See Table 3 in [100] for more applications.)
One of the most well known forerunners of a faceted search system is Flamenco [30],
which targets relational databases. That is, Flamenco uses each record as an object
and the attributes of record as facets. FACeTOR [42] also targets relational databases.
FACeTOR attempts to rank facets based on the navigation cost for users. Although there
are a number of elegant applications, most aim to construct a faceted search interface over
structured or text data. The exceptions are those that are aimed for RDF data, such as
mSpace [75] and /facet [33]. These application will be discussed in Section 3.3.
3.2 XML Data Search
Conventional methods to search over XML data are path-based methods like XPath [95]
and XQuery [97]. Through these methods, users specify tree patterns expressing the search
demands. Precisely constructing specific tree patterns is not easy because the users need
to know about the internal data structure as well as the query languages. Displaying
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schematic information is one of the most useful user supports. Officially defined schemata
like DTD and XML schema are not always available. Hence, several works deal with
extracting schematic information from XML data [21, 5, 43, 63, 88, 6], and visualizing the
XPath and XQuery queries to enable visual formulations [9, 7, 26]. Although users can
specify XPath or XQuery queries easily via such summarizations and visualizations, the
users must have concrete demands to which XML subtrees. However, this is not always
possible when the users are exploratorily searching the target XML data.
Keyword search is a promising solution to cope with the problems in conventional search
methods. Several works [102, 54, 56, 4, 58, 24, 55, 59, 108] have applied keyword search for
XML data search. A popular series of XML keyword searches is the LCA-based approach,
which returns the smallest subtrees that include all the specified keywords. Although
keyword search does not require prior knowledge about XML data and query languages,
users are required to have ideas about the keywords to search and how to restrict the
XML subtrees. Hence, systematic supports are needed. Different works provided various
approaches [24, 55, 59]. For example, Guo et al. [24] ranked the resulting XML subtrees
for input keywords, while Li and Wang [55] suggested keywords to restrict the resulting
XML subtrees. Lu et al. [59] checked the spelling of keywords corresponding to contents
in the XML data. These methods indicate that interactive search methods are required
for XML data search.
Some works have applied exploratory search methods for interactive search for XML
data. Marwick introduced faceted search for XML document discovery in [61]. His ap-
proach is rather straightforward; the definition of target subtree (i.e., objects) and facets
are predetermined, while the respective values of facets are extracted through specified
XPath expressions. Defining all of objects and facets is unrealistic when the XML data
is vast and complicated. An exhaustive survey did not reveal other research that directly
works on faceted search for XML data. However, Magnet [76] by Sinha and Karger, which
utilizes faceted search for the database where metadata are semi-structured, is closely re-
lated. In Magnet, the users need to decide which attributes in the metadata to be used in
faceted search.
3.3 Graph Data Search
Various types of graph data search methods have been studied, including graph pattern
search [16, 110, 106, 107, 17] and keyword search [40, 29, 70, 41, 72]. The graph pattern
search requires the users to input a graph pattern, which describes the requirements, and
then the system finds matching subgraphs from the graph data. In keyword search, the
users input keywords representing the requirement, and then the system returns subgraphs
(or sometimes subtrees) which contain all input keywords. However, these methodologies
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are designed for users with concrete search demands. If the users have vague search de-
mands, these methodologies may generate a large number of subgraphs. It is troublesome
for seeking satisfiable results from such a large number of results. Thus, a method to
support users with vague search demands is desirable.
Several works have applied faceted search to graph data [66, 31, 38, 39]. They can
be roughly classified into two groups: faceted search for a single graph and that for a
graph database with a number of graphs. For the former, [66] and [31] aim to construct
graph pattern queries, which match with subgraphs in the graph data. Specifically, they
suggested that users construct graph pattern queries in the SPARQL language in an
interactive manner with the faceted search paradigm. These works start with the graph
pattern of a single vertex and grow the pattern to show edges and vertices around the
current pattern. On the other hand, for the latter group, Jin et al. [38, 39] proposed an
interactive query construction interface called GBLENDER for chemical components. In
the graph database case, each graph is represented as an object, making it relatively easy
to derive objects and facets from the graph database. Both groups require the users to
know about the internal structure of the graph data.
3.4 Position of This Dissertation
This dissertation proposes a framework to enable faceted search for semi-structured data
including XML data and graph data. To this end, we give general definitions of search-
able objects and attributive information. In XML data, they are corresponding with target
XML subtrees and their ascending elements. While, in graph data, objects are correspond-
ing with target subgraphs and attributive information are corresponding with contents of
the subgraphs. In order to enable explore corresponding contents for the defined objects
and the attributive information, this dissertation gives definitions of operations for faceted
search. Based on these definitions, we develop a framework which extracts searchable ob-
jects and attributes from given data and provides a faceted search interface based on these
extracted objects and attributive information.
In contrast with the existing work of faceted search for XML data and graph data
discussed in Section 3.2 and Section 3.3 respectively, this dissertation proposes a novel
direction of searches over XML data and graph data. For XML data search, most of the
existing works aim at enabling usable ad-hoc search, while we aim at enabling exploratory
search for XML data. Although there exists a few works for faceted search for XML
data, our approach is advantageous because they expect system managers to manually
define which XML subtrees to be used as objects and attributive information used as
facets. However, it requires a large burden, especially when the XML data becomes larger
and more complex. The framework in this dissertation reduces this burden, because the
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framework automatically extracts candidate objects and facets, and the system managers
just choose some from them. Due to their complex structures of XML data and graph
data, system managers are always required sufficient knowledge of the structures and
containments of these data to develop exploratory search (i.e., faceted search) over them.
In our proposed framework, system managers with insufficient knowledge about the target
data can develop faceted search systems over these data.
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Chapter 4
A Framework for Faceted Search
over XML Data
Faceted search interface for XML data enables exploratory search for XML data, which is
not available with conventional search methods. Although there exist a few works applying
faceted search for XML data, in these approaches, a system manager needs to define which
XML subtrees in the XML data to be searchable entities called objects and facets for them
in oder to enable faceted search for the XML data. However, that expects a large burden
on system managers even if they are experts on XML and the XML data instance. Hence,
in this dissertation, we develop a framework to enable faceted search by extracting XML
subtrees as objects which are potentially possible to be searchable entities as well as facets
candidates for the objects and providing a faceted search interface for the selected objects
and facets by the system manager. This chapter explains definitions of concepts and
operations to enable faceted search, and a prototypical framework implementation using
the definitions. Besides, this chapter shows experimental evaluations to display usability
of faceted search for XML data as well as applicability of the proposed framework.
4.1 Motivation
Applying faceted search for XML data requires definitions of objects (XML subtrees to be
searched) and facets in advance. As is depicted in Section 2.3, the faceted search system
is built upon attributed objects. However, XML data includes no explicit definitions of
objects and facets, thus is not possible to directly apply faceted search paradigm to XML
data. Hence, driving objects and facets is required.
To derive objects and facets, this dissertation utilizes structural information of XML
data. The structural information is a structural summary of XML data. The structural
information indicates occurrences of XML elements. According to the structural informa-
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tion, we give four definitions to derive objects and facets, namely, class, property, object
and facet. Class and property are defined based on structural information, which imply
corresponding XML elements being a unit of information and aspects. Based on class and
property, object and facet are defined.
As well as objects and facets, we give definitions of operations for faceted search over
XML data. Accessing to XML data requires knowledge about structures of XML data
and query languages, so we wrap such requirements by providing operations to access to
XML data to obtain objects and facets. The operations to be defined include selection
operations, class-selection operations, and keyword-selection operations.
Based on these definitions, we implement a framework to enable faceted search over
XML data. The framework consists of two phases, namely construction phase and re-
trieval phase. The former phase derives possible classes and properties to be objects and
facets respectively. Then, a system manager, who is responsible for faceted search inter-
face development over given data, decides which classes and properties to be used in the
faceted search interface. Because target searchable objects and facets are dependent upon
application scenario, in this framework, we leave the decisions of objects and facets to
the system manager. The latter phase provides the faceted search interface based on the
selected objects and facets, using the defined operations.
The result of a user study using the proposed framework shows that it enables faceted
search over XML data and proves the efficiency of faceted search over XML data when
users have exploratory search demands. In the experimental evaluation, we perform user
study on publicly available data and reasonable tasks to induce the efficiency of applying
faceted search for XML data. As well as efficiency, we show usability and easiness for
querying over XML data via faceted search, comparing with a representative conventional
search method, XQuery.
The rest of this chapter explains in more detail in the following order: Section 4.2
describes the formulation of faceted search over XML data. In Section 4.3, we introduce
a framework of faceted navigation for XML data. Section 4.4 shows an evaluation of the
proposed scheme via user study and Section 4.5 shows applicability of of the proposed
framework through example applications. Section 4.6 summarizes this chapter.
4.2 Basic Idea
In order to derive objects and facets and enable faceted search over XML data, this section
introduces definitions of four concepts and operations for faceted search over XML data.
Throughout this section, we use the following example to illustrate the proposed scheme.
Example 1 (Book List) This is an XML data representing book information, which is
shown in Figure 2.1. The XML data have books element as the root element, and the child
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elements are book elements. Each book element has three child elements, authors, title,
and publication. Each authors element has a different number of author element child
elements 
4.2.1 Structural Information of XML Data
This dissertation exploits structural information of XML data to understand the structure
of XML data. In fact, many real-life XML data are published along with their respective
schemata in the form of DTD [89] or XML schema [96]. Even in the case when schema
information is absent, we can induce schematic information from XML data by using
techniques [21, 5], such as DataGuide [21]. In the following discussion, we assume using
Strong DataGuide (a strict definition of DataGuide), but the technique is applicable to
DTD, XML schema or other schematic information.
Strong DataGuide [21] is an index structure for XML data, which is obtained by ag-
gregating such XML elements that share the same tag and the same path from the root.
While it was originally developed as structural index for query processing, it can also
be regarded as schematic information induced from XML instances. Notice that, in this
dissertation, we extended Strong DataGuide defined in Def. ?? by appending cardinal-
ity labels for each element, indicating whether the elements frequently occur under its
parental elements.
Definition 4 (Strong DataGuide) Strong DataGuide dg = (vdg, edg, rdg) is a tree struc-
ture consisting of a set of elements vdg, a set of labeled edges edg, and the root element rdg,
where there exists only one edge e ∈ edg between two elements vi ∈ vdg and vj ∈ vdg(i 6= j).
In addition, every element v ∈ vdg is assigned a cardinality label v.card ∈ {‘’, ‘*’} which
refers frequency under the parent element of v. The label ∗ indicates that v appears zero
or multiple time under the parent element of v, while empty label indicates that v appears
only once under the parent element. 
Figure 4.1 depicts an example of the strong dataguide of XML data shown in Example 1.
The XML data is rooted by books element, and there are three book elements as its child
elements. Thus, in the DataGuide, book element under books element has cardinality
label ‘*’. Also, each book element has three child elements, authors, title and publication,
each of which occur only once under one book element, so the cardinality labels of them
are none.
4.2.2 Definitions
This subsection describes four concept definitions based on a structural information and
XML data. The former two definitions are class and property, defined upon structural
information, and the latter two definitions are object and facet, defined upon XML data.
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Figure 4.1: A DataGuide of XML data in Fig. 2.1.
Class and Property
As discussed above, we need to extract semantically associated fragments as the unit of
browsing. One of the simplest approach is to extract repeating elements [58]. Having
generated a strong DataGuide, we may observe several XML elements labeled by ∗, which
indicate that the elements occur repeatedly under their parental elements. When consider-
ing the semantics of such repeating elements, in many cases, they are used as “containers”
of its descendant elements. From this observation, we identify such elements as basic units
of browsing, and we call these elements as classes (Def 5).
Definition 5 (Class) Given a strong DataGuide DG, a set of classes C is defined as
follows:
C = {v | v ∈ VDG ∧ v.card = ‘*’}
The name of a class c ∈ C and complete path from the root of c are denoted as c.name
and c.path, respectively. 
In Figure 4.1, book and author elements are identified as classes. Notice that, in a
recursive schema, an XML data may contain several classes. In such cases, all repeating
elements are identified as classes.
Having identified classes, we next define their properties. Our approach is relatively
straightforward; the properties of a class are elements, such that (1) each element is a
direct or indirect descendant of the class element, (2) each element directly contains a
textual element, and (3) there is no other class element between each element and the
class element.
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Table 4.1: Classes and properties of Example 1








Definition 6 (Property) Given a Strong DataGuide DG and a class c ∈ C, a set of
properties c.P of c is defined as follows:
c.P = {v | v ∈ VDG ∧ v has a text value}
For a property p ∈ c.P , the element name of p is denoted as p.name and the relative path
of p from c is denoted as p.context. 
Classes and properties identified in the strong DataGuide in Figure ?? are summarized
in Table 4.1.
Object and Facet
As we have seen so far, a class and its properties are defined upon the strong DataGuide,
which is a structural (schematic) information. In the next, we extract XML fragments
corresponding to a class as instances of the class, which we call them objects. The value
of a property is simply the corresponding value in the object.
Definition 7 (Object) An object of a class c ∈ C is an XML subtree which has c as its
root element, and a property p of the object is an element whose name is c.p. A set of
objects of c is denoted as c.O, and a property p of an object o is denoted as o.p. 
In general, facets are defined as the set of properties. However, not all properties are
appropriate to be dealt as a facet. (Consider a database containing tens of thousands of
books. The ISBN facet shall contain the entire list of ISBN of the books.) So, we assume
that a subset of the properties are selected as facets. The selection may be done by the
administrator, or may be done in an automated way [69] which uses query log for help of
facet selection.
It is often the case that the content model of the property is mixed content, in which
text value and element are placed at the same level. The following is an example.
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In such a situation, we may take several workarounds. One of the simplest solution is
just ignoring elements (sup in the above example) and concatenate text values. Another
possibility is that the administrator gives a translation rule in the form of XSLT or XQuery
expression. In this dissertation we do not go into the detail, because it is out of the scope
of this dissertation. Table 4.2 shows facets and values in Example 1.





A set of values of a facet f ∈ F is denoted as f.K and each value of f is denoted as
f.value. 
4.2.3 Operations
This section describes a formalization of interactive operations in faceted search over XML.
Specifically, we define the following three classes of operations: (1) selection operation
family that takes facet or facet and value as input, and returns filtered objects based on the
condition, (2) class-based selection operation family that takes class as input, and returns
filtered objects based on the specified class, and (3) keyword-based selection operation
that takes keywords as input, and returns filtered objects based on the containment of
the specified keywords. Compared with the ordinary faceted search, (1) corresponds to




The family of selection operations is to restrict objects by checking whether they contain
specified facet (and value). Unlike (non-XML) faceted search, we need to take care about
XML’s hierarchical structure, that is, some users may want to selectively choose objects
according to their locations in XML. To cope with such needs, we introduce two kinds of
selection operations, namely, name-based and path-based selection. Path-based selection
operation, on the other hand, enables us to select objects based on the path from the root.
Definition 9 (Selection Operations) Given a set of objects O, a name of a facet fn
and its value v, name-based selection operation σname(fn,v)(O) is defined as follow:
σname(fn,v)(O) =
{o | o ∈ O ∧ o.fn.value = v} if v specified{o | o ∈ O ∧ o.fn exists} otherwise
If v is not specified, this operation returns objects which have a facet specified by fn.
And given a path of a facet fp and a value of the facet v, path-based selection operation
σpath(fp,v)(O) is defined as follows:
σpath(fp,v)(O) =
{o | o ∈ O ∧ o.f.path = fp ∧ o.f.value = v} if v specified{o | o ∈ O ∧ o.f exists ∧ o.f.path = fp} otherwise
If v is not specified, this operation returns objects which have the path specified by fp. 
Path-based selection operation is used when users want to select objects based on the
path from the root. Such a case is possible when they know the internal structure of
the XML. For example, suppose that there are year properties under published class and
date-of-birth class. In this case, the year facet has both values from publication years and
date-of-birth. Path-based operation enables us to distinguish such facets by specifying the
context paths of them like σpath(facet path,value)(O).
Fig. 4.2 and Fig. 4.3 depict examples of respective selection operations. The former is an
example of name-based selection operation with value Fran of name facet. There are two
author objects containing the facet-value pair (Fig. 4.2). The latter is that of path-based
selection operation with 2009 of a facet in the context of publication/date/year. There
are two book objects containing the facet-value pair (Fig. 4.3).
Class-based Selection Operation
The family of class-based selection operation is to restrict objects by specifying classes.
Similar to the selection operation family, class may be selected only by name or path
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Figure 4.2: An example of name-based selection with a facet-value pair (name, Fran).
Figure 4.3: An example of path-based selection with a facet-value pair (publica-
tion/date/year, 2009).
from the root. Consequently, we define two kinds of class-based selection operations,
name-based and path-based operation.
Definition 10 (Class-based Selection Operations) Given a set of objects O and a
class name fn, name-based class-based selection operation φnamecn (O) is defined as follows:
φnamecn (O) = {o | c ∈ C ∧ c.name = cn ∧ o ∈ c.O}
And for a given path of a class cp, path-based class-based selection operation φpathcp (O) is
defined as follows:
φpathcp (O) = {o | c ∈ C ∧ c.path = cp ∧ o ∈ c.O}

Fig. 4.4 depicts an example of name-based class selection operation by selecting author
class. There are five author objects so that they are returned. To avoid the redundancy,
no example of path-based class selection operation is depicted.
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Figure 4.4: An example of name-based class selection with a class name (author).
Keyword-based Selection Operation
As can be seen from the fact that there have been many research works dealing with
keyword-based XML search, there is a great demand of retrieving XML fragments based
on keywords. From this perspective, we attempt to support keyword-based selection of
objects.
First, we introduce general keyword search technique over XML data. A users gives
one or more keywords as the search condition. The system computes subtrees that match
with the specified keywords, and return them as the result. In fact, there have been
many research works on how to evaluate the relatedness between the keywords and the
fragment [102, 54, 56, 3]. For simplicity, in this work, we employ one of the simplest
concepts of matching keywords on XML data called lowest common ancestor (LCA) [24],
that is, given a set of keywords, the query results are such XML elements that are smallest
lowest common ancestors of text elements containing the keywords. Assume that “Fran”
and “ADB-publication” are input as query condition. The book element should be the
result, because it is the lowest common ancestor that contain both keywords.
See XML data in Example 1 and Figure 2.2. Notice that each element in this figure is
labeled using Dewey ID [80]. A Dewey ID is recursively defined as the concatenation of
the parent’s ID and the position among the sibling with the separator (.). For example,
the child elements of a element labeled as 0.1 will be labeled as 0.1.0, 0.1.1, and so on.
Having labeled using Dewey ID, computing LCA is straightforward, that is, we can just
compute the longest common prefix of the labels of text elements containing the specified
keywords. In the above example, common prefix between 0.2.2.1.1 (Fran) and 0.4.2.1
(ADB-publication) is 0 which is the book element.
Based on LCA semantics, we define keyword-based selection operation as the opera-
tion that choose objects that match with the specified keywords according to the LCA
semantics. This idea is close to MLCA (Meaningful LCA) [56].
Definition 11 (Keyword-based Selection Operation) Given a set of keywords KW
whose size is n, a element which matches with keyword ki ∈ KW is represented as vi.
Keyword-based selection operation over a set of objects O, ψKW (O), is defined as follows:
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LCA(v1, . . . , vn) represents an LCA of elements v1, . . . , vn.
ψKW (O) = {o | o ∈ O ∧ o  LCA(vi, . . . , vn)}
where a  b represents a is an ancestor or same equivalent of b. 
4.2.4 Faceted Search Algorithm
Throughout a session in faceted search, users keep viewing currently selected objects, as
well as currently selected classes, facets, and values. When the users find an interesting
class, facet, or value, they select the one. Alternatively, the users may want to filter
out objects by some keywords. By this input, the system computes the selected objects
according to the new condition, and refresh the screen. This procedure is repeated until
the user is satisfied with the result.
For each selection, we update object list based on the selection by the user. Suppose
that the current result set as O′ and the user performs an operation Ω which is one of
the aforementioned operations, the result set O′′ according to the operation Ω, that is
O′′ = Ω(O′).
As well as computing the current result set O′, all facets and their values need to be
updated according to O′. We show the algorithm to compute lists of values of facets in
Algorithm 1. For each facet f , countForEachV alue function aggregates each value of f
(groupingV alue function) and calculates occurrence of the value in O′ (count function),
and appends value and occurrence to V . Then, for the facet f , the list of values V is
sorted in descending order of the occurrence number. The pair of f and the sorted list are
appended to FacetList. The algorithm returns FacetList when calculation for all facets
are finished.
4.3 Proposed Approach
This section introduces a framework for faceted search over XML data based on the
aforementioned definitions of concepts and operations. The target users of this framework
are developers or administrators who want to develop a faceted search interface for a
XML data collection, and they are called system managers in this dissertation. Under
this assumption, we assume that the system managers have enough knowledge about the
structure of XML data, meaning that they know what each XML element is designed to
mean. The proposed framework facilitates to construct a faceted search interface for any
XML data collection.
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Algorithm 1 Values of facets calculation algorithm
1: INPUT: a set of retrieved objects O′
2: FacetList← {}
3: for each facet f ∈ F do
4: V ← countForEachV alue(f,O′)




9: function countForEachV alue(f,O′)
10: valueCount← {}
11: valueList← groupingV alue(f,O′)
12: for each value v ∈ valueList do




Figure 4.5 depicts an overview of our framework. The framework consists of two phases,
one is construction phase and the other is retrieval phase. The former is to construct an
interface by extracting classes, properties, objects and facets through interactions with
the system manager, and the latter is the faceted search interface interacting with users.
4.3.2 Construction Phase
The construction phase consists of four components, construction interface, construction
module, XML database, and facet database. The construction interface component is an
interface for interaction with the system manager to input and select necessary informa-
tion to construct the faceted search interface, such as database authentications, names
of databases in XML database and facet database, and classes and properties to be used
as objects and facets in the faceted search interface. The construction module extracts
necessary information, classes, properties, objects and facets from XML data in the XML
database and stores selected classes, objects, and facets into the facet database. The XML
database stores XML data to be retrieved, and the facet database stores facets and values.
Figure 4.6 shows the construction interface of our framework. In the interface, there are
four main panels aligned vertically. The upper two panels are forms for the system manager
to input authenticating information of the databases, and locations of XML data in the
XML database. The third panel displays an entire list of classes and facets extracted from
the specified XML data. On the third panel, the system manager removes unnecessary
classes (the removed classes are moved to the bottom panel), and selects properties of
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Figure 4.5: Architecture of the framework for faceted search over XML data.
remained classes to be used as facets in the faceted search interface. On the bottom panel,
the system manager can restore the removed classes to the third panel.
Using this interface and the internal modules, the construction phase is proceeded in
the following workflow:
1. the system manager inputs access information of XML database and facet database.
The construction module accesses XML data in the XML database, constructs struc-
tural summary, and extracts whole classes and properties for each class. Then, the
extracted classes and properties are shown to the system developer through the
interface;
2. the system manager selects classes and properties or deselects ones to be used in the
faceted search interface; and
3. the construction module stores the selected classes and properties into the facet
database. Then, it extracts objects and facets according to the specification, and
stores them into the facet database. The database schema of the facet database is
shown in table 4.3. Note here that there exists one table for each facet because of
management concerns. The keyword table is to store all occurrences of keywords
corresponding with objects. It is used for supporting keyword-based selection.
4.3.3 Retrieval Phase
In the retrieval phase, users can search over XML data using keyword-search-enabled
faceted search interface. Figure 4.7 depicts the interface of retrieval phase. There are four
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Figure 4.6: An interface of the construction phase of the framework.
components on the interface, keyword input component on the top component, the list of
facets and their values on the left component, the list of currently retrieved objects in the
middle component, and the list of classes on the right component. All operations defined
in the previous section are available from this interface. Each selection operation, except
for keyword-based selection, is available only by clicking links, i.e., selection operation
can be performed by selecting a value from the list on the left component, and class-
based selection operation can be performed by selecting a class from the list on the right
component. The keyword-selection operation can be performed from the top component
by inputting keywords into the box. In order to save the space of the screen, the interface
only shows the top 10 most popular values for each facet. To see more values for a facet, the
interface provides “show more” links to get more values in ascending order of popularities
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Figure 4.7: An interface of the retrieval phase of the framework.
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Table 4.3: Database schema of the facet database
Table name Schema
class (class-id, class-name, path)
property (class-id, property-name, path)
object (class-id, object-id, path)
facet-name (value, class-id, object-id)
keyword (term, class-id, object-id)
of values. For the no-value selection operation, the interface provides “any” links for
each facet. Using “any” link, users can obtain the result objects explicitly containing the
specified facet with any value.
4.4 User Study
This section and the next section (Section 4.5) describe evaluations of the proposed scheme
using the prototype system based on the framework introduced in the previous section.
These sections aim at showing usability of faceted search for XML data comparing with
conventional search method for XML data as well as applicability of the proposed scheme
to data-oriented XML data, respectively.
This section shows evaluation via user study to evaluate usability of the proposed scheme
compared with the conventional search method for XML data. In the user study, each
user attempts to answer to given tasks using the faceted search interface provided by the
framework, and XQuery [97], which is a representative method of the conventional search
methods for XML data.
Due to the topic interests of the users, we used DBLP Bibliography [81] (200MB) as
the target XML data, which contains bibliographic information about computer science
researches. In this evaluation, 10 users, including Ph. D candidates and Master’s course
students from our university, contributed. Because some of the users did not understand
well about XML and XQuery, we gave a lecture to teach necessary knowledge for carrying
out the experiment.
To design the search tasks, we follow the consideration for task designing presented by
Kules et al. [50]. The article gives several criteria about exploratory tasks, and the follow-
ing six characteristics should be satisfied for designing exploratory tasks: (1) uncertainty,
(2) ambiguity, (3) discovery, (4) unfamiliar domain for searcher, (5) provide low-level
specificity about how to get information, and (6) imaginative situation for searchers by
providing enough context for them. According to these criterion, we create the five tasks
consisting of three exploratory tasks and two non-exploratory tasks called ad hoc query
tasks. The ad hoc query tasks are designed because the proposed scheme includes key-
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word search mechanism, namely keyword-selection operation, so the framework should be
comparative with the conventional search methods in ad hoc query tasks.
Task 1: Exploratory Task 1 Imagine a situation that one of your colleagues asks you
about Michael J. Franklin. You just know his name, but do not any other information
else, like details of his research topics and papers. You need to find three research
topics of Michael J. Franklin.
Task 2: Exploratory Task 2 In your research group, you are asked to tell the best re-
searcher who you think the best to share your research interests among the group.
In addition, you need to find the most prosperous year in terms of research achieve-
ments, as well as the year when those achievements are made.
Task 3: Exploratory Task 3 You are interested in research papers, presented at any
international conferences, authored by researchers who have published his/her Ph.
D or Master’s thesis in 1997.
Task 4: Ad Hoc Query Task 1 Imagine that you are taking a course named “System-
atic Languages” in that you learn several kinds of programming languages. From the
next class, you will learn OCaml, and you are asked to read a paper entitled “Using,
Understanding, and Unraveling the OCaml Language. From Practice to Theory and
Vice Versa.” Find this paper.
Task 5: Ad Hoc Query Task 2 In your laboratory, members are going to list up ma-
jor papers in the laboratory for each year till now. You are in charge of 2002.
Fortunately, you have some clues for the detailed information: (1) the name of the
conference is IDEAS, and (2) Hiroyuki Kitagawa is included in the authors. Find
the title and the complete list of authors.
The elapsed time until completing each task is measured as measurement of one usability
as quantitative evaluation, as well as questionnaires about usefulness and easiness of search
methods as qualitative evaluation. The elapsed time includes time for writing query, that
for viewing results, that for system answering, and that for considering modification of
queries. In the questionnaires, users rate the framework and the conventional search
methods in terms of confidence about results of search tasks and easiness to search the
results. Each rate is ranged from 1 to 5, indicating as Table 4.4.
Regarding the interface design, we construct three different interfaces, XQuery, faceted
search with and without keyword search. To avoid distinctions because of interface design,
these interfaces have almost same design (as shown in Fig. 4.7) except some presence and
absence of some functionalities. That is to say, the interface for XQuery, there are no
component for showing facets and classes, and the interface contains a component to
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Table 4.4: Meaning of ratings on questionnaires in the user study.
level 1 2 3 4 5
confidence no confidence less confident neutral confidential perfect
easiness not easy less easy neutral easy very easy
Figure 4.8: Elapsed time for each task.
input XQuery instead of that for inputting keywords. The interface for faceted search
without keyword search lacks the component for inputting keywords.
4.4.1 Results
Figures 4.8, 4.9 and 4.10 show the experimental results of elapsed time, confidence, and
easiness, respectively. In the figures, dark blue lines (left most) represent XQuery, blue
lines in the middle represent faceted search interface without keyword search, and light
blue lines (right most) represent faceted search with keyword search. The values depicted
in each figure are average measurement among the users.
Figure 4.8 depicts the elapsed time to complete the tasks. Faceted search either with
and without keyword search in tasks 1 and 2 are faster than XQuery. In particular, task 1
is significantly faster. In the faceted search, the overview of XML data is shown as facets
and this helps users get a broader view w.r.t. the current result objects. XQuery, on the
other hand, just shows such results that exactly match the given query, which makes it
difficult to get the broader view of the data. To modify the XQuery query, the users are
required to observe the result objects and get insights of them. However, this is not easy
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Figure 4.9: Confidence for each task.
Figure 4.10: Easiness for each task.
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and time-consuming. Consequently, users have difficulties in getting enough information
to get to the desired information.
On the other hand, in task 4 and 5, XQuery is faster than the faceted search system
without keyword search. Since these tasks are designed to get one or some specific data
specified in terms of attributes and values. In the faceted search, we need to find a facet
for the specified value, and then look for the key which is the specified value. This finding
process takes longer time, and as a consequence, the faceted search is thus slower than
retrieval using XQuery. Hence the combinatorial approach, faceted search with keyword
search, performs the best among these methods.
Interestingly, even though we designed task 3 as a exploratory task, our prototype
system is a bit slower than XQuery. This is because, finding a specified name of author
takes time, but this task expects users to find several statistical information, i.e., topics
of the author. For the former step, XQuery is advantageous to the faceted search, while
the faceted search is advantageous in the latter step. Thus, again, the faceted search with
keyword search performs the best.
Figures 4.9 and 4.10 depict average confidence for terminating each task using respective
methods and average easiness of each task using respective methods, respectively. As
expected, these results of all exploratory tasks, 1, 2, and 3, show that faceted search
method is better than XQuery. While, results of ad hoc query tasks, task 4 and 5, show
that XQuery is better than the faceted search without keyword search. As is expected,
the faceted search with keyword search records the best score among the methods for
the questionnaires, because this approach enables to deal with both exploratory search
demands and ad hoc search demands.
Consequently, faceted search is better than XQuery for exploratory search tasks, while
their positions are reversed for ad hoc query tasks. Also, the combinatorial approach,
the faceted search with keyword search, displays good cooperations of faceted search and
keyword search.
4.5 Example Applications
This section shows two example applications to showcase applicability of the proposed
framework for XML data. XML data used here are that of University Courses data,
and Yahoo! Auction data. In the following subsections, each application with interface
snapshot is showcased.
4.5.1 University Courses
University Courses data contain the course information in a university such as subject,
title, units, instructor and so forth. This data are obtained from XML Data Reposi-
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Figure 4.11: The interface for University Courses.
tory [62]. From the proposed framework, we extract one class, course, and 12 properties
as candidate objects and facets (Table 4.5). course element is extracted as a class as
we have expected, since it contains course information in its descending XML elements.
Figure 4.11 shows the interface of faceted navigation over University Courses XML data
with all facets selected.
Table 4.5: Properties of course class in University Courses data.
title units sect room reg num end time
crse instructor start time days building subj
4.5.2 Yahoo! Auction
XML data of Yahoo! Auction contains auction information such as seller, item, current bid,
history of bids, and so on. This data are also obtained from XML Data Repository [62].
By applying our framework to this data, we obtain one class, listing, and 25 properties
shown in Table 4.6. Comparing with the University Course dataset, the Yahoo! Auction
dataset is complicated. Thus, there are such many facet candidates with variations. For
example, cpu and memory properties are very specific of computational products.
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Table 4.6: Properties of listing class in Yahoo! Auction data.
bid increment bidder name bidder rating brand
buyer protection info closed cpu current bid
description hard drive highest bid amount id num
location memory notes num bids
num items opened payment types quantity
seller name seller rating shipping info started at
time left
Figure 4.12: The interface for Yahoo! Auction data.
4.6 Summary
In this chapter, we proposed faceted search over XML data. Specifically, we gave formal
definitions of class, property, and object, and operations on them. We also proposed to
integrate XML keyword search to faceted search to enhance the usability. The proposed
scheme is provided as a framework, whereby system managers can easily construct a
faceted search interface on a XML repository. In the user study, we measured the time for
completing each task. The experimental results showed that faceted search with keyword
search capability is quite useful to conduct exploratory search over XML data.
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Chapter 5
A Framework for Faceted Search
over Graph Data
In this chapter, we extend the framework for tree-structured XML data explained in the
previous chapter to handle graph-structured XML data. In general, real world objects
are somehow connections to each others, and such connections are represented in various
means. XML is one of the means to represent connections of one object to another.
However, applying the framework explained in the previous chapter is not sufficient to
capture the characteristics of graph structures. Thus, we define alternative concepts for
objects and facets, and develop a framework to enable faceted search for graph data. To
show applicability of the framework, we showcase use cases for existing datasets.
5.1 Motivation
Applying faceted search for graph data is more difficult than tree-structured data like
XML because, in general, graph structure is more complex than tree structure. The
tree structure has no loop and only single parent is allowed for each element in nature,
thus frequently occurring elements under their parental elements are straightforwardly
repeating elements. However, graph structure can have loops and one vertex can have
multiple parental vertices. Hence, determining searchable entities is more difficult.
Existing approaches [66, 31, 38] applying faceted search graph data search attempt to
construct graph pattern queries by adding edges and vertices one by one. [66, 31] are
applying faceted search for RDF data, so their goal to to construct SPARQL queries in an
interactive manner. Their basic approach is to show edge (a.k.a. predicate) labels as facets
and destination vertices of the edges (a.k.a. objects) as values of the facets, which surround
the current result subgraphs. Then, users select a pair of connected edge and vertex from
the current subgraphs. Hence, their approach expands the query pattern one by one
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by viewing the surrounding edges and vertices. GBLENDER [38] has proposed similar
approach for the different type of graph data which consist of a number of small graphs,
such as chemical compounds. This is one possible approach, but this approach requires
users to know meaning of every edge labels consisting of searchable entities. On the other
hand, the proposed approach in this dissertation firstly extracts searchable entities and
then provides a faceted search interface. Thus, users are required less knowledge than the
aforementioned approaches.
This dissertation attempts to extract searchable entities from semi-structured graph
data using frequent subgraph mining approaches [34, 20, 51, 19, 109] to extract repeatedly
occurring subgraphs as searchable entities. The target graph data in this dissertation
is data-oriented, and we believe that in data-oriented semi-structured data searchable
entities have similar structures and repeatedly occurring in the graph data. Since frequent
subgraph mining is one of the hottest research topic in the data mining field, there are
a lot of approaches proposed. Thus, we in this dissertation give a general mechanism to
enable faceted search for semi-structured graph data by using frequent subgraph mining
techniques, and show its applicability.
The following sections explain basic definitions in Section 5.2, the proposed framework
based on the definition in Section 5.3, use cases of the framework in Section 5.4, and
summary of this chapter in Section 5.5.
5.2 Definitions
We assume that graph data is a simple directed vertex-labeled graph (Def. 2). Note that
more complex graph data such as vertex-edge-labeled graph or multigraph can be easily
transformed into the simple directed vertex-labeled graph. So our assumption still does
not lose generality. The following subsections show definitions related to frequent subgraph
mining (Section 5.2.1) and faceted search for graph data (Section 5.2.2).
5.2.1 Frequent Subgraph Mining
Frequent subgraph mining is to detect subgraphs called frequent subgraphs for a given
graph data G. Since enumerating all frequent subgraphs is not necessary because a fre-
quent subgraph G′ has subgraphs which are also frequent subgraphs of input graph G.
For this reason, we extract maximal frequent subgraphs which can be representatives of
frequent subgraphs. In order to define frequent subgraph, firstly, we show the definitions
of subgraph and graph isomorphism.
Definition 12 (Subgraph) Given graph data G, a graph G′ = (V ′, E′, L′, δ′) is a sub-
graph of G, if the following conditions hold: (1) V ′ ⊆ V , (2) E′ ⊆ E, and (3) δ′(v) =
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δ(v),∀v ∈ V ′. 
Definition 13 (Graph Isomorphism) Given two graphs G1 = (V1, E1, L1, δ1) and G2 =
(V2, E2, L2, δ2) are isomorphic if the following conditions hold:
1. δ1(v) = δ2(f(v)), ∀v ∈ V1;
2. for each edge e1 = (u, v) ∈ E1, there exists e2 = (f(u), f(v)) ∈ E2; and
3. for each edge e2 = (u, v) ∈ E2, there exists e1 = (f−1(u), f−1(v)) ∈ E1;
where f(v) : V1 → V2 is a mapping function which returns the corresponding vertex in V2
for given vertex v ∈ V1 and f−1(v) : V2 → V1 is the inverse function of f(v). 
Based on the definition of subgraph (Def. 12) and graph isomorphism (Def. 13), we
describe the definitions of frequent subgraph and maximal frequent subgraph in Def. 14
and Def. 15, respectively.
Definition 14 (Frequent Subgraph) Given graph data G and frequency threshold θ, a
subgraph G′ is a frequent subgraph of G if G′ has more than θ isomorphic subgraphs in G.

Definition 15 (Maximal Frequent Subgraph) A frequent subgraph G′ is a maximal
frequent subgraph if any supergraph of G′ is not a frequent subgraph of graph G. 
Frequent subgraph mining, in this dissertation, means extracting all maximal frequent
subgraphs from the graph data. Several works have been proposed for frequent subgraph
mining, such as SUBDUE [34], SEuS [20], and SpiderMine [109]. As is mentioned in [20],
SUBDUE does not scale for large graph data, and SpriderMine aims at finding larger
frequent subgraphs, we use SEuS algorithm for frequent subgraph mining. Note that,
other frequent subgraph mining approaches can also be used in our scheme.
Here, we briefly introduce SEuS algorithm. SEuS algorithm consists of three steps,
namely, summarization step, candidate generation step, and support counting step. In
summarization step, we calculate a summary of the input graph. The summary is similar
to DataGuide [21], which overviews the whole graph by aggregating the same labels by
counting. In candidate generation step, we utilize the counts in the summary to generate
candidates of frequent subgraphs. Firstly, we find vertices which have frequency label
exceeding given support threshold. Then, for each frequent vertex, we extend the vertex
by connecting other vertex to generate a new pattern, and estimate the support of the new
pattern. Finally, in the support counting step, we calculate exact counts of each extracted
patterns.
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5.2.2 Faceted Search for Graph Data
Given graph data G, the subgraphs O = {G′ |G′ ⊆ G}, which are search results, are
defined as objects. Also, the vertices in O which represent features of o ∈ O are referred
to as properties, and they are defined as facets F . In order to determine objects and
facets, we firstly define classes and properties on subgraphs of the input graph. Classes
decide which subgraphs are used for objects, while properties determine which vertices are
used for facets.
Definition 16 (Class on Graph Data) Given graph data G, the pattern of subgraphs
corresponding to search results are defined as class, which is referred as to c. In general,
a graph data contains multiple classes, and the set of classes is referred as to C. 
Definition 17 (Property on Graph Data) For class c, a set of vertices directed to
vertices in the given graph G is defined as a set of properties of c, which are referred as to
c.A. 
Based on the definitions of class (Def. 16) and property (Def. 17), the following shows the
definitions of object and facet.
Definition 18 (Object on Graph Data) For class c and given graph data G, the sub-
graphs in G corresponding to the class c are defined as objects, which are referred to as
Oc. 
Definition 19 (Facet on Graph Data) For property a of class c, c.a is the facet of the
objects Oc, if c.a is useful for search over the graph data G, and a facet is referred as to
f . The values of facet f are the labels of the vertices directed by the facet vertex in G. 
Note that the usefulness of properties to be facets is dependent upon application scenarios,
and we assume that the decisions for facets are given by the system manager..
5.3 Proposed Approach
5.3.1 Overview
In this dissertation, we propose a framework for faceted search over graph data. It con-
sists of Extraction Phase, Search Phase, and Infrastructure as shown in Fig. 5.1. In the
Extraction Phase, we extract target subgraphs and facets from given graph data, and then
store the extracted subgraphs and facets to the databases in the Infrastructure. Besides,
in the Search Phase, the framework provides faceted search interface for the given graph

















Figure 5.1: An overview of proposed framework: Extraction Phase, Search Phase, and
Infrastructure. Extraction Phase extracts target subgraphs and facets from the graph
data, and Search Phase provides faceted search interface for the extracted subgraphs and
facets. Infrastructure consists of databases storing the target subgraphs and facets.
5.3.2 Processing Flow
In the Extraction Phase, we utilize frequent subgraph mining to derive objects and facets
from graph data. The procedure in the Extraction Phase is as follows: (1) the framework
extracts maximal frequent subgraphs as the classes using frequent subgraph mining; (2)
for each class, the framework extracts all vertices as the attributes of the class; (3) the
framework shows these classes and attributes to the system manager, and then the system
manager chooses classes and attributes for faceted search; (4) according to the selections,
the framework extracts objects, facets, and values of facets based on classes and attributes;
and (5) finally, the framework stores the extracted objects and facet-values into databases
in Infrastructure.
During the Search Phase, the framework provides the faceted search interface. The
basic operations of the Search Phase are, (1) accepting a selection of a facet-value pair
and find the objects containing the selected facet-value pair; (2) extracting the facets and
their values for the current results; and (3) showing the current objects and the facets
associated with the current objects.
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5.3.3 Implementation
In this dissertation, we have implemented the Extraction Phase of the framework using
SEuS algorithm [20] for frequent subgraph mining using Java language (1.7.0 04), and
PostgreSQL database1 as database in Infrastructure. The database schemas for storing
objects and each facet are as follows:
object( object id, object instance )
facet name( value, object id )
where facet name are replaced with the name of facet (e.g., author and year).
From this database, we can obtain result subgraphs for the selections of facet-value
pairs. The following SQL represents how to obtain result subgraphs when the user selects
one facet-value pair, say (year, 2014):
SELECT object.object instance
FROM object instance, year
WHERE year.value = ‘2014’
and year.object id = object.object id
Also, we can calculate occurrences of facets over current results (suppose the current
results are stored in current results table) using SQL like:
SELECT f.value, count( f.object id )
FROM facet name f, current results c
WHERE f.object id = c.object id
GROUP BY f.value
For the Search Phase, we can easily use the database to construct the faceted search
interface. For visualizing results, we have several choices such as: (1) showing only neces-
sary information which are carefully selected by the system manager; or (2) showing each
object as a graph by using graph visualization techniques [32]. Since visualization is out
of focus of this dissertation, we do not stick to this problem, and thus, in our prototypical
implementation, we show the results objects as sets of edges. Each edge is represented as
a parenthesized triplet, i.e., “(source, edge label, destination)”.
5.4 Case Studies
In this section, we show use cases using real world datasets, including citation network
(Section 5.4.1), and review network (Section 5.4.2).
1http://www.postgresql.org/
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(b) Extracted maximal frequent
subgraph.
Figure 5.2: Graph data of citation network. (a) graph representation of original data, (b)
Extracted frequent subgraph.
5.4.1 Citation Network
In this section, we show a use case for the citation network data. We use the ACM
citation network data which is available from http://arnetminer.org/citation [79, 78].
The citation network consists of publications and their references, furthermore, several
publications share venues, published year and authors as well, so they compose graph
structure. A part of the dataset is shown in Fig. 5.2(a). There are nine vertices and seven
sorts of edge labels in the figure, namely, title, year, author, abstract, venue, and
refer.
For the converted graph, the framework extracts extracts maximal frequent subgraphs
and provides faceted search interface. The extracted maximal frequent subgraph is shown
in Fig. 5.2(b). As is expected, the extracted maximal frequent subgraph contains publica-
tion information. Now, this subgraph is the only candidate of objects, so the framework
shows facet candidates of the object as {abstract, author, venue, index, refer,
title, year}. In this scenario, we choose author, conference, and year as facets.
For these extracted objects and facets, the framework provides the faceted search inter-
face as shown in Fig. 5.3. The faceted interface has two panels, one is facet panel and the
other is object panel. The facet panel on the left-hand side shows the facets and values
of current results, and the object panel on the right-hand side shows the results, each of
which is shown in gray-meshed box. In this interface, each object is represented as a set
of edges.
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Figure 5.3: Generated faceted search interface.
5.4.2 Review Network
In this section, we show a usecase using review network data. We use the MovieLens
review dataset2. The review dataset represents review information, that is, a user reviews
a movie item. Also, the dataset provides user information such as gender, age, zipcode,
and occupation, and movie item information such as title and genre. Fig. 5.4(a) depicts
an example of the graph representation of the review data. The example contains two users
and two movies.
For the converted graph, we apply our framework to construct faceted search inter-
face for the review network data. The extracted maximal frequent subgraph is shown
in Fig. 5.4(b). The extracted subgraph corresponds to a review, that is who review
which movie. Since this is the only object, the framework generates the facet candidates
as {zipcode, age, gender, occupation, title, genre}. We choose age, gender,
occupation, and genre as facets in this scenario. According to the selected facets, the
framework generates faceted search interface as Fig. 5.5.
Users can search movie reviews which have made by whom the users want to see. For
example, users can search reviews by female late twentieth persons, by selecting “F” in the
gender facet and “25-34” in the age facet. Or, the users can search reviews about romance













































(b) Extracted maximal frequent subgraph.
Figure 5.4: Object and facet extraction for review network. (a) graph representation of
original data, (b) extracted maximal frequent subgraph
5.5 Summary
In this chapter, we propose a framework for faceted search over graph data. We utilize
frequent subgraph mining techniques to extract objects and facets from graph data and
enable faceted search for graph data. Also, we show case study of our framework using
citation network data, and it suggests that frequent pattern mining techniques can be
useful to derive objects and facets from graph data.
As this chapter opens up another direction for faceted search over graph data, we
have several possible future directions as follows: we can sophisticate objects and facets
extraction scheme using external semantic resources like Wikipedia or search logs; and, we
can utilize connections between different objects (e.g., patents and conference papers) to
enable more advanced search over graph data, for example, “finding patents which author
writes a paper about ‘database’ in conferences held in 2013 ”.
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Figure 5.5: Generated faceted interface.
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Chapter 6
Automated Extraction Scheme of
Objects and Facets
Although faceted search has enabled by the framework introduced in the previous chapters,
still the framework requires a large burden for a system manager. As XML becoming
popular and usable, XML data instances have become huge and complex so that they
contain heterogeneous information. That is to say, the system manager must check a
number of classes and properties to decide which of them to use in a faceted search
interface for a given XML data instance. To reduce the burden of the system manager, this
chapter introduces heuristic automated extraction approaches of objects and facets from
candidate classes and properties. The proposed approaches are classified as frequency-
based extraction scheme, semantic-based extraction scheme and hybrid scheme of them.
Experimental evaluations to observe the accuracy of extraction using the proposed schemes
show that the heuristics work well for data-oriented XML data.
6.1 Motivation
When applying faceted search for searching XML data, it is necessary to extract objects
(i.e., target subtrees) and facets from the XML database. In the framework explained in
the previous chapters, we extract all possible objects and facets from XML data. and ask
the system manager to choose objects and facets to be used in the faceted search interface.
Thus, the framework provides a semi-manual way of extracting objects and facets from
XML data. This approach is useful in many applications, but still needs to be improved
particularly when XML data are large and complex, because it is hard for the manager
to find and define appropriate objects and facets out of massive and heterogeneous XML
data. To solve this problem, this chapter is aiming at developing automated extraction
schemes for both objects and facets out of large XML data.
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More precisely, this work proposes two basic approaches as well as a hybrid approach
of them for extracting objects and facets from XML data; one is called frequency-based
approach and the other is called semantic-based approach. The proposed approaches
are based on the following observations. In XML data, (1) XML elements that occur
much frequently under the same parent tend to be eligible for objects, i.e., the unit for the
query results; (2) there exists identifier-like elements (each value of such elements uniquely
identifies one or few objects); and (3) there exists elements with unrecognizable names,
e.g., ee and pid. Based on the observation (1), the frequency-based approach extracts
XML elements occur frequently under their parental elements as objects. Based on the
observation (2) and (3), the frequency-based approach and the semantic-based approach
filter out XML elements behaving like identifier and having meaningless name. These
approaches are evaluated using publicly available XML data in UW XML Repository [62]
and QCDml [23].
The remaining part of this chapter is organized as follows. Then, Section 6.2 describes
proposed scheme for class extraction and facet extraction using semantic information.
Section 6.3 evaluates proposed scheme by calculating accuracy of class and facet extraction
over publicly available XML data. Finally, Section 6.4 summarizes this chapter.
6.2 Proposed Scheme
6.2.1 Overview
The main objective of this work is to automate class and facet extraction process. Even
though the previous work supports manual extraction of classes and facets, still large
amount of candidates can be shown when XML data become large and complex. To this
end, mechanisms to extract classes and facets appropriately are necessary.
This dissertation assumes XML elements appearing under many kinds of parental el-
ements (lang element, for example) are excluded, because such elements have common
sense among different XML elements. Such elements are easily eliminated using frequency,
for instance an XML element is eliminated which occur under θ different XML elements
or more, where θ is a threshold.
This work proposes two approaches for extracting classes and facets from XML data;
one is called frequency-based approach and the other is called semantic-based approach.
The proposed approaches are based on the following observations, that is, in XML data,
(1) if XML elements with the same element name appear two or more times under the
same parent, in many cases, such elements correspond to certain information unit; (2)
there may exist identifier-like elements (each value of such elements appears once in the































Figure 6.1: An example data used in this section: (a) XML data representing paper
information, and (2) the structural information of the XML data.
on the observation (1), the frequency-based approach extracts XML elements occur fre-
quently under their parental elements as classes (detail in Section 6.2.2). Based on the
observations (2) and (3), the frequency-based approach and the semantic-based approach
filter out XML elements behaving like identifier or having names that are not appropriate
for faceted search (details in Section 6.2.3 and Section 6.2.4, respectively). In remaining
sections, Section 6.2.5 shows hybrid facet extraction approach, and Section 6.2.6 explains
an automated extraction algorithm using class and facet extraction schemes.
6.2.2 Frequency-based Class Extraction
In this approach, multiply occurring XML elements under a parent are considered as a unit
of information, and we detect such XML elements as candidates of classes. Among the
detected candidates, some classes, that are eligible for classes, are used. For example, the
sub element (representing subscript) is multiply occurring under the description element,
but the content of the sub element is not meaningful and not always occurs frequently.
On the other hand, the paper element under the papers element occurs consistently.
To observe occurrences of each XML elements in structural information more precisely,
we extend the structural information to display the average frequency of each element in
the structural information. In this structural information, the cardinality is represented as
average number of occurrence of the elements under their parental elements, whereas, in
the previously explained framework, we only distinguish the ones that occur two or more
times using the label “*”. Fig. 6.1(a) shows an example of tree representation of XML
data about paper list, and Fig. 6.1(b) depicts the structural information (the numbers
beside of each vertex are cardinality labels). Since paper element appears twice under the
papers element in the XML data, the paper vertex in the structural information has 2 as
its label. The authors element appears once in average under paper element, and hence
it is labeled by 1.
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With this observation, this dissertation proposes frequency-based approach which de-
rives frequently occurring vertices under their parental elements as classes. This approach
evaluates the average frequency of each XML element under its parent element; if the
average frequency is above threshold, then the element is detected as a class. Formally,
suppose ST.vertices as vertices in structural information ST , and the label of each vertex
v ∈ ST.vertices is denoted as label(v) which is average frequency of v under its parent
vertex. Classes C in this work are calculated with given the threshold θc of the number
of class candidates.
C = {v | v ∈ ST.vertices ∧ label(v) > θc} (6.1)
The threshold θc is set experimentally (detail will be shown in Sec. 6.3).
6.2.3 Frequency-based Facet Extraction
The facets for a class are derived as a subset of properties of the class. The problem is
that the properties may contain identifier-like elements which are not appropriate as a
facet, for instance, title property for paper class of the example in Fig. 6.1(a). Such
properties should be excluded, because they are not suitable for a facet as discusses above
and there are some other methods that are appropriate to deal with such elements. To
this end, (1) firstly computes average frequency of distinct values of a property, and (2)
judges whether the average frequency exceeds threshold. Formally, a set F fc of facets for
class c for given threshold θa is defined as follows:
F fc = {a | a ∈ c.properties ∧ afv(a) > θa} (6.2)
where c.properties is a set of properties of the class c, and afv(a) is a function calculating
average frequency of distinct values.
6.2.4 Semantic-based Facet Extraction
Another approach is the semantic-based facet extraction. This is to select properties for
facets utilizing semantic information rather than structural information (occurrence fre-
quency). The basic idea of this approach is to exploit available information sources, like
Wikipedia. In fact, most of them are not machine friendly, because they are collections
of user-generated contents. To utilize them, for an element name, we judge that it is
eligible for a facet if it appears in the information sources. Hence, this approach validates
properties whether they are in either of the semantic information sources. Due to the
fact that properties do not always directly exist in semantic information, more flexible ap-
proach is required. This work extends the semantic-based facet extraction using semantic
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similarity [28] between properties and semantic information.
Formally, a set F sc of facets for class c with semantic information I is defined as follows:
F sc = {a | a ∈ c.properties ∧ ∃i ∈ I(semantic sim(a, i) > θs)} (6.3)
where I is semantic information and semantic sim function computes semantic similarity
between two terms. This work uses semantic similarity by Lin [57] using WordNet [18].
Since there are lots of semantic similarity measurements (see detail in [28]), any similarity
measurements can be alternatively used.
6.2.5 Hybrid Approach
Since the frequency-based facet extraction and the semantic-based facet extraction are
independent, it is possible to combine them for better performance. The hybrid approach
is combination of the frequency-based facet extraction and the semantic-based facet ex-
traction as is shown in Eq. 6.4.
F hc = F
f
c ∩ F sc (6.4)
6.2.6 Automated Extraction Algorithm
The overall extraction algorithm is as shown in Algo. 2. Firstly, in line 2, the structural
information ST for the given XML data is extracted with help of DataGuide. Each vertex
in structural information, v ∈ ST.vertices, is examined to be class using the frequency-
based class extraction approach (line 4). Then, the properties (i.e. descendant elements
in structural information) for each class c.properties are examined to be facets using the
frequency-based facet extraction approach, the semantic-based facet extraction approach
or the hybrid approach (line 11).
In the implementation of the frequency-based approaches, XQuery is used for aggrega-
tion computation. This dissertation utilizes XQuery engine, BaseX1, which is one of the
popular XML databases. For the semantic-based approaches, Wikipedia2 entries are used
as semantic information, and WS4J3 is used as a tool to calculate semantic similarity.
6.3 Experimental Evaluation
This section introduces the experimental evaluations of the proposed approaches. Firstly,





Algorithm 2 Class and Facet Extraction.
Input: XML data D
Output: a set of class C, sets of facets Fc for each class c
1: C ← {} // initialize a set of classes
2: ST ← extractStructuralInformation(D)
3: for v ∈ ST.vertices do
4: if v is detected as a class then
5: C ← C ∪ {v}
6: end if
7: end for
8: for c ∈ C do
9: Fc ← {} // initialize a set of facets of c
10: for a ∈ c.properties do
11: if a is detected as a facet of c then




the measurements for the evaluation. Then, Section 6.3.3, Section 6.3.5, and Section 6.3.6
show the results of the evaluations of the proposed approaches. Finally, even the proposed
approaches find classes and facets, the system managers are required to check whether
these classes and facets are appropriate. To this end, Section 6.3.7 shows how the proposed
approaches reduce human efforts to see which XML elements to be classes and facets.
6.3.1 Datasets
In this experiment, we use publicly available XML data which are from UW XML Reposi-
tory [62] and QCDml [23]. The UW XML Repository includes datasets of Protein Sequence
Database, SwissProt, Yahoo! Auction data, DBLP, University Courses (including reed,
uwm, wsu), and SIGMOD Record.
To evaluate extraction techniques in this dissertation, we designed the ground truth of
objects and facets. Since DBLP and QCDml have faceted search interfaces [14, 22], the
result sets of these interfaces are used for class definitions of ground truth and facets on
these interfaces are used for facets of ground truth. For the other datasets, classes and
facets are defined manually with following principle.
• Classes are searchable XML elements, meaning that they occur frequently, and name
of the elements and contents of the elements are understandable.
• Facets of ground truth are XML elements which have non-unique text values and
have understandable texts. XML elements having values like URLs and systematic
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values (e.g., sequence of symbols) are removed.
6.3.2 Evaluation Methodology
We evaluate the proposed approaches by how accurately the classes and facets of the
ground truth are extracted. The major evaluation methods for this are precision (Eq. 6.5),
recall (Eq. 6.6), and F-score (Eq. 6.7) which is weighted harmonic mean of precision and
recall, β indicates preference of recall. In this experiment, β is set to 1, meaning that
equal weighting for precision and recall.
Precision =
|extracted ∩ ground truth|
|extracted| (6.5)
Recall =
|extracted ∩ ground truth|
|ground truth| (6.6)
F -score = (1 + β2) · Precision ·Recall
β2 · Precision+Recall (6.7)
More specifically, calculating precision and recall for extracted classes are shown below.
Following equations use notations Cex as a set of extracted classes and Cgt as a set of
classes in ground truth.
Precisionc =
|Cex ∩ Cgt|
|Cex| , Recallc =
|Cex ∩ Cgt|
|Cgt|
On the other hand, calculating precision and recall for extracted facets is as follows. The
following equations use notations F exc as a set of extraction facets for the class c and F
gt
c
as a set of facets of the class c in ground truth, i.e. c ∈ Cgt.
Precisionf =
∑
c∈Cgt |F exc ∩ F gtc |∑
c∈Cgt |F exc |
, Recallf =
∑
c∈Cgt |F exc ∩ F gtc |∑
c∈Cgt |F gtc |
Since accuracy of extracting facets should be calculated, we assume all classes are appro-
priately extracted. Thus, all summations in Precisionf and Recallf are summing up for
classes in ground truth.
6.3.3 Evaluation for Frequency-based Class Extraction
This section evaluates frequency-based class extraction by changing threshold θc. The
threshold effects the accuracy of extraction of classes; large threshold reduces the num-
ber of extracted classes, while small threshold increases the number of extracted classes.
Hence, there should exist precision-recall trade-off. The purpose of this evaluation is to























Figure 6.2: Precision of frequency-based class extraction.
evaluation, threshold θc are changing in range [1.0, 2.0] with 0.2 step. Horizontal axes of
the figures are datasets, and vertical axes are scores ranging in [0.0, 1.0]. Fig. 6.2, Fig. 6.3,
and Fig. 6.4 show evaluation results of frequency-based class extraction.
The result of recall (in Fig. 6.3) for each dataset remains almost 1.0 for all thresholds.
This means that classes required to be extracted are successfully extracted. Thus, total
accuracy (F-score) depends on precision. The result of precision shown in Fig. 6.2 increases
when threshold θc is increased. The precision for reed (in University Courses dataset),
dblp (DBLP), SwissProt, wsu (in University Courses dataset), and yahoo (Yahoo! Auc-
tion data) show better performance, thus F-score also show high accuracy (see Fig. 6.4).
Precisions for other datasets show worse accuracy. This means that the proposed approach
extracts too many classes.
Fig. ?? shows the effect of thresholds for class extraction. The figure shows F-score as
the accuracy of the proposed approach corresponding with thresholds. When increasing
threshold, firstly, the F-scores increase. Then, the F-score drops when the threshold
becomes greater than maximum number of occurrences of the class in the XML data.
For example, the F-score of yahoo dataset drops when the threshold becomes 11, because
the number of occurrences of auction subtree is 10. Similar phenomenon can be observed
from the other datasets, except for dblp. The F-score of dblp decreases gradually as























Figure 6.3: Recall of frequency-based class extraction.
class occurs in different number. As a result, the threshold is sensitive to the number of
occurrences of each class in the XML data.
6.3.4 Comparison of Class Extraction Approaches
This section introduces the comparison of the three approaches for extracting classes as
shown in Fig. 6.6, Fig. 6.7, and Fig. 6.8. The frequency threshold and similarity threshold
are respectively set to 0.8 and 1.2. Fig. 6.7 depicts recalls of class extraction approaches
for various datasets, and all of the three approaches achieve 1.0 recall. However, Fig. 6.6
shows low precision for the semantic approach because it tends to extracting most of all
XML elements whose name exists in the knowledge base. While, the frequency based
approach achieves more precision than the semantic approach. As a result, F-scores in
Fig. 6.8 indicate that frequency based approaches and hybrid approaches have achieved
better scores than semantic approaches.
6.3.5 Evaluation for Frequency-based Facet Extraction
This section evaluates the frequency-based facet extraction approach by changing thresh-
old θa. Fig. 6.3.5, Fig. 6.3.5, and Fig. 6.3.5 show the evaluation results of the frequency-























Figure 6.4: F-Score of frequency-based class extraction.
with 0.2 step. Horizontal axes of the figures are datasets, and vertical axes are scores
ranging in [0.0, 1.0].
For the evaluation of facet extraction, overall evaluations (F-score in Fig. 6.3.5) of
psd7003 (Protein Sequence Database), reed, uwm, SigmodRecord (SIGMOD Record),
SwissProt, wsu, and yahoo (Yahoo! Auction) record high accuracy compared with others.
The results of qcdml-ensemble (QCDml) and dblp (DBLP) show high recall but they
show very low precision. That is, for these datasets, the proposed approach extracts too
many facets and threshold cannot remove unnecessary facets appropriately since this does
not include semantics.
Fig. 6.12 shows the effect of thresholds on the accuracies if the frequency based facet
extraction approaches for various datasets. Because this approach observes occasional
occurrences of ID-like facet values in each facet, the larger threshold filters out facets with
more general facet values. The figure indicates this, since the F-scores of most of the
datasets decrease almost monotonically according with threshold increases.
6.3.6 Comparison of Facet Extraction Approaches
This section compares the extraction accuracy of two proposed approaches and hybrid






















Figure 6.5: Effect of threshold for class extraction.
In this comparison, the frequency threshold of frequency-based approach is 1.2, and the
similarity threshold of semantic-based approach is 0.8. In other words, the attributes
whose average frequency of the values is greater than 1.2 are regarded as facets in the
frequency-based approach, while the attributes are regarded as attributes if the name has
a similar entry in Wikipedia with similarity greater than 0.8.
The semantic-based facet extraction approach shows highest recalls for all datasets,
while it shows lowest precision in 7 out of 8 datasets. The semantic-based facet extraction
approach extracts many possible attributes which are meaningful in terms of semantic
information. Hence, the precision of the semantic-based facet extraction is low.
The hybrid approach of is expected to improve the accuracy of frequency-based ap-
proach. Most of the results for hybrid approach are close to those of frequency-based
approach, on several datasets (namely qcdml-ensemble (QCDml dataset), psd7003 (Pro-
tein Sequence Database), and SigmodRecord), it improves the frequency-based approach.
6.3.7 Reduction Ratio of Number of Classes and Facets
One of the purposes of this dissertation is to reduce the efforts of system managers who
develop faceted search interface for XML data. The evaluation compares the number

















Figure 6.6: Precision of class extraction approaches
information (denoted as “Manual”) and number of classes and facets provided in the
framework (dented as “Previous”). Evaluation results are represented as reduction ratio
of the numbers.
Tab. 6.1 shows the reduction ratios of class extraction approach against the comparators,
and Tab. 6.2 shows those of facet extraction approaches against the comparators. Proposed
approaches (frequency-based approach, semantic-based approach, and hybrid approach)
are respectively referred as “freq,” “sem,” and “freq-sem.”
The result for classes shown in Tab. 6.1 indicates large amount of classes are pruned.
Since most of XML elements are not to be class, the reduction ratios of the proposed
approach against “Manual” are more than 0.9 except SigmodRecord which potentially
has small number of XML elements. Also, comparison against the previous approach
indicates more than half of XML elements are pruned, except dblp because even the
previous work reduces the number of XML elements to be classes.
On the other hand, the result for facets shown in Tab. 6.2 shows the proposed approaches
reduce the number of XML elements listed. Against the “Manual,” the frequency-based
approach reduces more than quarter. While, the semantic-based approach does not reduce
well especially for dblp, psd7003, wsu, and yahoo, because these datasets contain under-
standable element names. In addition, as expected, the hybrid approach increases the

















Figure 6.7: Recall of class extraction approaches.
previous work, the frequency-based approach increases the reduction ratios, while the
semantic-based approach fails to increase the reduction ratios. Even the semantic-based
approach fails to reduce the number of facets, the hybrid approach reduces the number
because the previous work still provides unnecessary facets.
6.4 Summary
In this work, we propose automatic class and facet extraction scheme to enable faceted
search for XML data using external resources such as Wikipedia and WordNet. The
proposed approaches in this dissertation are frequency-based approach and semantic-based
approach. As is shown in experimental evaluation, the proposed approaches are possible
to extract classes and facets accurately when thresholds are set appropriately. Also, the
evaluation for hybrid approach of frequency-based approach and semantic-based approach
shows slight improvement. In addition, the proposed approaches successfully reduce the
number of classes and facets.
A future direction for this dissertation related to automatic extraction scheme can be
deep analysis of contents in XML elements to detect usefulness of the elements. Also,
since this work sets thresholds experimentally, automation for setting the thresholds is

















Figure 6.8: F-Score of class extraction approaches.
Extension to graph structured data. Since XML data are tree structure, XML subtrees
form objects. However, graph structured data have more complex structure in nature,
thus is more difficult to determine classes and facets. (2) Facet extraction from longer
texts in leaf elements. Since such leaf elements contain complex information, if facets can
be extracted from such textual contents, more advanced search become possible. There
exists several work dealing with facet extraction from textual databases [11, 48], thus is




















































































































































Figure 6.15: F-Score of facet extraction approaches.
Table 6.1: Reduction ratio on classes.











Table 6.2: Reduction ratio on facets.
vs. Manual vs. Previous
freq sem freq-sem freq sem freq-sem
SigmodRecord 0.75 0.5 0.75 0.25 0 0.25
SwissProt 0.8485 0.3409 0.8523 0.0909 0 0.1136
dblp 0.5793 0.0621 0.5793 0.2651 0 0.2651
psd7003 0.433 0.0825 0.4536 0.0984 0 0.1311
qcdml-ensemble 0.3 0.3385 0.4308 0.1234 0.0549 0.1868
reed 0.3125 0.125 0.3125 0.0833 0 0.0833
uwm 0.3636 0.1364 0.3636 0.125 0 0.125
wsu 0.25 0.1 0.25 0.0625 0 0.0625




Textual Contents of XML Data
7.1 Motivation
In the framework discussed in Chap. 4, facets with longer and unique textual values are
removed by system managers or excluded from faceted search interface, because these
facets have unique values on each object like identifier. We in this chapter explicitly call
facets with longer and unique textual values as textual facets. A textual facet, each of
which values identifies one or few objects, effects search performance of faceted search
interface, because if the users know the value of such facet, they have the specific search
demands. Hence, this is out of scope of the exploratory search demands. Thus, textual
facets are removed manually by the systems managers or automatically by the heuristic
approaches. For bibliographic dataset example, title is an example of textual facets,
since titles of papers are almost unique w.r.t. each paper. However, values of textual
facets still contain informative contents such as topical terms. Hence, in this chapter, we
explore the usage of textual facets.
In this dissertation, we propose a scheme to extract facets from long text values in
the context of faceted search for XML data by extending the faceted search framework
for XML data. The proposed approach is based on approaches which construct concept
hierarchy from textual documents like subsumption algorithm [73]. The goal of concept
hierarchy construction approaches is to determine hypernym-hyponym relationship (a.k.a.
subsumption) between two terms from large number of textual documents. Since our
goal is to extract term hierarchy which covers (most of) all result subtrees, we utilize the
subsumption algorithm considering coverage of documents by each term in the hierarchy.
We also propose the evaluation methodology of exploratory search methods by changing
the specificities of tasks. Evaluating exploratory search systems is still difficult to guar-
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antee reproductivity of the searching tasks over different datasets. We propose a concept
specification level of tasks which indicate how a task is specific on a limited number of
results. The specification level of a task is evaluated by selectivity of the terms in the
task. In addition to the specification level, we give a template-based task designing strat-
egy using specification level based on [50]. We evaluate our proposed approach using a
publicly available dataset by designing tasks changing specification level. Also, we analyse
stability of specification levels on the evaluation.
The rest of this dissertation are organized as follows: Section 7.2 describes basic idea
of extracting facet-values from textual facets including the definition of textual facets and
subsumption algorithm. Section 7.3 introduces the extraction mechanism of values of
textual facets over XML data, Section 7.4 shows efficiency of our proposed approach as
well as a task designing approach, and Section 7.5 summarizes this chapter.
7.2 Basic Approach
The framework and automated extraction scheme explained in the previous chapter en-
able faceted search for XML data with less burden to build the faceted search interface.
In the framework, facets having unique values for each object are excluded by the sys-
tem managers who are responsible for constructing faceted search interface or excluded
automatically. The uniqueness of facet-values come from various cases: (1) the facets
act as identifiers of objects, and (2) the facets contain longer textual values, even there
exits overlaps among the facet-values. Examples of the latter case include titles of papers
and descriptions of products. Although the facets with longer textual values are excludes
so that they contain unique values, the facets still include informative contents in their
values. The main objective of this dissertation is to extract facets from longer and unique
textual contents. We call such facets as textual facets and give definition of textual facet
in Def. 20.
Definition 20 (Textual Facet) Given a length threshold α and a uniqueness threshold
β, a facet is textual facet if the average length of all values of the facet is longer than α
and the average occurrence of each distinct value among whole objects is less than β. 
A textual facet contains informative contents like topical terms. For example, a title
of a paper in the bibliographic database (like DBLP) contains unique but longer texts,
since titles of papers are almost unique but they briefly explain about the contents of the
papers. A concrete example of title taken from the title of [44], “A Framework of Faceted
Navigation for XML Data”. This implies that this paper is about “faceted navigation”
and “XML”. Another example is a description about a movie in the movie database
(like IMDB). Because it contains longer text of introduction about the movie, and the
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descriptions about movies are almost unique because few movies are exactly same story and
casts. As is shown in these example, textual facets (title and description in this case)
contain informative contents like topical terms of papers and introductory explanations
about movies. Thus, utilizing textual facets by extracting informative terms from textual
contents of the facets is expected to improve search experience.
7.2.1 Subsumption Algorithm
The basic idea of our approach is based on subsumption algorithm [73] which aims at
constructing concept hierarchy from a number of textual documents. The subsumption
algorithm computes the hypernym-hyponym relationships (or subsumption relationships)
between two terms using conditional probability computed from occurrences of terms
among the documents. The work [12] generalizes subsumption algorithm between two
terms using threshold parameters, since [73] fixes the parameters experimentally. The
subsumption relationship between two terms, say x and y, for given subsumption threshold
τs and directionality threshold τd are computed as follows: x subsumes y if p(x | y) > τs
and p(x | y) > τd · p(y | x). [12] has experimented choices of thresholds, and it says that
τs = 0.8 and τd = 1.2 have recorded as the best, so we in this dissertation use the same
threshold values for subsumption algorithm.
We show an example of subsumption algorithm using the following document set:
ID text
1 XML search
2 faceted XML search
3 XML keyword search
4 XML query suggestion
5 XML search log analysis
6 indexing for XML keyword search
7 RDF search
8 faceted RDF search
9 RDF keyword search
Suppose to check “XML” subsumes “search”, from this table, we compute the conditional
probabilities as
p(“XML” | “search”) = 6/9 ≈ 0.667
p(“search” | “XML”) = 5/6 ≈ 0.833
Because of p(“XML” | “search”) < τs = 0.8, “XML” does not subsume “search”. On the
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other hand, “search” subsumes “XML” because
p(“search” | “XML”) > τs, and
p(“search” | “XML”) > τd · p(“XML” | “search”) = 0.8
Similarly, we can obtain the terms “search” subsumes as “XML”, “RDF”, “keyword”,
“faceted”. From this subsumption, we can observe various kinds of “search” exist in the
document set.
7.3 Proposed Approach
We need to extend the subsumption algorithm so that the extracted hierarchy contains
(almost) all objects (or documents). Since the purpose of subsumption [73] is to derive
concept hierarchy, it does not care how many of objects the terms occur. This can be
controlled by the thresholds, but lower thresholds badly affect the suitability of the concept
hierarchy. Thus, we need another type of extension of subsumption algorithm to construct
concept hierarchy covering (almost) all objects.
The basic idea of our extension of subsumption algorithm is to iteratively construct
the concept hierarchy for uncovered objects until (almost) all objects are covered. We
denote the whole set of objects as D and a set of covered objects in i-th iteration as Ci.
At the beginning, we apply subsumption algorithm over D and we obtain the concept
hierarchy h1, then compute a set C1 of covered objects by h1. Then, for a set of uncovered
objects U = D\C1, we apply subsumption algorithm to obtain a concept hierarchy h2.
We continue these process until the ratio rc of covered objects ∪iCi among whole objects




where k is the number of iterations, a.k.a. the number of constructed concept hierarchies.
This procedure is summarized in Algo. 3, where subsumption function returns the concept
hierarchy for the object set U with given thresholds, and cover function returns a set of
objects in D containing terms in h.
As a result, we obtain a set of hierarchies to navigate users through the whole set of
objects. In the faceted search interface, we have other facets to restrict the set of objects.
Any selection of a pair of facet and value changes the set of result objects. In addition,
preparing such hierarchies for each set of result objects corresponding to the selections
of pairs facet and value is infeasible. Thus, we need an online extension of the iterative
subsumption algorithm. The essential requirement for online algorithm is to finish in a
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Algorithm 3 Iterative Subsumption Algorithm.
Input: a set of objects D, coverage threshold θ, thresholds for subsumption τs and τd
Output: a set of concept hierarchies H
1: H ← {}, C ← {}, U ← D
2: rc← |C|/|D|
3: while rc < θ do
4: U ← D\C
5: h← subsumption(U, τs, τd)
6: C ← C ∪ cover(D,h)
7: H ← H ∪ {h}
8: rc← |C|/|D|
9: end while
Algorithm 4 Online Iterative Subsumption Algorithm.
Input: a set of objects D, coverage threshold θ, iteration threshold δ, thresholds for
subsumption τs and τd
Output: a set of concept hierarchies H
1: H ← {}, C ← {}, U ← D
2: rc← |C|/|D|
3: it← 0
4: while rc < θ and it < δ do
5: U ← D\C
6: h← subsumption(U, τs, τd)
7: C ← C ∪ cover(D,h)
8: H ← H ∪ {h}
9: rc← |C|/|D|
10: it← it+ 1
11: end while
reasonable time. The iterative algorithm processes subsumption algorithm many times
when the discoveries of hierarchies gradually increase the coverage. Hence, we stop the
iteration in a limited number. The online algorithm is summarized in Algo. 4.
The interface shows the roots of the extracted hierarchies. For the current results,
the hierarchies are computed, so, for further exploration, a user is navigated from the
root to second level of the hierarchy. If there is only one hierarchy as a result of online
iterative subsumption algorithm, we drill one level down the hierarchy and show the terms
in the second level. Whenever a user selects/deselects any of facets and their values, the
hierarchies are re-computed, except when the user selects textual facets, we can omit the
re-computation of the hierarchy since the concept hierarchy is already computed.
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7.3.1 Faceted Search Interface
The snapshot of the faceted search interface over DBLP XML dataset is shown in Fig. 7.1.
On the interface, keyword search is available besides faceted search, so a user can execute
keyword search from the topmost search box. The main panels consist of three compo-
nents, namely, facet panel, result panel and class panel. On the facet panel, facets and
their values are shown with number of objects in the current results each value occurs.
The interface shown in the figure uses DBLP XML data as XML data. In the DBLP XML
dataset, we choose title as a textual facet, so the values of the title facet are extracted
terms instead of full title texts. For instance, on Fig. 7.1, the interface shows the result
objects and facet-values for the selected facet-value pair (year, 2002). The selected values
of facets are shown below the keyword search box (e.g., “SIGIR” on booktitle facet in
Fig. 7.1). The values of the title facet which is chosen as textual facet are seen as a list of
terms selected using the subsumption-based proposed approach.
7.4 User Study
We evaluate a facet-value extracted faceted search interface using the proposed approach,
comparing with the conventional faceted search interface as explained in Chapter 4. The
expectation for this evaluation is that the extracted facet-values from textual contents help
users navigate a set result objects. To observe this, we perform user study and observe
how users can explore result objects through facets. Since evaluating exploratory search on
user study is dependent upon designed tasks, the design principle for task designing is one
of the most important things. Kules et al. [50] suggest for designing faceted search tasks
that each task should be ambiguous, discovery, in an unfamiliar domain, and low-level
description about what to find. However, the task design based on [50] only focuses upon
how the tasks should be formed. The other importance of user study is specificity of tasks.
We are going to discuss how our evaluation tasks are designed in Section 7.4.2. Before it,
we briefly explain about experimental settings in Section 7.4.1. Section 7.4.3 examines the
sufficiency of subsumption algorithm to extract topical terms as a preliminary experiment.
Then we describe experimental methodology using the designed tasks in Section 7.4.4, and
we show experimental results in Section 7.4.5.
7.4.1 Settings
In this experiment, we compare the following three methods: (1) MLCA-based keyword
search [56], (2) faceted search with keyword search, and (3) the proposed approach with
keyword search. Due to the fact that exact matching of keyword search degrades its
search performance, we utilize stemming [67] techniques. The reason why every method
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Figure 7.1: A snapshot of the prototypical interface over DBLP XML dataset. The value
“SIGIR” of the booktitle facet is selected. On the left side, three facets are shown,
namely title, author and year, and the title is textual facet. In the middle, the
results of papers are shown.
is combined with keyword search is that its familiarity with faceted search and we have
shown the good effect of combining keyword search with faceted search in Chapter 4.
The dataset used in this experiment is DBLP XML dataset [81], which is the XML
data containing bibliographic information about computer science researches. The dataset
consists of several kinds of paper elements (e.g., inproceedings and books) under the root
element named dblp. Using the framework, we can obtain these kinds of papers as objects,
and its descending elements as facets (the selected classes and facets are shown in Tab. 7.1).
In this dataset, the title facet is detected as a textual facet and we extract facet-values
from textual contents of title elements in the XML data.
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Table 7.1: Selected classes and facets in DBLP XML dataset. The underlined facets are
applied our approach to extract values.
class facet
article editor, title, journal, year, author, publisher
phdthesis author, title, year, series, publisher
inproceedings author, title, year, booktitle
book author, title, publisher, year, editor, booktitle, series
incollection author, title, year, booktitle, publisher
7.4.2 Task Design
As is mentioned in [50], tasks should be understandable and possible to imagine the
situation that the users stand for. So, each task is a scenario to find one or more objects
in the dataset. A template of task scenario is as follows (this is copied from [50]):
Imagine that you are taking a class called . For this class, you need to
write a paper on the topic . Use the catalog to find two possible topics
for your paper. Find three books for each topic.
We arrange this template to design tasks. The main difficulty of designing tasks on this
template is to determine the topic terms in the second blanked line. We call such terms
as task terms. For stable evaluation, criteria to choose the task terms are required.
In this dissertation, we give a criterion to choose task terms from the given dataset.
Basic idea of the criterion is based on the occurrence of the task terms among the dataset.
Terms occurring most of objects in the dataset are regarded as general terms at least in
the domain of the dataset (“approach” for example in DBLP XML dataset). While, terms
occurring fewer objects are regarded as specific terms in the dataset, e.g., special name of
application. When the given task terms are general, users are required to explore large
number of objects to find the direction to achieve the task. Hence, exploratory search
tasks should include relatively general task terms, and the exploratory search methods
should help users explore the directions easily. On contrary, the given task terms are
specific, users can find desired objects when they use ad-hoc search methods. Thus, there
exists the trade-off between specificity of task terms and the performance of exploratory
search methods against ad-hoc search methods. To represent this trade-off, the criterion
proposed in this dissertation is called specification level which indicates how each task is
specific on a limited number of objects. The specification level sl(T ) of a task T is defined
as conjunct selectivity of terms in the task (Def. 21).
Definition 21 (Specification Level) Given a task T = {t1, t2, . . . , t|T |} which consists






where D is the whole objects, and ψti(D) is a selection function which returns matching
objects with the input keyword ti. 
Note that the smaller specification level a task has, the more specific the task is. The
specification level can be also understood as document frequency of task terms. Since
specification level is document frequency, specification level monotonically decreases when
add term to the current term (Lemma 1).
Lemma 1 (Monotonicity of Specification Level) Given a task T and any term t not
included in T , the specification levels of T and T ′ = T ∪ {t} hold the following condition:
sl(T ) ≥ sl(T ′)

Proof 1 (Monotonicity of Specification Level) Given a task T and any term u not













The size of the intersection of two sets is smaller or equals to the size of one of the
two sets. Thus, the numerators of these specification levels hold the following condition:
|⋂ti∈T ψti(D)| ≥ |⋂ti∈T ′ ψti(D)|. Hence, since the denominators of these specification
share the same value, the specification levels of them hold the following condition: sl(T ) ≥
sl(T ′). 
Using specification level, we can automatically generate search tasks for given specifica-
tion level. For choosing one term as task term, it is straightforward that choosing a term
which specification level is close to the given specification level. For choosing two term
as task terms, according to Lemma 1, firstly we choose one term which specification level
is greater than the given specification level, and then choose another term which com-
bination with the previously chosen term satisfy the given specification level. Similarly,
we can compute tasks which number of task terms is more than two. At last, the exam-
iner should validate whether chosen task terms are appropriate and modify the scenario
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world, wide, web 0.00110
support, vector, machines 0.00052
inductive, logic, programming 0.00035
analysis, case, study 0.00026
sentences. Tab. 7.2 demonstrates specification levels for single and multiple task terms
extracted from title elements in the DBLP XML dataset.
An example of tasks in this evaluation is like following:
Imagine that you are taking a class called Introduction to Machine Learning.
For this class, you need to write a paper on the topic support vector machines.
Use the database to find two possible topics for your paper. Find three books
for each topic.
The terms “support vector machines” (specification level is 0.00052) are taken from ex-
tracted task terms in Tab. 7.2, and we put “Introduction to Machine Learning” as the
name of the class. To put the name of class, the examiner should be careful not to put
more specific terms than task terms to the name, since the class name should not decrease
the specification level of the task.
7.4.3 Preliminary Experiment
Before evaluating the proposed scheme, the preliminary experiments feasibility of sub-
sumption algorithm to our setting. We evaluate that the proposed method using sub-
sumption algorithm extract reasonable terms from textual contents.
For this evaluation, we compare the proposed scheme with various approaches listed as
follows: (1) random selection, (2) entropy maximization, (3) coverage maximization, and
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(4) frequency-based selection. The random selection approach selects terms from whole set
of terms contained in the textual contents at uniformly random. The entropy maximization
approach chooses a set of terms which maximize entropy of the selected terms. Since
finding terms with entropy maximization can be reduced to set-cover problem [49] which
is an NP-hard, we apply greedy algorithm. The coverage maximization approach extracts
a set of terms iteratively. For each iteration, a residual set of objects is target and extract
term which covers maximally the residual set of objects. The frequency-based selection
approach selects a set of the most frequent terms.
This preliminary experiment is also user study that we ask the users feasibility of sug-
gested terms in the context of restricted conditions. The restricted conditions are situated
by task terms w.r.t. specification levels. We show all extracted terms by these approaches
in a mixed set, and the users choose some of them which are feasible for each situation.
For instance, in the situation “support vector machine”, the users are shown “kernel”,
“linear”, “application” and so on, then they choose feasible terms for further restrictions
for their explorations.
For evaluation, we calculate precision of extracted terms in each approach. The precision
is calculated as a ratio of ground truth terms within the extracted terms. Fig. 7.2 shows
the result of the preliminary experiment. Each bar in the figure represents precision score
of corresponding approaches. Horizontal axis shows specification levels and vertical axis
shows precision scores.
From the figure, the proposed scheme using subsumption algorithm perform the best
among the approaches. The difference from the random approach indicates a significance
of the proposed approach. Also, the proposed approach is constantly better than the
frequency based approach except the case which the specification level is 0.002. That
means, the proposed approach is not too straightforward approach to extract terms from
the textual facets.
7.4.4 Methodology
To evaluate the proposed approach, we measure its usability comparing with the conven-
tional faceted search introduced in Chapter 4 as well as the conventional ad hoc search
method for XML data, i.e., keyword search. To evaluate in terms of usability, we measure
time that the users consume to achieve tasks, the number of clicks on facets, and the
number of keyword search performed, by varying specification levels of tasks.
In this evaluation, we have five male and female volunteer users whose age are between
22 and 30. They have research experiences in computer science fields. We perform the






























Figure 7.2: Precision of facet-value extraction approaches using five approaches: (1) ran-
dom selection, (2) entropy maximization, (3) coverage maximization, (4) frequency-based
selection, and (5) subsumption.
7.4.5 Results
In this section, we describe the results of our experimental evaluations. The experimental
results for time consumed to achieve the given tasks are summarized in Fig. 7.3, those of
the number of operations performed are summarized in Fig. 7.4, Fig. 7.5 and Fig. 7.6. In
the rest of this section, we analyse these results in detail.
The results in Fig. 7.3 indicate that our proposed approach achieve the best performance
among the tasks which have various specification levels. Comparisons between keyword
search method and faceted search with keyword search show that our precious work [44]
outperforms the MLCA-based keyword search. The previous work improves about 21%
on average and about 47.1% maximum. This is because, the facets support users to
find objects, while users in keyword search must find appropriate keywords from the
current result objects by themselves. Moreover, the proposed approach outperforms these
























Figure 7.3: Average time (sec) consumed to achieve the tasks.
average and 77.8% maximum, and improves the previous approach about 44.4% on average
and about 68.9% maximum. This result indicates that extracting appropriate terms from
textual facets helps users overview the current results and successfully restrict by the
terms.
Fig. 7.4, Fig. 7.5 and Fig. 7.6 show how the users search using the methods in terms
of operations, which are keyword search and facet selection. Fig. 7.4 represents average
number of operations until achieving the tasks corresponding with specification levels.
From this figure, we observe that even though keyword search method takes more time
than others (in Fig. 7.3), the numbers of operations performed are not significantly high.
Thus, we need to observe in more detail. Fig. 7.5 and Fig. 7.6 show the number of each
operations, namely keyword search operations and facet selections, respectively.
Fig. 7.5 depicts the average number of keyword search operations performed until users
finish the tasks. As is expected, our previous work decreases the number of keyword search
performed with some exceptions. This indicates that the previous work can navigate users
when the facets are appropriately categorize the current result objects. The succeeded case
of the previous work is that, when users look for keywords to restrict the current results,
they use year facet to restrict the result objects. Then, the users find a good keyword
to restrict and performs keyword search, and then obtain the desired results. On our



























Figure 7.4: Total number of operations.
In our proposed approach, a user requires keyword search to restrict the objects to the
limited number of objects matching with the task terms. Once the users search by task
terms, they use only facet selections to restrict the result objects.
Fig. 7.6 shows the number of facets used for finding desired result objects. Obviously,
since keyword search does not have any option to use facets, the numbers for keyword
search are all zero. The numbers of facets used in our proposed approach are much larger
than that of faceted search with keyword search. This means that our proposed approach
gives a lot of informative values of facets to the users. Considering with the result of the
number of keyword search shown in Fig. 7.5, the values of facets extract in our approach are
selected to restrict the current results. The average usage of values in textual facets over
all facet selections in our proposed approach is 95.3%, that is, once users perform keyword
search on task terms, they select values of textual facets in most of cases. Futhermore,
analysing with the result for elapsed time shown in Fig. 7.3, the values of facets in our
approach have nicer overview of the current results and suggest values of facets for further
restrictions.
As a result, even though the number selected facets is large on our proposed method, the
time consumed to achieve task is smaller than others. This is because, among all methods,
users need to see the current results and choose next actions. On keyword search, users




































Figure 7.5: The number of keyword search performed.
requires high efforts. On the other hand, seeing facets and their values, which give an
overview of the current results, requires less efforts. In addition, keyword search implies
human error sometimes like typos, while users just click on values of facets in faceted
search.
Tab. 7.3 shows the correlations between specification level and experimental measure-
ments, namely, the average time, the average number of operations, the average number
of keyword search performed, and the average number of facet selections. The correla-
tion between specification and the average time is high for every methods. This can be
observed from Fig. 7.3 as well. The figure shows that users consume more time for more
specific tasks, and this phenomena is almost common in these methods. This is what we
expect on the specificity of tasks, that is users take more time for tasks with high spec-
ification levels. This implies that we can control the tasks by specification levels for the
consumption time of each task. On the other hands, the number of operations performed
in each task is low correlation with specification levels (all in range [-0.5:0.5]). This is
an interesting observation, because the number of operations is considered to be one of
































Figure 7.6: The number of facets selected.
7.5 Summary
In this dissertation, we propose an extraction mechanism of values of facets which have
longer and unique texts for corresponding objects. Also, we propose an evaluation method-
ology using specification levels. Then, we analyse the stability of evaluation using spec-
ification levels. Experimental evaluation of our proposed approach using the proposed
evaluation methodology shows our proposed approach improves search performance com-
paring with the previous approach [44] and keyword search approach.
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Table 7.3: Correlations between specification level and measurements, namely, the average
time (referred as time), the average number of operations (referred as # operations), the
average number of keyword search performed (referred as # keywords), and the average
number of facet selections ( referred as # facets).
measurement vs. keyword vs. faceted vs. proposed
time 0.771346 0.655485 0.841967
# operations 0.236971 -0.411838 -0.122954
# keywords 0.236971 -0.39138 -0.063875
# facets — -0.299988 -0.122954
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Chapter 8
Conclusion and Future Work
8.1 Conclusion
This dissertation has studied on exploratory search for semi-structured data that includes
XML data and graph structured data and developed a framework for faceted search on
semi-structured data. Faceted search is a popular exploratory search method in informa-
tion retrieval, but has not been intensively studied in the context of exploratory search
on semi-structured data. Several techniques developed in this dissertation can reduce the
efforts of not only users but also of system managers who attempt to develop a faceted
search interface over semi-structured data. The following summarizes the contributions of
this dissertation:
1. This dissertation gives definitions of concepts (class, property, object, and facet) and
operations (selection operation family, class-selection operation family, and keyword-
selection operation), to enable faceted search for XML data.
2. Based on the definitions, we develop a framework to enable faceted search for given
XML data. The interface of the framework requires interactions with a system
manager to determine which class and properties are to be used in the faceted search
interface.
3. In order to realize faceted search for graph-structured semi-structured data, we ex-
tend the framework to extract frequent subgraphs as classes.
4. We proposed heuristic approaches to automatically extract appropriate objects and
facets in order to reduce the burden on system managers.
5. In order to improve usability of faceted search for textual semi-structured data, we
propose a method to extract topical terms from textual contents.
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6. The proposed method is applied to existing semi-structured data. This method
enables faceted search over semi-structured data, and the faceted search interface
helps users search semi-structured data compared with conventional search methods
(i.e., dedicated query languages like XQuery (See Fig. 4.8) as well as keyword search
(See Fig. 7.3)).
8.2 Future directions
The future directions of this research can be categorized into the following categories:
(1) facet rankings, (2) faceted search for more complex and heterogeneous data, (3)
faceted search in remote/distributed environments, and (4) evaluation methodologies for
exploratory searches.
In information retrieval, ranking of the result objects is a popular technique to improve
the users’ search experiences. Similar to this, in the faceted search context, ranking
facets with respect to interestingness of facets as well as values of facets will improve
the users’ search experiences [71, 13, 84, 66, 69]. To understand which facets and values
are interesting in each step during searching is still a difficult problem. Thus, this is an
interesting direction as a future work.
As this dissertation has opened up a different direction for faceted search for graph
data, we can propose several possible future directions. The first is the incorporation of
a sophisticate object and facet extraction scheme using external semantic resources like
Wikipedia or search logs. The second is to utilize connections among different objects
(e.g., patents and conference papers) to enable a more advanced search over graph data.
As Open Data has become popular, there are many endpoints to access interesting
data on the Web. Because there are some situations where the data instance is too big
to load into the local server in advance, the data must be remotely accessed from the
users’ computers. In such situation, applying faceted search is challenging because facets
must be extracted beforehand, but extracting facets takes long time to complete in the
remote environments. In addition, if the data is semi-structured, the objects must also be
extracted. It is obviously difficult and requires a lot of effort. This is also an interesting
future research direction.
A reproducible experimental evaluation for exploratory search is an important issue in
information retrieval community. Because of its popularity of exploratory search especially
in e-commerce, determining which exploratory search methodologies are better suited for
a specific application scenario is critical. Also, less-stressful and usable exploratory search
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