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Abstract
We prove the quantum conditional entropy power inequality for quan-
tum additive noise channels. This inequality lower bounds the quantum
conditional entropy of the output of an additive noise channel in terms of
the quantum conditional entropies of the input state and the noise when
they are conditionally independent given the memory. We also show that
this conditional entropy power inequality is optimal in the sense that we
can achieve equality asymptotically by choosing a suitable sequence of
Gaussian input states. We apply the conditional entropy power inequal-
ity to find an array of information-theoretic inequalities for conditional
entropies which are the analogs of inequalities which have already been
established in the unconditioned setting. Furthermore, we give a simple
proof of the convergence rate of the quantum Ornstein-Uhlenbeck semi-
group based on entropy power inequalities.
1 Introduction
Additive noise channels are central objects of interest in information theory. A
general class of such channels can be modeled by the well-known convolution
operation: If X and Y are two independent random variables with values in
Rk, the convolution operation (X,Y ) 7→ X + Y combines X and Y into a new
random variable X + Y , the probability density function of which is given by
fX+Y (z) :=
∫
Rk
fX(z − x)fY (x) dkx . (1)
The convolution is a well-studied operation and it plays a role in many in-
equalities from functional analysis, such as Young’s Inequality and its sharp
version [1, 2] as well as the entropy power inequality [3, 4, 5, 6]. These inequal-
ities have important applications in classical information theory, as they can be
used to bound communication capacities, which was originally carried out by
Shannon [3]. An extensive overview of the many related inequalities in this area
is given in [6].
Central to the work presented here is the entropy power inequality. It deals
with the entropy of a linear combination of two independent random variables
X and Y with values in Rk,
Z :=
√
λX +
√
|1− λ|Y, λ ≥ 0 .
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The statement of the entropy power inequality [3, 4, 5, 6] is
exp
2S(Z)
k
≥ λ exp 2S(X)
k
+ |1− λ| exp 2S(Y )
k
, (2)
where S(X) is the Shannon differential entropy of the random variable X. A
conditional version of (2) can easily be derived: If X and Y are conditionally
independent given the random variable M (sometimes interpreted as a memory),
then
exp
2S(Z|M)
k
≥ λ exp 2S(X|M)
k
+ |1− λ| exp 2S(Y |M)
k
.
In quantum information theory, an analogous operation to the convolution
(1) is given by the action of a beam splitter Uλ with transmissivity 0 ≤ λ ≤ 1
on a quantum state (i.e., a linear positive operator with unit trace) ρAB which
is bipartite on two n-mode Gaussian quantum systems A,B. This action has
the form
ρAB 7→ ρC = tr2
(
UλρABU
†
λ
)
, (3)
where C is again an n-mode quantum system and tr2 denotes the partial trace
over the second system. The mathematical motivation of the study of this
operation is that in the special case of a product state, that is ρAB = ρA⊗ρB ,
it is formally similar to the convolution described in (1) on the level of Wigner
functions. For the beam splitter (3), several important inequalities in the same
spirit as in classical information theory have been established [7, 8, 9, 10, 11].
For instance, the quantum entropy power inequality reads
exp
S(C)
n
≥ λ exp S(A)
n
+ (1− λ) exp S(B)
n
, (4)
with S(A) = S(ρA) = −tr[ρA log ρA] being the von Neumann entropy of a quan-
tum state. Unlike in the classical setting, a conditional entropy power inequality
for the operation (3) does not trivially follow from the unconditioned inequal-
ity (4). However, it was recently established in [11] that such an inequality
holds nonetheless: For a joint quantum state ρABM such that A and B are
conditionally independent given the memory system M , we have
exp
S(C|M)
n
≥ λ exp S(A|M)
n
+ (1− λ) exp S(B|M)
n
,
where S(X|M) := S(XM) − S(M) is the quantum conditional entropy. The
conditional independence of A and B given M is expressed with the condition
that the quantum conditional mutual information equals zero:
I(A : B|M) := S(A|M) + S(B|M)− S(AB|M) = 0 .
Our work concerns yet another convolution operation, which mixes a prob-
ability density function f : R2n → R on phase space with an n-mode quantum
state ρ,
(f, ρ) 7→ f ? ρ, where f ? ρ =
∫
R2n
f(ξ)D(ξ)ρD(ξ)†
d2nξ
(2pi)n
, (5)
where D(ξ) are the Weyl displacement operators in phase space. This operation
was first introduced by Werner in [12]. Werner established a number of results
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regarding (5), most notably a Young-type inequality. In [13], more inequali-
ties involving this operation were shown, most prominently the entropy power
inequality
exp
S(f ? ρ)
n
≥ exp S(f)
n
+ exp
S(ρ)
n
. (6)
In the context of mixing times of semigroups, the authors in [14] have used this
convolution extensively and proved various properties which are related to the
discussion of the entropy power inequality.
1.1 Our contribution
Similarly to the work carried out in [11] for the beam splitter, we prove the
conditional version of the entropy power inequality for the convolution given by
(5). Let us consider an n-mode Gaussian quantum system A, a generic quan-
tum system M and a classical system R which “stores” a classical probability
density function ρR : R2n → R. Let us further consider the map E : AR → C,
(ρA ⊗ ρR) 7→ ρR ? ρA, linearly extended to generic states ρAR as
ρC = E(ρAR) =
∫
R2n
D(ξ) ρA|R=ξD(ξ)
†
ρR(ξ)
d2nξ
(2pi)n
.
We show in Theorem 5 that the conditional entropy of the output of E ⊗ 1M :
ARM → CM is lower bounded as
exp
S(C|M)
n
≥ exp S(A|M)
n
+ exp
S(R|M)
n
,
if I(A : R|M) = 0, i.e., the systems A and R are conditionally independent given
the system M . As a special case, this inequality implies useful inequalities about
the convolution (5) in the case when R is uncorrelated with M ,
exp
S(C|M)
n
≥ exp S(A|M)
n
+ exp
S(ρR)
n
.
In the particular case when R is a Gaussian random variable with probability
density function fZ,t = exp
(
−‖ξ‖22t
)
/tn, the inequality becomes
exp
S(C|M)
n
≥ exp S(A|M)
n
+ et .
The special cases mentioned above are important in various applications, as we
will show later.
This conditional entropy power inequality is tight in the sense that it is
saturated for any couple of values of S(A|M) and S(R|M) by an appropriate
sequence of Gaussian input states, which we show in Theorem 6. This behaviour
is similar to the case of the beam splitter. On the way to this inequality, several
intermediate results are proven which make up a set of information-theoretic
inequalities regarding conditional Fisher information and conditional entropies.
To complete the picture of information-theoretic inequalities involving quantum
conditional entropies, we apply our results to prove a number of additional
inequalities in a spirit similar to the classical case. Among them there are the
concavity of the quantum conditional entropy along the heat flow (Theorem 8)
3
and an isoperimetric inequality for quantum conditional entropies (Lemma 7).
Furthermore, we show in subsection 8.3 how, similar to the case of the beam
splitter, the conditional entropy power inequality implies a converse bound on
the entanglement-assisted classical capacity of a non-Gaussian quantum channel,
the classical noise channel defined in (5).
Another part of our work regards the quantum Ornstein-Uhlenbeck (qOU)
semigroup. It is the one-parameter semigroup of completely positive and trace-
preserving (CPTP) maps
{P(µ,λ)(t) = etLµ,λ}
t≥0 on the one-mode Gaussian
quantum system A generated by the Liouvillian
Lµ,λ = µ2L− + λ2L+ for µ > λ > 0 ,
where
L+(ρ) = a†ρa− 1
2
{aa†, ρ} and L−(ρ) = aρa† − 1
2
{a†a, ρ} ,
and a is the ladder operator of A. This quantum dynamical semigroup has a
unique fixed point given by
ωµ,λ :=
µ2 − λ2
µ2
∞∑
k=0
(
λ2
µ2
)k
|k〉〈k| ,
where {|k〉}k∈N is the Fock basis of A. It has been shown in [15] using methods
of gradient flow that the quantum Ornstein-Uhlenbeck semigroup converges in
relative entropy to the fixed point at an exponential rate given by the exponent
µ2 − λ2,
D
(
P(µ,λ)(t)(ρ)∥∥ω(µ,λ)) ≤ e−(µ2−λ2)tD (ρ∥∥ω(µ,λ)) for all t ≥ 0 , (7)
where D(ρ‖σ) = tr [ρ (log ρ− log σ)] is the quantum relative entropy [16].
We show that a simple application of the linear version of the entropy power
inequality (4) for the beam splitter is sufficient to prove this convergence rate.
We also show a simple derivation of an analogous result for the case of a bipartite
quantum system AM , where the system A undergoes a qOU evolution, using
the linear conditional entropy power inequality for the beam splitter recently
proven in [11]. Specifically, we are going to show in Theorem 9 that
D
(
(P(µ,λ) ⊗ 1M )(ρAM )
∥∥ω(µ,λ)A ⊗ ρM) ≤ e−(µ2−λ2)tD (ρAM∥∥ω(µ,λ)A ⊗ ρM) ,
(8)
which directly implies the statement (7). Finite-dimensional versions of the
statement (8) for general semigroups have recently been studied by Bardet [17].
Our argument shows that entropy power inequalities are a useful tool to study
the convergence rate of semigroups.
The proof of the unconditioned entropy power inequality (6) given in [13]
exhibits certain regularity issues regarding the Fisher information: the Fisher
information was defined as the Hessian of a relative entropy, without a proof of
well-definedness. Various proofs of the entropy power inequality for the beam
splitter had similar issues [7, 8, 9]. They were settled in [11] by the adoption of
a proof technique which starts with an integral version of the quantum Fisher
information. We adopt a similar approach here. Since the conditional entropy
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power inequality reduces to the unconditioned inequality in the case where the
system M is trivial, this also gives a more rigorous proof of the unconditioned
entropy power inequality. As such, our work can be seen as both a completion
of the work carried out in [13] and a generalization thereof.
We now sketch the basic structure of the proof of our main result. The main
ingredients in proving entropy power inequalities [5, 7, 9, 11, 13] are similar in all
proofs, which all use the evolution under the heat semigroup. These ingredients
are the Fisher information, de Bruijn’s identity, the Stam inequality, and a result
on the asymptotic scaling of the entropy under the heat flow. First we define a
“classical-quantum” integral conditional Fisher information, by which we mean
a Fisher information of a classical system which is conditioned on a quantum
system. We show in Theorem 1 that this quantity satisfies a de Bruijn identity,
which links it to the change of the conditional entropy under the heat flow. We
show the regularity of the integral conditional Fisher information in Theorem 2
and then prove the conditional Stam inequality in Theorem 3. In the next
part, we show in Theorem 4 that the quantum conditional entropy of a classical
system undergoing the classical heat flow evolution conditioned on a quantum
system satisfies the same universal scaling which was shown for the quantum
conditional entropy of a quantum system undergoing the quantum heat flow
evolution conditioned on a quantum system. It is crucial for the proof of our
conditional entropy power inequality that these two scalings are not only both
universal but also the same. This scaling then implies that asymptotically, the
inequality we want to prove becomes an equality. Then it is left to show that it
is enough to consider the inequality in the asymptotic limit, i.e., the difference
of the two sides of the inequality behaves under the heat flow in a way which
only makes the inequality “worse”.
The paper is structured as follows: In section 2 we present bosonic quantum
systems and the relevant quantities required for our discussion. In section 3,
the integral version of the quantum conditional Fisher information is adapted
to the convolution (5). Sections 4 and 5 are dedicated to the proof of various
inequalities that are central to the proof of entropy power inequalities, such as
the Stam inequality and an asymptotic scaling of the conditional entropy. Sec-
tion 6 then proves the conditional entropy power inequality for the convolution
(5) as our main result. Optimality of the conditional entropy power inequal-
ity is shown in section 7. This is followed by the derivation of various related
information-theoretic inequalities involving the quantum conditional entropy in
section 8. Before concluding, we apply the conditional entropy power inequality
to bound the convergence rate of bipartite systems where one system undergoes
a quantum Ornstein-Uhlenbeck semigroup evolution in section 9.
2 Preliminaries
Let us consider an n-mode bosonic system [16, 18] with “position” and “mo-
mentum” operators (Qk, Pk), k = 1, . . . , n, for each mode which satisfy the
canonical commutation relations [Qj , Pk] = iδj,k1. If we denote the vector of
position and momentum operators by R = (Q1, P1, . . . , Qn, Pn), the canonical
commutation relations become
[Rj , Rk] = i∆
jk
1, i, j = 1, . . . , 2n ,
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where ∆ =
(
0 1
−1 0
)⊕n
is the symplectic form.
The Weyl displacement operators are defined by
D(ξ) := exp
(
iξ · (∆−1R)) , for ξ ∈ R2n .
The displacement operators satisfy the commutation relations
D(ξ)D(η) = exp
(
− i
2
ξ · (∆−1η)
)
D(ξ + η), for ξ, η ∈ R2n ,
and the “displacement property” on the mode operators
D(ξ)†RjD(ξ) = Rj + ξj1 .
Given an n-mode quantum state ρ, we define its first moments as
dk(ρ) := tr[Rkρ], for k = 1, . . . , 2n ,
and its covariance matrix (for finite first moments) as
Γkl(ρ) :=
1
2
tr [{Rk − dk(ρ), Rl − dl(ρ)} ρ] , k, l = 1, . . . , 2n ,
with the anticommutator {X,Y } := XY − Y X.
The aforementioned concepts of displacements and first and second moments
are the quantum analogs of the classical concepts. For a probability distribution
function f : R2n → R, we define its displacement by a vector η ∈ R2n as
f (η)(ξ) = f(ξ − η) .
Furthermore, we denote the energy of the function f by the sum of its second
moments,
E(f) =
2n∑
k=1
∫
R2n
ξ2kf(ξ)
d2nξ
(2pi)n
.
The quantities µk =
∫
R2n ξkf(ξ)
d2nξ
(2pi)n are called the first moments of f , and
γkl =
∫
R2n
f(ξ)(ξk − µk)(ξl − µl) d
2nξ
(2pi)n
is called the covariance matrix of f . We remark that we have rescaled the
Lebesgue measure on R2n in these definitions, which we have done purely for
convenience.
Definition 1 (Quantum heat semigroup). The quantum heat semigroup is the
following time evolution for any quantum state ρ:
N (t)(ρ) :=
∫
R2n
e−
‖ξ‖2
2t ρ(ξ)
d2nξ
(2pit)n
for t > 0 ,
N (0) := 1 ,
where ρ(ξ) = D(ξ)ρD(ξ)† is a displacement of the state ρ by ξ ∈ R2n.
The quantum heat semigroup has a semigroup structure, that is, for any
s, t ≥ 0, we have
N (s) ◦ N (t) = N (s+ t) .
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We note that if fZ,t(ξ) = exp
(
−‖ξ‖22t
)
/tn is the probability distribution of
a Gaussian random variable with covariance matrix t12n, then we have
N (t)(ρ) = fZ,t ? ρ .
The quantum heat semigroup is the quantum analog of the classical heat
semigroup, which we will repeat here. It can be written in an analogous way to
the quantum heat semigroup:
Definition 2 (Classical heat semigroup). The classical heat semigroup is the
following time evolution defined on a function f : R2n → R:
(Ncl(t)(f)) (η) :=
∫
R2n
e−
‖ξ‖2
2t f (ξ)(η)
d2nξ
(2pit)n
,
Ncl(0) := 1 .
We also have that for any s, t ≥ 0,
Ncl(s) ◦ Ncl(t) = Ncl(s+ t) .
We note again that we have
Ncl(t)(f) = fZ,t ? f ,
where
(g ? f)(η) :=
∫
R2n
g(ξ)f(η − ξ) d
2nξ
(2pi)n
is the well-known classical convolution of the two functions g and f (with a
factor of (2pi)n in the Lebesgue measure on R2n which we introduce purely for
convenience).
The convolution (5) is compatible with displacements and with the heat
semigroup evolution in a convenient way, which is stated in the following two
lemmas:
Lemma 1 (Compatibility with displacements of the convolution (5)). [13,
Lemma 2] Let f : R2n → R be a probability distribution and ρ an n-mode
quantum state. Then we have for any ξ1, ξ2 ∈ R2n,
(f ? ρ)
(ξ1+ξ2) = f (ξ1) ? ρ(ξ2) ,
where ρ(ξ) = D(ξ)ρD(ξ)†.
Remark 1. Lemma 2 in [13] only states the compatibility for the case where
ξ1, ξ2 are parallel. Nonetheless, the proof given there also works to prove the
statement above.
Lemma 2 (Compatibility with the heat semigroup of the convolution (5)). [13,
Lemma 5] Assume the same prerequisites as in Lemma 1 and let t1, t2 ≥ 0. Then
we have
N (t1 + t2) (f ? ρ) = Ncl(t1)(f) ?N (t2)(ρ) .
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Definition 3 (Shannon differential entropy). For a classical R2n-valued random
variable X with a probability density function f : R2n → R, we define the
Shannon differential entropy as
S(X) = S(f) = −
∫
R2n
f(ξ) log f(ξ)
d2nξ
(2pi)n
.
We continue with a short review of Gaussian quantum states. An n-mode
quantum state ρG is called Gaussian if it has the following form [16]:
ρG =
exp
[
− 12
∑2n
k,l=1 (Rk − dk)hkl (Rl − dl)
]
tr exp
[
− 12
∑2n
k,l=1 (Rk − dk)hkl (Rl − dl)
] ,
where h is a positive definite real 2n × 2n matrix and d ∈ R2n is the vector of
first moments of the state. The entropy of such a Gaussian state is given by
S(ρG) =
n∑
k=1
g
(
νk − 1
2
)
,
where g(N) := (N + 1) log(N + 1)−N logN and ν1, . . . , νn are the symplectic
eigenvalues of the covariance matrix Γ = ∆2
(
tan h∆2
)−1
, i.e., the absolute values
of the eigenvalues of ∆−1Γ.
A Gaussian state is called thermal if its first moments are zero and the
matrix h is proportional to the identity. Such thermal states have the special
form
ωβ =
e−βH
tre−βH
, h = β12n, β > 0
for the Hamiltonian of n harmonic oscillators H = 12
∑2n
k=1R
2
k − n21. Gaussian
states fulfill a special extremality property. Among all states ρ with a given
average energy tr [Hρ], thermal states maximize the von Neumann entropy.
Furthermore, among all states with fixed covariance matrix, the Gaussian state
is the one with maximal entropy [19, 20].
In our proofs, we are going to require the notion of quantum conditional
Fisher information of quantum systems which was introduced in [11]. We repeat
the main properties of this quantity here. For a thorough definition and proofs
we refer to [11]. Before giving this definition, we clarify the notion of “classical-
quantum” states on a system RM if the classical system R is continuous. A
state ρRM on RM is a probability measure on R which takes values in the
trace class operators, i.e., a measurable collection of trace class operators on M
{ρMR(ξ)}ξ∈R2n with the normalization condition∫
R2n
trM [ρMR(ξ)]
d2nξ
(2pi)n
= 1 .
This state “stores” a classical probability distribution ρR in the classical system
R if its marginal on R has ρR as probability distribution. The marginals of ρMR
are
ρM =
∫
R2n
ρMR(ξ)
d2nξ
(2pi)n
, ρR(ξ) = trM [ρMR(ξ)],
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and the conditional states on M given the value of ξ are
ρM |R=ξ =
ρMR(ξ)
ρR(ξ)
.
We do not consider the case where the probability measure ρR is not absolutely
continuous with respect to the Lebesgue measure, since in this case its Shannon
differential entropy is not defined. For a more detailed discussion, we refer to
[21, Section III.A.3] and references therein ([22] and [23, Chapter 4.6-4.7]).
We can also define displacements of such a classical-quantum state: We
write ρ
(x,y)
RM to denote a state where the classical system R has been displaced
by x ∈ R2n and the quantum system M has been displaced by y ∈ R2n.
Definition 4 (Quantum integral conditional Fisher information). [11, Defini-
tion 6] Let A be an n-mode bosonic quantum system, and M a generic quantum
system. Let ρAM be a quantum state on AM . For any t ≥ 0, the integral Fisher
information of A conditioned on M is given by
∆A|M (ρAM )(t) := I(A : Z|M)σAMZ(t) ≥ 0 , t > 0 ,
∆A|M (ρAM )(0) := 0 ,
where Z is a classical Gaussian random variable with values in R2n and proba-
bility density function
fZ,t(z) =
e−
|z|2
2t
tn
, z ∈ R2n ,
and σAMZ(t) is the quantum state on AMZ such that its marginal on Z is fZ,t
and for any z ∈ R2n,
σAM |Z=z(t) = DA(z)ρAMDA(z)† .
Definition 5 (Quantum conditional Fisher information). [11, Definition 7,
Proposition 1] Let ρAM be a quantum state on AM such that the marginal ρA
has finite energy and the marginal ρM has finite entropy. Then we define the
quantum conditional Fisher information of A conditioned on M as
J(A|M)ρAM := lim
t→0
∆A|M (ρAM )(t)
t
=
d
dt
S(A|M)(NA(t)⊗1M )(ρAM )
∣∣∣∣
t=0
.
As shown in [11], this limit always exists.
Finally, we are going to require a notion of conditional entropy of a classical
system which is conditioned on a quantum system. If the system on which we
condition is classical, the conditional entropy is simply
S(A|M) =
∫
M
S(A|M = m)dpM (m) ,
where pM is the probability distribution of M . This definition is independent
of whether the system A is classical or quantum. We now define the conditional
entropy of a classical system which is conditioned on a quantum system in a
way such that the chain rule for entropies is preserved.
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Definition 6 (Quantum conditional entropy of classical-quantum systems). Let
R be a classical system, M a quantum system. We define the conditional entropy
of R given M as
S(R|M) = S(M |R) + S(R)− S(M) ,
whenever the three quantities appearing on the right handside are finite.
The case where S(M |R), S(R), and S(M) are not finite will not be part of
our consideration.
3 Quantum integral conditional Fisher informa-
tion
In this section we consider a generic quantum system M and a classical system
R. We are going to define the quantum integral conditional Fisher information
of R conditioned on M and prove a de Bruijn identity as well as a number of
useful properties.
Definition 7 (quantum integral conditional Fisher information). For a quan-
tum state ρRM on RM whose marginal on R is ρR : R2n → R and t ≥ 0, define
the integral Fisher information of R conditioned on M as
∆R|M (ρRM )(t) := I(R : Z|M)σRZM (t) ,
∆R|M (ρRM )(0) := 0 ,
where Z is a classical Gaussian random variable with probability density function
equal to
fZ,t(ξ) =
e−
|ξ|2
2t
tn
, ξ ∈ R2n ,
and σRZM (t) is the quantum state on RZM such that its marginal on Z is equal
to fZ,t, and for any z ∈ R2n, we have
σRM |Z=z(t) = ρ
(z,0)
RM .
The marginal of σRZM (t) on RM is equal to
σRM (t) = (Ncl(t)⊗ 1M ) (ρRM ) .
The marginal on R has probability density function Ncl(t)(ρR).
Theorem 1 (Integral conditional de Bruijn identity).
∆R|M (ρRM )(t) = S(R|M)(Ncl(t)⊗1M )(ρRM ) − S(R|M)ρRM .
Proof. We use the definition of the conditional mutual information as well as
the definition of the conditional quantum entropy when the system on which we
condition is classical. We calculate
I(R : Z|M)σRMZ = S(R|M)σRMZ − S(R|MZ)σRMZ
= S(R|M)σRM −
∫
R2n
S(R|M)σRM|Z=zfZ,t(z)
d2nz
(2pi)n
= S(R|M)σRM −
∫
R2n
S(R|M)ρRM fZ,t(z)
d2nz
(2pi)n
= S(R|M)σRM − S(R|M)ρRM .
10
The second to last step follows because the entropy is invariant under displace-
ments of the classical system.
We now show that the integral conditional Fisher information defined as
above, as a function of t, is continuous, increasing, and concave. The proof
strategy is similar to the proof of regularity for the quantum integral conditional
Fisher information given in [11].
Lemma 3 (Continuity of the integral conditional Fisher information). Let ρRM
be a state such that the function R2n 3 ξ 7→ ρM |R=ξ is continuous with respect
to the trace norm and the marginal ρR has finite average energy. Then, the
function t 7→ ∆R|M (ρRM )(t) is continuous for any t ≥ 0.
Proof. From the de Bruijn identity Theorem 1, it is sufficient to prove that
lim
t→0
S(R|M)(ρRM (t)) = S(R|M)(ρRM ) ,
where we have defined for any t ≥ 0,
ρRM (t) = (Ncl(t)⊗ 1M )(ρRM ) .
From the data processing inequality, for any t ≥ 0
S(R|M)(ρRM (t)) ≥ S(R|M)(ρRM ) .
It is then sufficient to prove that
lim sup
t→0
S(R|M)(ρRM (t)) ≤ S(R|M)(ρRM ) .
We have from the chain rule
S(R|M)((Ncl(t)⊗ 1M )(ρRM )) = S(M |R)(ρRM (t)) + S(ρR(t))− S(ρM ) .
From [24], Remark 9.3.8, and [25, 26, 27], the Shannon differential entropy
is upper semicontinuous on the set of probability measures on R2n absolutely
continuous with respect to the Lebesgue measure and with finite average energy,
and
lim sup
t→0
S(ρR(t)) ≤ S(ρR) .
On the other hand, we have
S(ρM )− S(M |R)(ρRM (t)) =
∫
R2n
D(ρM |R=ξ(t)‖ρM ) ρR(t)(ξ) d
2nξ
(2pi)n
. (9)
Since the function t 7→ ρM |R=ξ(t) is continuous with respect to the trace norm,
we have for any ξ ∈ R2n
lim
t→0
‖ρM |R=ξ(t)− ρM |R=ξ‖1 = 0 .
Because the relative entropy is positive, we get from Fatou’s lemma∫
R2n
lim inf
t→0
D(ρM |R=ξ(t)‖ρM ) ρR(t)(ξ) d
2nξ
(2pi)n
≤ lim inf
t→0
∫
R2n
D(ρM |R=ξ(t)‖ρM ) ρR(t)(ξ) d
2nξ
(2pi)n
. (10)
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Since the relative entropy is lower semicontinuous, we have for any ξ ∈ R2n
D(ρM |R=ξ‖ρM ) ≤ lim inf
t→0
D(ρM |R=ξ(t)‖ρM ) . (11)
Combining (10), (11), and (9), we get
lim sup
t→0
S(M |R)(ρRM (t)) ≤ S(M |R)(ρRM ) .
Lemma 4. For any s, t ≥ 0,
∆R|M ((Ncl(s)⊗ 1M )(ρRM )) (t) = I(R : Z|M)(Ncl(s)⊗1MZ)(σRMZ(t)) .
Proof. Follows from the semigroup structure of Ncl.
Lemma 5. For any s, t ≥ 0,
∆R|M ((Ncl(s)⊗ 1M )(ρRM ) (t) ≤ ∆R|M (ρRM )(t) .
Proof. Follows from the data processing inequality for the quantum mutual
information.
Lemma 6. For any s, t ≥ 0,
∆R|M (ρRM )(s+ t) = ∆R|M (ρRM )(s) + ∆R|M ((Ncl(s)⊗ 1M )(ρRM ) (t)
≥ ∆R|M (ρRM )(s) .
Proof. Follows from Theorem 1.
Theorem 2 (Regularity of the integral conditional Fisher information). For any
quantum state ρRM on RM such that the conditions of Lemma 3 are fulfilled,
the integral conditional Fisher information ∆R|M (ρRM )(t) is a continuous, in-
creasing, and concave function of t.
Proof. Continuity was shown in Lemma 3 and the fact that the conditional
Fisher information is increasing follows from Lemma 6.
For concavity, by continuity it is enough to prove that for 0 ≤ s ≤ t, we
have
∆R|M (ρRM )
(
s+ t
2
)
≥ ∆R|M (ρRM )(s) + ∆R|M (ρRM )(t)
2
.
This can be written as
∆R|M (ρRM )
(
s+ t
2
)
−∆R|M (ρRM )(s)
≥ ∆R|M (ρRM )(t)−∆R|M (ρRM )
(
s+ t
2
)
.
By Lemma 6, this can be restated as
∆R|M (ρRM (s))
(
t− s
2
)
≥ ∆R|M
((
Ncl
(
t− s
2
)
⊗ 1M
)
(ρRM (s))
)(
t− s
2
)
,
for ρRM (s) := (Ncl(s)⊗ 1M ) (ρRM ). But this holds because of Lemma 5.
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4 Quantum conditional Fisher information
Definition 8. For a quantum state ρRM on RM such that the conditions of
Lemma 3 are fulfilled, we define the Fisher information of R conditioned on M
as
J(R|M)ρRM := lim
t→0
∆R|M (ρRM )(t)
t
.
This limit always exists because the function t 7→ ∆R|M (ρRM )(t) is contin-
uous and concave by Theorem 2.
Proposition 1 (Quantum conditional de Bruijn). Assume the hypotheses of
Theorem 2. Then we have
J(R|M)ρRM =
d
dt
S(R|M)(Ncl(t)⊗1M )(ρRM )
∣∣∣∣
t=0
.
Proof. Follows from the integral conditional de Bruijn identity given in Theo-
rem 1.
4.1 Stam inequality
Theorem 3. Let A be an n-mode quantum system, R be a classical system and
M be a generic quantum system. Let ρARM be a quantum state on ARM such
that its marginal on R has a probability density function ρR : R2n → R. Let
ρARM further fulfill
tr[HρA] <∞, E(ρR) <∞, S(ρM ) <∞ .
Let us suppose that A and R are conditionally independent given M ,
I(A : R|M)ρARM = 0 .
Then the linear conditional Stam inequality holds,
J(C|M)ρCM ≤ λ2J(A|M)ρAM + (1− λ)2J(R|M)ρRM ∀λ ∈ [0, 1] ,
where
ρCM := (E ⊗ 1M )(ρARM ) =
∫
R2n
D(ξ) ρAM |R=ξD(ξ)
†
ρR(ξ)
d2nξ
(2pi)n
.
Choosing λ = J(R|M)J(R|M)+J(A|M) , we obtain the conditional Stam inequality
1
J(C|M)ρCM
≥ 1
J(A|M)ρAM
+
1
J(R|M)ρRM
. (12)
Proof. We prove the following:
∆C|M (ρCM )(t) ≤ ∆A|M (ρAM )(λ2t) + ∆R|M (ρRM )((1− λ)2t) .
Because ∆ is increasing and concave the Stam inequality follows taking the
derivative at t = 0.
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By definition, we have for any t ≥ 0 that
∆C|M (ρCM )(t) = I(C : Z|M)σCMZ(t) ,
for an R2n-valued Gaussian random variable Z with probability density function
fZ,t(z) =
e−
‖z‖2
2t
tn
, z ∈ R2n ,
and σCMZ(t) has fZ,t as marginal on Z and for any z ∈ R2n, it fulfills
σCM |Z=z(t) = DC(z)ρCMDC(z)† .
We now define the state σARMZ(t) as the state with marginal on Z equal to
fZ,t and for any z ∈ R2n,
σARM |Z=z = ρ
(λz,(1−λ)z)
ARM ,
i.e., the system A is displaced by λz and the system R is displaced by (1− λ)z.
By compatibility of the convolution (5) with displacements, we have
σCMZ(t) = (E ⊗ 1MZ)(σARMZ(t)) .
We notice that
I(A : R|MZ)σARMZ =
∫
R2n
I(A : R|M)σARM|Z=z fZ,t(z)
d2nz
(2pi)n
=
∫
R2n
I(A : R|M)ρARM fZ,t(z)
d2nz
(2pi)n
= 0 .
Now we obtain by data processing
I(C : Z|M)(t) ≤ I(AR : Z|M)(t)
= I(A : Z|M)(t) + I(R : Z|M)(t) + I(A : R|MZ)(t)− I(A : R|M)(t)
≤ I(A : Z|M)(t) + I(R : Z|M)(t) .
The last inequality follows because I(A : R|M)(t) ≥ 0. In analogy to [11, Eqs.
(79)-(81)], we can show that
I(A : Z|M)σAMZ(t) = ∆A|M (ρAM )
(
λ2t
)
,
I(R : Z|M)σRMZ(t) = ∆R|M (ρRM )
(
(1− λ)2t) .
This follows from the definition of σARMZ and the integral conditional de Bruijn
identities. The claim follows.
5 Universal scaling
Theorem 4. Let R be a classical system and M be a quantum system. Let ρRM
be a quantum state on RM such that its marginals have finite entropies. Then
we have
lim
t→∞(S(R|M)(Ncl(t)⊗1M )(ρRM ) − n log t− n) = 0.
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Proof. Upper bound. We have
S(R|M)(Ncl(t)⊗1M )(ρRM ) ≤ S(R)Ncl(t)(ρR) .
We know from the analysis of the classical heat flow [5] that the right hand side
scales as n log t+ n.
Lower bound. By concavity, we can restrict to pure ρRM . The pure states
of the classical-quantum system RM are the tensor product of a Dirac delta on
R with a pure state on M , hence R and M are independent and
S(R|M)(Ncl(t)⊗1M )(ρRM ) = S(R)Ncl(t)(ρR) .
Finally, the scaling of the classical entropy S(R)Ncl(t)(ρR) is known to be equal
to n log t+ n from [5], which concludes the proof.
6 Entropy power inequality
Theorem 5 (Conditional entropy power inequality for the convolution (5)).
Let A be an n-mode quantum system, R a classical system and M a generic
quantum system. Let ρARM be a quantum state on ARM such that its marginal
on R has a probability density function ρR : R2n → R. Let ρARM further fulfill
tr[HρA] <∞, E(ρR) <∞, S(ρM ) <∞ .
Let us suppose that A and R are conditionally independent given M :
I(A : R|M)ρARM = 0 ,
and let
ρCM := (E ⊗ 1M )(ρARM ) =
∫
R2n
D(ξ) ρAM |R=ξD(ξ)
†
ρR(ξ)
d2nξ
(2pi)n
.
Then, for any 0 ≤ λ ≤ 1 the linear conditional entropy power inequality holds:
S(C|M)
n
≥ λS(A|M)
n
+ (1− λ)S(R|M)
n
− λ log λ− (1− λ) log(1− λ) .
Optimizing over λ and choosing λ = e
S(A|M)/n
eS(A|M)/n+eS(R|M)/n , we obtain the condi-
tional entropy power inequality for the convolution (5),
exp
S(C|M)
n
≥ exp S(A|M)
n
+ exp
S(R|M)
n
. (13)
In particular, if the classical system R is uncorrelated with the system M , we
have the inequality
exp
S(C|M)
n
≥ exp S(A|M)
n
+ exp
S(ρR)
n
.
Remark 2. An important case for applications is the case when R has the
Gaussian probability density function fZ,t = exp
(
−‖ξ‖22t
)
/tn. In this special
case the inequality reads
exp
S(C|M)
n
≥ exp S(A|M)
n
+ et .
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Proof. We define the evolution
ρARM (t) = (N (λt)⊗Ncl((1− λ)t)⊗ 1M ) (ρARM ) .
Then, by compatibility with the heat semigroup, this amounts to an evolution
of the C system given by
ρCM (t) = (N (t)⊗ 1M ) (ρCM ) .
This evolution preserves the condition I(A : R|M) = 0 because of the data-
processing inequality. We also define
φ(t) = S(C|M)ρCM (t) − λS(A|M)ρAM (t) − (1− λ)S(R|M)ρRM (t) .
Then we have, because of the de Bruijn identity and compatibility with the heat
semigroup as well as the Stam inequality,
φ′(t) = J(C|M)ρCM (t) − λ2J(A|M)ρAM (t) − (1− λ)2J(R|M)ρCM (t) ≤ 0 .
Since φ is a linear combination of continuous concave functions, we have for
t ≥ 0,
φ(t)− φ(0) =
∫ t
0
φ′(s)ds ≤ 0.
Using the universal scaling, we obtain
φ(0) ≥ lim
t→∞φ(t)
= lim
t→∞
(
S(C|M)ρCM (t) − λS(A|M)ρAM (t) − (1− λ)S(R|M)ρRM (t)
)
= n(−λ log λ− (1− λ) log(1− λ)) .
The theorem follows.
7 Optimality of the quantum conditional entropy
power inequality
This section is dedicated to the study of the optimality of the quantum condi-
tional entropy power inequality stated in Theorem 5. We show the following
theorem:
Theorem 6 (optimality of the conditional entropy power inequality). For any
a, b ∈ R there exists a sequence of states
{
ρ
(k)
AM
}
k∈N
and a probability density
function f : R2 → R such that the classical system R is uncorrelated with M
and
lim
k→∞
S(A|M)
ρ
(k)
AM
= a , S(R|M)f = b ,
as well as
lim
k→∞
expS(C|M)
ρ
(k)
CM
= exp a+ exp b ,
where ρ
(k)
CM = (Ef ⊗ 1M )(ρAM ) with Ef (ρA) = f ? ρA.
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Proof. Let σ
(k)
AM be the Gaussian state with the covariance matrix
Γ
(k)
AM =

k2 0
√
k4 − 14 0
0 k2 0 −
√
k4 − 14√
k4 − 14 0 k2 0
0 −
√
k4 − 14 0 k2
 .
Applying the heat semigroup on the quantum system A, we obtain the state
(N (t)⊗ 1M )(σ(k)AM ) which has the covariance matrix
Γ
(k)
AM (t) =

k2 + t 0
√
k4 − 14 0
0 k2 + t 0 −
√
k4 − 14√
k4 − 14 0 k2 0
0 −
√
k4 − 14 0 k2
 .
The symplectic eigenvalues of this covariance matrix are
ν
(k)
± (t) =
1
2
√
4k2t± 2t
√
4k2t+ t2 + 1 + 2t2 + 1 = k
√
t+O(1) (k →∞) .
Hence we have
S(AM)
(N (t)⊗1M )(σ(k)AM )
= g
(
ν+ − 1
2
)
+ g
(
ν− − 1
2
)
= log k2 + log t+ 2 +O
(
1
k2
)
,
S(M)
(N (t)⊗1M )(σ(k)AM )
= g
(
k2 − 1
2
)
= log k2 + 1 +O
(
1
k4
)
.
It follows that
lim
k→∞
S(A|M)
(N (t)⊗1M )(σ(k)AM )
= 1 + log t .
We now choose ρ
(k)
AM = (N (ea−1)⊗ 1M )(σ(k)AM ), which fulfills
lim
k→∞
S(A|M)
(ρ
(k)
AM )
= a .
We further choose the classical system R to be uncorrelated with M and have
probability density function
f = fZ,eb−1 =
e−
‖ξ‖2
2eb−1
eb−1
of a Gaussian with covariance matrix eb−112. Then we have for the entropy
S(R|M)f = log
(
eeb−1
)
= b .
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The state ρ
(k)
CM has the covariance matrix
Γ
(k)
CM =

k2 + ea−1 + eb−1 0
√
k4 − 14 0
0 k2 + ea−1 + eb−1 0 −
√
k4 − 14√
k4 − 14 0 k2 0
0 −
√
k4 − 14 0 k2
 .
Analogously to the calculation above, we obtain now
lim
k→∞
S(C|M)
ρ
(k)
CM
= 1 + log
(
ea−1 + eb−1
)
= log
(
ea + eb
)
,
and finally
lim
k→∞
expS(C|M)
ρ
(k)
CM
= ea + eb .
8 Applications
The quantum conditional entropy power inequality (13) has various applications
in the derivation of information-theoretic inequalities. We are going to show a
variety of results regarding quantum conditional entropies. Many of these results
have direct analogs in the case of unconditioned quantum entropies as well as
in classical information theory.
8.1 Isoperimetric inequality for conditional entropies
Lemma 7 (Quantum conditional Fisher information isoperimetric inequality).
d
dt
[
1
n
J(A|M)(N (t)⊗1M )(ρAM )
]−1 ∣∣∣∣
t=0
≥ 1 . (14)
Proof. We note that (N (t) ⊗ 1M )(ρAM ) = (EfZ,t ⊗ 1M )(ρAM ), where again
Ef (ρA) = f ?ρA and fZ,t(ξ) = exp
(
−‖ξ‖22t
)
/tn. Applying the conditional Stam
inequality (12), we obtain(
J(A|M)−1(N (t)⊗1M )(ρAM ) − J(A|M)−1ρA
)
≥ J(R|M)−1fZ,t =
t
n
.
This implies
1
t
(
J(A|M)−1(N (t)⊗1M )(ρAM ) − J(A|M)−1ρAM
)
≥ 1
n
.
Taking the limit t→ 0 implies the result.
Theorem 7 (Isoperimetric inequality for quantum conditional entropies).
1
n
J(A|M)ρAM exp
S(A|M)ρAM
n
≥ e .
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Proof. We apply the conditional de Bruijn identity [11, Eq. 63] and see that
d
dt
exp
S(A|M)(N (t)⊗1M )(ρAM )
n
∣∣∣∣
t=0
=
1
n
J(A|M)ρAM exp
S(A|M)ρAM
n
.
Recalling once again that (N (t)⊗1M )(ρAM ) = (EfZ,t⊗1M )(ρAM ) and inserting
this into the conditional entropy power inequality (13) yields
exp
S(A|M)(N (t)⊗1M )(ρAM )
n
− exp S(A|M)
n
≥ exp S(R|M)
n
= et .
Dividing this equation by t and taking the limit t → 0 concludes the proof of
the theorem.
8.2 Concavity of the quantum conditional entropy power
along the heat flow
Theorem 8 (Concavity of the quantum conditional entropy power along the
heat flow).
d2
dt2
exp
S(A|M)(N (t)⊗1M )(ρAM )
n
∣∣∣∣
t=0
≤ 0 .
Proof. We write here P (t) = exp
S(A|M)(N(t)⊗1M )(ρAM )
n and apply the de Bruijn
identity [11, Eq. 63] twice to obtain
d2
dt2
P (t)
∣∣∣∣
t=0
= P (0)
([
1
n
J(A|M)
]2
+
1
n
d
dt
J(A|M)(N (t)⊗1M )(ρAM )
∣∣∣∣
t=0
)
.
The quantum conditional Fisher information isoperimetric inequality stated in
(14) can be restated as
1
n2
J(A|M)2 + 1
n
d
dt
J(A|M)(N (t)⊗1M )(ρAM )
∣∣
t=0
≤ 0 .
Since P (0) ≥ 0, the concavity of the quantum conditional entropy power follows.
8.3 Converse bound on the entanglement-assisted classi-
cal capacity for a non-Gaussian classical noise channel
The fact that conditional entropy power inequalities imply upper bounds on the
entanglement-assisted classical capacity has been known since the first quantum
conditional entropy power inequality has been proposed [10, 11]. In this section,
we use the conditional entropy power inequality (13) to prove such an upper
bound for a classical noise channel which is not necessarily Gaussian.
We consider the classical noise channel with a given (possibly non-Gaussian)
noise probability density function f : R2n → R. This channel is given by
Ef : A→ C,
Ef (ρA) = f ? ρA .
The entanglement-assisted classical capacity [16, 28, 29] is then
Cea(Ef ) = sup
{
I(C : M)(Ef⊗1M )(ρAM ) : ρAM pure, trA[HAρA] ≤ nE
}
.
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The energy constraint trA[HAρA] ≤ nE amounts to the assumption that the
sender can only use states of a finite average energy E per mode. This assump-
tion is required to make the entanglement-assisted capacity finite. Indeed, the
assumption that a sender can use an unlimited amount of energy is unphysical.
Let
E0 :=
E(f)
2n
, S0 :=
S(f)
n
be the average energy and entropy per mode of f . We can now bound the
maximum output entropy as
sup
tr[HAρA]≤nE
S (Ef (ρA)) = sup
tr[HAρA]≤nE
S
(
Ef (ρ(d(ρA))A,0 )
)
= sup
tr[HAρA]≤nE
S
(
Ef (ρA,0)(d(ρA))
)
= sup
tr[HAρA]≤nE
S (Ef (ρA,0))
= sup
tr[HAρA]≤nE
d(ρA)=0
S (Ef (ρA)) ,
where we have written ρA,0 = D(−d(ρA))ρAD(−d(ρA))† for the state ρA which
has been displaced by its first moments such that it is centered, i.e., the first
moments of ρA,0 are zero. The first equality follows by this definition. In
the second equality we have used compatibility of the convolution (5) with
displacements, and in the third equality, we have used the fact that the von
Neumann entropy is invariant under conjugation with unitaries. In the fourth
equality, we have used the fact that
tr[HAρA,0] = tr
[(
1
2
2n∑
k=1
R2k −
n
2
1A
)
ρA,0
]
= tr
[(
1
2
2n∑
k=1
D(−d(ρA))†R2kD(−d(ρA))−
n
2
1A
)
ρA
]
= tr
[(
1
2
2n∑
k=1
(Rk − dk(ρA))2 − n
2
1A
)
ρA
]
= tr
[(
1
2
2n∑
k=1
R2k −
n
2
1A
)
ρA
]
−
2n∑
k=1
dk(ρA)tr[RkρA] +
1
2
2n∑
k=1
dk(ρA)
2
= tr[HAρA]− 1
2
‖d(ρA)‖2 ≤ tr[HAρA] ≤ nE .
Therefore in order to upper bound the output entropy, we can restrict our
consideration to centered states, i.e., states which have zero first moments. The
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average energy per mode at the output Ef (ρA) is then bounded as
1
n
trC [HCEf (ρA)] = tr
[(
1
2n
2n∑
k=1
R2k −
1
2
)
(f ? ρA)
]
= tr
[∫
R2n
f(ξ)
(
1
2n
2n∑
k=1
R2k −
1
2
)
D(ξ)ρAD(ξ)
† d
2nξ
(2pi)n
]
= tr
[∫
R2n
f(ξ)
(
1
2n
2n∑
k=1
(Rk + ξk)
2 − 1
2
)
ρA
d2nξ
(2pi)n
]
= tr
[(
1
2n
2n∑
k=1
R2k −
1
2
)
ρA
]
+
1
2n
2n∑
k=1
∫
R2n
f(ξ)ξ2k
d2nξ
(2pi)n
+
1
n
2n∑
k=1
∫
R2n
f(ξ)ξktr[RkρA]
d2nξ
(2pi)n
=
1
n
tr[HAρA] + E0 ≤ E + E0 .
In the last line we have used that tr[RkρA] = 0 by assumption. Hence by the fact
that thermal states maximize the von Neumann entropy among all states with
a given average energy, we have that the maximum output entropy is bounded
by
S(Ef (ρA)) ≤ ng (E + E0) .
From the conditional entropy power inequality (13), we obtain
exp
S(C|M)
n
≥ exp S(A|M)
n
+ expS0
= exp
−S(A)
n
+ expS0
≥ exp (−g(E)) + expS0 .
This implies for the mutual information
I(C : M) = S(Ef (ρA))− S(C|M)(Ef⊗1M )(ρAM )
≤ ng (E + E0)− n log
(
e−g(E) + eS0
)
.
Therefore, for the entanglement-assisted classical capacity, we have the upper
bound
Cea(Ef ) ≤ ng (E + E0)− n log
(
e−g(E) + eS0
)
.
9 A simple proof of convergence rate of the quan-
tum Ornstein-Uhlenbeck semigroup
We consider the quantum Ornstein-Uhlenbeck semigroup which is a one-parameter
semigroup of CPTP maps {P(µ,λ)(t) = etLµ,ν}t≥0 on the one-mode Gaussian
quantum system A generated by the Liouvillian
Lµ,λ = µ2L− + λ2L+ for µ > λ > 0 ,
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where
L+(ρ) = a†ρa− 1
2
{aa†, ρ} and L−(ρ) = aρa† − 1
2
{a†a, ρ} ,
and a is the ladder operator of A.
The map P(µ,λ)(t) is equivalent to a beam splitter with transmissivity η =
e−(µ
2−λ2)t and environment state ω(µ,λ) := µ
2−λ2
µ2
∑∞
k=0
(
λ2
µ2
)k
|k〉〈k|. This is a
Gaussian thermal state with the covariance matrix equal to Γ(µ,λ) = 12
λ2+µ2
µ2−λ212.
The state ω(µ,λ) is also the unique fixed point of the quantum Ornstein-Uhlenbeck
semigroup with parameters µ and λ. It is known that the qOU semigroup con-
verges in relative entropy to the fixed point at an exponential rate given by the
exponent µ2 − λ2:
D
(
P(µ,λ)(t)(ρ)∥∥ω(µ,λ)) ≤ e−(µ2−λ2)tD (ρ∥∥ω(µ,λ)) for all t ≥ 0 .
This is a conjecture stated in [13], which was proven in [15] using methods of
gradient flow.
Here we want to study a slightly different, more general scenario: We con-
sider a bipartite quantum system AM , where the system A undergoes a qOU
evolution. We are going to show a similar convergence statement in this situa-
tion, namely, that the system converges in relative entropy to the product state
ω
(µ,λ)
A ⊗ trA(ρAM ) at an exponential rate.
Theorem 9. We have for any quantum state ρAM
D
(
(P(µ,λ)(t)⊗ 1M )(ρAM )
∥∥ω(µ,λ)A ⊗ ρM) ≤ e−(µ2−λ2)tD (ρAM∥∥ω(µ,λ)A ⊗ ρM) ,
where ρM = trA(ρAM ) is the marginal state of ρAM on the system M . In
particular, Eq. (7) holds.
Proof. Write ρAM (t) = (Pµ,λ(t)⊗ 1M )(ρAM ), we then have
D
(
ρAM (t)
∥∥ω(µ,λ)A ⊗ ρM) = −S(A|M)ρAM (t) − tr(ρA(t) logω(µ,λ)A )
≤ −ηS(A|M)ρAM − (1− η)S(ω(µ,λ)A )
− ηtr
(
ρA logω
(µ,λ)
A
)
− (1− η)tr
(
ω
(µ,λ)
A logω
(µ,λ)
A
)
= e−(µ
2−λ2)tD
(
ρAM
∥∥ω(µ,λ)A ⊗ ρM) .
This implies exponential convergence to the fixed point both on bipartite
systems as well as the result (7).
10 Conclusion
We have established a conditional entropy power inequality for classical noise
channels in bosonic quantum systems, modeled by the convolution (5). This in-
equality implies the unconditioned entropy power inequality for this convolution
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and lifts regularity problems in previous proofs in this area. In the conditioned
case, this inequality is optimal, while the optimal inequality in the unconditioned
case remains unsolved. This situation is analogous to the situation for the beam
splitter [30], where the optimal unconditioned inequality is conjectured to be
the entropy photon-number inequality [31], which states that couples of thermal
Gaussian input states minimize the output entropy of the beam splitter among
all the couples of independent input states, each with a given entropy. The
entropy photon-number inequality has been recently proven for the one-mode
beam splitter in the particular case where one of the two inputs is a thermal
Gaussian state [32, 33, 34, 35, 36, 37] and in some very special cases for the
multi-mode beam splitter [38, 39], and it otherwise remains an open challenging
conjecture (see [40] for a review). Similarly, an analogous optimal inequality
has been conjectured for the quantum additive noise channel [30]. While the
validity of this inequality remains an open problem (besides the special case
covered in [37]), the conditional entropy power inequality proven in this paper
is optimal and settles the problem in the presence of quantum memory.
We have used our new conditional entropy power inequality to provide up-
per bounds on the entanglement-assisted classical capacity of quantum non-
Gaussian additive noise channels, and to prove conditional quantum versions of
various celebrated results from geometric analysis. Moreover, we have shown
how conditional entropy power inequalities can be used to study the conver-
gence rate of quantum dynamical semigroups, giving a simple and short proof
of the exponential convergence of the quantum Ornstein-Uhlenbeck semigroup
in relative entropy.
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