Abstract. For a simple real Jordan algebra V, a family of bi-differential operators from
Introduction
The Rankin-Cohen brackets are well known examples of covariant bi-differential operators (see e.g. [8, 9, 27, 28, 35] ). They appeared in the theory of modular forms as constant coefficients holomorphic bi-differential operators on the upper half-plane in C. Such operators are covariant with respect to representations of the holomorphic discrete series of the Lie group SL(2, R). They even have predecessors, known as transvectants (see e.g. [25] ), much used in the classical theory of invariants. The transvectants can be interpreted as constant coefficients bi-differential operators on R covariant with respect to representations of SL(2, R) containing a finite dimensional subrepresentation. More generally, the principal series representations of SL(2, R) are indexed by (λ, ε) ∈ C × {±}. Given two such representations π λ,ε and π µ,η , and given a positive integer N, there exists a family of constant coefficients bidifferential operators B Conversely, a pair (G, P ), where G is a simple Lie group and P is a parabolic subgroup of G, satisfying the two above properties is known to be associated to a simple real Jordan algebra. For earlier use of Jordan algebras from this point of view, see e.g. [1, 15, 21, 23, 30, 31] .
The map V v → n v P , where n v is the translation x → x + v, has a dense open image in X = G/P (the big Bruhat cell ). The characters of P are parametrized by (λ, ε) ∈ C × {±} and we form the corresponding line bundles E λ,ε over X . The natural action of G on Γ(E λ,ε ), the space of sections of E λ,ε , gives raise to a smooth representation π λ,ε . These representations constitute the degenerate principal series of G. This compact realization of π λ,ε has another useful realization on functions defined on V, called the non-compact realization.
Let us come to the crucial result of this paper. Given two representations π λ,ε and π µ,η , we construct a differential operator on X × X F (λ,ε),(µ,η) : Γ(E λ,ε E µ,η ) −→ Γ(E λ+1,−ε E µ+1,−η ) which is covariant with respect to (π λ,ε ⊗ π µ,η , π λ+1,−ε ⊗ π µ+1,−η ). To construct covariant bi-differential operators is then easy. In fact, let res be the restriction map from X × X to the diagonal {(x, x), x ∈ X } X . For any N ∈ N * , the bi-differential operator where H (λ,ε),(µ,η) stands for Γ(E λ,ε E µ,η ), i.e. the space of smooth sections of the tensor bundle E λ,ε E µ,η over X × X .
The fact that F (λ,ε),(µ,η) is covariant (for the diagonal action of G) is an obvious consequence of its definition. The main difficulty is to show that F (λ,ε),(µ,η) is a differential operator. This is done by working in the non-compact realization. Indeed, there are three steps. First, we prove the following main identity 1 (Theorem 3.6):
Theorem 1 (Main identity). For (s, ε) and (t, η) in C × {±}, there exists a differential operator D s,t on V × V such that for all (x, y) ∈ V × × V × , we have
s,ε det(y) t,η = det(x) s−1,−ε det(y) t−1,−η • D s,t .
The differential operator D s,t has polynomial coefficients in x, y and also in s, t.
The second step uses the Fourier transform F on V . The distributions det(x) s,ε , which are defined for (s) large enough, can be extended by analytic continuation in s, yielding a meromorphic family of tempered distributions on V. Their Fourier transforms can be computed using the local Zeta functional equations on V (Theorem 4.2, Theorem 4.3 and Theorem 9.1). Let I s,ε be the convolution operator with the distribution det(x) s,ε , and denote by E s,t the differential operator with polynomials coefficients on V defined by
The Fourier transform counterpart of the main identity is the following main theorem.
Theorem 2 (Main theorem).
For (s, ε) and (t, η) in C × {±}, we have M • (I s,ε ⊗ I t,η ) = κ(s, t) (I s+1,−ε ⊗ I s+1,−η ) • E −s− n r ,−t− n r , where κ(s, t) is rational function on C × C.
The third step is to prove that for λ and µ generic, the local expression of F (λ,ε),(µ,η) in the non compact setting is equal to F λ,µ := E n r −λ, n r −µ , thus establishing that F (λ,ε),(µ,η) is a differential operator.
Many of our proofs (in particular the Fourier transform computations) depend on the type of the real Jordan algebra. However, for two simple real Jordan algebras V 1 and V 2 which are real forms of the same simple complex Jordan algebra V, the differential operator F λ,µ constructed for V 1 × V 1 and the corresponding one for V 2 × V 2 are restrictions of a common holomorphic differential operator on V × V. This remark advocates for a more algebraic construction (valid over C) of the objects we have constructed by analytical means.
Let us describe the content of this paper. After a general formulation of Leibnitz's formula for applying any constant coefficients differential operator to a product of two functions (Section 1) we obtain (Section 2) the Bernstein identity for det(x) s,ε in each of the four types of simple real Jordan algebras. We then construct (Section 3) the family of differential operators D s,t by proving the main identity above. The delicate Fourier calculations using the local Zeta functional equations for a real Jordan algebra are presented in Section 4. Although these matters are largely known, some aspects are new : the functional equation for det(x) s,− in the non-euclidean split case, the functional equation for det(x) s,± in the euclidean case and the role played by two "new" distributions Z even s and Z odd s (see (4.14) ). In Section 5 we define the family E s,t and we prove Theorem 2 above. Up to this point, we mostly use 
A generalized Lebnitz's formula
To avoid confusion in the notation, we will apply the following conventional notation for constant coefficients differential operators on a finite dimensional vector space V over F = R or C endowed with an F-bilinear non-degenerate form (· , ·) : for p ∈ C[V ] let p( ∂ ∂x ) to be the (uniquely determined constant coefficients) differential operator such that p ∂ ∂x e (x,y) (x) = p(y)e (x,y) .
Throughout this section we will assume that V is a real finite dimensional vector space endowed with a euclidean inner product (· , ·).
Let P(V ) be the space of polynomials on V with real coefficients. Define on P(V ) the Fischer inner product by (p, q) F = p ∂ ∂x q (0).
The Fischer inner product is an euclidean inner product on P(V ) and it satisfies (p, qr) F = r ∂ ∂x p, q
Fix p in P(V ) and let W(p) be the subspace of P(V ) generated by the partial derivatives of p. Let ρ = dim W(p) and choose an orthonormal basis (p 1 , . . . , p ρ ) of W(p). For any p ∈ P(V ), we define p by p = p ∂ ∂x p.
Theorem 1.1 (Generalized Leibnitz's formula). Let f, g ∈ C ∞ (V ). Then
This formula can be rewritten as
Proof. Without loss of generality, it is possible to assume that f and g belong to P(V ).
Since the differential operators p From the definition of the Fischer inner product, we have
Now f ∂ ∂x p belongs to W(p), and therefore
where 
Therefore (1.2) follows immediately from (1.1).
In the sequel we will also need a formula for computing p
where
Proof. This is a direct consequence of Theorem 1.1 where formula (1.2) is used twice.
2. The Bernstein identity for det(x) s,ε 2.1. Background on simple real Jordan algebras. We will recall first some preliminary results on simple real Jordan algebras and fix notation. For more details we refer the reader to [3, 5, 12, 14] . Let V be a n-dimensional real Jordan algebra with unit element 1 and of rank r (see Section 11) . Denote by L(x) ∈ End(V ) the multiplication by x ∈ V and let P (x) be the quadratic operator defined by
The Jordan trace tr is a linear form on V and the Jordan determinant det is a homogeneous polynomial on V of degree r. In particular, they satisfy tr(1) = r and det(1) = 1.
A real Jordan algebra V is called semisimple if the symmetric bilinear form (x, y) := tr(xy)
is non-degenerate on V × V . If in addition V has no non-trivial ideal, then V is called simple. If the bilinear form (· , ·) is positive definite, then V is called euclidean Jordan algebra. An involutive automorphism α of V is called Cartan involution of V if the symmetric bilinear form x, y := (α(x), y) (2.2) is positive definite. For every semisimple Jordan algebra such a Cartan involution always exists and two Cartan involutions are conjugate by an automorphism of V (see [14] ). With respect to the involution α, the following orthogonal decomposition holds
where V + := {x ∈ V ; α(x) = x} and V − := {x ∈ V ; α(x) = −x}. The eigenspace V + is always a euclidean Jordan subalgebra of V with the same unit element 1. Notice that when V is euclidean then V + = V and V − = {0}. Denote by n + and r + the dimension and the rank of V + , respectively.
An element c ∈ V is said to be idempotent if c 2 = c. Further, two idempotents c 1 and c 2 are called orthogonal if c 1 c 2 = 0. A non-zero idempotent is called primitive if it cannot be written as the sum of two non-zero orthogonal idempotents.
Every set {c 1 , . . . , c k } of orthogonal primitive idempotents in V + with the additional condition c 1 + · · · + c k = 1 is called a Jordan frame in V + . By [12, Theorem III.1.2] the cardinal of a Jordan frame is always equal to the rank r + of V + , and two Jordan frames are conjugate by an automorphism of V + (see [12, 
denotes the eigenspace of L(c) corresponding to the eigenvalue λ. Since the operators L(c k ), for 0 ≤ k ≤ r + , are symmetric with respect to the inner product (2.2), the direct sum (2.3) is orthogonal.
Denote by d the common dimension of the subspaces V ij (i < j) and by e + 1 the common dimension of the subalgebras V ii . Then
The Jordan algebra V is called split if V ii = Rc i for every 1 ≤ i ≤ r + (equivalently e = 0), otherwise V is called non-split. By [14] , if V is split then r = r + , otherwise r = 2r + . We pin down that every euclidean Jordan algebra is split.
There is a classification of simple real Jordan algebra given in [14] (see also [15, 22] ). We refer the reader to Section 10 for the complete list. More precisely, we have four types of algebras :
Type I : V is euclidean. Type II : V is split non-euclidean. Type III : V is non-split with no complex structure. Type IV : V is non-split with a complex structure. Notice that every simple real Jordan algebra is either :
(a) a real form of a simple complex Jordan algebra (it is the case of type I, II, III); or (b) a simple complex Jordan algebra viewed as a real one (it is the case of type IV). When V is a simple real Jordan algebra, the integers n, r, d and e are called the structure constants of V .
When dealing with a simple Jordan algebra over C we use the symbol V and we denote by n, r and d its structure constants (over C).
Below we will establish the Bernstein identity for det(x) s,ε , which takes slightly different forms depending on the type of the Jordan algebra.
We first consider the case where V is a euclidean Jordan algebra where we recall from [12] the Bernstein identity on the (open) cone of squares Ω. We then use it to give the corresponding identity for a simple complex Jordan algebra which is essentially obtained by a holomorphic extension. This formula is the key ingredient to get the Bernstein identity on the set of invertible elements in each of the four types of simple real Jordan algebras.
2.2.
The Bernstein identity for the cone Ω. Let V be a simple euclidean Jordan algebra and let Ω be the associated symmetric cone (see [12] for more details on euclidean Jordan algebras). Throughout this paper, we will denote the Jordan determinant det of a euclidean Jordan algebra by ∆. We recall that ∆(x) > 0 for all x ∈ Ω.
For k, l ∈ N, let b k,l be the polynomial defined on C by
For s ∈ C and x ∈ Ω, we have
2.3. The Bernstein identity for a complex Jordan algebra. Let V be a simple complex Jordan algebra. Then V has a simple euclidean real form V . The structure constants n, r and d of V (viewed as a complex Jordan algebra) coincide with the structure constants n, r and d of V (see Section 11) . As above, we will denote the determinant of V by ∆. Then the determinant of V is the holomorphic extension of ∆, still denoted by ∆ (see Section 11). Let V × := {z ∈ V, ∆(z) = 0} be the open set of invertible elements in V.
Proposition 2.2. For s ∈ C and for z ∈ V × , we have
where the powers of ∆ are computed using a local branch of log ∆ near z.
Proof. Let z 0 ∈ V × . The subset V × being pathwise-connected, it is possible to choose a simply connected neighborhood
Here Ω denotes the symmetric cone in V . By analytic continuation, there is a branch of log ∆(z) on O 0 which coincides with ln ∆(x) on O 0 ∩ Ω. For s ∈ C, use this branch to define ∆(z) s for z ∈ O 0 by ∆(z) s = e s log ∆(z) and similarly for ∆(z) s−1 . On O 0 ∩ Ω, (2.6) reduces to (2.5). Now, both hand sides of (2.6) are holomorphic functions on O 0 . As they coincide on O 0 ∩ Ω, they have to coincide on O 0 , and in particular at z 0 . Since z 0 was arbitrary chosen in V × , the conclusion follows. Needless to say, if the identity is valid for one local branch of log ∆(z), then it is true for any local branch.
2.4.
The Bernstein identity for a real Jordan algebra of type IV. Let V be a simple complex Jordan algebra viewed as a simple real Jordan algebra. Recall that its (real) determinant det satisfies det(z) = ∆(z)∆(z), where ∆ is the (complex) determinant of V . Denote by n, r and d the structure constants of V viewed as a complex Jordan algebra, and let e, n, r and d be the structure constants of V viewed as a real Jordan algebra. Then, e = 1, n = 2n, r = 2r and d = 2d. Proposition 2.3. For s ∈ C and for z ∈ V × , we have
Proof. As det(z) > 0 on V × , then det(z) s is well defined. For any local branch of log ∆(z), we have
First apply the holomorphic differential operator ∆ ∂ ∂z to this equality using (2.6). Then apply the conjugate holomorphic operator ∆ ∂ ∂z to get (2.7).
2.5. The Bernstein identity for a real Jordan algebra of type I and II. Let V be a split simple real Jordan algebra (either euclidean or non-euclidean, see Section 10). Then its complexification V is a simple complex Jordan algebra. Let ∆ be the determinant of V. In this case, the determinant det of V (which is the restriction of ∆ to V ) takes both positive and negative values. Hence we introduce on V × the two expressions det(x) s,+ and det(x) s,− using the convention that for ξ ∈ R * and s ∈ C,
In this case the relation between the structure constants of V and V is given by r = r, n = n and d = d.
Proof. Let x 0 ∈ V × and assume first that det(x 0 ) = ∆(x 0 ) > 0. Let Log z be the principal branch of the logarithm function over C (−∞, 0]. Then, for z in a small neighborhood of x 0 in V × , we may choose Log∆(z) as a branch of log ∆(z), and therefore,
for all x ∈ V × close to x 0 . Hence, on the small neighborhood of x 0 , (2.9) follows from (2.6). We now assume that det(x 0 ) < 0. For z in a neighborhood of x 0 in V, we choose Log(−∆(z)) + π √ −1 as a local branch of log ∆(z). Then, for x ∈ V × close to x 0 ,
Hence, on the small neighborhood of x 0 , the identity (2.9) follows from (2.6). As x 0 was chosen arbitrary in V × , the conclusion holds true for every x ∈ V × .
2.6. The Bernstein identity for a real Jordan algebra of type III. Let V be a nonsplit simple real Jordan algebra without complex structure and let det be its determinant. Then its complexification V is a simple complex Jordan algebra and we denote by ∆ its determinant. In this case, det(x) = ∆(x) ≥ 0 for all x ∈ V (see Section 11), n = n, r = r and d = 1, 2, k − 2 (k ≥ 2) in accordance with d = 4, 8, 0 (see Section 10).
Proposition 2.5. Let s ∈ C and x ∈ V × , we have
Hence we may use Log∆(z) as a local branch of log det(z) near x 0 . For this choice of branch and for x near x 0 , we have
and therefore (2.10) follows from (2.6).
3. Construction of the family D s,t 3.1. Construction for the cone Ω. Let V be a simple euclidean Jordan algebra with structure constants n, r, and d. As above, let ∆ be the determinant polynomial of V, and let P = P(V ) be the space of real-valued polynomials on V. Let W(∆) be the subspace of P generated by the partial derivatives of ∆ (cf. Section 1). Let Str(V ) be the structure group of V defined as the set of g ∈ GL(V ) such that
The group Str(V ) acts on the space P by
The space W(∆) is invariant under this action of Str(V ). The representation π (more exactly its complex extension) was studied in [11] , showing that it is multiplicity free and producing its explicit decomposition in irreducible components. Fix a Jordan frame {c 1 , c 2 , . . . , c r } of V . Let ∆ 1 , . . . , ∆ r = ∆ be the associated principal minors on V (see [12, Page 114] ). For our convenience we write ∆ 0 = 1. For 0 ≤ k ≤ r, we denote by W(∆ k ) the subspace of P generated by π(g)∆ k , for g ∈ Str(V ). By [11, Proposition 6 .1], the subspaces W(∆ k ) are absolutely irreducible under the action of Str(V ).
For p ∈ W(∆), denote by p the function defined on V × by
The function p extends as a polynomial function on V .
which is orthonormal for the Fischer inner product. In the present context, the Leibnitz formula (1.3) can be written for p = ∆ as following : Proposition 3.2. Let f, g, h be three smooth functions on V . Then there exist real numbers a
The vector space V × V is naturally endowed with an inner product, and so is the vector space P(V × V ) of polynomial functions on V × V. To each p ∈ P(V × V ), we associate a differential operator p 
The operator D s,t has polynomial coefficients in x, y and in s, t.
Proof. Let ϕ and ψ be two functions so that
it follows from (3.1) that
The final formula is now a matter of putting the pieces together. 
Extension of
where the powers of ∆ are computed with respect to a (any) local branch of log ∆( . ) near z and near w.
Proof. To prove this equality between two holomorphic differential operators, it is enough to prove the equality for a holomorphic function f on V × × V × . But then, arguing as in the proof of (2.6), the equality follows from Theorem 3.1 by analytic continuation, 3.3. The construction for a real Jordan algebra of type IV. Let V be a simple complex Jordan algebra, for which we keep notation as in the previous subsection. In particular ∆ denotes its determinant. When V is viewed as a (simple) real Jordan algebra V, its determinant polynomial is given by det(z) = ∆(z)∆(z). For a holomorphic differential operator D on V with polynomial coefficients, we let D be its associated conjugate-holomorphic differential operator.
Proof. We argue as in the proof of (2.7). Indeed, Theorem 3.2 establishes the equality of two holomorphic differential operators. Compose each side with its conjugate differential operator and use the fact that a holomorphic differential operator commutes with its conjugateholomorphic differential operator to obtain (3.5).
3.4.
The construction for a real Jordan algebra of type I and II. Let V be a euclidean or a split non-euclidean Jordan algebra (see Section 10). Then its complexification V is a simple complex Jordan algebra. Let D = p z, ∂ ∂z be a holomorphic differential operator on V. Then its restriction to V is the differential operator D = p(x, ∂ ∂x ). We extend this notation to differential operators on V × V .
Proof. To prove the equality of two differential operators, it is enough to prove that they coincide on polynomial functions. Hence we may assume that f is the restriction to V × × V × of a holomorphic polynomial function on V × V. We now argue as in the proof of (2.9) to deduce (3.6) from Theorem 3.2.
3.5. The construction for a real Jordan algebra of type III. Let V be a non-split simple real Jordan algebra without complex structure. Then its complexification V is a simple complex Jordan algebra. For a holomorphic differential operator D on V × V, we denote by D its restriction to V × V.
Proof. The proof goes along the same lines as that of the Bernstein identity (2.10).
3.6. General formulation of the main identity. In summary we have proved the following statement.
Theorem 3.6 (Main identity). Let V be a simple real Jordan algebra V . For (s, ε) and
The differential operator D s,t has polynomial coefficients in x, y and in s, t.
Local Zeta functional equations
Let V be a simple real Jordan algebra. Let S(V ) be the space of rapidly decreasing smooth functions on V and let S (V ) be its dual, the space of tempered distributions on V .
For (s, ε) ∈ C × {±}, we consider the following local Zeta integrals
where dx is the Lebesgue measure on V and det(x) s,ε is defined by (2.8). For s ∈ C with s > 0, the function |det(x) s,ε | is locally integrable on V . Therefore, (4.1) defines a tempered distribution on S (V ).
When ε = +, it is known that the S (V )-valued function s → Z s,+ extends to a meromorphic function on C (see for instance [12] for the euclidean case, [1] for the non-euclidean case except R p,q and [13] for R p,q ).
Suppose now ε = −. When V is non-split (that is of type III and IV), det(x) is nonnegative on V , therefore Z s,− = Z s,+ and we may drop the index ± in the notation. When V is split (that is of type I and II), the meromorphic extension of Z s,− can be deduced from the Bernstein identity (2.9) for the split case.
Below, we will compute the Fourier transform of the distributions Z s,ε . It is a classical subject in the literature under the name of local Zeta functional equation (see e.g. [1, 4, 16, 24, 32, 33] ).
The dual space V of V will be identified with V via the non-degenerate bilinear form (x, y) = tr(xy).
The Fourier transform of f ∈ S(V ) is defined by
and extend it by duality to the space S (V ) of tempered distributions. For p ∈ P(V ), we recall the following classical formulas:
4.1. Zeta functional equations for a non-euclidean Jordan algebra except R p,q . In this subsection V is of type II, III and IV except R p,q . The case V = R p,q will be treated in Section 9. Recall from above that the determinant polynomial det takes only positives values whenever V is of type III and IV (V is non-split), while det takes positives as well as negative values whenever V is of type II (V is split).
Recall that r + denotes the split rank of V , and therefore r = r + if V is split and r = 2r + if V is non-split; see Subsection 2.1. For s ∈ C, let
The following result can be found in [1, Theorem 4.4]. Our det is related to ∇ in [1] by the relation |det| = ∇ whenever V is split and by |det| = ∇ 2 whenever V is non-split.
Theorem 4.1. For every s ∈ C, the Fourier transform of the tempered distribution Z s,+ is given by
Type II (split case),
Type III and IV (non-split case).
(4.5)
Now let us consider the case ε = −. Recall that when V is non-split non-euclidean (that is of type III and IV), Z s,− = Z s,+ . Theorem 4.2. Assume that V is a split non-euclidean Jordan algebra ( ∼ = R p,q ) of dimension n and rank r. We have
Proof. Recall from the Bernstein identity (2.9) that
In view of (4.3) and the functional equation (4.5) for Z s,+ , we obtain
In summary we have proved that
if ε = ± and V of type III and IV (non-split).
(4.7)
if ε = ± and V of type III and IV (non-split) , admits an analytic continuation as entire function of s in C. The case ε = + goes back to [1] .
4.2.
Zeta functional equations for euclidean Jordan algebras. Let V be a n-dimensional simple euclidean Jordan algebra (that is of type I) of rank r, and denote as usual by ∆ its determinant. Let {c 1 , . . . , c r } be a Jordan frame of V. It is known (see for instance [12] ) that every x ∈ V can be written as 
Denote by Ω i the set of all elements of signature (r − i, i). Then the set of invertible elements V × decomposes into the disjoint union as
In particular Ω 0 coincides with the symmetric cone Ω of V .
be the Gindikin gamma function. For s ∈ C, f ∈ S(V ) and 0 ≤ i ≤ r, the Zeta integrals Z i (f, s) defined by
converges for (s) > 0, and has a meromorphic continuation to C. Further, they satisfy the functional equation
where u ij (s) are polynomials in e (−s/2) with e(z) := e 2π √ −1z ; see [32, 33] . Put x = e(−s/2) and write u ij (x) for u ij (s). Then, it is proved in [32] that the matrix coefficients u ij (x) satisfy
where ξ := ( √ −1) d(r+1) and
Recall that if x ∈ Ω i , then x is of signature (r − i, i), and therefore ∆(x) = (−1) i |∆(x)|. Thus we may rewrite the local Zeta integrals (4.1) in terms of the Z i 's as follows
That is
(4.13)
Let us introduce two more tempered distributions :
(4.14) We are now in a position to examine the functional equations for Z s,+ and Z s,− .
According to the classification of simple euclidean Jordan algebras (see [12, 32] or Section 10), we will consider the following (all) possibilities : 
, where
Case (a') : If d ≡ 2 (mod 4) and r even, then
Case (c -1) : If d = 1 and r ≡ 3 (mod 4), then
Case (c -2) : If d = 1 and r ≡ 1 (mod 4), then
Case (c -3) : If d = 1 and r ≡ 0 (mod 4), then
Case (c -4) : If d = 1 and r ≡ 2 (mod 4), then
Proof. Recall from above that x = e (−s/2). In view of (4.12) and (4.9) we have
and
We will use (4.10) and (4.11) to compute r i=0 u ij (x) and
- 
Hence (4.17) reduces to
and (4.18) to
-Case (a') : Here d ≡ 2 (mod 4) and r is even. In this case, 
for any real number y. Then, for ε = ±, (4.17) and (4.18) become
, the above equality for ε = + becomes
and for ε = − it becomes
and we obtain
where c 1 (s) = 2 √ 2γ(s) sin( 
with the same c 1 (s) and c 2 (s) as in (b -1).
-Case (c) : In this case d = 1, r is arbitrary and ξ = ( √ −1) r+1 . Then we shall consider four cases.
(c -1) : If r ≡ 3 (mod 4), then r is odd, say r = 2ρ + 1, and ξ = 1. Thus
If j is even, say j = 2k, then
If j is odd, say j = 2k + 1, then
Therefore, by (4.17) and by (4.18), we have −(r−j) P j (−x, 1)P r−j (1, −x),
If j is even, say j = 2k, we have
Therefore, by (4.17), (4.18) and (4.14), we have
Therefore, by (4.17), (4.18) and (4.13), we have
where c 5 (s) = 2 ρ γ(s) cos ρ (πs).
(c -4) : If r ≡ 2 (mod 4), then r is even, say r = 2ρ, and ξ = − √ −1. Thus
If j is even,
If j is odd,
Therefore, similarly to the case (c -3), we can prove that
where c 5 (s) is the same as in (c -3).
Construction of the family E s,t
Recall from Theorem 3.6 the definition of the differential operator D s,t with (s, t) ∈ C × C. Let E s,t be the differential operator with polynomial coefficients defined on the Schwartz space S(V × V ) by
This integral, initially well defined for (s) 0, can be extended meromorphically to C. We may think of J s,ε as a convolution operator :
where Z s,ε is the tempered distribution defining the local Zeta integral (4.1).
Let M be the multiplication operator defined on S(V × V ) by
Theorem 5.1. For generic (s, ε) and (t, η) in C × {±}, we have
, where κ(s, t) is a meromorphic function on C × C.
5.1.
Proof of Theorem 5.1 in the non-euclidean case except R p,q (type II, III and IV). Recall from (4.6) that
where c(s, ε) is as in (4.7). Now, by the main identity in Theorem 3.6 for the non-euclidean case we have
f (x, y).
By the injectivity of the Fourier transform we get
non-split case.
Proof of Theorem 5.1 in the euclidean case (type I).
The proof of Theorem 5.1 in the cases (a) and (a') is similar to the one in the non-euclidean case. We will give a proof only in the cases (b -1) and (c -1). We leave the remaining cases to the reader.
-Case (b -1) : Here r = 2 and d ≡ 1 (mod 4). Recall from (4.15) that
Observe that for any ε, η = ±, we have
Let f ∈ S(V × V ). Since J s,ε is a convolution operator with Z s,ε , we have
where c(s, t) = 32γ(s + n 2 )γ(t + n 2 ). In view of (5.4) and Theorem 3.4 we get
Now, using the inverse Fourier transform, we obtain
.
-Case (c -2) : Here d = 1 and r ≡ 1 (mod 4). Recall from (4.16) that
, and a e + (s) = cos( Let f ∈ S(V × V ). We have, 
and the identities (5.5) we obtain
By the injectivity of the Fourier transform we obtain the desired result.
6. The degenerate principal series and the Knapp-Stein operators 6.1. The conformal group of a real Jordan algebra. Let V be a simple real Jordan algebra. Recall that Str(V ) denotes the structure group of V (see Subsection 3.1). If ∈ Str(V ), then for any x ∈ V det( (x)) = χ( )det(x), (6.1)
for some χ( ) ∈ R * , and the function → χ( ) is a character of Str(V ). It is known that for x ∈ V × , the quadratic operator P (x) (see (2.1)) belongs to Str(V ), and for any x, y ∈ V det P (x)y) = det(x) 2 det(y),
The inversion ı is a rational transformation of V defined on V × by
Its differential at x ∈ V × is given by
For a ∈ V , denote by n a the translation x → x + a. Let N := {n a , a ∈ V } be the (abelian Lie) group of all translations. The conformal group Co(V ) of V is by definition the group of rational transforms of V generated by Str(V ), N and the inversion ı. It can be shown that Co(V ) is a simple Lie group (see [3, 20] ). We will denote by Str(V ) + the subgroup of Str(V ) defined by Str(V )
Define the proper conformal group Co(V ) + to be the group generated by Str(V ) + , N and the inversion ı. Let Aff(V ) = Str(V ) N (resp. Aff(V ) + = Str(V ) + N ) be the group generated by Str(V ) (resp. Str(V ) + ) and N . Then Aff(V ) is a parabolic subgroup of Co(V ) equal to the normalizer of N in Co(V ). As Aff(V ) + = Co(V ) + ∩ Aff(V ), Aff(V ) + is the normalizer of N in Co(V ) + , and hence a parabolic subgroup of Co(V ) + .
The center of Str(V ) is the group of dilations {δ t : v → tv, t ∈ R * }. Let
A := {δ t , t ∈ R >0 }.
where α is a Cartan involution of V (see Subsection 2.1). As α is an automorphism of V , χ(α) = 1 and α ∈ Str(V ) + . So Θ is an automorphism of Co(V ) + , which can be shown to be a Cartan involution of Co(V ) + . Moreover,
so that ı belongs to the maximal compact subgroup (Co(V ) + ) Θ of Co(V ) + and is a representantative of the non trivial Weyl group element for (Co(V ) + , Aff(V ) + ). Since α commutes to ı, the involution Θ preserves Str(V ) + . Let
For any g ∈ Co(V ), denote by V g the (open, dense) subset of V where g is defined. It is known that for x ∈ V g , the differential Dg(x) of g at x belongs to Str(V ). Moreover for any g ∈ Co(V ), the map x → Dg(x) −1 extends polynomially from V into End(V ). As a consequence of the chain rule and using (6.3) and (6.2), for any g ∈ Co(V ) + and any x ∈ V g , the differential Dg(x) belongs to Str(V ) + . For g ∈ Co(V ) + and x ∈ V g , let
In view of the chain rule, the map g → c(g, x) satisfies the following cocycle relation :
whenever both sides are defined. Moreover, (i) For any ∈ Str(V ) + and x ∈ V c( , x) = χ( ) −1 .
(ii) For any v ∈ V and x ∈ V c(n v , x) = 1.
The cocycle property (6.5) satisfied by c implies that, for any g ∈ Co(V ) + , the function x → c(g, x) is a rational function on V . On the other hand, for ∈ Str(V ) + , χ( )
Hence, for any g ∈ Co(V ) + , the function x −→ c(g, x)
2n r extends as a polynomial on V. But if a power 3 of a rational function coincides on a Zariski open subset with a polynomial, then the rational function has to be a polynomial, and therefore x −→ c(g, x) extends as a polynomial on V.
Proposition 6.1. For any g ∈ Co(V ) + , there exists a polynomial p g ∈ P(V ) such that, for
The polynomial p g is unique up to a sign ±.
Proof. In fact, -if g = n v is a translation, then p nv ≡ 1 satisfies (6.6),
2 satisfies (6.6), -if g = ı, then p ı (x) = det(x) satisfies (6.6).
3 Recall that 2n r is an integer.
Recall that Co(V ) + is generated by Str(V ) + , N and ı. Hence, for any g ∈ Co(V ) + , the existence of a rational function satisfying (6.6) follows from the cocycle relation (6.5). But if the square of a rational function is a polynomial, then the rational function has to be a polynomial. For the uniqueness, let g ∈ Co(V ) + . If p g and q g are two such that p 2 g (x) = q 2 g (x) = c(g, x) for x ∈ V g , then by continuity, p 2 g = q 2 g or equivalently (p g + q g )(p g − q g ) = 0, and p g = ±q g follows.
and define the product of two elements g 1 = (g 1 , p g 1 ) and g 2 = (g 2 , p g 2 ) of G by
To see that this definition makes sense, observe that (p g 1 • g 2 ) p g 2 is a rational function on V . Its square (wherever defined) satisfies
which extends as a polynomial on V. As a consequence, (p g 1 • g 2 ) p g 2 itself extends to V as a polynomial, and its square equals c(g 1 g 2 , x), this proves that 
The inversion ı is identified with (ı, det(x)) and the Cartan involution α is identified with (α, 1). Finally, let L and P be the subgroups of G defined by
which are twofold (trivial) coverings of respectively Str(V ) + and Aff(V ) + . Above we have extended the character χ of Str(V ) to a character of Aff(V ) + = Str(V ) + N by letting it acting trivially on N . Then P is a maximal parabolic subgroup of G with Langlands decomposition P = LN . We keep the notation Θ for the Cartan involution of G given by
Bruhat decomposition of G takes the form
For a given g = (g, p g ) ∈ G and x ∈ V g , we set g(x) := g(x). Further, we wil use the following notation a( g, x) := p g (x), x ∈ V. (6.8) Then a( g, . ) is a polynomial on V satisfying the cocycle relation
(6.9)
We will abuse notation and denote elements of G without tilde. Remark that for all g ∈ G, g defined at x ⇐⇒ a(g, x) = 0.
The following equalities are immediate from above
Proposition 6.2. Let g ∈ G and x, y ∈ V such that g is defined at x and y. Then
Proof. For g = (n v , 1) the identity (6.10) is obvious. For g = ( , ±χ( )
Finally, for g = (ı, det(x)), we have
which is essentially Hua's formula. The general formula follows by using the cocycle relation (6.9).
6.2. The degenerate principal series and Knapp-Stein intertwining operators. The degenerate principal series is the family of representations of G (smoothly) induced by the characters of the parabolic subgroup opposed to P . In this section, we will consider the non-compact realization of these representations. For (λ, ε) ∈ C × {±} and for g ∈ G let
In this formula, f is a smooth function on V . As the action of G on V is not defined everywhere, we let H λ,ε to be the subspace of functions f ∈ C ∞ (V ) such that ∀g ∈ G : V g x −→ π λ,ε (g)f (x) extends as a smooth function on V.
By the Bruhat decomposition G = P ∪ P ıP , the space H λ,ε can be realized as the subspace of functions f ∈ C ∞ (V ) such that
extends as a smooth function on V .
The space H λ,ε is equipped with a topology using the semi-norms defining the usual topology of C ∞ (V ) for both f and π λ,ε (ı)f . Then (6.11) defines a continuous representation of G on H λ,ε .
The space H λ,ε is not well fitted in order to use Fourier analysis on V . So we will replace the representation of the group by its infinitesimal version.
Let f be in the space D(V ) of smooth functions on V with compact support. Then for g close to the neutral element of G, g −1 is defined on the support of f , so that π λ,ε (g)f is a well defined smooth function on V . Denote by g the Lie algebra of G. For X ∈ g, let
This defines a representation of g on D(V ). If g is close enough to the identity, then a(g −1 , x) > 0 for all x ∈ Supp(f ), and therefore the infinitesimal representation dπ λ,ε does not depend on ε. Hence we will drop the index ε from dπ λ,ε .
Finally, it is well-known (see e.g. [29] ) that dπ λ (X) is a first order differential operator on V with polynomial coefficients of degree ≤ 2. As a consequence we let the infinitesimal representation act on the Schwartz space S(V ).
Let (λ, ε) ∈ C × {±}. For f ∈ S(V ), define the Knapp-Stein intertwining operator by
+λ,ε is locally integrable and has polynomial growth at infinity, so that it can be considered as a tempered distribution on V , and hence (6.12) defines an operator from S(V ) into S (V ). Next, the definition is extended meromorphically to C by analytic continuation in the parameter λ, thus defining a family of operators from S(V ) into S (V ) depending meromorphically on λ.
Let f ∈ D(V ). For any g ∈ G such that g is defined on the support of f ,
f, as can be proved first for λ 0, using (6.10), followed by analytic continuation in the parameter λ. In particular it implies that
as an equality of operators from S(V ) into S (V ).
7. The covariance property of the operators F λ,µ 7.1. The infinitesimal covariance property. Recall that M denotes the multiplication operator on S(V × V ) defined by
Lemma 7.1. Let f be a smooth function on V × V with compact support. Let g ∈ G close to the neutral element so that g (acting diagonally on V × V ) is defined on the support of f . Then, for any (λ, ε) and (µ, η) in C × {±}, we have
Proof. This is an immediate consequence of the covariance property (6.10) of the function det(x − y).
For X ∈ g, let d(π λ ⊗π µ )(X) = dπ λ (X)⊗Id+Id⊗dπ µ (X) be the infinitesimal representation of g induced by π λ,ε ⊗ π µ,η . The infinitesimal version of the above lemma reads :
To make connection with the notation of Section 5 and Section 6, first observe that
+λ,ε , where J s,ε was defined in (5.2). For notational convenience, we let
where E s,t is defined by (5.1). Then we may rephrase Theorem 5.1 as follows:
where k(λ, µ) is a meromorphic function on C × C.
Further, we have the following covariance property of the operators F λ,µ .
Theorem 7.1. For all λ, µ ∈ C and for any X ∈ g, we have
Proof. In view of Proposition 7.1, Proposition 7.2 and the identity (6.13), we have
For generic λ, the operator I λ,ε is injective on S(V ), so that (7.1) follows. By continuity, (7.1) extends to all λ, µ ∈ C.
7.2.
The global covariance property. There is a global formulation for the covariance property of the operators F λ,µ , but it is nicer to work in the compact setting. Using the notation of Subsection 6.1, let P = Θ(P ) be the opposite parabolic subgroup of G. Let
is a diffeomorphism onto an open dense subset of X (for that reason X is usually called the conformal compactification of V ). Let χ 1 2 be the character of P which is trivial on N = Θ(N ) and which on L is defined by
where χ is the character of Str(V ) defined by (6.1).
For (λ, ε) ∈ C × {±}, consider the character χ λ,ε 1 2 of L and form the line bundle
Finally denote by Γ(E λ,ε ) the space of smooth sections of E λ,ε . The natural actions of G on Γ(E λ,ε ) defines a smooth representation of G which is the compact realization of the representation π λ,ε considered previously in (6.11). We keep same notation for this representation.
Similarly, consider the normalized Knapp-Stein intertwining operators J λ,ε : Γ(E λ,ε ) −→ Γ(E 2n r −λ,ε ) (see [17] ). They form a holomorphic family of intertwining operators. It is known that for generic λ, the representation π λ,ε is irreducible, so that
for some holomorphic function d ε . By (6.10), the kernel det(x − y) correspond to a G-invariant section of E −1,− ⊗ E −1,− and hence, for any (λ, ε) and (µ, η), the corresponding multiplication operator
Let (λ, ε), (µ, η) ∈ C × {±} and consider the operator
Notice that the family F (λ,ε),(µ,η) depends holomorphically on λ and µ.
Theorem 7.2. The operator F (λ,ε),(µ,η) is a differential operator which intertwines the representations π λ,ε ⊗ π µ,η and π λ+1,−ε ⊗ π µ+1,−η .
Proof. The intertwining property of F (λ,ε),(µ,η) follow immediately from its construction. Now, by composing F (λ,ε),(µ,η) with J λ+1,−ε ⊗ J µ+1,−η from the left and using (7.2), we get
When translating this relation in the non-compact setting, the local expression of J λ,ε is (up to a function of λ) equal to I λ,ε and M corresponds to the multiplication by det(x − y). Comparing with the result obtained in Section 7, this implies that the local expression of F (λ,ε),(µ,η) in the non-compact setting is equal to F λ,µ , up to a meromorphic function of λ and µ. Hence F (λ,ε),(µ,η) is a differential operator. This works for generic λ and µ and hence for every λ and µ by continuity.
Conformally covariant bi-differential operators
Let res :
For λ, µ ∈ C and N ∈ N * we define the bi-differential operator B (N )
The covariance property of the operators F λ,µ and of res imply the following statement. is covariant with respect to (π λ,ε ⊗ π µ,η , π λ+µ+2N,εη ), i.e.
It is possible to give a slightly different presentation of the bi-differential operators B (N ) λ,µ . Below we will use the notation of Subsection 7.2. For N ≥ 1, define the operator F (N )  (λ,ε),(µ,η) by the following diagram 9. The case of R p,q with p ≥ 2 and q ≥ 1 Let E be a real vector space of dimension n − 1, endowed with a non degenerate symmetric bilinear form β : E × E → R of signature (p − 1, q) where p + q = n. Then V := R × E is a simple real Jordan algebra with multiplication given by
The dimension of V equals n = p + q and its rank is 2. The neutral element of V is e = (1, 0 E ) and its determinant is given by
which is a quadratic form of signature (p, q) and the trace is
Therefore, (λ, v) ∈ V is invertible if and only if λ 2 + β(v, v) = 0 and its inverse is given by
Fix a basis (e 2 , . . . , e n ) of E with coordinates (x 2 , . . . , x n ) chosen so that, for v = (x 2 , . . . , x n ),
n . Below we will denote V by R p,q and its determinant by
n , where x = (x 1 , x 2 , . . . , x n ) ∈ V. In this notation the neutral element is e = e 1 .
9.1. The Zeta functional equation. Let V be the dual space of V . The symmetric bilinear form on V associated to P induces an isomorphism of V with V , and so we can transfer the quadratic form on V to a quadratic form on V , which we denote also by P . More explicitly, let (e 1 , . . . , e n ) be the basis of V which is the dual to the canonical basis of V , and denote by (ξ 1 , . . . , ξ n ) the coordinates of an arbitrary element ξ ∈ V . Let
The corresponding symmetric bilinear form on V × V is given by
In a departure from our general convention (4.2), we define in this section the Fourier transform F : S(V ) −→ S(V ) by
and extend it by duality to S (V ). Below, for (s, ε) ∈ C × {±}, P s,ε (x) stands for det(x) s,ε .
Theorem 9.1. For every s ∈ C, we have
Proof. Introduce
For s ∈ C with (s) > −1, the functions P s + and P s − are locally integrable with moderate growth at infinity. Further, they can be extended, as tempered distributions, meromorphically for s ∈ C. Their Fourier transforms are given by
). See [13, (2.8) and (2.9)] (or [34] ). Now
and (9.1) follows by routine computation.
We will use the following notation for the coefficients of the matrix A(s) :
Observe that the matrix-valued function A(s) is periodic of period 2 and the coefficients a ε,η satisfy
for every ε, η = ±.
9.2.
The main identity for R p,q . Recall from Theorem 3.6 that there exists a differential operator D s,t on V × V such that 4) for every f in S(V × V ).
Theorem 9.2. For V = R p,q , the differential operator D s,t is given explicitly by
Proof. It is enough to prove the identity on the open subset
Elementary calculations show that for f a smooth function on {P (ξ) > 0}, we have
and for f a smooth function on {P (ξ) > 0, P (ζ) > 0}, we have
Now the identity (9.5) is a matter of putting pieces together.
9.3. Explicit form of the operator E s,t . Recall from (5.1) the definition of the differential operator E s,t defined on
Proposition 9.1. In the V = R p,q case, the differential operator E s,t is given explicitly by
Proof. From (4.3) it follows that
It remains to put the differential operator in normal form, multiplication preceding differentiation. First
Putting all pieces together yields Proposition 9.1.
9.4. The main theorem for R p,q . For (s, ε) ∈ C×{±}, recall the Knapp-Stein intertwining operator
The integral is well defined for f ∈ S(V ) when s > −1. It defines a convolution operator from S(V ) into S (V ) and the function s −→ J s,ε can be extended meromorphically on C. Let M be the multiplication operator given for
In view of the functional equation (9.1) of P s,ε and the relation (9.3), the proof of the statement below goes along the same lines as that of Theorem 5.1 Theorem 9.3. For (s, ε) and (t, η) in C × {±}, we have . 9.5. The conformal group of V = R p,q . For t ∈ R * , let δ t be the dilation given by V v −→ tv. The structure group of V is equal to
where ∼ is the equivalence relation (h, δ t ) ∼ (−h, δ −t ). As
the character χ of Str(V ) is given by χ(h • δ t ) = t 2 and therefore Str(V ) + = Str(V ). Let W = R × V × R. Set e 0 = (1, 0, 0) and e n+1 = (0, 0, 1). We will use the following convention : for w = (α, v, β) ∈ W,
On W define the quadratic form
Notice that Q is of signature (p + 1, q + 1). Let us consider the proper isotropic cone Ξ = w ∈ W, w = 0, Q(w) = 0 , and let X = Ξ/R * , a real projective quadric. For w ∈ W {0}, let w be its image in the projective space P(W ).
is a diffeomorphism of V onto a dense open subset of X.
Proof. Since for v ∈ V , (1, v, P (v)) belongs to Ξ and is = 0, the map is well defined. It is smooth and injective. Let (α, v, β) be in Ξ. If α = 0, then (α, v, β) = (1, v , P (v ) where v = α −1 v. Hence the image of the map given by (9.6) is equal to X ∩ {α(w) = 0} and the lemma follows.
In the sequel we let ∞ = e n+1 and o = e 0 , both points of X. Let G = O(Q) O(p + 1, q + 1) be the orthogonal group of the form Q. Then G preserves Ξ and commutes to the dilations, so acts on the space 4 X. This allows to define a (rational) action of G on V by setting
Let L be the subgroup of G given by For a ∈ V, let n a be the linear transform of W defined by
It is easily verified that n a belongs to G. The action of n a on V is given by n a (v) = v + a. Further, for a, b ∈ V , we have n a • n b = n a+b so that N = {n a , a ∈ V } is an abelian subgroup of G.
Proof. First, clearly P stabilizes ∞. Next let g ∈ G ∞ . Then g preserves the subspace (Re n+1 ⊥ = V ⊕ Re n+1 . Let ge 0 = (α, v, β). As Q(e 0 , e n+1 ) = 1, ge 0 / ∈ (Re n+1 ⊥ and α is different from 0. Moreover, where h ∈ O(p, q) and st = 1. In other words, g 1 belongs to L, and hence g ∈ P . The conclusion follows.
Let ı be the element of G defined by
The group G is generated by P and ı.
so that we choose χ 1 2 to be defined by
It is then easily verified that the cocycle a(g, x), defined in the general situation by (6.8) , is given by
For (λ, ε) ∈ C × {±}, the principal series representations π λ,ε is given by
The Knapp-Stein intertwining operator is given by
and satisfies
9.6. The operator F λ,µ . As in the general case, the main Theorem 9.3 can be reinterpreted to give a covariance property for the differential operator F λ,µ (or its global version as a differential operator on X × X), just by the change of parameters s = n 2 − λ and t = n 2 − µ. The differential operator F λ,µ is given by
Theorem 9.4. For (λ, ε) and (µ, η) in C × {±}, the operator F λ,µ is covariant with respect to (π λ,ε ⊗ π µ,η ) and (π λ+1,−ε ⊗ π µ+1,−η ).
The construction of covariant bi-differential operators for O(p + 1, q + 1) is then obtained as in the general case. Let us state the formula for B (1) λ,µ , which is covariant with respect to (π λ,ε ⊗ π µ,η , π λ+µ+2,εη ) :
We point out that these covariant bi-differential operators were already introduced in [26] .
x ∈ V is defined by
The rank of V is defined as
Proposition 11.1. Let V be a unital real Jordan algebra and V its complexification. Then
Proof. Let rk R (V ) = r. By assumption, there exists an element x ∈ V such that
whereas for all elements y ∈ V ,
Let ρ = rk C (V). Now (11.1) implies that ρ ≥ r. Next the map
is holomorphic and vanishes on V by (11.2), hence everywhere. This shows that ρ ≤ r. We can conclude that r = ρ.
An element x ∈ V is said to be regular if rk F (x) = rk F (V ). In the case where V is a real Jordan algebra, an element of V is regular if and only if it is regular as an element of V.
Let x ∈ V . Then the subalgebra F[x] generated by 1 and x is commutative and power associative. Let I(x) be the ideal of F[x] defined by
Since F[T ] is a principal ring, I(x) is generated by a monic polynomial, called the minimal polynomial of x and denoted by p x . Proposition 11.2. There exists polynomials a 1 , a 2 , . . . , a r ∈ F[T ] such that the minimal polynomial p x of every regular element of V is given by
The polynomial
is called the generic minimal polynomial of V at x. The linear form a 1 is the trace of V and the polynomial a r is the determinant of V ,
Proposition 11.3. Let V be a real Jordan algebra and V its complexification. The generic minimal polynomial of V restricts to the generic minimal polynomial of V .
Proof. This is a consequence of the local expression of these coefficients near a regular element, namely a j (x) = (−1) j−1 Det(1, x, . . . , x j−1 , x r , x j+1 , . . . , x r−1 , e r+1 , . . . , e n ) Det(1, x, x 2 , . . . , x r−1 , e r+1 , . . . , e n ) , where e r+1 , . . . , e n are elements completing e, x, x 2 , . . . , x r−1 to a basis of V (see [12, proof of Proposition II.2.1]).
Corollary 11.1. Let V be a real Jordan algebra, and let V be its complexification. Then the restriction to V of the determinant of V coincides with the determinant of V .
Primitive idempotents. Let x ∈ V.
A complex number λ is called an eigenvalue of x if λ is a root of the minimal polynomial p x . An element is said to be semi-simple if its minimal polynomial has only simple roots. This is (part of) [12, Proposition VIII.3.2] . The uniqueness statement comes from the fact that necessarily c j = p j (x) where p j is the polynomial of degree k − 1 which satisfies p j (λ i ) = δ ij . Proposition 11.6. Let V be a complex simple Jordan algebra.The set of semi-simple regular elements of V is open and dense in V.
Proof. V has a real form V which is euclidean and simple. Let r be the rank of V and let (c 1 , c 2 , . . . , c r ) be a Jordan frame of V . Choose r distinct complex numbers λ 1 , λ 2 , . . . , λ r , and let x = λ 1 c 1 + · · · + λ r c r . Then x is semi-simple, and x is regular as the minimal polynomial of x is of degree r. The set of regular elements is an open Zariski subset of V (see [10, Proposition IV.1.1]). For x regular, the minimal polynomial is equal to the generic minimal polynomial. The set where the generic minimal polynomial m x has only simple roots is a Zariski open subset, as this is the set where the discriminant of m x (which is polynomial in x) vanishes. Hence the set of semi-simple regular elements is a Zariski open subset, which is non empty by the first part and hence dense.
A real Jordan algebra V is said to be complex, if there exists a linear isomorphism J of V such that J 2 = − Id, J(xy) = (Jx)y, ∀x, y ∈ V.
Proposition 11.7. Let V be a simple real Jordan algebra. Let V be its complexification. Then V is simple, unless V has a complex structure in which case V is isomorphic to V ⊕ V opp .
Proof. Assume that V is not simple. There exists a non trivial ideal J ⊂ V. Let σ be the conjugation with respect to V . Then σ(J) is also an ideal of V. Let H = J ∩ σ(J). Then H is an ideal of V, which moreover is σ-stable. So H = H ⊕ iH for some subspace H of V . Now H is an ideal of V . Hence H = 0 or H = V . But the second assumption leads to H = V and hence J = V, a contradiction. Hence J ∩ σ(J) = {0}. Along the same lines, one can prove that J + σ(J) = V. As a result, the Jordan algebra V splits as V = J ⊕ σ(J). Now consider the (real linear) map J x −→ x + σ(x) ∈ V, it is both injective and surjective, and hence an isomorphism. But as J and σ(J) are ideals of V, (x + σ(x))(y + σ(y)) = (xy + σ(xy)) and hence V is isomorphic to J. Moreover, as σ is C-conjugate linear, the complex structure of σ(J) is the opposite complex of that of J. Proof. Assume c is not primitive in V. Let V 1 = V 1 (c) and V 1 = V 1 (c). Now V 1 is a real semisimple Jordan algebra. As V has c as its unique idempotent, V 1 is simple. By [14, Section 6] , V 1 is a Jordan field, and there exists a positive-definite bilinear β form on V 1 such that xy = β(x, c)y + β(c, y)x − β(x, y)c.
Then β(c, c) = 1. Let W = (Rc) ⊥ = {0}. Rewrite elements of V 1 as sc + v where s ∈ R and v ∈ W , so that the Jordan product of V 1 can be written as (sc + v)(tc + w) = (st − β(v, w))c + (sw + tv). Now let V 1 the complexification of V 1 which can be seen as Proof. Let x ∈ V and let p be its minimal polynomial over C. Then pp(x) = 0, and pp is a polynomial with real coefficients. As deg(p) ≤ r, where r is the rank of V, the degree of the minimal polynomial over R of an element is ≤ 2r. Conversely, consider a complete system of primitive idempotents (c 1 , c 2 , . . . , c r ) of V. Let x = i λ j c j with λ i ∈ C. Suppose that p is a polynomial with real coefficients such that p(x) = 0. Then, necessarily p(λ j ) = 0 for 1 ≤ j ≤ r. But as p is real valued, p(λ j ) = 0 for 1 ≤ j ≤ r. Assume that λ j , λ j are all distinct. Then p is a multiple of r j=1 (T − λ j )(T − λ j ). Hence r j=1 (T − λ j )(T − λ j ) is its minimal polynomial over R. Moreover det(x) = r j=1 λ j λ j = ∆(x)∆(x). Hence the identity (11.3) is valid for the elements of the form considered. But clearly these elements form a dense set in V, hence the identity holds in general.
11.4. Non complex non-split simple real Jordan algebra. The algebra V is said to be split if a (hence any) primitive idempotent is primitive in the complexification V. Otherwise it is said to be non-split.
Let V be a non-split simple real Jordan algebra. Let (c 1 , c 2 , . . . , c ρ ) be a maximal set of orthogonal primitive idempotents. Then there exists d j , f j ∈ V(c j ) , such that
By Proposition, 11.8, c j decomposes as a sum c j = d j + f j , and so (d j , f j ) 1≤j≤ρ is a maximal family of orthogonal idempotents of V. Hence r = 2ρ.
Proposition 11.9. Let V be a real simple Jordan algebra which has no complex structure and which is non-split. Then det(x) ≥ 0 for every x ∈ V .
Proof. Let x ∈ V be a regular semi-simple element. There exists a maximal set (c 1 , c 2 , . . . , c ρ ) of orthogonal primitive idempotents such that x = ρ j=1 t j c j . For each j, 1 ≤ j ≤ ρ, let d j , f j ∈ V(c j ) , such that
so that x = ρ j=1 t j d j + ρ j=1 t j f j and hence det V (x) = det V (x) = ρ j=1 t 2 j ≥ 0. The conclusion follows as regular semi-simple elements are dense in V .
