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Existential monadic second order logic of undirected graphs: the Le Bars
conjecture is false1
S.N. Popova2, M.E. Zhukovskii3
Abstract
In 2001, J.-M. Le Bars disproved the zero-one law (that says that every sentence from a
certain logic is either true asymptotically almost surely (a.a.s.), or false a.a.s.) for existential
monadic second order sentences (EMSO) on undirected graphs. He proved that there exists
an EMSO sentence φ such that P(Gn |= φ) does not converge as n→∞ (here, the probability
distribution is uniform over the set of all graphs on the labeled set of vertices {1, . . . , n}).
In the same paper, he conjectured that, for EMSO sentences with 2 first order variables, the
zero-one law holds. In this paper, we disprove this conjecture.
1 Introduction
For undirected graphs, sentences in the first order language (FO sentences) are constructed
using relational symbols ∼ (interpreted as adjacency) and = (equality of vertices), logical
connectives ¬,→,↔,∨,∧, variables x, y, z, . . . (with subscripts and superscripts) interpreted
as vertices of a graph, quantifiers ∀, ∃ and parentheses. Monadic second order, or MSO,
sentences are built of the above symbols of the first order language, as well as the variables
X, Y, Z, . . . (with subscripts and superscripts) that are interpreted as unary predicates. In
an MSO sentence, variables x, y, z, . . . (interpreted as vertices) are called FO variables, and
variables X, Y,X1, . . . (that express sets) are called monadic (or MSO) variables. If, in an
MSO sentence φ, all the MSO variables are existential and in the beginning, that is
φ = ∃X1 . . .∃Xm ϕ(X1, . . . , Xm) (1)
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where ϕ(X1, . . . , Xm) is a FO sentence with unary predicates X1, . . . , Xm, then the sentence
is called existential monadic second order (EMSO). Sentences must have finite number of
logical connectives. We call the number of nested quantifiers in a longest sequence of nested
quantifiers of a formula ϕ the quantifier depth (note that tautological equivalent formulae
may have different quantifier depths). The FO quantifier depth of an EMSO sentence (1) is
the quantifier depth of ϕ(X1, . . . , Xm). For example, the EMSO sentence
∃X [∃x∃y X(x1) ∧ ¬X(x2)] ∧ ¬[∃x∃y X(y) ∧ ¬X(z) ∧ y ∼ z]
has 2 FO variables, quantifier depth 3, FO quantifier depth 2 and expresses the property of
being disconnected. The quantifier depth of a sentence has the following clear algorithmic
interpretation: a FO sentence of quantifier depth k on an n-vertex graph can be verified in
O(nk) time. It is very well known (see, e.g., [9], Proposition 6.6) that the same is true for the
number of variables: a FO sentence with k variables on an n-vertex graph can be verified in
O(nk) time. The later statement is stronger because, clearly, every FO sentence of quantifier
depth k may be rewritten using at most k variables.
In what follows, for a sentence φ, we use the usual notation “G |= φ” from model theory
to denote that φ is true for G.
In 1969, Y.V. Glebskii, D.I. Kogan, M.I. Liogon’kii and V.A. Talanov, and independently
R. Fagin in 1976 [4], proved that any FO sentence is either true for almost all graphs, or
false for almost all graphs. Clearly, this result can be reformulated in terms of the binomial
random graph G(n, 1/2). For arbitrary p, let G(n, p) = (Vn, E), where Vn = {1, . . . , n}, and
each pair of vertices is connected by an edge with probability p and independently of other
pairs. For more information, we refer readers to the books [1, 3, 6]. The zero-one law of
Glebskii et al. and Fagin says that, for every FO sentence φ, either P(G(n, 1/2) |= φ) → 0
as n → ∞, or P(G(n, 1/2) |= φ) → 1 as n → ∞ (or, in other words, either φ is true
for G(n, 1/2) a.a.s., or false a.a.s.). Below, we give a brief history of studying logical laws
for this random graph model, for more details (especially, for FO logic) see, e.g., [12, 14].
For MSO, the zero-one law for G(n, 1/2) was disproved by M. Kaufmann and S. Shelah in
1985 [8]. They even prove that there is no MSO convergence law (i.e., there is an MSO sen-
tence φ such that P(G(n, 1/2) |= φ) does not converge). After that, in 1987 [7], Kaufmann
proved that there exists an EMSO sentence with 4 binary relations that has no asymptotic
probability. The non-convergence result for 1 binary symmetric relation (i.e., for G(n, 1/2))
was obtained by J.-M. Le Bars in 2001 [2]. Note that the construction of Kaufmann has 4
monadic variables and 9 first order variables, and the sentence proposed by Le Bars has even
more variables (of both types). In the above mentioned paper, Le Bars conjectured that, for
EMSO sentences with 2 FO variables, G(n, 1/2) obeys the zero-one law. In this paper, we
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disprove this conjecture.
The paper has the following organization. In Section 2, we construct an EMSO sentence
with 2 FO variables and prove that the probability that it is true on G(n, 1/2) does not con-
verge. This construction immediately implies that the minimum number of FO variables of
an EMSO sentence without convergence equals 2, and the same is true for the FO quantifier
depth. In Section 3, we prove that our construction is, in some sense, best possible. Namely,
we rewrite the sentence in certain ways that exploit only 1 monadic variable. These tautolog-
ical equivalents of the sentence still have small number of FO variables. Upon proving this,
we conclude that even 1 monadic variable and 2 FO variables (in one sentence) are enough
for non-convergence, but the minimum FO quantifier depth of an EMSO sentence having
1 monadic variables and without convergence equals 3. Moreover, in the same section, we
prove that there is a dense subset P ⊂ [0, 1] such that, for every p ∈ P, there is an EMSO
sentence φ with 2 FO variables such that P(G(n, p) |= φ) does not converge as n→∞.
2 Disproving the conjecture
This section is devoted to the proof of the following result.
Theorem 1 There exists an EMSO sentence φ with two monadic variables and FO quan-
tifier depth 2 such that the probability P(G(n, 1/2) |= φ) does not converge as n → ∞.
Proof
Let
φ = ∃X1∃X2 [∃x X1(x)] ∧ [∃x X2(x)]∧
∅(X1, X2) ∧ Cl(X1) ∧ Cl(X2) ∧ lnd(X1, X2) ∧ N(X1 ∨X2) ∧Max(X1, X2),
where
∅(X1, X2) = ¬[∃x X1(x) ∧X2(x)],
Cl(X) = ∀x∀y [X(x) ∧X(y) ∧ (x 6= y)]→ [x ∼ y],
Ind(X, Y ) = ∀x∀y [X(x) ∧ Y (y)]→ [x 6∼ y],
N(X) = ∃y [¬X(y)] ∧ [∀x (X(x)→ y ∼ x)],
Max(X1, X2) = ∀y ¬[X1(y) ∨X2(y)]→ [(∃x X1(x) ∧ x ∼ y) ∧ (∃x X2(x) ∧ x ∼ y)].
In other words, φ says that there two disjoint cliques such that
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• there are no edges between them,
• there is a common neighbor of vertices of both cliques,
• every vertex outside both cliques has neighbors in both.
Let X(k, l) be the number of triples (X1, X2, x) such that
• X1 and X2 are two non-empty cliques of sizes k, l respectively in G(n,
1
2
),
• X1 ∩X2 = ∅,
• x /∈ X1 ∪X2,
• there are no edges between X1 and X2,
• x is adjacent to every vertex of X1 ∪X2,
• every vertex from X1 ∪X2 has a neighbor in X1 and a neighbor in X2.
It is immediate that P(G(n, 1/2) |= φ) = P(∃k∃l : X(k, l) > 0). Let us estimate EX(k, l).
EX(k, l) =
n!
k!l!(n− k − l)!
(n−k− l)2−
(k+l)2
2
+ k+l
2 2−(k+l) · (1−2−k)n−k−l−1(1−2−l)n−k−l−1.
Thus,
EX(k, l) ≤
nk+l+1ek+l
kkll
2−
(k+l)2
2
− k+l
2 e−(n−k−l−1)(2
−k+2−l). (2)
Set
f(k, l) = (k+ l+1) lnn−k ln k−l ln l+k+ l−
(k + l)2
2
ln 2−
k + l
2
ln 2−(n−k−l)(2−k+2−l).
Let us prove that f has a maximum and estimate it. Compute the derivatives of f :
∂f
∂k
(k, l) = lnn− ln k − (k + l) ln 2−
1
2
ln 2 + (n− k − l)2−k ln 2 + 2−k + 2−l, (3)
∂f
∂l
(k, l) = lnn− ln l − (k + l) ln 2−
1
2
ln 2 + (n− k − l)2−l ln 2 + 2−k + 2−l, (4)
∂2f
∂k2
(k, l) = −
1
k
− ln 2− (n− k − l)2−k ln2 2− 21−k ln 2,
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∂2f
∂l2
(k, l) = −
1
l
− ln 2− (n− k − l)2−l ln2 2− 21−l ln 2,
∂2f
∂k∂l
(k, l) = − ln 2− (2−k + 2−l) ln 2.
The matrix A of second-order partial derivatives of f is negative definite for all real k, l ≥
1 such that k + l ≤ n− 1 (since ∂
2f
∂k2
< 0 and the determinant |A| = ∂
2f
∂k2
∂2f
∂l2
−
(
∂2f
∂k∂l
)2
> 0).
Let us find (the only) zero of f ′ = (∂f
∂k
, ∂f
∂l
). Due to symmetry reasons, it should be of the
form (k∗, k∗). From (3), (4), it is easy to see that k∗ = lnn−ln lnn+ln ln 2
ln 2
+O( ln lnn
lnn
). Then
f(k∗, k∗) =
2
ln 2
(lnn− ln lnn + ln ln 2) lnn+ lnn−
2
ln 2
(lnn− ln lnn)(ln lnn− ln ln 2)+
+
2
ln 2
lnn−
2
ln 2
(lnn− ln lnn+ ln ln 2)2 − lnn−
2
ln 2
lnn+O(ln lnn) = O(ln lnn).
Now, let us find a sequence nk such that P(G(nk, 1/2) |= φ)→ 0 as k →∞.
For k ∈ N, set n = nk = ⌊2
k+ 1
2k⌋. Then k∗ = k∗(n) = k + 1
2
+ o(1). Let k˜, l˜ ∈ N. Then
k˜ = k∗ +∆k, l˜ = k
∗ +∆l, where |∆k| ≥
1
2
+ o(1), |∆l| ≥
1
2
+ o(1). We have
f(k˜, l˜)− f(k∗, k∗) ≤ −
(
(∆k +∆l) lnn +
lnn
ln 2
(2−∆k + 2−∆l − 2)
)
(1 + o(1)) =
= −
lnn
ln 2
(g(∆k ln 2) + g(∆l ln 2))(1 + o(1)),
where g(x) = x+e−x−1, and the bound is uniform over all k˜, l˜. Therefore, f(k˜, l˜)−f(k∗, k∗) ≤
−c lnn for any k˜, l˜ ∈ N and some constant c > 0. Moreover, for all n large enough, we have
f(k˜, l˜) − f(k∗, k∗) ≤ −3 lnn for any k˜, l˜ ∈ N such that either |k˜ − k∗| ≥ 5 or |l˜ − k∗| ≥ 5.
Hence, from (2), for n large enough,
P(∃k˜∃l˜ : X(k˜, l˜) > 0) ≤
∑
k˜,l˜
EX(k˜, l˜) ≤
∑
k˜,l˜
ef(k˜,l˜)+1 ≤
e−3 lnn+1+f(k
∗,k∗)n2 + 100e−c lnn+1+f(k
∗,k∗) = o(1).
Therefore, we have
lim
k→∞
P
(
G
(
nk,
1
2
)
|= φ
)
= 0. (5)
Finally, let us find a sequence nk such that lim infk→∞ P(G(nk, 1/2) |= φ) > 0.
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Set n = nk = 2
kk. Let us estimate EX(k, k):
EX(k, k) =
n2k+1e2k
k2k2pik
2−2k
2−ke−2n2
−k
(1 + o(1)) =
1
2pi
(1 + o(1)).
It can be shown similarly as in the above proof that
P
(
∃k˜∃l˜ [(k˜, l˜) 6= (k, k)] ∧ [X(k˜, l˜) > 0]
)
= o(1).
Let us estimate P(X(k, k) > 0). Consider the random variable X˜(k, k) = X(k, k)/2 which
counts the number of triplets (X1, X2, x) where the order of cliques X1, X2 in the triplet does
not matter.
Let us remind that
EX˜(k, k) =
1
2
(
n
2k
)(
2k
k
)
(n− 2k)2−(
2k
2 )2−2ke−2n2
−k+o(1).
Below, we compute EX˜2(k, k) in the usual way: it equals to the summation of probabilities of
the events that triplets (X11 , X
1
2 , x
1) and (X21 , X
2
2 , x
2) consisting of two disjoint k-sets Xj1 , X
j
2
and a vertex xj outside them have the above property (both sets induce cliques, there are
no edges between them, the distinguished vertex is a common neighbor of them, and every
other vertex have neighbors in every set) over all possible pairs of such triplets.
We distinguish four cases w.r.t. possible intersections of elements of two triplets.
The contribution of pairs of equal triplets is EX˜(k, k).
The contribution of pairs of triplets sharing both sets (but not a vertex) equals
n!
2k!k!(n− 2k)!
(n− 2k)(n− 2k − 1)2−(
2k
2 )2−4ke−2n2
−k
(1 + o(1)) = o(1).
The contribution of pairs of triplets with disjoint sets (i.e., Xj1i1 ∩ X
j2
i2
= ∅ whenever
(i1, j1) 6= (i2, j2)) equals
n!
4(k!)4(n− 4k)!
n22−2(
2k
2 )2−4ke−4n2
−k
(1 + o(1)) = (EX˜(k, k))2(1 + o(1)).
Finally, let us denote the contribution of triplets such that |(X11 ⊔X
1
2 ) ∩ (X
2
1 ⊔X
2
2 )| = j
by Aj . Then, clearly,
EX˜2(k, k) = EX˜(k, k) + (EX˜(k, k))2 +
2k−1∑
j=1
Aj + o(1).
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For estimating Aj, j ∈ {1, . . . , 2k − 1}, let us consider two sets of 2k vertices U
1 and U2 in
Vn that share j vertices. Let us assume that each set U
i has two parts U i1 and U
i
2 of the same
size k, and, for i ∈ {1, 2}, the i-th part U1i of the first set has ji ≤ k common vertices with
the i-th part U2i of the second set. Moreover, let U
1
1 ∩ U
2
2 = U
1
2 ∩ U
2
1 = ∅. So, j1 + j2 = j.
Then the probability that a vertex outside U1 ∪U2 has neighbors in each of the sets U11 , U
1
2 ,
U21 and U
2
2 equals(
1− 2−j1
) (
1− 2−j2
)
+ 2−j1
(
1− 2−j2
) (
1− 2−(k−j1)
)2
+ 2−j2
(
1− 2−j1
) (
1− 2−(k−j2)
)2
+
2−j
(
1− 2−(k−j1)
)2 (
1− 2−(k−j2)
)2
= 1 + 2−k
(
−4 + 2−k+j1 + 2−k+j2 +O(2−k)
)
. (6)
As 2−k+j1 + 2−k+j2 is convex in j2 (recall that j1 = j − j2 and j is fixed), then it achieves its
maximum in one of the endpoints of the interval of the admissible values of j2 (no matter
which one, since the expression is symmetric w.r.t. j1, j2). In this way, we get that the
expression to the right in (6) is at most 1 + 2−k(−4 + 2−k+j +O(2−k)) if j ≤ k and at most
1 + 2−k(−3 + 2−2k+j +O(2−k)) if j > k.
Then, the probability that every vertex outside U1 ∪U2 has neighbors in each of the sets
U11 , U
1
2 , U
2
1 and U
2
2 is at most(
1 + 2−k(−4 + 2−k+j +O(2−k))
)n−4k+j
≤ en2
−k(−4+2−k+j+O(2−k))+o(1) = e−4k+k2
−k+j+o(1)
if j ≤ k, and at most(
1 + 2−k(−3 + 2−2k+j +O(2−k))
)n−4k+j
≤ en2
−k(−3+2−2k+j+O(2−k))+o(1) = e−3k+k2
−2k+j+o(1)
if j > k.
Let Bj be the expected number of pairs of vertices (not necessarily distinct) (u1, u2) such
that u1 has neighbors both in U
1
1 and U
1
2 , u2 has neighbors both in U
2
1 and U
2
2 . Clearly,
Bj ≤ n
22−4k + n2−(4k−j) + 2n(2k − j)2−(4k−j) + (2k − j)22−2(2k−j).
From the above estimations and the fact the number of ways of dividing a set of 2k − j
vertices into two parts of given sizes is at most
(
2k−j
k−⌊j/2⌋
)
, we get
Aj ≤
(
n
2k
)(
2k
k
)(
2k
j
)(
n− 2k
2k − j
)
2−2(
2k
2 )+(
j
2)Bj
(
2k − j
k − ⌊j/2⌋
)
e−4kekCj (1 + o(1)),
where Cj = 2
−(k−j) for any j ≤ k and Cj = 1 + 2
−(2k−j) for any j > k. Therefore,
Aj ≤ 4(EX˜(k, k))
2 ·
(
2k
j
)(
n−2k
2k−j
)(
2k−j
k−⌊j/2⌋
)
(
n
2k
)(
2k
k
)
n22−4k
2(
j
2)ekCjBj(1 + o(1)).
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Set
Fj =
(
2k
j
)(
n− 2k
2k − j
)(
2k − j
k − ⌊j/2⌋
)
2(
j
2).
Then
Aj
(EX˜(k, k))2
≤
4FjBje
kCj(
n
2k
)(
2k
k
)
n22−4k
(1 + o(1)).
It remains to bound from above the right side of the last inequality. We will do that separately
for j ∈ {1, . . . , 4}, j ∈ {5, . . . , 2k − 5} and j ∈ {2k − 4, . . . , 2k − 1}.
Let j ∈ {1, . . . , 5}. Then
Fj = n
2k−j(2k)j
2(
j
2)
(
2k−j
k−⌊j/2⌋
)
(2k − j)!j!
(1 + o(1)), Bj ≤ n
22−4k(1 + o(1)), ekCj = 1 + o(1).
In this case,
4FjBje
kCj(
n
2k
)(
2k
k
)
n22−4k
= O
(
n2k−j(2k)j
(
2k−j
k−⌊j/2⌋
)
(
n
2k
)(
2k
k
)
(2k − j)!
)
= O
(
n2k−j(2k)2k+je2k−j
n2ke2k(2k − j)2k−j
)
= O
(
k2j
nj
)
. (7)
Moreover,
F2k−j = n
j
(2k)j
(
j
⌈j/2⌉
)
(j!)2
ek(1+2
−j)22k
2−k(2j+1)+ j(j+1)
2 (1+o(1)), B2k−j ≤ 1, e
kC2k−j = ek(1+2
−j);
4F2k−jB2k−je
kC2k−j(
n
2k
)(
2k
k
)
n22−4k
= O
(
nj(2k)jek(1+2
−j)22k
2−k(2j+1)(
n
2k
)(
2k
k
)
n22−4k
)
= O
(
(k2k)j(2k)2k+jek(1+2
−j )22k
2
(k2k)2ke2kk3/22k(2j+1)
)
=
O
(
k2j−3/2
ek(1−2−j )2k(j−1)
)
. (8)
It immediately follows that
∑
j∈{1,...,4}⊔{2k−4,...,2k−1}
Aj
(EX˜(k, k))2
= o(1). (9)
Since Bj and Cj increase as j grows from 1 to 2k − 1, the following bounds hold for all
j: Bj ≤ 1, e
kCj ≤ e3k/2. Consequently, for j ∈ {5, . . . , 2k − 5}, we may use the following
bound:
Aj
(EX˜(k, k))2
≤
4Fje
3k/2(
n
2k
)(
2k
k
)
n22−4k
(1 + o(1)).
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It is very easy to check that Fj first decreases and then increases as j grows from 1 to 2k−1.
Therefore, for every j ∈ {5, . . . , 2k − 5}, the estimates (7) and (8) imply
Aj
(EX˜(k, k))2
≤ max{F5, F2k−5}
4e3k/2(
n
2k
)(
2k
k
)
n22−4k
(1 + o(1)) =
max
{
e3k/2
n22−4k
O
(
k10
n5
)
, ek(1−2
−5)O
(
k17/2
ek(1−2−5)16k
)}
= O
(
k3
(8/e3/2)k
)
,
and this bound is uniform. From this bound and (9), we get
∑2k−1
j=1 Aj = o((EX˜(k, k))
2) and
EX˜2(k, k) = EX˜(k, k) + (EX˜(k, k))2(1 + o(1)) + o(1).
Finally,
P(X˜(k, k) > 0) ≥
(EX˜(k, k))2
EX˜2(k, k)
=
1
4pi + 1
(1 + o(1)).
Therefore, by the Paley–Zygmund inequality [10, 11],
lim infk→∞P
(
G
(
nk,
1
2
)
|= φ
)
> 0. (10)
From (5) and (10), the P(G(n, 1/2) |= φ) does not converge as n→∞. 
3 Related results
3.1 Minimum quantifier depth and minimum number of variables
It is not difficult to show using the modification of Ehrenfeucht-Fra¨ısse´ games for EMSO (see,
e.g., [16]) which is also known as the Fagin game (see [9], Chapter 7.3), that FO quantifier
depth 1 as well as 1 FO variable are not enough for non-convergence (in the latter case, the
variant of the game with one pebble should be considered, [9], Chapter 11.4; however, the
winning strategy of Duplicator is still obvious in this case). In fact, in both cases, 0-1 law
holds. Indeed, if two graphs in the game are large enough (both have more than 2k vertices),
then Duplicator wins the game with k set moves and 1 vertex move (or 1 pebble).
Therefore, Theorem 1 implies that the minimum number of FO variables of an EMSO
sentence without convergence equals 2. The same is true for the FO quantifier depth. But
is the same true if we restrict ourselves to 1 monadic variable?
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Below, we write two tautological equivalents of φ both with one monadic variable. The
first sentence φ1 has 2 FO variables, and the second sentence φ2 has the FO quantifier depth
3:
φ1 = ∃X (∀x∀y [X(x) ∧X(y) ∧ (x 6= y)]→ [x ∼ y])∧
(∀x [∀y X(y)→ (x ≁ y)]→ [∀y (∀x X(x)→ (x ≁ y))→ (x = y ∨ x ∼ y)])∧
(∀x [∀y (∀x X(x)→ x ≁ y)→ (x ≁ y)]→ X(x))∧
(∃x [∀y X(y)→ x ∼ y] ∧ [∀y (∀x X(x)→ x ≁ y)→ x ∼ y]).
In order to clarify the construction, let us note that the major part of the sentence φ1
(excluding quantification over the only monadic variable) is the conjunction of 4 FO formulae.
The first one says that the set [X ] of vertices x satisfying X induces a clique. The second
formula says that the set of vertices (say, Y ) having no neighbors in [X ] induces a clique.
The third formula says that every vertex having no neighbors in Y belongs to [X ]. Finally,
the last formula says that there exists a common neighbor of all the vertices in [X ] ⊔ Y .
φ2 = ∃X (∀x∀y [X(x) ∧X(y) ∧ (x 6= y)]→ [x ∼ y])∧
(∀x [∀y X(y)→ (x ≁ y)]→ [∀y (∀z X(z)→ (z ≁ y))→ (x = y ∨ x ∼ y)])∧
(∀x [∀y (∀z X(z)→ z ≁ y)→ (x ≁ y)]→ X(x))∧
(∃x [∀y X(y)→ x ∼ y] ∧ [∀y (∀z X(z)→ z ≁ y)→ x ∼ y]).
Every formula from the conjunction in φ2 is tautologically equivalent to the respective for-
mula in φ1.
In [16], it is proven that, for EMSO sentences with 1 monadic variable and FO quantifier
depth 2, G(n, 1/2) obeys 0-1 law. From this, clearly, the minimum FO quantifier depth
of an EMSO sentence with 1 monadic variable and without convergence equals 3, and the
minimum number of FO variables equals 2.
3.2 Other p
The proof of Theorem 1 works only in the case p = 1
2
. In this section, we try to prove
non-convergence for other constant p. We can not prove it for all p ∈ (0, 1). However, we
obtain the following result.
Theorem 2 There exists a dense subset P ⊂ (0, 1) such that, for every p ∈ P, there exists
an EMSO sentence φ with FO quantifier depth 2 such that the probability P(G(n, p) |= φ)
does not converge as n→∞.
10
Proof. Surely, if we get non-convergence for certain p, then we immediately have the
same for 1−p. To see this it is enough to add a negation in front of every adjacency relation
in φ for which P(G(n, p) |= φ) does not converge. Therefore, we may restrict ourselves with
p ∈ (0, 1/2).
Fix a parameter γ > 1 and consider the equation p = (1 − p)γ . It has the only root in
(0, 1), and this root is less than 1/2. By the implicit function theorem, the root p = p(γ)
is a continuous function on (1,∞). Moreover, it decreases to 0 as γ increases to infinity.
Therefore, it is enough to find a dense subset Γ ⊂ (1,∞) such that, for every γ ∈ Γ,
G(n, p(γ)) does not obey EMSO convergence law.
To do this, consider a rational number u
v
> 1, where u
v
is an irreducible fraction. Fix a
positive integer h. Denote a = 2uh, t = h(2u−v). Consider an EMSO sentence φh with 2 FO
variables that expresses the property of existence of a non-trivial disjoint cliques X1, . . . , Xa
with the following properties: 1) there are no edges between them, 2) there is a vertex x
which is a common neighbor of vertices of exactly a/2 cliques, 3) there is no i ∈ {1, . . . , a}
such that every vertex outside V (X1) ∪ . . . ∪ V (Xa) ∪ {x} is adjacent to every vertex of the
cliques X1+(i mod a), . . . , X1+(i+a−t−1 mod a), and has non-neighbors among vertices of every
other clique.
We claim that, for every ε > 0, there exist h ∈ N and a rational number γ > 1 such that
|γ − u
v
| < ε, and P(G(n, p(γ)) |= φh) does not converge. The desired γ is equal to
a−1
2a−2t−1
(this value approaches u
v
as h → ∞). The rest of the proof is very similar to the proof of
Theorem 1. Therefore, we only sketch it.
Let X(k1, . . . , ka) be the number of tuples (X1, . . . , Xa, x) such that
• X1, . . . , Xa are non-empty cliques of sizes k1, . . . , ka respectively in G(n,
1
2
),
• for i 6= j, Xi ∩Xj = ∅,
• x /∈ X1 ∪ . . . ∪Xa,
• for i 6= j, there are no edges between Xi and Xj ,
• there are exactly a/2 cliques among X1, . . . , Xa such that x is adjacent to every vertex
of them,
• the above property 3) holds.
Then P(G(n, p) |= φ) = P(∃k1 . . .∃ka X(k1, . . . , ka) > 0). In a similar way, as in the proof
of Theorem 1, one can show that EX(k1, . . . , ka) = e
f(k1,...,ka), where f achieves the global
maximum in (k∗, . . . , k∗), where k∗ = lnn−ln lnn+ln((a−t) ln(1/p))
(a−t) ln(1/p)
. Moreover, f(k∗, . . . , k∗) =(
1− a ln(1/(1−p))
2(a−t) ln(1/p)
)
lnn+O(ln2 lnn). Note that, first, the coefficient 1− a ln(1/(1−p))
2(a−t) ln(1/p)
is positive
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and approaches 0 as h → ∞. Second, for every c > 0, there exists δ = δ(c) such that
|k1 − k
∗| + . . . + |ka − k
∗| ≥ c implies f(k1, . . . , ka) ≤ f(k
∗, . . . , k∗) − δ lnn, and this δ(c)
approaches ∞ as c→∞. Therefore, for h large enough,
P
(
∃(k1 . . . ka)
[
|k1 − k
∗|+ . . .+ |ka − k
∗| ≥
1
3
]
∧ [X(k1, . . . , ka) > 0]
)
= 0.
It remains to consider two sequences n1(k) = ⌊k(1/p)
(a−t)(k+1/2)⌋ and n2(k) = ⌊k(1/p)
(a−t)k⌋.
For the first sequence, k∗ = k + 1
2
+ o(1), and therefore, P(G(n1(k), p) |= φ)→ 0 as k →∞.
For the second sequence, k∗ = k + o(1), and so, EX(k, . . . , k) → ∞. In the same way as
in the proof of Theorem 1, it can be shown that DX(k, . . . , k) = o((EX(k, . . . , k))2). From
Chebyshev’s inequality, we immediately get that P(G(n2(k), p) |= φ)→ 1 as k →∞. 
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