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Abstract
For a smooth manifold X with boundary we construct a semi-groupoid T −X and a continuous field
C∗r (T −X) of C∗-algebras which extend Connes’ construction of the tangent groupoid. We show the as-
ymptotic multiplicativity of h¯-scaled truncated pseudodifferential operators with smoothing symbols and
compute the K-theory of the associated symbol algebra.
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It is a central idea of semi-classical analysis to consider Planck’s constant h¯ as a small real
variable and to study the relation between systems in mechanics and systems in quantum mechan-
ics by associating to a function f = f (x, ξ) on the cotangent bundle of a manifold the h¯-scaled
pseudodifferential operator oph¯(f ) with symbol f (x, h¯ξ) and analyzing their relation as h¯ → 0.
For f ∈ S(T ∗Rn), for example, a basic estimate states that
lim
h¯→0
∥∥oph¯(f )∥∥= ‖f ‖sup. (0.1)
Moreover, given a second symbol g ∈ S(T ∗Rn) we have
lim
h¯→0
∥∥oph¯(f )oph¯(g)− oph¯(fg)∥∥= 0; (0.2)
in other words, the map oph¯ is asymptotically multiplicative.
As both statements concern the asymptotic behavior of pseudodifferential operators, it is
somewhat surprising that they can be proven within the framework of continuous fields of C∗-
algebras associated to amenable Lie groupoids, more precisely, the C∗-algebra of the so-called
tangent groupoid TM , cf. Connes [6, Section II.5].
For a boundaryless manifold M , TM is constructed by gluing the tangent space TM to the
Cartesian product M ×M ×]0,1] via the map TM ×[0,1]  (m,v, h¯) → (m, expm(−h¯v), h¯). It
has the natural cross-sections TM(h¯), 0 h¯ 1, given by TM for h¯ = 0 and by M × M × {h¯}
for h¯ = 0.
The basic observation, establishing the link between h¯-scaled pseudodifferential operators and
the tangent groupoid, is the following. In the Fourier transformed picture, the h¯-scaled pseudodif-
ferential operator oph¯(f ) becomes the convolution operator ρh¯(fˆ ) acting by
ρh¯(fˆ )ξ(x) = 1
h¯n
∫
fˆ
(
x,
x − y
h¯
)
ξ(y) dy, ξ ∈ L2(Rn),
and for h¯ = 0, the mappings ρh¯ (or better their generalization to the manifold case) coincide with
the natural representations of C∞c (TM(h¯)) by convolution operators.
The ρh¯, h¯ = 0, are complemented by the representation π0 of C∞c (TM) on L2(TM) via
convolution in the fiber which in turn coincides with the natural representation of C∞c (TM(0)).
Now the tangent groupoid is additionally amenable, so that, according to a theorem by
Anantharaman-Delaroche and Renault [2], the reduced C∗-algebra C∗r (TM), defined as the clo-
sure of C∞c (TM) with respect to the natural representations, and the full C∗-algebra C∗(TM),
i.e., the closure with respect to all involutive Hilbert space representations, are isomorphic.
The crucial fact then is that C∗r (TM) is a continuous field of C∗-algebras over [0,1]; the
fiber over h¯ is C∗r (TM(h¯)). An elegant way to establish the continuity is to show upper semi-
continuity and lower semi-continuity separately, noticing that upper semi-continuity is easily
proven in C∗(TM) while lower semi-continuity is not difficult to show in C∗r (TM). As both
C∗-algebras are isomorphic, continuity follows. For a good account of these facts see [10] by
Landsman and Ramazan. The identities (0.1) and (0.2) are then an immediate consequence of
the continuity of the field.
In the present paper we consider manifolds with boundary. The analog of the usual pseudodif-
ferential calculus here is Boutet de Monvel’s calculus for boundary value problems [3]. In order
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to introduce an additional class of operators, the so-called singular Green operators. The reason
is the way pseudodifferential operators act on functions defined on a half space: one first ex-
tends the function (by zero) to the full space, then applies the pseudodifferential operator and
finally restricts the result to the half space again—one often speaks of truncated pseudodif-
ferential operators. Given two pseudodifferential operators P and Q, the ‘leftover operator’
L(P,Q) = (PQ)+ − P+Q+, i.e., the difference between the truncated pseudodifferential op-
erator (PQ)+ associated to the composition PQ and the composition of the truncated operators
P+ and Q+ associated with P and Q is a typical example of such a singular Green operator. The
singular Green operators “live” at the boundary. They are smoothing operators in the interior,
while, close to the boundary, they can be viewed as operator-valued pseudodifferential operators
along the boundary, acting like smoothing operators in the normal direction.
In the full algebra which consists—at least in the slightly simplified picture we have here—
of sums of (truncated) pseudodifferential operators and singular Green operators, the singular
Green operators form an ideal.
With this picture in our mind, we construct an analog of Connes’ tangent groupoid for a
manifold X with boundary. Our semi-groupoid T −X consists of the groupoid X ×X × ]0,1] to
which we glue, with the same map as above, the half-tangent space T −X, which comprises all
those tangent vectors v in points m ∈ X for which expm(−h¯v) lies in X for small h¯ (note that
this condition is only effective at the boundary of X). As before, we have natural cross-sections
T −X(h¯), coinciding with X ×X × {h¯} for h¯ = 0 and with T −X for h¯ = 0.
For h¯ = 0, the operators ρh¯ (with integration now restricted to X), are the natural represen-
tations of the groupoid T −X(h¯). At h¯ = 0 we use two mappings. The first, π0 is the analog of
the above map π0. It acts on the tangent space of X by convolution. The second, π∂0 , acts on the
half-tangent space over the boundary by half-convolution: π∂0 :C
∞
c (T
−X) → L(L2(T +X|∂X))
is given by
π∂0 (f )ξ(m,v) =
∫
T +m X
f (m,v −w)ξ(m,w)dw.
In order to avoid problems concerning the topology of T −X, we denote by C∞c (T −X) the
space of all restrictions of functions in C∞c (T X˜) to T −X; here X˜ is a boundaryless manifold
containing X.
The reduced C∗-algebra C∗r (T −X) is then defined as the C∗-closure of C∞c (T −X) with
respect to the ρh¯, h¯ = 0, and π0,π∂0 for h¯ = 0. For the full C∗-algebra we use all involutive
representations.
We show that C∗r (T −X) is a continuous field of C∗-algebras over [0,1], where the fiber over
h¯ = 0 is C∗r (T −X(h¯)) = K(L2(X)), and the fiber over h¯ = 0 is the C∗-closure of C∞c (T −X)
with respect to π0 and π∂0 .
The proof of continuity is again split up into showing upper semi-continuity and lower semi-
continuity. According to an idea by Rieffel [20], lower semi-continuity is established using
strongly continuous representations. The basic idea for the proof of upper semi-continuity would
be to infer an isomorphism between C∗r (T −X) and C∗(T −X) from the amenability of T −X.
However, as T −X is only a semi-groupoid, we make a little detour, and use short exact sequences
and the amenability of the tangent groupoids for boundaryless manifolds.
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boundary value problems into the framework of deformation quantization and groupoids, in the
spirit of Connes [6], Monthubert and Pierrot [14], Fedosov [9] Nest and Tsygan [15,16], Nistor et
al. [17]. Eventually one could hope to develop an algebraic index theory for these deformations
in the spirit of Nest and Tsygan.
The structure of the paper is as follows. In the first section we review the case of boundaryless
manifolds. We introduce the basic notions and show how (0.1) and (0.2) are derived with the help
of the continuous field of C∗-algebras associated to the tangent groupoid.
We then consider a manifold X with boundary. In order to make the presentation more trans-
parent, we first study the case where X = Rn+ = {(x1, . . . , xn) | xn  0}. Here all relevant features
show up, but computations are easier to perform. We then go over to the general case.
In Section 3 we determine the K-theory of the symbol algebra C∗r (T −X). Starting from the
short exact sequence
0 → C∗r (T X◦) → C∗r (T −X) → C∗r (T −X)/C∗r (T X◦) → 0
we show that the quotient can be identified with C0(T ∗∂X) ⊗ T0, where T0 is an ideal in the
Toeplitz algebra with vanishing K-theory. In particular, we obtain the isomorphism
Ki
(
C∗r (T −X)
)∼= Ki(C0(T ∗X)), i = 0,1;
compare with the K-theory of Bontet de Monvel’s algebra computed in [12].
The appearance of the Toeplitz operators can be seen as a feature inherent in the geome-
try of the problem. In fact, the construction of an algebra of pseudodifferential operators on a
closed (Riemannian) manifold amounts to the construction of a suitably completed operator al-
gebra, generated by multivariable functions of vector fields and the operators of multiplication
by smooth functions.
In the boundaryless case, one can localize to Rn and reduce the task essentially to defining
f (D) for a classical symbol f and D = (D1, . . . ,Dn) with the vector fields Dj = i∂xj . One
convenient way of achieving this is to use the operator families eitDj and to let
f (D) = (2π)−n
∫
fˆ (ξ)eiξD dξ
with the Fourier transform fˆ of f and ξD = ξ1D1 + · · · + ξnDn. Note that the use of the eiξD is
purely geometric and only relies on the fact that vector fields integrate to flows.
On a manifold with boundary, one will have vector fields transversal to the boundary which
do not integrate to flows. In this case, one has two possibilities: the first is to restrict the class of
admissible vector fields to those which do integrate. This is a basic idea in the pseudodifferential
calculi introduced by Melrose [13], see also Ammann et al. [1].
In Boutet de Monvel’s calculus, on the other hand, transversal vector fields are admitted. After
localization to Rn+, we may focus on Dn. One of the functions one would certainly like to define
is the Cayley transform (recall that the Cayley transform C(A) of an operator A is given by
C(A) = (A− i)(A + i)−1 = 1 − 2i(A+ i)−1).
Now it is well known that the Cayley transform C(A) is an isometry, and that it is a unitary if
and only if A is selfadjoint. As there is no selfadjoint extension of Dn, its Cayley transform will
be a proper isometry. Hence by a theorem of Coburn [4,5], the algebra generated by it (which
becomes part of the calculus), is the Toeplitz algebra.
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der terms, this calculus is not. From a geometric point of view, the resulting algebra can thus be
seen as a noncommutative completion of the manifold with boundary.
Remark on the notation. A variety of representations naturally comes up in this context. In
order to distinguish their origin, we will apply the following rule. Representations related to the
groupoid structure are denoted by π (possibly indexed), asymptotic pseudodifferential operators
by ρh¯ and the asymptotic Green operators (introduced in Section 2) by κh¯.
1. The classical case
Groupoids
A groupoid G is a small category where all the morphisms are invertible. We will denote by
G(0) the set of objects in G and by G(1) the set of morphisms. We will also call G(0) the base and
the elements in G(1) the arrows. On G(1) there are two maps r, s into G(0). The first map, r , is the
range object of a morphism and the second, s, the source. For x ∈ G(0) we define Gx = r−1(x)
and Gx = s−1(x). There is an embedding ι of G(0) into G(1) given by mapping an object to the
identity morphism on this object. Furthermore we define G(2) to be the subset of composable
morphisms of G(1) ×G(1).
1.1. Definition. A Lie groupoid G is a groupoid together with a manifold structure on G(0) and
G(1) such that the maps r, s are submersions, the map ι and the composition map G(2) → G(1)
are smooth.
To a given smooth manifold M without boundary there are associated two canonical Lie
groupoids. The first is the tangent bundle TM of M . The groupoid structure is given by
G(0) = M, G(1) = TM,
r(m,X) = m, s(m,X) = m,
(m,X) ◦ (m,Y ) = (m,X + Y).
The second one is the pair groupoid M ×M with
G(0) = M, G(1) = M ×M,
r(m1,m2) = m1, s(m1,m2) = m2,
(m1,m2) ◦ (m2,m3) = (m1,m3).
Both are clearly Lie groupoids.
1.2. Haar systems. A smooth left Haar system on a Lie groupoid is a family of measures
{λx}x∈G(0) on G with suppλx = Gx which is left invariant, i.e., γ (λs(γ )) = λr(γ ), and for each
f ∈ C∞c (G(1)), the function on G(0) defined by
x →
∫
f dλx, f ∈ C∞c
(
G(1)
)
,
is smooth. In [10, Proposition 3.4], it is proven that all Lie groupoids possess a smooth left Haar
system. Similarly, a right Haar system {λx} is given by λx = (λx)−1.
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amenable if there exists a net of nonnegative continuous functions {fi} on G(1) such that:
(i) for all i and for x ∈ G(0), ∫ fi dλx = 1;
(ii) the functions γ → ∫ |fi(γ−1γ ′)−fi(γ ′)|dλr(γ )(γ ′) converge uniformly to zero on compact
subsets of G(1).
It is easy to verify that the two groupoids TM and M ×M are topologically amenable.
1.4. Connes’ tangent groupoid. Let M be a smooth manifold. Connes tangent groupoid TM is
a blow up of the diagonal in M × M . More specifically, let TM = TM ∪ (M × M × ]0,1]) as
a set. The groupoid structure is just the fiberwise groupoid structure coming from the groupoid
structure on TM and M × M . The manifold structure on M × M × ]0,1] is obvious. We next
glue TM to M ×M ×]0,1] to get a manifold structure on TM . We choose a Riemannian metric
on M and define the charts
TM × [0,1] ⊇ U  (m,v, h¯) →
{
(m,v) for h¯ = 0,
(m, expm(−h¯v), h¯) for h¯ = 0,
where expm denotes the exponential map, U is an open neighborhood of M × {0} ⊂ TM × {0},
and M is embedded as the zero section.
Here, G(0) = M × [0,1]. For h¯ = 0 and x = (m˜, ˜¯h) ∈ G(0), we have Gx = {(m˜,m, ˜¯h):
m ∈ M}; for x = (m˜,0), Gx = Tm˜M . Fixing the measure μ on M induced by the metric, we
obtain a Haar system {λx}x∈G(0) by λ(m˜, ˜¯h) = h¯−nμ, h¯ = 0; for h¯ = 0, we let λ(m˜,0) be the mea-
sure on TmM given by the metric.
This makes TM a Lie groupoid, see [6,10].
1.5. C*-algebras associated to groupoids. Let G be a Lie groupoid with a smooth left Haar
system λ. On C∞c (G(1)) we define a ∗-algebra structure by
(f ∗ g)(γ ) =
∫
Gs(γ )
f (γ γ1)g
(
γ−11
)
dλs(γ )(γ1), (1.1)
f ∗(γ ) = f (γ−1). (1.2)
There are involutive representations πx , x ∈ G(0), of this ∗-algebra on the Hilbert spaces
L2(Gx,λx) given by
πx(f )ξ(γ ) =
∫
Gx
f (γ γ1)ξ
(
γ−11
)
dλx(γ1), ξ ∈ L2(Gx,λx). (1.3)
See Renault’s book [19] for details.
1.6. Definition. The full C∗-algebra C∗(G) of a groupoid is the C∗-completion of the ∗-algebra
C∞c (G(1)) with respect to all involutive Hilbert space representations.
The reduced C∗-algebra C∗r (G) of G is the C∗-completion of C∞c (G) with respect to the
representations (1.3).
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1.7. Remark. Although the construction of the ∗-algebra structure on C∞c (G(1)) and the repre-
sentations (1.3) use a smooth Haar system, the algebra is independent of the choice. See [11] for
a detailed exposition.
1.8. Example. For the tangent bundle TM of a manifold, the space Gm is just TmM and the
representation is
πm(f )ξ(v) =
∫
TmM
f (m,v −w)ξ(w)dw, ξ ∈ L2(TmM).
By Fourier transform in each fiber TmM , the C∗-algebra C∗r (TM) becomes isomorphic to
C0(T ∗M), the continuous functions on T ∗M vanishing at infinity.
The importance of topological amenability lies in the following result from [2].
1.9. Proposition. When G is topologically amenable the quotient map from C∗(G) to C∗r (G) is
an isomorphism.
Continuous fields and h¯-scaled pseudodifferential operators
1.10. Definition. A continuous field of C∗-algebras (A, {A(h¯), ϕh¯}h¯∈[0,1]) over [0,1] consists of
a C∗-algebra A, C∗-algebras A(h¯), h¯ ∈ [0,1], with surjective homomorphisms ϕh¯ : A → A(h¯)
and an action of C([0,1]) on A such that for all a ∈ A:
(i) the function h¯ → ‖ϕh¯(a)‖ is continuous;
(ii) ‖a‖ = suph¯∈[0,1] ‖ϕh¯(a)‖;
(iii) for f ∈ C([0,1]), ϕh¯(f a) = f (h¯)ϕh¯(a).
1.11. Theorem. For the tangent groupoid TM we define TM(0) = TM and TM(h¯) =
M × M × {h¯} for h¯ = 0. The pullback under the inclusion TM(h¯) ↪→ TM induces a map
ϕh¯ :C
∞
c (TM) → C∞c (TM(h¯)) which extends by continuity to a surjective ∗-homomorphism
ϕh¯ :C
∗
r (TM) → C∗r (TM(h¯)). The C∗-algebras A = C∗r (TM) and A(h¯) = C∗r (TM(h¯)) with
the maps ϕh¯ form a continuous field over [0,1].
Proof. Together with the amenability of TM and Proposition 1.9 this is immediate from
[10, Theorem 6.4]. 
1.12. h¯-Scaled pseudodifferential operators. For 0<h¯1 define ρh¯ :C∞c (TRn)→L(L2(Rn))
by
ρh¯(f )ξ(x) =
∫
f (x,w)ξ(x − h¯w)dw
= h¯−n
∫
f
(
x,
x −w)
ξ(w)dw, ξ ∈ L2(Rn). (1.4)h¯
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π0(f )ξ(x, v) =
∫
f (x,w)ξ(x, v −w)dw. (1.5)
1.13. Remark. (a) We can define ρ˜h¯ :C∞c (TRn) → L(L2(TRn)), h¯ 0, by
ρ˜h¯(f )ξ(x, v) =
∫
f (x,w)ξ(x − h¯w, v −w)dw
and then obtain a more consistent representation. Note that for h > 0 the representations ρh¯ and
ρ˜h¯ are unitarily equivalent.
(b) On a smooth Riemannian manifold M we define ρh¯ by
(ρh¯f )ξ(x) =
∫
TxM
ψ
(
x, expx(−h¯w)
)
f (x,w)ξ
(
expx(−h¯w)
)
dw
=
∫
M
ψ(x, y)f
(
x,− exp−1(x, y)/h¯)Jh¯(x, y)ξ(y) dy. (1.6)
Here ψ ∈ C∞(M×M) is a function, which is one on a neighborhood of the diagonal, 0ψ  1,
and such that
exp :TM → M ×M, (m,v) → (m, expm v),
maps a neighborhood of the zero section diffeomorphically to the support of ψ , and Jh¯ is the
Jacobian determinant of the diffeomorphism
M  y → −exp
−1(x, y)
h¯
∈ TxM;
a similar construction applies to ρ˜.
Note that for two representations ρ1h¯, ρ
2
h¯ , defined with cut-off functions ψ1 and ψ2, the norm
‖ρ1h¯(f )− ρ2h¯(f )‖ tends to zero as h¯ → 0.
The following lemma is now easily established.
1.14. Lemma. To each f ∈ C∞c (TM) we associate a function f˜ ∈ C∞(TM) by
f˜ (x, v,0) = f (x, v) for h¯ = 0, x ∈ M, v ∈ TxM;
f˜ (x, y, h¯) = ψ(x, y)f (x,− exp−1(x, y)/h¯) for h¯ = 0, x, y ∈ M.
We then have ∥∥ϕh¯(f˜ )∥∥T M(h¯) = sup∥∥π(x,h¯)(f˜ )∥∥L(L2(G(x,h¯),λ(x,h¯))).x
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h¯nf
(
x,− exp−1(x, y)/h¯)Jh¯(x, y)− f (x,− exp−1(x, y)/h¯)→ 0
as h¯ tends to 0, we see that
lim
h¯→0
∥∥ρh¯(f )− π(x,h¯)(f˜ )∥∥= 0. (1.7)
1.15. Theorem. We denote by fˆ the Fourier transform of f with respect to the covariable. Then
(a) limh¯→0 ‖ρh¯(f )‖ = ‖fˆ ‖sup;
(b) limh¯→0 ‖ρh¯(f )ρh¯(g)− ρh¯(f ∗ g)‖ = 0.
Proof. From (1.7) we get
lim
h¯→0
∥∥ρh¯(f )∥∥= lim
h¯→0
∥∥ϕh¯(f˜ )∥∥= ∥∥ϕ0(f˜ )∥∥= ∥∥π0(f )∥∥= ‖fˆ ‖sup
and, for arbitrary x,
lim
h¯→0
∥∥ρh¯(f )ρh¯(g)− ρh¯(f ∗ g)∥∥= lim
h¯→0
∥∥π(x,h¯)(f˜ )π(x,h¯)(g˜)− π(x,h¯)(f˜ ∗ g)∥∥
= lim
h¯→0
∥∥π(x,h¯)(f˜ ∗ g˜ − f˜ ∗ g)∥∥
= ∥∥π0(f˜ ∗ g˜ − f˜ ∗ g)∥∥= 0. 
2. Manifolds with boundary
In the following, we shall denote by X a smooth n-dimensional manifold with boundary, ∂X.
We assume that X is embedded in a boundaryless manifold X˜ and write X◦ for the interior of X.
We also fix a Riemannian metric on X, so that we have L2 spaces. We will show later on that
the construction is independent of the choice of the metric. First of all, however, it is helpful to
study the case where X = Rn+ = {(x1, . . . , xn) | xn  0} (including xn = 0!). We adopt the usual
notation by writing an element x ∈ Rn+ as x = (x′, xn).
Local computation of the asymptotic Green term
We change the formula for the h¯-scaled boundary pseudodifferential operators with Fourier
transformed symbol f ∈ C∞c (TRn+) to
ρh¯(f )ξ(x) =
∫
xnh¯vn
f (x, v)ξ(x − h¯v) dv
= h¯−n
∫
f
(
x,
x −w
h¯
)
ξ(w)dw, ξ ∈ L2(Rn+). (2.1)wn0
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(
ρh¯(f )ρh¯(g)ξ
)
(x) =
∫
xnh¯wn
( ∫
xnh¯vn
f (x, v)g(x − h¯v,w − v)dv
)
ξ(x − h¯w)dw
=
∫
xnh¯wn
( ∫
f (x, v)g(x − h¯v,w − v)dv
−
∫
xnh¯vn
f (x, v)g(x − h¯v,w − v)dv
)
ξ(x − h¯w)dw,
where in the last line f,g have to be understood as extended to functions in C∞c (TRn). The term
(f ∗h g)(x,w) =
∫
f (x, v)g(x − h¯v,w − v)dv (2.2)
is just the usual composition of Fourier transformed symbols of pseudodifferential operators on
manifolds without boundary. We call the remainder, i.e., the operator which maps ξ to
x → −
∫
xnh¯wn
∫
xnh¯vn
f (x, v)g(x − h¯v,w − v)dv ξ(x − h¯w)dw
= −
∫
yn0
∫
xnh¯vn
f (x, v)g
(
x − h¯v, y′ − v′, xn
h¯
− yn − vn
)
dv ξ(x′ − h¯y′, h¯yn) dy (2.3)
the “asymptotic Green” term, because it corresponds to the leftover term in the composition of
two truncated pseudodifferential operators in Boutet de Monvel’s calculus, which is a singular
Green operator, cf. [3]. In order to analyze it, we introduce the following notation.
2.1. Definition. For 0 < h¯ 1 define
κh¯ :C
∞
c
(
TRn−1 × R+ × R+ × [0,1]
)→ L(L2(Rn+))
by
κh¯(K)ξ(x) =
∫
yn0
K
(
x′, y′, xn
h¯
, yn, h¯
)
ξ(x′ − h¯y′, h¯yn) dy.
The asymptotic Green thus is of the form κh¯(lh¯(f, g)) with
lh¯(f, g)(x
′, y′, xn, yn)
= −
∫
f (x′, h¯xn, v)g
(
x′ − h¯v′, h¯(xn − vn), y′ − v′, xn − yn − vn
)
dv. (2.4)xnvn
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l(f, g)(x′, y′, xn, yn) = −
∫
xnvn
f (x′,0, y′ − v′, vn)g(x′,0, v′, xn − vn − yn) dv. (2.5)
In fact, the difference lh¯(f, g)− l(f, g) is an element of C∞c (TRn−1 ×R+ ×R+ × [0,1]) which
vanishes for h¯ = 0. Similarly, the difference f ∗h¯ g − f ∗ g ∈ C∞c (TRn+ × [0,1]) vanishes for
h¯ = 0.
In order to extend Theorem 1.15 to manifolds with boundary, the asymptotic Green term has
to be taken into account.
2.2. Definition. For h¯ = 0 we introduce
π∂0 :C
∞
c
(
TRn+ × [0,1]
)⊕C∞c (TRn−1 × R+ × R+ × [0,1])→ L(L2(TRn−1 × R+))
given by
π∂0 (f ⊕K)ξ(x′, v′, vn)
=
∫
wn0
(
f (x′,0, v′ −w′, vn −wn,0)+K(x′, v′ −w′, vn,wn,0)
)
ξ(x′,w′,wn)dw.
We complement π∂0 by the map π0 :C
∞
c (TR
n+) → L(L2(TRn+)) in (1.5).
The crucial point is:
2.3. Lemma. The map(
π0,π
∂
0
)
:C∞c
(
TRn+
)⊕C∞c (TRn−1 × R+ × R+)→ L(L2(TRn+)⊕L2(TRn−1+ × R+))
given by (
π0,π
∂
0
)
(f ⊕K) = (π0(f ),π∂0 (f ⊕K))
turns C∞c (TRn+) ⊕ C∞c (TRn−1+ × R+ × R+) into an algebra. We denote this product with ∗′.
Note that f ∗′ g = f ∗ g + l(f, g).
It is clear that Theorem 1.15(b) will not remain true literally. Instead we obtain:
2.4. Theorem. For two symbols f,g ∈ C∞c (TRn+) the following holds:
lim
h¯→0
∥∥ρh¯(f )ρh¯(g)− ρh¯(f ∗ g)− κh¯(l(f, g))∥∥= 0.
As in the case of manifolds without boundary, this will be related to the continuity of a field
of C∗-algebras which we will now introduce.
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A∞ = C∞c
(
TRn+ × [0,1]
)⊕C∞c (TRn−1 × R+ × R+ × [0,1])
in the representation ρh¯ + κh¯, for h¯ = 0 and (π0,π∂0 ) for h¯ = 0, i.e., under the mappings
f ⊕K →
{
ρh¯(f )+ κh¯(K), h¯ = 0,
π0(f )⊕ π∂0 (f ⊕K), h¯ = 0.
There are obvious maps
ϕh¯ :A → A(h¯),
where A(h¯) is the completion of C∞c (TRn+) ⊕ C∞c (TRn−1 × R+ × R+) with respect to the
specific representation in h¯.
We will show:
2.6. Theorem. The triple (A, {A(h¯), ϕh¯}h¯∈[0,1]) is a continuous field of C∗-algebras with A(h¯)
isomorphic to the compact operators for h¯ = 0.
For fixed h¯ = 0, the operators ρh¯(f )+κh¯(K) are compact, because they are integral operators
with a square integrable kernel, so A(h¯) is isomorphic to the compact operators.
We shall next analyze the field in more detail. We abbreviate
T = TRn+ and T∂ = TRn−1 × R+ × R+
and start with the following observation.
2.7. Proposition. As a subset of A, A∞ is a ∗-algebra.
Proof. First we prove closure under multiplication. The product of K1,K2 ∈ C∞c (T∂ × [0,1])
is just the convolution product of the two functions on the groupoid T Rn−1 × R+ × R+, where
R+ × R+ carries the pair groupoid structure. Thus it is again a function in C∞c (T∂ × [0,1]).
For f,g ∈ C∞c (T ) we have already computed, cf. (2.2), (2.4):
ρh¯(f )ρh¯(g) = ρh¯(f˜ ∗h¯ g˜)+ κh¯
(
lh¯(f˜ , g˜)
)
,
where f˜ , g˜ are smooth extensions of f , g to functions in C∞c (TRn × [0,1]). Since(
π0,π
∂
0
)
(f )
(
π0,π
∂
0
)
(g) = (π0(f ∗ g),π∂0 (f ∗ g)+ π∂0 (l(f, g)))
we see the closure under products of f,g.
Checking the closure under products of f ’s with K’s is straightforward. The same is true for
the closure under involution. 
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The algebra in zero, A(0), is the completion of
A(0)∞ := (C∞c (T )⊕C∞c (T∂ ),∗′)
in the representation (π0,π∂0 ). The summand C
∞
c (T∂ ) becomes an ideal in A(0)∞. We thus get
the short exact sequence
0 → C∞c (T∂ ) → A(0)∞
q→ C∞c (T ) → 0. (2.6)
As noted in the proof of Proposition 2.7, the algebra structure on C∞c (T∂ ) comes from the
groupoid structure on T∂ . Likewise, the algebra structure on C∞c (T ) stems from the groupoid
structure on T . Note that both groupoids are amenable.
2.8. Lemma. We have a short exact sequence of C∗-algebras
0 → C∗r (T∂ ) → A(0) → C∗r (T ) → 0. (2.7)
Proof. In the short exact sequence (2.6), the projection q , mapping f ⊕ K to f , is a
∗-homomorphism. The trivial estimate∥∥π0(f )∥∥L(L2(T ))  ∥∥π0(f )⊕ π∂0 (f ⊕K)∥∥L(L2(T )⊕L2(TRn−1×R+)),
shows that π extends to a map A(0) → C∗r (T ) with C∗r (T∂ ) in its kernel. Since we may estimate
the norm of π∂0 (f ) by the norm of π0(f ), we obtain (2.7). 
Alternatively, the lemma may be proven using only the amenability of the groupoids, similarly
as in the proof of Theorem 2.11, below. Note that, via the Fourier transform,
C∗r (T∂ )  C0
(
T ∗Rn−1
)⊗K(L2(R+))
and
C∗r (T )  C0
(
T ∗Rn+
)
.
Upper semi-continuity
2.9. Definition. On A we define
‖a‖as = max
(
lim sup
h¯→0
∥∥ϕh¯(a)∥∥,∥∥ϕ0(a)∥∥).
This is a C∗-seminorm which is continuous with respect to the norm of A. The quotient
A[0] = A/I, where I = {a ∈ A | ‖a‖as = 0},
therefore carries two norms: the quotient norm and ‖ · ‖as. Both are equivalent by [7, Proposi-
tion 1.8.1], so that A[0] is a C∗-algebra with norm ‖ · ‖as.
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Φ :A[0] → A(0).
2.10. Lemma. Elements in A∞ which are 0 for h¯ = 0 belong to I .
Proof. For f ⊕K ∈ A∞ it is easy to estimate∥∥ρh¯(f )∥∥Mf ∥∥f (·, h¯)∥∥∞ and ∥∥κh¯(K)∥∥MK∥∥K(·, h¯)∥∥∞,
where Mf and MK are constants depending on f and K , respectively, but not on h¯. 
2.11. Theorem. The field (A, {A(h¯), ϕh¯}h¯∈[0,1]) is upper semi-continuous in 0.
Proof. We denote by R the closure of the range of the natural map γ :C∞c (T∂ ) → A[0]. This is
an ideal in A[0]. Indeed, C∞c (T∂ ) is an ideal in A(0)∞, and the extension (e.g. constant in h¯) of
functions in A(0)∞ to functions in A∞ furnishes an embedding of A(0)∞ into A[0] with dense
range.
Since T∂ is amenable, the quotient map C∗(T∂ ) → C∗r (T∂ ) is an isomorphism. It factorizes
through R, since R gives us a Hilbert space representation of T∂ , while ‖a‖as  ‖ϕ0(a)‖.
This leads to a commutative diagram of natural maps
C∗(T∂ )
C∞c (T∂ ) R ⊆ A[0]
C∗r (T∂ )
where the upper vertical arrow is surjective, since the inclusion has dense range. The invertibility
of the quotient map implies that the lower vertical arrow is an isomorphism.
Next we define a map q˜ :A[0] → C∗r (T ). By definition, A[0] is the set of equivalence
classes of Cauchy sequences in A∞ with respect to ‖ · ‖as. Given such a Cauchy sequence
ak = (fk ⊕ Kk), we may evaluate at h¯ = 0 and obtain a sequence (f 0k ⊕ K0k ) in A(0)∞. As
‖ak‖as  ‖ϕ0(ak)‖, the sequence (f 0k ) is a Cauchy sequence in C∗r (T ); moreover, the mapping
(ak) → (f 0k ) is well defined and continuous. In view of Lemma 2.10 its kernel is R.
Combining this with the short exact sequence (2.7) we obtain the following commutative
diagram of short exact sequences:
0 C∗r (T∂ ) A[0]
Φ
q¯
C∗r (T ) 0
0 C∗r (T∂ ) A(0) C∗r (T ) 0
. (2.8)
We conclude from the five lemma that Φ is an isomorphism, and therefore
lim sup
h¯→0
∥∥ϕh¯(a)∥∥ ∥∥ϕ0(a)∥∥,
i.e., the field is upper semi-continuous in 0. 
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The tangent groupoid for a manifold with boundary
2.12. Definition. We denote by T −X the subset of T X˜ formed by all vectors (m,v) ∈ T X˜|X
for which expm(−εv) ∈ X for sufficiently small ε > 0. This is a semi-groupoid with addition of
vectors. Note that T −X = TX◦ ∪ T −X|∂X .
We define T −X as the disjoint union T −X ∪ (X × X × ]0,1]), endowed with the fiberwise
semi-groupoid structure induced by the semi-groupoid structure on T −X and the groupoid struc-
ture on X ×X. As in the boundaryless case, we glue T −X to X ×X × ]0,1] via the charts
T −X × [0,1] ⊇ U  (m,v, h¯) →
{
(m,v) for h¯ = 0,
(m, expm(−h¯v), h¯) for h¯ = 0
and let T −X(0) = T −X and T −X(h¯) = X ×X × {h¯}.
In order to avoid problems with the topology of T −X (which is in general not a manifold with
corners) we let C∞c (T −X) = C∞c (T X˜)|T −X .
C∗-algebras associated to the semi-groupoids T −X and T −X
We start with T −X. Let C∞c (T −X) denote the smooth functions on T −X which have compact
support in T −X. In analogy with Definition 2.1 we introduce
π0 :C
∞
c (T
−X) → L(L2(T X◦)) and
π∂0 :C
∞
c (T
−X) → L(L2(T +X|∂X))
acting by
π0(f )ξ(m,v) =
∫
TmX
f (m,v −w)ξ(m,w)dw, (2.9)
π∂0 (f )ξ(m,v) =
∫
T +m X
f (m,v −w)ξ(m,w)dw. (2.10)
Note that due to its compact support in T −X, the function f naturally extends (by zero) to TX.
2.13. Definition. We denote by C∗r (T −X) the C∗-algebra generated by π0 and π∂0 , i.e., by the
map C∞c (T −X)  f → (π0(f ),π∂0 (f )) ∈ L(L2(T X◦)⊕L2(T +X|∂X)).
At first glance, this definition seems to overlook the operators of the form π∂0 (K) in 2.1 and
operators of the form π0(f ) and π∂0 (f ), where f ∈ C∞c (T X) = C∞c (T X˜)|TX . In fact, this is not
the case. The second type of operators belongs to C∗r (T −X), because we take the closure under
the adjoint operation and addition. The reason that the first type of operators is in C∗r (T −X), is
the well-known relation between operators of half-convolution and Toeplitz operators, which we
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of all operators whose symbol vanishes in −1.
2.14. Lemma. Let f ∈ C∞c (R). Then the operator
L2(R+)  ξ →
(
s →
∞∫
0
f (s −w)ξ(w)dw
)
∈ L2(R+)
is unitarily equivalent to the Toeplitz operator Tϕ with symbol ϕ(z) = fˆ (i(z− 1)/(z+ 1)). Note
that ϕ(−1) = fˆ (∞) = 0.
The C∗-algebra generated by the operators in the image of C∞c (R) under this map is precisely
the ideal T0, while the compact operators in T are generated by their commutators.
Proof. Plancherel’s theorem shows that the above operator of half-convolution is the trun-
cated pseudodifferential operator with symbol fˆ , mapping ξ ∈ L2(R+) to op(fˆ )+ξ(s) =∫
eist fˆ (t)(̂e+ξ)(t) dt , where e+ξ is the extension (by zero) of ξ to R.
Now one observes that the unitary U : L2(S1) → L2(R) given by
Ug(t) =
√
2
1 + it g
(
1 − it
1 + it
)
maps the Hardy space H 2 to F(L2(R+)) with the Fourier transform F , and that op(fˆ )+ is
F−1UTϕU−1F . See [18, Section 2] for details.
For the second statement, one first notes that the C∗-algebra generated by these operators is a
subalgebra of T0. On the other hand, T0 consists of the operators of the form Tϕ +C, where ϕ ∈
C(S1) vanishes in −1, and C is compact. According to [8, Proposition 7.12], the commutators
of all Tϕ , ϕ ∈ C(S1), generate the compacts, hence so do the commutators of those Tϕ , where ϕ
vanishes in −1. As these Tϕ can be approximated by elements in the image of C∞c (R), the proof
is complete. 
2.15. Lemma. We have a representation π∂0 of C∞c (T ∂X × R+ × R+) on L2(T +X|∂X) via
π∂0 (K)ξ(m,v
′, vn) =
∫
T +X|∂X
K(m,v′ −w′, vn,wn)ξ(m,w′,wn)dw′ dwn. (2.11)
Through the isomorphism C∗r (T ∂X) →∼ C0(T ∗∂X) given by the Fourier transform, the closure
of the range of π∂0 is isomorphic to
J = C0(T ∗∂X)⊗K
(
L2(R+)
)
.
J is (isomorphic to) an ideal in C∗r (T −X) generated by commutators of elements of the form
π∂(f ).0
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R+ × R+). Due to the continuity of
π∂0 :C
∞
c (T ∂X × R+ × R+) → L
(
L2(T +X|∂X)
)
it is sufficient to determine the closure of π∂0 (C
∞
c (T ∂X)⊗C∞c (R+ × R+)).
It is clear that π∂0 (C
∞
c (T ∂X) ⊗ C∞c (R+ × R+)) ⊆ J . In fact, we have equality, since
C∗r (T ∂X) →∼ C0(T ∗∂X) and since a compact operator on L2(R+) can be approximated by a
Hilbert–Schmidt operator, thus by an integral operator with kernel in C∞c (R+ × R+).
In order to see that J is contained in C∗r (T −X), it is sufficient to approximate both factors
of a pure tensor h ⊗ c, where h ∈ C0(T ∗∂X) and c ∈ K(L2(R+)). For the first task we choose
a function in C∞c (T ∂X) whose fiberwise Fourier transform is close to h in sup-norm. For the
second, we refer to Lemma 2.14. In particular, we see that J also is generated by commutators.
A direct computation shows that J is an ideal in C∗r (T −X). 
2.16. Definition. We let
C∞tc (T −X) = C∞c (T X)⊕C∞c (T ∂X × R+ × R+).
This is a dense ∗-subalgebra of C∗r (T −X). We will denote the product in this subalgebra by ∗′.
For h¯ = 0 we obtain representations of C∞c (T −X) = C∞c (T X˜)|T −X in L(L2(X)) by
πh¯(f )ξ(m) = 1
h¯n
∫
f (m, m˜, h¯)ξ(m˜) dm˜. (2.12)
Note that these are the natural groupoid representations for X ×X × ]0,1].
We denote by C∗r (T −X) the reduced C∗-algebra generated by πh¯, 0 h¯ 1, and π∂0 .
For X = Rn+ we have C∞tc (T −X) = A(0)∞, C∗r (T −X) = A(0) and C∗r (T −X) = A. Also
there are evaluation maps
ϕh¯ :C
∗
r (T −X) → C∗r (T −X)(h¯).
We can now formulate the main result of this section:
2.17. Theorem. We have
C∗r
(T −X(h¯))=K(L2(X)), h¯ = 0,
C∗r
(T −X(0))= C∗r (T −X).
Moreover, (C∗r (T −X), {C∗r (T −X(h¯)), ϕh¯}h¯∈[0,1]) is a continuous field of C∗-algebras.
The first two statements are by now obvious: on one hand, operators with smooth integral
kernels are compact; on the other, we analyzed the algebra in 0 in 2.13 and 2.15.
In order to show continuity, we shall establish first upper and then lower semi-continuity.
For the proof of upper semi-continuity, we will essentially follow the ideas for the half-space
case. Our first task is the construction of a representation of C∞tc (T −X). To this end, we will
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described below, then apply (2.12).
Choose a function ψ ∈ C∞(X × X) which is one on a neighborhood of the diagonal, 0 
ψ  1, such that
exp :T −X → X ×X
maps a neighborhood of the zero section diffeomorphically to the support of ψ .
For f ∈ C∞c (T X) we define f˜ ∈ C∞c (T −X) by
f˜ (m, m˜, h¯) = ψ(m, m˜)f
(
m,−exp
−1(m, m˜)
h¯
)
. (2.13)
We next identify a neighborhood U of ∂X in X with ∂X×[0,1[ and write U  m = (m′,mn)
with m′ ∈ ∂X and mn  0. We also choose a function χ ∈ C∞c (X) supported in U with 0 χ  1
and χ ≡ 1 near ∂X. For K ∈ C∞c (T ∂X×R+ ×R+) we then define K˜ ∈ C∞c (X×X×]0,1]) by
K˜(m, m˜, h¯) = χ(m)χ(m˜)ψ(m, m˜)K
(
m′,−exp
−1(m′, m˜′)
h¯
,
mn
h¯
,
m˜n
h¯
)
. (2.14)
2.18. Remark. In the half-space case with the flat metric we have, for fixed f and K ,
πh¯(f˜ ) = ρh¯(f ) and πh¯(K˜) = κh¯(K)
provided h¯ is sufficiently small.
2.19. Corollary. From Theorem 2.17 we then obtain the analog of property (0.1):
lim
h¯→0
∥∥πh¯(f˜ )+ πh¯(K˜)∥∥= max{∥∥π0(f )∥∥,∥∥π∂0 (f ⊕K)∥∥}. (2.15)
2.20. Metrics. The construction of C∗r (T −X) and the extensions (2.13), (2.14) used a metric, but
C∗r (T −X) is independent of the choice. Let ν1, ν2 be two different metrics on X, and denote by
μ1,μ2 the associated measures on X as well as the fiberwise measures in TX. Let k ∈ C∞(X)
be given by
μ1 = kμ2.
Multiplication by
√
k yields a unitary
U :
(
L2(X),μ1
)→ (L2(X),μ2),
and multiplication by
√
k(m) a family of unitaries
Um :
(
L2(T −m X),μ1
)→ (L2(T −m X),μ2).
We define
φ :C∞c (T −X) → C∞c (T −X)
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Then π1h¯ (f ) = U−1π2h¯ (φ(f ))U , where π1h¯ and π2h¯ are the representations induced by μ1 and μ2.
A corresponding relation holds for π∂0 . Hence C
∗
r (T −X) is independent of the metric.
The following lemma clarifies the influence of the extension by different metrics.
2.21. Lemma. Let f ∈ C∞c (T X). Denote by f˜ i the extension of f with respect to the metric νi ,
i = 1,2. Then ∥∥πh¯(φ(f˜ 1))− πh¯(φ˜(f )2)∥∥→ 0 for h¯ → 0.
Here πh¯ is understood with respect to μ2.
Proof. This follows from Lemma 2.10, since φ(f˜ 1)− φ˜(f )2 is a function in C∞c (T −X) which
is zero at h¯ = 0. 
A similar statement holds if we start with K ∈ C∞c (T ∂X × R+ × R+).
Upper semi-continuity
We again use the seminorm
‖a‖as = max
{∥∥ϕ0(a)∥∥, lim sup
h¯→0
∥∥ϕh¯(a)∥∥}
for elements in C∗r (T −X) and introduce the analog of A[0]:
C∗? (T −X) = C∗r (T −X)/I,
where
I = {a ∈ C∗r (T −X) | ‖a‖as = 0}.
The notation C∗? (T −X) is justified by the following:
2.22. Proposition. The mappings f → f˜ and K → K˜ induce a ∗-homomorphism Ψ from
(C∞tc (T −X),∗′) to C∗? (T −X) with dense range. We have
lim
h¯→0
∥∥πh¯(f˜ )πh¯(g˜)− πh¯(f˜ ∗′ g)∥∥= 0, f, g ∈ C∞c (T X). (2.16)
Proof. Choose an open covering {Ui} of X, where each Ui can be identified with an open subset
of Rn or Rn+. By possibly shrinking the Ui , we may assume that the function ψ used in (2.13)
and (2.14) equals 1 on Ui × Ui and that the function χ is ≡ 1 on Ui whenever Ui intersects the
boundary. We also fix a subordinate partition of unity {ψi} ⊂ C∞c (Ui).
For f,g ∈ C∞c (T X) we have (ψif ) ∗′ g = (ψif ) ∗′ (ηig) for each ηi ∈ C∞c (Ui) with
ψiηi = ψi . Moreover, πh¯(ψ˜if )πh¯(g˜) = πh¯(ψ˜if )πh¯(θ˜ig) for suitable θi ∈ C∞c (Ui), provided
h¯ is small. Hence
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=
∑∥∥πh¯( ˜(ψif ) ∗′ ηig)− πh¯(ψ˜if )πh¯(θ˜ig)∥∥. (2.17)
For sufficiently small h¯, all operators will have support in Ui ×Ui ×[0,1] so that we are working
on Euclidean space. According to Lemma 2.21 we can also, modulo terms converging to zero as
h¯ → 0, use the Euclidean metric. So we are precisely in the situation considered at the beginning
of the section. The explicit computation shows that
πh¯(f˜ ∗′ g)− πh¯(f˜ )πh¯(g˜) = ρh¯(f ∗ g − f ∗h¯ g)+ κh¯
(
l(f, g)− lh¯(f, g)
)
. (2.18)
As f ∗g−f ∗h¯ g ∈ C∞c (TRn+ ×[0,1]) and l(f, g)− lh¯(f, g) ∈ C∞(TRn−1 ×R+ ×R+ ×[0,1])
vanish for h¯ = 0, the difference (2.18) is in I by Lemma 2.10. Hence (2.17) tends to zero, and
Ψ (f ∗′ g) = Ψ (f )Ψ (g). The remaining ∗-algebra properties are checked similarly.
In order to see that the image of Ψ is dense in C∗? (T −X), we simply note that the evaluation
at h¯ = 0 associates to an element F in C∞c (T −X) an element in C∞tc (T −X) whose extension via
(2.13), (2.14) induces the same element in C∗? (T −X) by Lemma 2.10. 
2.23. Remark. Property (2.16) is the analog of the asymptotic multiplicativity (0.2) in the case
of manifolds with boundary. In particular, we have established Theorem 2.4.
With Proposition 2.22, the proof of the following theorem is analogous to that of Theo-
rem 2.11.
2.24. Theorem. (C∗r (T −X), {C∗r (T −X)(h¯), ϕh¯}h¯∈[0,1]) is upper semi-continuous in 0.
Lower semi-continuity
As in the classical case [10] lower semi-continuity is proven by introducing strongly con-
tinuous representations using the groupoid structure. We split the representations into two: one
taking care of the contribution from the interior of the manifold, i.e., the convolution part, and
one taking care of the boundary part, i.e., half-convolution and kernels on the boundary.
For the lemmas, below, we note that—by construction—π0 and π∂0 extend to C
∗
r (T −X).
2.25. Lemma. lim infh¯→0 ‖ϕh¯(a)‖ ‖π0(a)‖ for all a ∈ C∗r (T −X).
Proof. According to Proposition 2.22 it is sufficient to show that
lim
h¯→0
∥∥πh¯(f˜ + K˜)∥∥ ∥∥π0(f )∥∥ for f ⊕K ∈ C∞tc (T −X). (2.19)
For g ∈ C∞c (T −X) define
‖g‖2∞,h¯ = sup
m∈X
{
1
h¯n
∫ ∣∣g(x,m, h¯)∣∣2 dx} for h¯ = 0,
X
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‖g‖2∞,0 = sup
m∈X
{ ∫
TmX
∣∣g(m,v,0)∣∣2 dv} for h¯ = 0.
Set
‖g‖∞ = sup
h¯∈[0,1]
‖g‖∞,h¯.
It is easily checked that
∥∥πh¯(f˜ + K˜)∥∥= sup{∥∥∥∥ 1h¯n
∫ (
f˜ (·,m, h¯)+ K˜(·,m, h¯))g(m, ·, h¯) dm∥∥∥∥∞,h¯
∣∣∣‖g‖∞  1} (2.20)
for h¯ = 0, and
∥∥π0(f )∥∥= sup{∥∥∥∥∫ f (·, v,0)g(·, · − v,0) dv∥∥∥∥∞,0
∣∣∣‖g‖∞  1}. (2.21)
In fact, for (2.20) we note that “” follows from the estimate
∥∥∥∥ 1h¯n
∫
f˜ (m1,m, h¯)g(m,m2, h¯) dm
∥∥∥∥2∞,h¯
=
∥∥∥∥ 1h¯n πh¯(f˜ )g(·,m2, h¯)
∥∥∥∥2∞,h¯
= sup
m2∈X
1
h¯n
∥∥πh¯(f˜ )g(·,m2, h¯)∥∥2L2(X)  ∥∥πh¯(f˜ )∥∥2 sup
m2∈X
1
h¯n
∥∥g(·,m2, h¯)∥∥2L2(X)
= ∥∥πh¯(f˜ )∥∥2‖g‖2∞,h¯  ∥∥πh¯(f˜ )∥∥2‖g‖2∞.
For the reverse inequality we choose g(x,m, h¯) = s(m)ξ(x)h¯nϕ(h¯), where s ∈ C∞c (X), s  1,
‖ξ‖L2(X) = 1 with ‖πh¯(f˜ )ξ‖  ‖πh¯(f˜ )‖ − ε, and ϕ ∈ C∞c (]0,1]) is equal to one outside a
neighborhood of zero. Equation (2.21) follows by a similar argument.
Now suppose that g ∈ C∞c (T −X) and g(x,m, h¯) = 0 for x ∈ ∂X. Then the weak convergence
of K˜ towards zero implies that
lim
h¯→0
∥∥∥∥ 1h¯n
∫ (
f˜ (·,m, h¯)+ K˜(·,m, h¯))g(m, ·, h¯) dm∥∥∥∥∞,h¯ =
∥∥∥∥∫ f (·, v,0)g(·, · − v,0) dv∥∥∥∥∞,0.
As the set of these g is dense in {g ∈ C∞c (T −X) | ‖g‖∞  1}, (2.19) follows. 
2.26. Lemma. lim infh¯→0 ‖ϕh¯(a)‖ ‖π∂(a)‖ for all a ∈ C∗r (T −X).0
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lim inf
h¯→0
∥∥πh¯(f˜ + K˜)∥∥ ∥∥π∂0 (f ⊕K)∥∥, (2.22)
for f ∈ C∞c (T X) and K ∈ C∞c (T ∂X × R+ × R+).
We let Ph¯ be the projection in L2(X) given by multiplication by the characteristic function of
∂X × [0, ah¯[, where
ah¯ → 0 for h¯ → 0 and ah¯
h¯
→ ∞ for h¯ → 0.
As ‖Ph¯πh¯(f˜ + K˜)Ph¯‖ ‖πh¯(f˜ + K˜)‖, it is enough to show that
lim inf
h¯→0
∥∥Ph¯πh¯(f˜ + K˜)Ph¯∥∥ ∥∥π∂0 (f ⊕K)∥∥.
Since we are free to choose a metric, we fix a metric on ∂X and the standard metric on [0, ah¯[.
As in the proof of Lemma 2.25, we equip the space C∞c (T ∂X ×[0,∞[) with norms ‖ · ‖∞,h¯,
‖ · ‖∞, which are just like the norms before, on T ∂X instead of T −X, combined with the L2-
norm on [0,∞[. For f ∈ C∞c (T −X) and K ∈ C∞c (T ∂X ×R+ ×R+) we define representations
on C∞c (T ∂X × [0,∞[) by
ηh¯(f )g(m1,m2, h¯, b) = 1
h¯n−1
∫
a∈[0,ah¯/h¯]
f (m1, h¯b,m, h¯a, h¯)g(m,m2, h¯, a) dmda,
b ∈
[
0,
ah¯
h¯
[
, h¯ = 0,
η0(f )g(m1, v,0, b) =
∫
Tm1∂X×R+
f (m1,0, v −w,b − a,0)g(m1,w,0, a) dw da,
η0(K)g(m1, v,0, b) =
∫
Tm1∂X×R+
K(m1, v −w,b, a)g(m1,w,0, a) dw da.
Note that ‖Ph¯πh¯(f )Ph¯‖ = ‖Dh¯Ph¯πh¯(f )Ph¯Dh¯−1‖ = sup{‖ηh¯(f )g‖∞,h¯ | ‖g‖∞  1}, where Dh¯
is the dilation operator in the normal direction, given by Dh¯f (x′, xn) = f (x′, h¯xn).
As before ∥∥π∂0 (f ⊕K)∥∥= sup{∥∥(η0(f ⊕K))g∥∥∞,0 | ‖g‖∞  1}.
Plugging in the definitions of f˜ and K˜ (omitting the cut-off functions) we get
ηh¯(f˜ )g(m1,m2, h¯, b) = 1
h¯n−1
∫
[0,a /h]
f
(
m1, h¯b,−exp
−1(m1,m)
h¯
, b − a
)
g(m,m2, h¯, a) dmda,h¯ ¯
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h¯n−1
∫
[0,ah¯/h¯]
K
(
m1, b,−exp
−1(m1,m)
h¯
, a
)
g(m,m2, h¯, a) dmda.
Using dominated convergence and the fact that g for small h¯ looks like
g0
(
m,−exp
−1(m,m2)
h¯
, h¯, a
)
, g0 ∈ C∞c
(
T ∂X × [0,1] × [0,∞[),
we get
lim
h¯→0
∥∥ηh¯(f˜ + K˜)g∥∥∞,h¯ = ∥∥η0(f ⊕K)g∥∥∞,0,
and (2.22) follows. 
Lemmas 2.25 and 2.26 imply that lim infh¯→0 ‖ϕh¯(a)‖ ‖ϕ0(a)‖, i.e., we have
2.27. Theorem. (C∗r (T −X), {C∗r (T −X)(h¯), ϕh¯}h¯∈[0,1]) is lower semi-continuous in 0.
This finishes the proof of Theorem 2.17.
3. K-theory of the symbol algebra C∗r (T −X)
C∞c (T X◦) with the fiberwise convolution product is a ∗-ideal of C∞tc (T −X). After comple-
tion, C∗r (T X◦) becomes a C∗-ideal of C∗r (T −X), and we have a short exact sequence
0 → C∗r (T X◦) → C∗r (T −X) → C∗r (T −X)/C∗r (T X◦) → 0. (3.1)
3.1. Proposition. The quotient Q = C∗r (T −X)/C∗r (T X◦) is naturally isomorphic to C0(T ∗∂X)⊗
T0 for the ideal T0 of the Toeplitz algebra introduced before Lemma 2.14.
Proof. Define
Ψ :C∞tc (T −X) → L
(
L2(T +X|∂X)
)
by Ψ (f ⊕K) = π∂0 (f )+ π∂0 (K)
with the maps in (2.10) and (2.11). This is a ∗-homomorphism with respect to ∗′, and C∞c (T X◦)
is in its kernel. We first show that kerΨ = C∗r (T X◦). Since C∗r (T −X) is the closure of
C∞tc (T −X) with respect to the norm
‖f ⊕K‖ = max{∥∥π0(f )∥∥,∥∥π∂0 (f )+ π∂0 (K)∥∥},
and C∗r (T X◦) is the closure of C∞c (T X◦) with respect to ‖π0(f )‖, we have C∗r (T X◦) ⊆ kerΨ .
On the other hand, suppose that a ∈ kerΨ ; i.e., a is the equivalence class of a Cauchy sequence
(fk ⊕Kk) ∈ C∞tc (T −X) with π∂0 (fk)+ π∂0 (Kk) → 0. We next note that∥∥π0(fk)∥∥= sup{∣∣fˆk(m,σ )∣∣ | (m,σ ) ∈ T ∗X} and∥∥π∂0 (fk)+ π∂0 (Kk)∥∥ sup{∣∣fˆk(m,σ )∣∣ | (m,σ ) ∈ T ∗X|∂X}.
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is equivalent to multiplication by fˆk(m,σ ). For the second, we observe first that ‖π∂0 (fk)‖ =
sup{|fˆk|} as a consequence of the fact that translation of ξ = ξ(m,w) in the direction of wn
preserves ‖π∂0 (fk)ξ‖ in L2(T +X|∂X). On the other hand, π∂0 (Kk)ξ = 0 provided we translate
sufficiently far. Hence ‖π∂0 (fk)+ π∂0 (Kk)‖ ‖π∂0 (fk)‖.
We conclude that the fiberwise Fourier transforms fˆk tend to zero uniformly on T ∗X|∂X .
Hence the Cauchy sequence (fk) may be replaced by an equivalent Cauchy sequence (gk)
with gk ∈ C∞c (T X◦). We conclude that π∂0 (Kk) → 0 so that (Kk) ∼ 0, and therefore kerΨ ⊆
C∗r (T X◦).
Hence Ψ descends to an injective C∗-morphism on Q; in particular, it has closed range.
Now we observe that we have a natural identification of TX|∂X with T ∂X × R and conse-
quently of T +X|∂X with T ∂X × R+. Hence L(L2(T +X|∂X)) ∼= L(L2(T ∂X)⊗L2(R+)).
Suppose that, at the boundary, f ∈ C∞c (T X) is of the form f (x′,0, v′, vn) = g(x′, v′)h(vn)
with g ∈ C∞c (T ∂X) and h ∈ C∞c (R). Then π∂0 (f ) = π∂,00 (g)⊗π∂,n0 (h), where π∂,00 is the convo-
lution operator by g, acting on L2(T ∂X), while π∂,n0 (h) is the operator of half-convolution acting
on L2(R+) (note that R+ ∼= T +R+|{0}). Via Fourier transform, the operator π∂,00 (g) is unitarily
equivalent to multiplication by gˆ ∈ C0(T ∗X), while, according to Lemma 2.14, π∂,n0 (h) is uni-
tarily equivalent to a Toeplitz operator in T0. The closure of the image of the span of the pure
tensors thus gives us C0(T ∗∂X)⊗T0.
We know already from Lemma 2.15 that—via the Fourier transform—the image of C∞c (T ∂X×
R+ ×R+) can also be identified with a subset of C0(T ∗∂X)⊗K⊆ C0(T ∗∂X)⊗T0. This com-
pletes the argument. 
3.2. Theorem. Via fiberwise Fourier transform C∗r (T X◦) can be identified with C0(T ∗X◦) and
the inclusion C0(T ∗X◦) ∼= C∗r (T X◦) ↪→ C∗r (T −X) induces an isomorphism of K-groups
Ki
(
C∗r (T −X)
)∼= Ki(C0(T ∗X◦)), i = 0,1.
Proof. It is well known (or easily checked) that Ki(T0) = 0, i = 0,1. Thus it follows from the
Künneth formula that Ki(C0(T ∗∂X) ⊗ T0) = 0, i = 0,1. The result now is a consequence of
(3.1) and the associated six-term exact sequence. 
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