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Introduzione
Negli ultimi due decenni, sotto l’impulso dei progressi nel calcolo delle va-
riazioni, nella teoria geometrica della misura e nella geometria frattale, si
sono avuti importanti sviluppi nello studio di equazioni alle derivate parziali
e problemi al contorno in aperti di Rn del tutto irregolari ed anche, ancor più
generalmente, in spazi metrici.
Parallelamente si è avuto un enorme sviluppo nella comprensione della teoria
degli spazi di Sobolev nella cornice generale degli spazi metrici [19, 22] e
molti progressi sono stati fatti sulla definizione di funzioni BV e insiemi di
perimetro finito nel contesto degli spazi metrici misurati [2].
Il mio lavoro di tesi si inserisce in questo contesto e si occupa delle funzioni
a variazione limitata, brevemente BV , analizzando in principio il caso euclideo
per poi passare al caso più generale di funzioni BV in uno spazio metrico.
Inizialmente vengono esaminate le due definizioni di funzioni BV su R: la
definizione classica dovuta a Jordan nel 1881, e la definizione moderna basata
sul concetto di derivata distribuzionale introdotto da Schwartz, e se ne prova
l’effettiva equivalenza [4]. Si dimostrano il classico teorema di derivazione di
Lebesgue su [a, b], la bigezione tra le funzioni BV e le misure di Radon finite
con segno [31], e un teorema di decomposizione (valido solo in una dimensione)
per cui una funzione BV è somma di una funzione assolutamente continua,
una funzione “salto” e una funzione “cantoriana” [4]. Nel caso di funzioni
con dominio Ω un aperto di Rn, sulla base della definizione distribuzionale,
dopo aver provato le principali proprietà della variazione totale, si prova che
una funzione BV è limite in L1(Ω) di funzioni in W 1,1(Ω) (caratterizzazione
dovuta a De Giorgi); una volta provato che BV (Ω) è uno spazio di Banach
vengono introdotti due diversi tipi di convergenza: la convergenza forte e la
convergenza debole*. Prima di dare la definizione di funzione BV in spazi
metrici vengono presentati alcuni concetti base: viene introdotto il concetto
di curva rettificabile a valori in uno spazio metrico e viene provata l’esistenza
di geodetiche nel caso di uno spazio proprio [21]. si introducono le nozioni
di misura doubling e di operatore massimale di Hardy-Littlewood, e viene
dimostrato il teorema di Hardy-Littlewood che, nel caso 1 < p <∞, mostra
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che l’operatore massimale è limitato in Lp, mentre si ottiene una stima debole
(1-1) nel caso p = 1 [3]. Si definisce il gradiente superiore debole e a questo
scopo viene introdotta una misura esterna sull’insieme delle curve rettificabili.
Introdotti poi gli spazi di Sobolev metrici secondo la definizione di Hajlasz
e la disuguaglianza debole (1, p)-Poincaré, si mostra la loro equivalenza nel
caso 1 < p < ∞ [21]. Infine vengono definite le funzioni BV in uno spazio
metrico [30]: fissato (X, d, µ) uno spazio metrico misurato, con µ una misura
doubling, per ogni u ∈ L1loc(X) si definisce la variazione totale di u:
‖Du‖(X) = inf
{
lim inf
i→∞
ˆ
X
Lip ui dµ : (ui)i ⊂ Lip(X), ui → u in L1loc(X)
}
;
si dice allora che una funzione u ∈ L1(X) è una funzione a variazione limitata,
u ∈ BV (X), se ‖Du‖(X) <∞. Dopo aver provato che ‖Du‖ è la restrizione
agli aperti di X, di una misura di Radon finita, si dimostra una recente ca-
ratterizzazione di tipo puntuale: più precisamente vale il seguente risultato [27]
Teorema. Sia (X, d, µ) spazio metrico completo, misurato, con µ una misura
doubling, che supporta una disuguaglianza debole (1, 1)-Poincaré. Sia u ∈
L1(X). Allora u ∈ BV (X) se e solo se esistono una misura finita ν e due
costanti σ ≥ 1 e C0 > 0 tali che valga la disuguaglianza
|u(x)− u(y)| ≤ C0 d(x, y)
[
Mσ d(x,y), ν(x) +Mσ d(x,y), ν(x)
]
per µ-q.o. x, y ∈ X. Inoltre, ‖Du‖ ≤ Cν, con C una costante che dipende
unicamente da C0, σ, dalla costante doubling della misura µ e dalla costante
della disuguaglianza debole (1, 1)-Poincaré.
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Capitolo 1
Preliminari
In questo primo capitolo presenteremo alcune definizioni e alcuni teoremi utili
per il seguito.
1.1 Mollificatori
Definizione 1.1.1 (Mollificatori simmetrici). Una funzione η(x) è detta
mollificatore se:
(i) η ∈ C∞0 (Rn);
(ii) suppη ⊂ B1 = {x ∈ Rn : |x| < 1};
(iii)
´
Rn η(x) dx = 1.
Se in aggiunta abbiamo
(iv) η(x) ≥ 0;
(v) η(x) = g(|x|) per qualche funzione g : R+ → R,
allora η è detto mollificatore positivo simmetrico.
Per esempio la funzione
γ(x) =
{
0 se |x| ≥ 1
C exp
(
1
|x|2−1
)
se |x| ≤ 1,
dove C è la costante per cui
´
Rn γ(x) dx = 1, è un mollificatore positivo
simmetrico.
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Dati un mollificatore η e una funzione f ∈ L1loc(Rn), definiamo per ogni
ε > 0
ηε(x) = ε
−n η
(x
ε
)
e fε = ηε(x) ∗ f, (1.1)
cioè, ricordando che η è simmetrico,
fε(x) = ε
−n
ˆ
Rn
η
(x− z
ε
)
f(z) dz = (−1)n ε−n
ˆ
Rn
η
(y
ε
)
f(x− y) dy
=
ˆ
Rn
η(w) f(x+ εw) dw.
Proposizione 1.1.2. Sia f ∈ L1loc(Rn). Valgono i seguenti fatti:
(a) fε ∈ C∞(Rn), fε → f in L1loc(Rn), e se f ∈ L1(Rn)
allora fε → f in L1(Rn);
(b) se A ≤ f(x) ≤ B per ogni x allora A ≤ fε(x) ≤ B per ogni x;
(c) se f, g ∈ L1(Rn) allora ´Rn fε g dx =
´
Rn f gε dx;
(d) se f ∈ C1(Rn) allora ∂fε
∂xi
=
(
∂f
∂xi
)
ε
;
(e) se suppf ⊂ A allora suppfε ⊂ Aε = {x : dist(x,A) ≤ ε}.
1.2 Alcuni risultati di analisi funzionale
Di seguito enunceremo alcuni risultati classici di analisi funzionale che saranno
largamente utilizzati nel resto della trattazione.
Proposizione 1.2.1. Sia X uno spazio metrico lacolmente convesso e µ una
misura con segno di Radon finita su X. Allora per ogni insieme aperto A ⊂ X
vale la seguente uguaglianza
|µ|(A) =
{ˆ
X
u dµ : u ∈ C0(X), ‖u‖∞ ≤ 1
}
.
Teorema 1.2.2 (di rappresentazione di Riesz). Sia T un funzionale lineare
su C0(Ω¯). Allora esiste un’unica misura di Radon con segno λ su Ω¯ tale che
T (f) =
ˆ
Ω¯
f dλ ∀f ∈ C0(Ω¯).
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Osservazione 1.2.3. Il teorema di rappresentazione di Riesz può essere riscritto
dicendo che il duale dello spazio di Banch C0(X) è lo spazio M(X) delle
misure con segno di Radon finite su X, con la dualità data da
〈u, µ〉 :=
ˆ
X
u dµ;
Inoltre dalla proposizione 1.2.1 |µ|(X) è la norma duale.
Proposizione 1.2.4. Per ogni funzione F : R→ R, limitata, non decrescen-
te, continua a destra, e tale che limx→−∞ F (x) = 0, esiste un’unica misura µ
su (R,B(R)) tale che per ogni x ∈ R vale F (x) = µ((−∞, x]).
Teorema 1.2.5 (di decomposizione di Jordan). Ogni misura con segno µ
si può scrivere come differenza di due misure, di cui almeno una è finita:
µ = µ+ − µ−. Vale inoltre |µ| = µ+ − µ−.
Definizione 1.2.6 (Convergenza debole*). Siano µ e (µh)h misure con segno
di Radon. Diciamo che (µh)h converge debole* a µ se
lim
h→∞
ˆ
Ω
ϕdµh =
ˆ
Ω
ϕdµ ∀ϕ ∈ Cc(Ω).
Se µ e (µh)h sono finite, diciamo che (µh)h converge debole* a µ se
lim
h→∞
ˆ
Ω
ϕdµh =
ˆ
Ω
ϕdµ ∀ϕ ∈ C0(Ω).
Teorema 1.2.7 (Compattezza debole*). Se (µh) è una successione di misure
con segno di Radon finite su uno spazio metrico localmente convesso con
sup{|µh|(X) : h ∈ N} < ∞, allora ha una sottosuccessione che converge
debole*. Inoltre la mappa µ→ |µ|(X) è semicontinua inferiormente rispetto
alla convergenza debole*.
Teorema 1.2.8 (di Radon-Nikodym). Siano µ una misura σ-finita e ν una
misura con segno. Allora esiste un’unica coppia νa e νs di misure con segno,
tale che νa << µ, νs ⊥ µ e ν = νa + νs. Inoltre esiste un’unica funzione
f ∈ L1(X,µ) tale che νa = f µ. La funzione f è detta densità di ν rispetto a
µ ed è indicata con ν
µ
.
Teorema 1.2.9 (di derivazione di Besicovitch). Sia µ una misura di Radon
in un aperto Ω ⊂ RN e ν una misura di Radon con segno. Allora per µ-q.o.
x nel supporto di µ, il limite
f(x) := lim
r→0
ν(B(x, r))
µ(B(x, r))
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esiste in R. Inoltre la decomposizione di Radon-Nikodym di ν è data da
ν = fµ+ νs, dove νs = νxE1 e E è l’insieme di misura nulla rispetto a ν
E = (Ω ∩ suppµ) ∪
{
x ∈ suppµ : lim
r→0
|ν|(B(x, r))
µ(B(x, r))
=∞
}
.
Teorema 1.2.10 (Teorema dei punti di Lebesgue). Sia µ una misura di
Radon in un insieme aperto Ω ⊂ Rn e f ∈ L1(Ω, µ). Allora per q.o. x ∈ Ω
rispetto a µ vale la seguente uguaglianza:
lim r → 0
 
B(x,r)
|f(y)− f(x)| dy = 0. (1.2)
I punti per cui vale (1.2) sono detti punti di Lebesgue di f .
Teorema 1.2.11 (Lemma di Mazur). Sia X uno spazio di Banach. Se una
successione (xn) converge debolmente a x in X, allora esiste una successione
di combinazioni convesse (yn) degli (xn), la quale converge a x in norma.
Proposizione 1.2.12 (Ascoli-Arzelà). Siano E ed F due spazi metrici con
E compatto e sia (un) una successione di funzioni continue da E in F tale
che:
1. (un) è equicontinua,
2. esiste un compatto C ⊂ F tale che per ogni δ-intorno Cδ di C si ha
un(E) ⊂ Cδ per n sufficientemente grande.
Allora esiste una funzione u : E → C e una sottosuccessione di indici (nk)
tale che (unk) converge uniformemente a u su E.
Teorema 1.2.13 (di Lusin). Sia µ una misura di Borel su E (spazio metrico),
con µ(E) < ∞. Se f è una funzione misurabile su E allora per ogni ε > 0
esiste un sottoinsieme chiuso Fε tale che f è continua su Fε e µ(E \ Fε) < ε.
Il teorema si estende facilmente al caso in cui µ è una misura σ-finita.
Lemma 1.2.14 (di Urysohn). Siano A,C due chiusi disgiuinti in uno spazio
normale E. Allora esiste una funzione continua, f : E → [0, 1] tale che
f(x) = 0 per ogni x ∈ A e f(x) = 1 per ogni x ∈ C.
Teorema 1.2.15 (Stone-Weierstrass). Siano X uno spazio topologico com-
patto e A un algebra in C(X) che contiene le costanti e che separa i punti in
X. Allora A è densa in C(X).
1Per ogni insieme B misurabile rispetto a νs, νs(B) = νxE(B) = ν(E ∩B).
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Teorema 1.2.16 (di estensione di Tietze). Sia A un sottoinsieme chiuso di
uno spazio normale E e sia f : A→ R una funzione continua. Allora esiste
una funzione continua f ∗ : E → R tale che f ∗|A ≡ f .
Teorema 1.2.17 (di estensione di McShane). Sia A un sottoinsieme non
vuoto di uno spazio metrico E, e sia f ∈ Lip(A,R). Allora esiste una funzione
f˜ ∈ Lip(E,R) con stessa costante di Lipschitz di f , tale che f˜|A ≡ f .
Teorema 1.2.18. Un insieme A in uno spazio riflessivo è debolmente com-
patto per successioni se e solo se è limitato.
Teorema 1.2.19 (Disuguaglianza di Clarkson). Siano f, g ∈ Lp(E), e p ∈
(1,∞). Allora:
(i) Se p ≥ 2, ‖f + g‖pp + ‖f − g‖pp ≤ 2p−1
[
‖f‖pp + ‖g‖pp
]
(ii) Se 1 < p ≤ 2 e q = p
p−1 , ‖f + g‖qp + ‖f − g‖qp ≤ 2
[
‖f‖pp + ‖g‖pp
]q−1
Proposizione 1.2.20 (Disuguaglianza di Markov). Sia u ∈ Lp(E, µ) per
qualche p ≥ 1. Allora per ogni t > 0 vale:
µ
({|u| ≥ t}) ≤ t−p‖u‖pLp(E,µ).
Dimostrazione. Per ogni t > 0 abbiamo
tp µ
({|u| ≥ t}) ≤ ˆ
{|u|>t}
|u|p dµ ≤ ‖u‖Lp(E,µ)
e quindi la tesi.
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Capitolo 2
Funzioni BV di una variabile reale
In questo capitolo introduciamo le funzioni a variazione limitata di una variabi-
le reale, mostrandone le proprietà classiche come i teoremi di decomposizione,
il teorema di derivazione di Lebesgue su [a, b] e il legame con le misure con
segno finite; presenteremo sia la definizione classica introdotta da Jordan nel
1881 per studiare le serie di Fourier di tali funzioni [25], sia la definizione
moderna, incentrata sul concetto di derivata distribuzionale, mostrandone
l’effettiva equivalenza.
2.1 Definizione classica e proprietà
Definizione 2.1.1. Sia f : [a, b]→ R; data una partizione pi : a = x0 < x1 <
. . . < xn = b di [a, b], definiamo
tba(f, pi) =
n∑
i=1
|f(xi)− f(xi−1)|,
e detto Π l’insieme delle partizioni finite di [a, b],
T ba(f) = sup
pi∈Π
tba(f, pi).
Chaimiamo T ba(f) variazione totale di f in [a, b]. Diciamo che f è una funzione
a variazione limitata in [a, b], e scrviamo f ∈ BV [a, b], se T ba(f) <∞.
Osservazione 2.1.2. 1. Se f è monotona in [a, b] allora f ∈ BV [a, b]; infatti
T ba(f) = sup
Π
n∑
i=1
|f(xi)− f(xi−1)| = |f(b)− f(a)| <∞.
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2. L’insieme delle funzioni f ∈ BV [a, b] ha la struttura di spazio vettoriale;
infatti dati f, g ∈ BV [a, b] e λ, µ ∈ R si ha
T ba(λf + µg) = sup
Π
n∑
i=1
∣∣∣(λfg(xi) + µg(xi))− (λf(xi−1) + µg(xi−1))∣∣∣
≤ |λ|T ba(f) + |µ|T ba(g) <∞.
3. Se f ∈ BV [a, b], f è limitata in [a, b]: infatti, dato x ∈ [a, b],
|f(x)| = |f(a) + f(x)− f(a)| ≤ |f(a)|+ |f(b)− f(x)|+ |f(x)− f(a)|
≤ f(a) + T ba(f) <∞.
Ma non tutte le funzioni limitate sono a variazione limitata: per esempio,
se A = { 1
2n
}n∈N e f = χ(A), considerando la partizione
piN = 0 <
1
2N
<
3
2N+1
<
1
2N−1
<
3
2N
. . . <
1
2
<
3
4
< 1,
abbiamo tba(f, piN) = 2N , da cui T ba(f) =∞.
Osservazione 2.1.3. Possiamo generalizzare la definizione di funzione a va-
riazione limitata definita in un intervallo [a, b] a valori reali ed estenderla
a funzioni a valori in uno spazio metrico (X, d) con d la relativa distan-
za. Basta sostituire il valore assoluto |f(xi)− f(xi−1)| della definizione con
d(f(xi), f(xi−1)), la rispettiva distanza delle immagini in (X, d).
Inoltre se f : [a, b] → X è in BV ([a, b], X) e ϕ : X → Y (con (Y, h) un
altro spazio metrico) è lipschitziana, allora anche ϕ ◦ f è in BV ([a, b], Y ) e di
fatto
T ba(ϕ ◦ f) ≤ Lip(ϕ)T ba(f),
con Lip(ϕ) la costante di Lipschitz di ϕ.
Come corollario otteniamo:
Corollario 2.1.4. Una funzione (f1, . . . , fn) = f : [a, b]→ Rn è in BV ([a, b],Rn)
se e solo se ogni componente è in BV [a, b].
Dimostrazione. Basta ricordare l’osservazione 2.1.2(2) e osservare che le
funzioni ϕi : Rn → R e ψ : R→ Rn così definite:
ϕi(x1, . . . , xn) = xi,
ψi(x) = xei,
dove ei è l’i-esimo vettore della base canonica, sono lipschitziane. La tesi
allora discende dall’osservazione 2.1.3.
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La variazione totale è additiva rispetto alla decomposizione di [a, b] in
sottointervalli adiacenti. Vale la seguente:
Proposizione 2.1.5. Se f ∈ BV [a, b] allora per ogni c ∈ [a, b] vale
T ba(f) = T
c
a(f) + T
b
c (f). (2.1)
Dimostrazione. (≤) Data una partizione pi di [a, b] consideriamo le due
partizioni pi1 e pi2 tali che
pi1 = pi ∩ [a, c] ∪ {c}, pi2 = {c} ∪ pi ∩ [c, b],
(dove l’unione con il singoletto {c} può essere anche ridondante); allora
tba(f, pi) ≤ tca(f, pi1) + tbc(f, pi2) ≤ T ca(f) + T bc (f)
e per l’arbitrarietà di pi otteniamo
T ba(f) ≤ T ca(f) + T bc (f).
(≥) Date due partizioni pi1 di [a, c] e pi2 di [c, b], la loro unione è una partizione
pi di [a, b] e abbiamo
tca(f, pi1) + t
b
c(f, pi2) = t
b
a(f, pi) ≤ T ba(f),
e per arbitrarietà di pi1 e pi2 abbiamo
T ca(f) + T
b
c (f) ≤ T ba(f).
L’additività della variazione totale ci permette di dimostrare un noto
teorema di decomposizione:
Teorema 2.1.6. Sia f : [a, b] → R. Allora f ∈ BV [a, b] se e solo se f è
differenza di due funzioni crescenti in [a, b].
Dimostrazione.(⇐=) Per l’osservazione 2.1.2 le funzioni monotone sono a va-
riazione limitata e BV [a, b] è uno spazio vettoriale, dunque la differenza
di funzioni crescenti è a variazione limitata.
(=⇒) La funzione x 7→ T xa (f) è una funzione non negativa e crescente in [a, b];
infatti se x < y vale, in virtù della proposizione 2.1.5
T ya (f) = T
x
a (f) + T
y
x (f) ≥ T xa (f).
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Inoltre anche la funzione x 7→ T xa (f)− f(x) è crescente:
T xa (f)− f(x) ≤ T ya (f)− f(y)⇐⇒ f(y)− f(x) ≤ T ya (f)− T xa (f),
ma
f(y)− f(x) ≤ |f(y)− f(x)| ≤ T yx (f) ≤ T ya (f)− T xa (f).
Dunque scrivendo f(x) = T xa (f)−
(
T xa (f)− f(x)
)
abbiamo la tesi.
2.2 Proprietà di continuità e di derivabilità
In questo paragrafo dimostreremo continuità q.o. e derivabilità q.o. di
una funzione a variazione limitata, e per mostrare la la seconda proprietà
proveremo il teorema di derivazione di Lebesgue.
Proposizione 2.2.1. Sia f monotona nell’intervallo [a, b], allora per ogni c ∈
(a, b) esistono finiti il limite sinistro e il limite sinistro di f in c. Inoltre ogni
funzione monotona ha una quantità al più numerabile di punti di discontinuità.
Dimostrazione. Supponiamo f crescente (si fa allo stesso modo se f è decre-
scente), e fissiamo c ∈ (a, b). Osserviamo che poiché f è crescente l’immagine
di (a, c) è limitata da ls = supx∈(a,c) f(x), che è finito (perché minore di
f(c) < ∞), e proviamo che ls è proprio il limite sinistro. Fissato ε > 0,
vogliamo provare che esiste un δ > 0 tale che per ogni x ∈ (c − δ, c) vale
ls − f(x) < ε, ma grazie alla crescenza di f basta trovare un δ tale che
ls − f(c− δ) < ε e questo è garantito dalle proprietà dell’estremo superiore
(se tale δ non esistesse ls − ε sarebbe maggiorante). Per il limite destro la
dimostrazione è la stessa a meno di sostituire l’estremo superiore con l’estremo
inferiore. Allora i punti di discontinuità sono solo di tipo salto. Notiamo anche
che la somma dei salti (per monotonia) sarà minore o uguale di |f(b)− f(a)|;
dunque per ogni n ∈ N l’insieme Dn = {c ∈ [a, b] : |f(c+) − f(c−)| > 1n}
è finito. Perciò l’insieme delle discontinuità D = ∪Dn è al più numerabile
perché è unione numerabile di insiemi finiti.
Corollario 2.2.2. Se f ∈ BV [a, b] allora è continua q.o. (i punti di discon-
tinuità sono al più un insime numerabile) e le discontinuità sono di tipo
salto.
Dimostrazione. Il teorema è vero per le funzioni crescenti; allora per il teorema
di decomposizione abbiamo la tesi.
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2.2.1 Teorema di derivazione di Lebesgue
Per dimostrare il teorema ci serviremo di un lemma di ricoprimento:
Lemma 2.2.3 (di Vitali). Sia E ⊂ R con m∗(E) <∞, e sia F una famiglia
di intervalli chiusi dotati delle seguenti proprietà:
1. F è un ricoprimento di E;
2. per ogni x ∈ E e per ogni δ > 0 esiste I ∈ F tale che x ∈ I e m(I) < δ.
Allora per ogni ε > 0 esistono I1, . . . , IN ∈ F , disgiunti, tale che
m∗
(
E \ ∪Ni=1Ii
)
< ε.
Dimostrazione. Sia A un aperto contenente E con m(A) <∞, per la seconda
proprietà possiamo supporre senza perdita di generalità che I ⊂ A per ogni
I ∈ F . Costruiamo per induzione una successione {In}n∈N di elementi di F
disgiunti. Prendiamo I1 un qualsiasi intervallo di F , e supponiamo di aver
già scelto I1, . . . , In intervalli disgiunti di F , se ∪ni=1Ii ⊃ E abbiamo finito
perché m∗(E \ ∪ni=1Ii) = m∗(∅) = 0; in caso contrario esiste x ∈ E \ ∪ni=1Ii e
quindi, ricordando che gli intervalli sono chiusi e disgiunti, per la proprietà 2
esiste un intervallo I ∈ F disgiunto da I1, . . . , In. Posto
kn = sup{m(I) : I ∈ F , I ∩ ∪ni=1Ii = ∅},
abbiamo 0 < kn ≤ m(A) < ∞ e per le proprietà dell’estremo superiore
possiamo scegliere un In+1 ∈ F , disgiunto da I1, . . . , In, tale chem(In+1) > kn2 .
Se esiste N tale che ∪Ni=1Ii ⊃ E, come sopra abbiamo la tesi; in caso contrario
ottteniamo una successione {In}n∈N ⊂ F di intervalli disgiunti per cui vale
m(In+1) >
kn
2
. Poiché ∪Ni=1Ii ⊂ A abbiamo
∑
m(Ii) < m(A) ≤ ∞; allora
dato ε > 0 esiste N tale che
∞∑
i=N+1
m(Ii) <
ε
5
.
Poniamo B = E \ ∪Ni=1Ii e mostriamo che m∗(B) < ε: ciò proverà la tesi.
Sia x ∈ B: allora esiste I ∈ F disgiunto da I1, . . . , IN tale che x ∈ I; d’altra
parte esiste n > N tale che I ∩ In 6= ∅, altrimenti per ogni n ∈ N avremmo
m(I) ≤ kn < 2m(In+1) e poiché limm(In) = 0 (la serie a termini positivi
converge) avremmo m(I) = 0, assurdo. Sia n il più piccolo intero come sopra,
allora vale m(I) ≤ kn−1 < 2m(In);detto x0 il punto medio di In, si ha
|x− x0| ≤ m(I) + 1
2
m(In) ≤ 5
2
m(In).
13
Indicando con Jn l’intervallo di centro x0 e ampiezza 5m(In), abbiamo x ∈ Jn
e dunque B ⊂ ∪Jn. Allora per la subadditività della misura esterna
m∗(B) ≤
∞∑
n=N+1
m∗(Jn) = 5
∞∑
n=N+1
m(In) < ε.
Prima di passare al teorema vero e proprio introduciamo per x ∈ (a, b) i
quattro numeri derivati (o derivate del Dini)
D+f(x) = lim sup
h→0+
f(x+ h)− f(x)
h
, D+f(x) = lim inf
h→0+
f(x+ h)− f(x)
h
,
D−f(x) = lim sup
h→0−
f(x+ h)− f(x)
h
, D−f(x) = lim inf
h→0−
f(x+ h)− f(x)
h
.
Chiaramente abbiamo D+f(x) ≥ D+f(x) e D−f(x) ≥ D−f(x). Se tali valori
coincidono e sono finiti il loro valore comune non è altro che f ′(x).
Teorema 2.2.4 (di derivazione di Lebesgue). Sia f : [a, b]→ R una funzione
monotona crescente. Allora è differenziabile q.o. su [a, b]. La derivata f ′ è
misurabile e vale ˆ b
a
f ′ dm ≤ f(b)− f(a).
Dimostrazione. In virtù di quanto detto sopra per avere la differenziabità di f
ci basta provare D+f(x) ≥ D−f(x) e D−f(x) ≥ D+f(x); mostreremo che gli
insiemi in cui non valgono le disuguaglianze hanno misura nulla (consideriamo
solo la prima disuguaglianza; per l’altra il calcolo è uguale, cambia solo il
segno dell’incremento). Per ogni α, β ∈ Q con α < β sia
Eαβ = {x ∈ (a, b) : D−f(x) < α < β < D+f(x)};
poiché ⋃
α,β∈Q
Eαβ = {x ∈ (a, b) : D−f(x) < D+f(x)},
ci basta provare che m∗(Eαβ) = 0 per ogni α < β, con α, β ∈ Q. Fissiamo
ε > 0: allora per le proprietà della misura esterna esiste un aperto B tale che
m(B) ≤ m∗(Eαβ) + ε. Se x ∈ Eαβ
D−f(x) = lim inf
h→0−
f(x+ h)− f(x)
h
= lim inf
h→0+
f(x)− f(x− h)
h
;
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allora per ogni δ > 0 esiste un hδ ∈ (0, δ] tale che
[x− hδ, x] ⊂ B, f(x)− f(x− hδ) < αhδ.
La famiglia di intervalli {[x − hδ, x] : x ∈ Eαβ, δ > 0} è un ricoprimento
di Eαβ che soddisfa le ipotesi del lemma 2.2.3, per il quale esistono [x1 −
h1, x1], . . . , [xN − hN , xN ] disgiunti tali che
N⋃
i=1
[xi − hi, xi] ⊂ B, m∗
(
Eαβ \
N⋃
i=1
[xi − hi, xi]
)
< ε.
Quindi per l’aperto A =
⋃N
i=1(xi−hi, xi) ⊂ B vale ugualmente m∗(Eαβ \A) <
ε, e applicando ad A la definizione di misurabilità
m∗(A ∩ Eαβ) = m∗(Eαβ)−m∗(Eαβ \ A) > m∗(Eαβ)− ε.
Considerando ora l’insieme A ∩ Eαβ e ripetendo l’argomento precedente, se
y ∈ A ∩ Eαβ abbiamo
D+f(y) = lim sup
h→0+
f(y + h)− f(y)
h
> β;
allora per ogni δ > 0 esiste kδ ∈ (0, δ] tale che [y, y+kδ] ⊂ A e f(y+kδ)−f(y) >
βkδ. La famiglia di intervalli {[y, y + kδ] : y ∈ A ∩ Eαβ, δ > 0} è un
ricoprimento di A ∩ Eαβ che soddisfa le ipotesi del lemma 2.2.3 per il quale
esistono [y1 − k1, y1], . . . , [yM − kM , yM ] disgiunti tali che
N⋃
i=1
[yi − ki, yi] ⊂ A, m∗
(
(A ∩ Eαβ) \
N⋃
i=1
[yi − ki, yi]
)
< ε.
Allora per l’aperto C = ∪Ni=1(yi − ki, yi) ⊂ A vale m∗((A ∩ Eαβ) \ C) < ε.
Dalla precedente stima dalla misurabilità di C
m(C) ≥ m∗(C ∩ A ∩ Eαβ) = m∗(A ∩ Eαβ)−m∗((C ∩ A) \ Eαβ)
> m∗(A ∩ Eαβ)− ε > m∗(Eαβ)− 2 ε,
da cui
M∑
j=1
(f(yj + kj)− f(yj)) > β
M∑
j=1
kj = βm(C) > β[m
∗(Eαβ)− 2 ε].
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Ma essendo C ⊂ A e A unione disgiunta di intervalli, per ogni j ∈ {1, . . . ,M}
esiste un unico i ∈ {1, . . . , N} tale che (yj, yj + kj) ⊂ (xi − hi, xi), e poiché f
è crescente abbiamo
M∑
j=1
(f(yj + kj)− f(yj)) ≤
N∑
i=1
(f(xi)− f(yi + hi)) < α
N∑
i=1
hi
= αm(A) < αm(B) < α(m(Eαβ + ε)),
per cui
β(m∗(Eαβ)− 2 ε) < α(m∗(Eαβ) + ε),
da cui ricaviamo
m∗(Eαβ) < ε
α + 2β
β − α .
Per l’arbitrarietà di ε otteniamo m∗(Eαβ) = 0, quindi ∪α<β∈QEαβ ha misura
nulla e D+f(x) ≤ D−f(x) q.o. in (a,b).
Abbiamo mostrato dunque per q.o. x ∈ (a, b) esiste la funzione
g(x) = lim
h→0
f(x+ h)− f(x)
h
;
resta da vedere che |g(x)| <∞ per q.o. x ∈ (a, b). Estendiamo la funzione f
oltre b ponendo f(x) = f(b) per ogni x ≥ b e definiamo per ogni n ∈ N+ la
funzione
gn(x) =
f(x+ 1
n
)− f(x)
1
n
, x ∈ [a, b].
Chiaramente gn(x) → g(x) per q.o. x ∈ [a, b]; inolre le gn sono misurabili
perché f lo è (essendo monotona) e dunque g è misurabile e non negativa
dato che f è crescente. Grazie allora al lemma di Fatou abbiamoˆ b
a
g dm ≤ lim inf
n→∞
ˆ b
a
n
[
f
(
x+
1
n
)− f(x)] dm
< lim inf
n→∞
n
[ ˆ b+ 1
n
a+ 1
n
f dm−
ˆ b
a
f dm
]
= lim inf
n→∞
n
[ ˆ b+ 1
n
b
f dm−
ˆ a+ 1
n
a
f dm
]
≤ lim inf
n→∞
n
[ 1
n
f(b)− 1
n
f(a)
]
= f(b)− f(a),
dunque g è sommabile in [a, b] e in particolare g è q.o. finita in [a, b]. Quindi
f è q.o. derivabile in [a, b] con derivata f ′ sommabile; inoltre valeˆ b
a
f ′ dm ≤ f(b)− f(a).
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Osservazione 2.2.5. 1. Se f è monotona decrescente, applicando il teorema
alla funzione −f troviamo che f è derivabile per q.o., f ′ è sommabile
q.o. e che vale
´ b
a
f ′ dm ≥ f(b)− f(a).
2. La disuguaglianza può essere stretta; infatti per la funzione di Heaviside
in [−1, 1]
H(x) :=
{
0 se x ∈ [−1, 0[
1 se x ∈ [0, 1].
si ha H ′ = 0 q.o. e vale
ˆ 1
−1
H ′ dx = 0 < 1 = H(1)−H(−1).
Ora grazie al teorema 2.1.6 possiamo dedurre il seguente risultato:
Corollario 2.2.6. Ogni funzione in BV [a, b] è derivabile q.o. e la derivata
f ′ è sommabile in [a, b].
2.3 Misure finite con segno e funzioni BV
In questo paragrafo analizzaiamo i rapporti tra le misure con segno e le
funzioni a variazione limitata. Intanto estendiamo la definizione a funzioni
definite su intervalli qualsiasi (anche illimitati).
Definizione 2.3.1. Dato un intervallo I ⊂ R, data f : I → R e definito
l’insieme delle successioni crescenti finite in I, SI = {(ti)ni=0 ⊂ I, n ∈ N, t0 <
· · · < tn}, poniamo
Vf (I) = sup
{∑
i
|f(ti)− f(ti−1)| : (ti) ∈ S
}
.
Se Vf(I) <∞ la funzione f è detta a variazione limitata su I (o variazione
finita). Se I = (−∞,+∞) e Vf(−∞,+∞) < ∞, f è detta a variazione
limitata.
Osservazione 2.3.2. Questa definizione generalizza la definizione 2.1.1: infatti
se I è un intervallo chiuso, per ottenere Vf(I) è sufficiente limitarsi a fare
l’estremo superiore sulle successioni contenenti gli estremi. Notiamo che a
livello di notazione Vf([a, b]) = T ba(f), utilizzeremo questa nuova notazione
per comodità, poiché ci sarà utile fissare la funzione e far variare gli intervalli.
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Definizione 2.3.3. Sia f : R→ R a variazione limitata; diciamo variazione
di f la funzione Vf : R→ R definita da Vf (x) = Vf ((−∞, x]).
Sia µ una misura con segno finita su (R,B(R)). Definiamo la funzione
Fµ : R→ R nel modo seguente:
Fµ(x) = µ((−∞, x]), ∀x ∈ R. (2.2)
Se (ti)ni=0 ⊂ R è una successione crescente, allora
n∑
i=0
|Fµ(ti)− Fµ(ti−1)| =
n∑
i=0
|µ((ti, ti−1])| ≤ |µ|(R);
passando all’estremo superiore abbiamo VFµ ≤ |µ|(R), quindi Fµ è a variazione
limitata.
Proposizione 2.3.4. Sia µ una misura con segno finita su (R,B(R)); allora
1. Fµ si annulla a −∞;
2. Fµ è continua a destra;
3. Fµ è continua in x ∈ R se e solo se µ({x}) = 0.
Dimostrazione. 1. Vogliamo provare che
lim
a→−∞
µ(−∞, a] = 0.
Fisssato ε > 0 vogliamo mostrare che esiste M < 0 (che possiamo pren-
dere intero per comodità) tale che per ogni a ≤M risulti |µ(−∞, a]| < ε.
Per la formula di decomposizione di Jordan (teorema 1.2.5) possiamo
scrivere µ come differenza di due misure µ = µ+ − µ−, ed essendo µ
finita anche le due misure saranno finite. Mostriamo che µ+(−∞, a]→ 0
quando a→ −∞, e che lo stesso vale per µ−.
µ+(−∞, a] ≤ µ+
( −∞⋃
k=0
(k − 1, k]
)
=
−∞∑
k=0
µ+(k − 1, k] ≤ µ+(R) <∞.
Dunque la serie a termini positivi è convergente e le code sono dunque
infinitesime, per cui esiste un M+ < 0 tale che per ogni a < M+
µ+(−∞, a] ≤
−∞∑
k=M+
µ+(k − 1, k] < ε
2
.
Ripetendo il ragionamento per µ− e chiamando M = min{M+,M−},
per ogni a < M vale
|µ(−∞, a]| = |µ+(−∞, a]− µ−(−∞, a]| < ε.
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2. Proviamo che limx→a+ Fµ(x) = Fµ(a). Ricordando che Fµ è a variazione
limitata e dunque il suo limite destro esiste
lim
x→a+
Fµ(x) = lim
x→a+
µ(−∞, x] = lim
n→+∞
Fµ
(
−∞, a+ 1
n
]
= µ
( ∞⋂
n=1
(
−∞, a+ 1
n
])
= µ((−∞, a]) = Fµ(a).
3. Grazie al punto (2) basta provare l’equivalenza con Fµ continua a
sinistra.
lim
x→a−
Fµ(x) = lim
x→a−
µ(−µ, x] = lim
n→+∞
Fµ
(
−∞, a− 1
n
]
= µ
( ∞⋂
n=1
(
−∞, a− 1
n
])
= µ((−∞, a)) = Fµ(a).
Allora Fµ(a) = µ((−∞, a]) = µ((−∞, a)) se e solo se µ({a}) = 0.
Osservazione 2.3.5. Come si è fatto nell’osservazione 2.1.2, si può provare che
per ogni a < b ∈ R
Vf (−∞, b] = Vf (−∞, a] + Vf [a, b]. (2.3)
Inoltre se b ∈ R, allora
Vf (−∞, b] = lim
a→−∞
Vf [a, b]; (2.4)
infatti, dato ε > 0, per le proprietà dell’estremo superiore esiste una succes-
sione (ti)ni=0 ∈ S(−∞,b] che soddisfa
n∑
i=0
|f(ti)− f(ti−1)| > Vf (−∞, b]− ε.
Per ogni a < t0 abbiamo
Vf (−∞, b]− ε < Vf [a, b] ≤ Vf (−∞, b],
allora per arbitrarietà di ε abbiamo la tesi.
Infine se a < c e se f è continua a destra in a, allora
Vf [a, c] = lim
b→a+
Vf [b, c]. (2.5)
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Infatti dato ε > 0 esiste una successione (ti)ni=0 ∈ S[a,c] tale che
n∑
i=0
|f(ti)− f(ti−1)| > Vf [a, c]− ε,
allora scelto un b < t1 e tale che |f(b)− f(a)| < ε (che esiste per continuità a
destra di f) abbiamo
Vf [a, c]− ε <
n∑
i=0
|f(ti)− f(ti−1)|
≤ |f(b)− f(a)|+ |f(t1)− f(b)|+
n∑
i=1
|f(ti)− f(ti−1)|
≤ |f(b)− f(a)|+ Vf [b, c] ≤ ε+ Vf [b, c],
da cui
Vf [a, c]− 2ε < Vf [b, c] ≤ Vf [a, c],
e per arbitrarietà di ε abbiamo la tesi.
Lemma 2.3.6. Sia una funzione a variazione limitata a valori reali. Allora
1. Vf è limitata e non decrescente;
2. Vf si annulla a −∞;
3. se f è continua a destra allora Vf è continua a destra.
Dimostrazione. 1. Vf è limitata, infatti
Vf (x) := Vf (−∞, x] ≤ Vf (R) <∞;
inoltre se x < y
Vf (x) := Vf (−∞, x] = sup
n∑
i=0
|f(ti)− f(ti−1)|
≤ sup
{ n∑
i=0
|f(ti)− f(ti−1)|+ |f(y)− f(tn)|
}
≤ Vf (−∞, y] = Vf (y),
e questo ci dà la non decrescenza.
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2. Da (2.3) e (2.4) abbiamo
lim
x→−∞
Vf (x) = lim
x→−∞
Vf (−∞, x]
= lim
x→−∞
[
Vf (−∞, b]− Vf [x, b]
]
= Vf (−∞, b]− Vf (−∞, b] = 0.
3. Da (2.3) e da (2.5) (grazie alla continuità a destra di f) abbiamo
lim
x→a+
Vf (x) = lim
x→a+
Vf (−∞, x] = lim
x→a+
[
Vf (−∞, b]− Vf [x, b]
]
= lim
x→a+
[
Vf (−∞, a] + Vf [a, b]− Vf [x, b]
]
= Vf (a).
Ora proviamo il risultato più importante di questo paragrafo: la bigezione
tra le funzioni a variazione limitata e le misure con segno finite su (R,B(R)).
Teorema 2.3.7. L’equazione (2.2) definisce una bigezione µ 7→ Fµ tra l’in-
sieme di tutte le misure con segno finite su (R,B(R)) e l’insieme di tutte le
funzioni continue a destra, a variazione limitata, che si annullano a −∞.
Dimostrazione. Data µ come nell’ipotesi, dalla proposizione 2.3.4 segue che,
Fµ è continua a destra, è a variazione limitata e si annulla a −∞. Siano µ, ν
due misure con segno finite tali che Fµ = Fν : scrivendo µ = µ+ − µ− e ν =
ν+− ν−, si trova Fµ+ −Fµ− = Fν+ −Fν− . Posto G = Fµ+ +Fν− = Fν+ +Fµ− ,
poiché i due membri sono funzioni limitate, non decrescenti, continue a destra
che si annullano a −∞, in virtù della proposizione 1.2.4 esiste un’unica misura
λ tale che G(x) = λ(−∞, x]. Quindi µ+ + ν− = ν+ + µ− per cui µ = ν, da
cui l’iniettività.
Data una funzione F continua a destra, a variazione limitata e nulla a −∞
possiamo scriverla come differenza di due funzioni crescenti F = F1 − F2, con
F1 e F2 che soddisfano le ipotesi della proposizione 1.2.4, (ricordiamo che
F1 = VF e F2 = VF −F ). Allora per la proposizione 1.2.4 esistono due misure
µ1 e µ2 tali che F1 = Fµ1 e F2 = Fµ2 e pertanto
F (x) = F1(x)− F2(x) = Fµ1(x)− Fµ1(x) = µ1(−∞, x]− µ2(−∞, x].
Una somma di misure con segno è una misura con segno, da cui la suriettività
e quindi la tesi.
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2.4 Definizione moderna
In questo paragrafo presentiamo un punto di vista più moderno, legato alla
teoria delle distribuzioni, definendo una funzione BV in termini della sua
derivata distribuzionale e mostreremo l’effettiva equivalenza con la precedente
definizione. Infine presenteremo un teorema di decomposizione. Nel seguito
consideremo BV (Ω) (a priori sottospazio di L∞(Ω)) come sottospazio di L1(Ω)
allo scopo di ottenere buone proprietà di compattezza e continuità.
Nel seguito Ω sarà un aperto di R.
Definizione 2.4.1. Sia f ∈ L1(Ω). Diciamo che f è una funzione a variazione
limitata in Ω, e scriviamo f ∈ BV (Ω), se la derivata distribuzionale di f è
rappresentabile da una misura con segno di Radon finita in Ω, cioè risulta
ˆ
Ω
f ϕ′ dx = −
ˆ
Ω
ϕdµ, ∀ϕ ∈ C∞c (Ω), (2.6)
per qualche misura di Radon µ, finita in Ω. Denoteremo tale µ con Df .
Definiamo inoltre la variazione di f in Ω come
V (f,Ω) = sup
{ˆ
Ω
f ϕ′ dx : ϕ ∈ C∞c (Ω), |ϕ| ≤ 1
}
. (2.7)
Data f ∈ BV (Ω) vale il seguente teorema che lega la variazione di f alla
variazione totale di Df .
Teorema 2.4.2. Sia f ∈ L1(Ω). Allora f ∈ BV (Ω) se e solo se V (f,Ω) <∞.
Inoltre V (f,Ω) = |Df |(Ω).
Dimostrazione. Sia f ∈ BV (Ω), allora osserviamo che, detta h la densità di
Df rispetto a |Df |, per ogni funzione ϕ ∈ C∞c (Ω) valeˆ
Ω
f ϕ′ dx = −
ˆ
Ω
ϕdDf = −
ˆ
Ω
ϕhd|Df | ≤ ‖ϕ‖∞|Df |(Ω) <∞.
Segue che V (f,Ω) ≤ |Df |(Ω). Per provare la disuguaglianza opposta definia-
mo l’operatore
Lf : C
∞
c (Ω)→ R
definito come
Lf (ϕ) = −
ˆ
Ω
f ϕ′ dx ∀ϕ ∈ C∞c (Ω).
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Osserviamo che ‖Lf‖ = V (f,Ω). Per densità possiamo estendere Lf ad un
operatore Lf : C00(Ω)→ R, con la stessa norma. Allora per il teorema 1.2.2
di rappresentazione di Riesz esiste un’unica misura di Radon µ, finita su Ω
tale che Lf(ϕ) =
´
Ω
ϕdµ e la variazione totale di µ, |µ| è uguale a ‖Lf‖. In
particolare per ogni funzione ϕ ∈ C∞c (Ω) vale
−
ˆ
Ω
f ϕ′ dx = Lf (ϕ) =
ˆ
Ω
ϕdµ,
quindi per la definizione 2.1.1 µ = Df , da cui la tesi.
Prima di procedere con il teorema di equivalenza osserviamo che la defini-
zione 2.1.1 è una definizione puntuale e non adatta al contesto delle funzioni
L1(Ω): infatti basta modificare la funzione in qualche punto per ottenere una
variazione diversa. Per superare questo ostacolo introduciamo la seguente
definizione:
Definizione 2.4.3. Definiamo variazione essenziale eVf(Ω) l’estremo infe-
riore delle variazioni puntuali nella classe di equivalenza di f :
eVf (Ω) = inf{Vg(Ω) : g = f q.o. inΩ}. (2.8)
Teorema 2.4.4. Per ogni f ∈ L1loc(Ω) l’estremo inferiore in (2.8) è raggiunto
e la variazione V (f,Ω) coincide con la variazione essenziale eVf (Ω).
Dimostrazione. Assumiamo che Ω = I = (a, b) sia un intervallo possibil-
mente illimitato. Per provare la disuguaglianza V (f, I) ≤ eVf(I), ci basta
mostrare che per ogni g nella classe di equivalenza di f vale V (f, I) ≤ Vg(I).
Consideriamo per ogni intero h ≥ 1 una successione {xhi }0≤i≤Nh ∈ SI tali che
x0 = a, xNh = b, 0 < x
h
i+1 − xhi ≤
1
h
∀i = 1, . . . , Nh − 2,
con xh1 ↓ a e xhNh−1 ↑ b. Data g, definiamo la funzione
gh(t) =
Nh−1∑
i=0
g(yhi )χ(xhi ,xhi+1](t), con y
h
i ∈ (xhi , xhi+1].
Osserviamo che per ogni scelta di {yhi }, grazie al teorema 2.1.6, gh → g in
L1loc(I) per h → ∞. Infatti, scrivendo g = g1 − g2 con g1, g2 crescenti e a
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variazione limitata
ˆ
I
|g(t)− gh(t)| dt =
ˆ
I
∣∣∣∣∣g(t)−
Nh−1∑
i=0
g(yhi )χ(xhi ,xhi+1](t)
∣∣∣∣∣ dt
≤
Nh−1∑
i=0
ˆ xhi+1
xhi
|g(t)− g(yhi )| dt
≤
Nh−1∑
i=0
ˆ xhi+1
xhi
[
|g1(t)− g1(yhi )|+ |g2(t)− g2(yhi )|
]
dt
≤ Vg1(I) + Vg2(I)
h
→ 0.
Per h > 1, osservato che per ogni ϕ ∈ C∞c (I) con |ϕ| ≤ 1 si ha
ˆ
I
ghϕ
′ dx =
Nh−1∑
i=0
g(yhi )[ϕ(x
h
i+1)− ϕ(xhi )] =
Nh−1∑
i=1
[g(yhi−1)− g(yhi )]ϕ(xhi )]
≤
Nh−1∑
i=1
|g(yhi )− g(yhi−1)|,
si ricava immediatamente
V (gh, I) ≤
Nh−1∑
i=1
|g(yhi )− g(yhi−1)| ≤ Vg(I).
Allora passando al limite per h → ∞ e utilizzando la semicontinuità della
variazione in L1loc(I)
V (f, I) = V (g, I) ≤ lim inf
h→∞
V (gh, I) ≤ Vg(I).
Adesso proviamo la disugualglianza opposta, eVf(I) ≤ V (f, I); possiamo
supporrre V (f, I) < ∞. Essendo V (f, I) < ∞ e f ∈ L1loc(I) per il teorema
2.4.2 abbiamo |Df |(J) = V (f, J) per ogni J b I. Allora dato che
sup
JbI
|Df |(J) = sup
JbI
V (f, J) = V (f, I) <∞,
possiamo estendere |Df | ad una misura finita di Radon in I nel seguente
modo:
|Df |(A) = sup{|Df |(A ∩ J) : J b I} ∀A ∈ B(I),
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e abbiamo che |Df |(I) = V (f, I). Sia ora ω(t) := Df((a, t)): mostriamo
che la derivata distribuzionale di ω è proprio Df , cioè Df = Dω. Per ogni
ϕ ∈ C∞c (I) applicando il teorema di Fubini abbiamoˆ b
a
ω(t)ϕ′(t) dt =
ˆ b
a
ˆ t
a
ϕ′(t) dDf(s) dt
=
ˆ b
a
ˆ b
s
ϕ′(t) dt dDf(s) = −
ˆ b
a
ϕ(s) dDf(s)
da cui le derivate distribuzionali di f e ω coincidono. Allora esiste c ∈ R tale
che f(t)− ω(t) = c per q.o. t ∈ I, e questo prova che ω + c appartiene alla
classe di equivalenza di f .
Ora, per ogni successione {ti}Ni=0 ∈ SI abbiamo
N−1∑
i=0
|ω(ti+1)− ω(ti)| =
N−1∑
i=0
|Df([ti, ti+1))| ≤
N−1∑
i=0
|Df |([ti, ti+1)) ≤ |Df |(I).
Quindi
eVf (I) ≤ Vω+c(I) = Vω(I) ≤ |Df |(I) = V (f, I).
Oltre alla tesi per Ω = I abbiamo anche mostrato che l’estremo inferiore in
(2.8) viene raggiunto da ω + c. Infine, se Ω è un qualsiasi aperto notiamo che,
per l’additività di Vf(·), eVf(Ω) =
∑
I eVf(I) (con I componenti connesse
di Ω) e Ω ha al più una quantità numerabile di componenti connesse; allora
grazie all’additività abbiamo la tesi.
Abbiamo appena provato che se f è una funzione a variazione limitata
esiste un rappresentante f¯ nella sua classe di equivalenza tale che
Vf¯ (Ω) = eVf (Ω) = V (f,Ω). (2.9)
Chiameremo un rappresentante di f con questa proprietà un buon rappresen-
tante. Caratterizziamo il buon rappresentante:
Teorema 2.4.5 (Buon rappresentante). Siano I = (a, b) ⊂ R un intervallo e
f ∈ BV (I). Sia A l’insieme degli atomi di Df , cioè A = {t ∈ I : Df({t}) 6=
0}. Allora valgono le seguenti proprietà:
(a) Esiste un unico c ∈ R tale che
f l(t) := c+Df((a, t)), f r(t) := c+Df((a, t]) t ∈ I, (2.10)
sono buoni rappresentanti di f , f l continuo a sinistra e f r continuo a
destra. Inoltre ogni altra funzione f¯ : I → R è un buon rappresentante
di f se e solo se per ogni t ∈ [0, 1] esiste un θt ∈ [0, 1] tale che
f¯(t) = θtf
l(t) + (1− θt)f r(t). (2.11)
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(b) Ogni buon rappresentante f¯ è continuo in I \ A ed ha discontinuità di
tipo salto su ogni punto di A:
f¯(t−) = f l(t) = f r(t−), f¯(t+) = f l(t+) = f r(t), ∀t ∈ A.
(c) Ogni buon rappresentante f¯ è differenziabile q.o. in I. La derivata f¯ ′ è
la densità di Df rispetto alla misura di Lebesgue su R.
Dimostrazione. (a) Da l 2.4.4 segue che la funzione ω + c = f l è un buon
rappresentante di f e con lo stesso ragionamento si può dimostrare lo stesso di
f r (la costante c è la stessa perché f l e f r coincidono in I \A). Proviamo che
ogni funzione f¯ che soddisfa (2.11) è un buon rappresentante. Ci basta provare
Vf¯ (I) ≤ V (f, I), l’altra disuguaglianza è banale in virtù di (2.9). Osserviamo
che per ogni successione {ti}Ni=0 ∈ SI , e per ogni θt ∈ [0, 1] abbiamo
N−1∑
i=0
|f¯(ti+1)− f¯(ti)|
=
N−1∑
i=0
|(1− θti+1)f l(ti+1) + θti+1f r(ti+1)− (1− θti)f l(ti)− θtif r(ti)|
≤
N−1∑
i=0
|f l(ti+1)− f l(ti)|+ θti+1
N−1∑
i=0
|f l(ti+1)− f r(ti+1)|+ θti
N−1∑
i=0
|f l(ti)− f r(ti)|
≤
N−1∑
i=0
|f l(ti+1)− f l(ti)|+
N−1∑
i=0
|f l(ti+1)− f r(ti+1)|+
N−1∑
i=0
|f l(ti)− f r(ti)|.
Notiamo che f l e f r coincidono su I \ A, per cui da (2.10) f l(t) − f r(t) =
Df({t}); quindi abbiamo
Vf¯ (I) ≤ |Df |(I) + 2|Df |(A) <∞. (2.12)
Osserviamo che
lim
s↑t
f(s) = lim
s↑t
f l(s) = f l(t), lim
s↓t
f(s) = lim
s↓t
f r(s) = f r(t),
per ogni t ∈ I. Ora proviamo un lemma, il quale afferma che per calcolare la
variazione puntuale Vf¯ (I) ci si può limitare a considerare le partizioni i cui nodi
sono punti di continuità; allora da (2.12) avremo Vf¯ (I) ≤ |Df |(I) = V (f, I).
Lemma 2.4.6. Sia u : I = (a, b) → R una funzione per cui Vu(I) < ∞.
Chiamiamo
T = {τ : a < t1 < · · · < tnτ = b | ti sono punti di continuità diu}
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e definiamo
Su(I) = sup
τ∈T
nτ−1∑
i=1
|u(ti+1)− u(ti)|.
Se per ogni t ∈ I esiste un θt ∈ [0, 1] tale che u(t) = θtu(t−) + (1− θt)u(t+)
allora Su(I) = Vu(I).
Dimostrazione. Per le proprietà dell’estremo superiore Vu(I) ≥ Su(I). Sia
τ : a < t1 < · · · < tnτ = b una partizione di (a, b) tale che esista un indice i
per cui ti è un punto di discontinuità di u. Allora
nτ−1∑
j=1
|u(tj+1)− u(tj)| =
i−1∑
j=1
|u(tj+1)− u(tj)|+ |u(ti)− u(ti−1)|
+ |u(ti+1)− u(ti)|+
nτ−1∑
j=i+1
|u(ti+1)− u(ti)|.
Fissiamo un ε > 0. Siano t1i , t2i ∈ (a, b) tali che t1i < ti < t2i , |u(ti−)−u(t1i )| < ε2
e |u(ti+)− u(t2i )| < ε2 . Allora
|u(ti)− u(ti−1)| = |θtiu(ti−) + (1− θti)u(ti+)− u(ti−1)|
≤ θti |u(ti−)− u(ti−1)|+ (1− θti)|u(ti+)− u(ti−1)|
≤ θti |u(t1i )− u(ti−1)|+ (1− θti)|u(t2i )− u(ti−1)|
+ (1− θti)|u(t2i )− u(t1i )|+
ε
2
;
allo stesso modo
|u(ti)− u(ti+1)| ≤ θti |u(t2i )− u(ti+1)|+ (1− θti)|u(t1i )− u(ti+1)|
+ θti |u(t2i )− u(t1i )|+
ε
2
.
Dunque, detta τ ′ la partizione ottenuta da τ togliendo il nodo ti e aggiungendo
i nodi t1i , t2i , che per semplicità indichiamo con τ ′ : a < s1 < · · · < snτ ′ < b,
abbiamo
nτ−1∑
j=1
|u(tj+1)− u(tj)| ≤
nτ ′−1∑
j=1
|u(sj+1)− u(sj)|+ ε;
passando all’estremo superiore, per arbitrarietà di ε abbiamo la tesi.
Mostriamo ora che ogni buon rappresentante di f soddisfa (2.11). A
questo scopo consideriamo Vf¯ (·) come funzione degli intervalli J ⊂ I1. Questa
funzione soddisfa le seguenti proprietà:
1Abbiamo utilizzato lo stesso approccio nel paragrafo 2.3, come specificato
nell’osservazione 2.3.2.
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1. Vf¯ (J) = supJ ′bJ Vf¯ (J ′);
2.
∑n
i=0 Vf¯ (Ji) ≤ Vf¯ (J), con J ⊃
⋃n
i=0 Ji e Ji ∩ Jk = ∅ se i 6= k.
Usando queste proprietà mostriamo che f¯ è un buon rappresentante di f in
ogni intervallo J = (c, d). Poiché A è al più numerabile e vale la proprietà
1., per provare la disuguaglianza Vf¯(J) ≤ |Df |(J) possiamo supporre che
c, d /∈ A 2. Allora grazie al teorema 2.4.2
Vf¯ (J) ≤ −Vf¯ ((a, c))− Vf¯ (d, b) + Vf¯ (I)
≤ −|Df |((a, c))− |Df |((d, b)) + |Df |((a, b)) = |Df |((c, d)).
Ricordando il teorema 2.1.6 (e modificandolo opportunamente per funzioni
definite su un intervallo aperto) possiamo scrivere f¯ come differenza di funzioni
crescenti e dunque esistono f¯(t−) e f¯(t+), limite sinistro e limite destro. Allora
ricordando che f¯ è un buon rappresentante di f (come f l e f r) abbiamo:
f¯(t−) = lim
r→0
1
r
ˆ t
t−r
f¯(s) ds = lim
r→0
1
r
ˆ t
t−r
f l(s) ds = f l(t) ∀t ∈ I,
f¯(t+) = lim
r→0
1
r
ˆ t+r
t
f¯(s) ds = lim
r→0
1
r
ˆ t+r
t
f r(s) ds = f r(t) ∀t ∈ I.
Ora passando al limite per r → 0 nella disuguaglianza
|f¯(t− r)− f¯(t)|+ |f¯(t)− f¯(t+ r)| ≤ Vf¯ ((t− r, t+ r)) = |Df |((t− r, t+ r)),
otteniamo
|f l(t)− f¯(t)|+ |f¯(t)− f r(t)| ≤ |f l(t)− f r(t)|,
che implica (2.11) e dunque (a).
(b) Per definizione f l e f r sono continue e coincidono su I \ A. Da (2.11)
ogni buon rappresentante ha la stessa proprietà; per lo stesso motivo i limiti
sinistro e destro dei buoni rappreseentanti sono gli stessi di f l e f r.
(c) Per il teorema 1.2.8 di Radon-Nikodym, date le due misure Df e m (la
misura di Lebesgue su R) esiste una misura Dsf (detta parte singolare di
Df) e una funzione ν ∈ L1(I) (detta densità di Df rispetto a m) tali che
Df s ⊥ m e Df = Dsf + νm. Proviamo che ogni buon rappresentante di f¯ è
differenziabile in ogni punto t, di Lebesgue di ν rispetto a m, nel quale valga
anche |Dsf |((t − r, t + r)) = o(r); chiamiamo tale insieme M . Per r → 0,
2Grazie alla monotonia di Vf (·) possiamo limitarci a fare l’estremo superiore sugli
intervalli i cui estremi non sono in A.
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poiché Df s ⊥ m, e ν è in L1(I) per il teorema dei punti di Lebesgue (teorema
1.2.10), m(M c) = 0. Dalla definizione di f l abbiamo
(f l)′+(t) = lim
r↓0
f l(t+ r)− f l(t)
r
= lim
r↓0
Df([t, t+ r))
r
= lim
r↓0
1
r
ˆ t+r
t
ν(s) ds+ lim
r↓0
Dsf([t, t+ r))
r
= ν(t).
Con un argomento simile si mostra che anche la derivata sinistra di f l è
ν(t). Poiché A, l’insieme degli atomi di Df , è contenuto nel supporto di Dsf ,
abbiamo che, in M , dove f l è differenziabile, f¯ coincide con f l, quindi anche
le loro derivate coincidono. Ne segue la tesi.
Osservazione 2.4.7. L’equazione che descrive f l e f r può essere riscritta senza
menzionare c:
f l(s)−f l(t) = Df([t, s)), f r(s)−f r(t) = Df((t, s]), ∀a < t < s < b,
e può essere considerata come il teorema fondamentale del calcolo in BV .
Se f è una funzione monotona, essa è buon rappresentante della sua classe
di equivalenza: infatti f l e f r conicidono con f salvo che nell’insieme dei
punti di discontinuità; se t è un punto di discontinuità esisterà un θt ∈ [0, 1]
tale che f(t) = θtf l(t) + (1 − θt)f r(t), altrimenti f non sarebbe monotona,
e quindi per il teorema 2.4.5(a) concludiamo. Inoltre applicando il teorema
2.4.5(c) troviamo una forma più forte del teorema 2.2.4 (di derivazione di
Lebesgue):
Corollario 2.4.8. Sia f : (a, b) → R una funzione monotona. Allora f è
differenziabile per q.o. t ∈ (a, b) e
|f(b−)− f(a+)| ≥
ˆ b
a
|f ′(t)| dt+
∑
t∈Af
|f(t+)− f(t−)|, (2.13)
dove Af è l’insieme delle discontinuità di f .
Dimostrazione. La prova si ottiene osservando che
|f(b−)− f(a+)| = |Df |((a, b)) =
ˆ b
a
|f ′| dt+ |Dsf |((a, b))
≥
ˆ b
a
|f ′(t)| dt+
∑
t∈Af
|f(t+)− f(t−)|.
Il segno di ≥ è dovuto al fatto che Dsf potrebbe avere una parte Cantoriana
(vedi il corollario 2.4.17).
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Osservazione 2.4.9. Nell’esempio 2.4.20 mostriamo una funzione per cui la
disuguaglianza (2.13) è stretta.
Il teorema 2.4.5 mostra che esiste una bigezione tra [BV (a, b)]m e l’insieme
delle coppie (c, µ) con c ∈ Rm e µ ∈ [M(a, b)]m.
Teorema 2.4.10. Sia (a, b) ⊂ R un intervallo limitato. Allora la mappa
lineare (c, µ) 7→ f(t) = c+ µ((a, t)) stabilisce un isomorfismo tra gli spazi di
Banach Rm × [M(a, b)]m e [BV (a, b)]m.
Dimostrazione. Sia T (c, µ)(t) = c+ µ((a, t)). T è lineare e, come visto nella
dimostrazione del teorema 2.4.4 (essendo µ una misura di Radon positiva) si
ha T (c, µ) ∈ [BV (a, b)]m e
‖T (c, µ)‖BV = ‖T (c, µ)‖1 + |µ((a, b))| ≤ |c|(b− a) + (b− a+ 1)|µ|((a, b)),
da cui T è continuo. Se T (c, µ) = 0 allora anche la sua derivata distribuzionale
sarà zero e, per quanto visto nella dimostrazione del teorema 2.4.4, 0 =
DT (c, µ) = µ, quindi per definizione di T (c, µ) si ha anche c = 0 e con questo
abbiamo l’iniettività. La suriettività è data dal teorema 2.4.5, e per il teorema
della mappa aperta T è un isomorfismo.
Abbiamo visto che in generale un buon rapppresentante non è univoca-
mente determinato dalla derivata distribuzionale perché la misura può avere
una parte atomica. Questa eventualità non sussiste nel caso nel caso delle
funzioni assolutamente continue che definiamo qui di seguito:
Definizione 2.4.11 (Funzione assolutamente continua). Sia Ω ⊂ R un
aperto e f ∈ [L1(Ω)]m. Diciamo che f è assolutamente continua in Ω se
f ∈ [BV (Ω)]m e Df è assolutamente continua rispetto a m.
Osservazione 2.4.12. Lo spazio vettoriale delle funzioni assolutamente con-
tinue in Ω coincide con lo spazio di Sobolev [W 1,1(Ω)]m. Dal teorema 2.4.5
otteniamo che per ogni funzione f assolutamente continua esiste un unico
buon rappresentante continuo f¯ differenziabile m-q.o. in Ω per cui vale il
teorema fondamentale del calcolo integrale
f(s)− f(t) =
ˆ s
t
f ′(r) dr,
per ogni intervallo [t, s] ⊂ Ω. Per questo motivo spesso si identifica f con f¯
considerando [W 1,1(Ω)]m ⊂ [C(Ω)]m.
Le funzioni assolutamente continue furono introdotte da G. Vitali nel
1905 [32] con la seguente definizione:
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Definizione 2.4.13. Sia f : (a, b)→ R (con (a, b) intervallo anche illimitato)
è detta assolutamente continua se per ogni ε > 0 esiste un δ > 0 tale che
N∑
i=1
(bi − ai) < δ =⇒
N∑
i=1
(f(bi)− f(ai)) < ε,
per ogni (a1, b1), . . . , (aN , bN) ⊂ (a, b) disgiunti.
Teorema 2.4.14. Le definizioni 2.4.11 e 2.4.13 sono equivalenti.
Dimostrazione. (=⇒) Osserviamo intanto che grazie alla decomposizione di
Jordan delle misure (teorema 1.2.5) Df << m se e solo se |Df | << m.
Osserviamo inoltre che per il teorema fondamentale del calcolo integrale è
possibile fare la seguente stima
N∑
i=1
|f(bi)−f(ai)| =
N∑
i=1
∣∣∣∣ ˆ bi
ai
f ′(s) ds
∣∣∣∣ ≤ N∑
i=1
ˆ bi
ai
|f ′(s)| ds = |Df |
( N⋃
i=1
(ai, bi)
)
.
Allora ci basta mostrare: |Df | << m implica che per ogni ε > 0 esiste un
δ > 0 tale che, per ogni famiglia finita di intervalli disgiunti {Ji}Ni=1 per cui
valga m(∪Ji) < δ, allora |Df |(∪Ji) < ε. Procediamo per assurdo negando la
tesi, cioè supponiamo che esista ε > 0 tale che per ogni n ∈ N esiste un Hn,
anch’esso unione di intervalli disgiunti, tale che m(Hn) < 2−n e |Df |(Hn) ≥ ε.
Posto allora
In =
∞⋃
k=n
Hk, I =
⋂
n∈N
In,
abbiamo
m(In) ≤
∞∑
k=n
m(Hk) =
∞∑
k=n
2−k = 2−n+1 −→ 0 per n −→∞.
Allora, poiché I ⊂ In per ogni n ∈ N, si ottiene m(I) = 0. D’altra parte
In ⊃ Hn per cui |Df |(In) ≥ |Df |(Hn) ≥ ε per ogni n ∈ N, ma In ⊃ In+1,
allora, ricordando che |Df | è una misura finita, posso passare al limite su
una successione di insiemi decrescente, ossia
|Df |(I) = lim
n→∞
|Df |(In) ≥ ε;
contro l’ipotesi di assoluta continuità della misura.
(⇐=) Supponiamo per assurdo che esista J , unione di intervalli aperti disgiunti
(ai, bi), tale che Df(J) > 0 e m(J) = 0. Allora scelto ε ∈ (0, Df(J)]
abbiamo m(J) = 0 < δ per ogni δ, mentre ε ≤ Df(J) = ∑[f(bi)− f(ai)] ≤∑ |f(bi)− f(ai)|, contro l’ipotesi.
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Osservazione 2.4.15. Ricordando la definizione 2.4.11, per il teorema 2.4.10 le
funzioni assolutamente continue in un intervallo (a, b) sono tutte e sole quelle
rapppresentabili da c+
´ b
a
g(s) ds con c ∈ Rm e g ∈ [L1(a, b)]m.
In generale, ogni misura µ su un aperto Ω ⊂ R può essere divisa in
tre parti: una assolutamente continua µa (rispetto a m), una puramente
atomica µj e una singolare diffusa (cioè priva di atomi) µc. Per ottenere
questa decomposizione indichiamo con A = {t ∈ Ω : µ({t}) 6= 0} l’insieme
degli atomi di µ (con cardinalità al più numerabile), per il teorema di Radon-
Nikodym scriviamo µ in maniera unica come somma della parte assolutamente
continua µa e della parte singolare µs e definiamo µj := µsxA la restrizione
di µs all’insieme A, cioè µsxA(E) = µs(E ∩ A), e µc := µsx(Ω \ A). Così
otteniamo:
µ = µa + µs = µa + µj + µc. (2.14)
Questa decomposizione di µ è unica e poiché le misure µa, µj, µc sono mu-
tuamente singolari abbiamo anche |µ| = |µa|+ |µj|+ |µc|. Dal teorema 1.2.9
di derivazione di Besicovitch sappiamo che µs si può rappresentare come
restrizione di µ a un insieme m-trascurabile
S :=
{
t ∈ Ω : lim
r→0
|µ|((t− r, t+ r))
r
=∞
}
contenente A; allora possiamo descrivere le tre misure in un modo più
costruttivo:
µa = µx(Ω \ S), µj = µxA, µc = µx(S \ A). (2.15)
In accordo con questa decomposizione diamo la seguente
Definizione 2.4.16. Sia f ∈ BV (Ω); diciamo che
• f è una funzione salto se Df = Djf , cioè se Df è puramente una
misura atomica;
• f è una funzione di Cantor se Df = Dcf , cioè se Df è una misura
singolare senza atomi.
Dal teorema 2.4.10 e dall’equazione (2.14) deduciamo la seguente rappre-
sentazione su un intervallo:
Corollario 2.4.17. Sia Ω = (a, b) ⊂ R un intervallo limitato. Allora per
ogni f ∈ [BV (Ω)]m vale la seguente rappresentazione:
f = fa + f j + f c, (2.16)
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dove fa è assolutamente continua (quindi fa ∈ [W 1,1(Ω)]m), f j è una funzione
salto e f c è una funzione di Cantor. Le tre funzioni sono univocamente
determinate a meno di una costante additiva e vale
|Df |(Ω) = |Daf |(Ω) + |Djf |(Ω) + |Dcf |(Ω) (2.17)
=
ˆ b
a
|f¯ ′(t)| dt+
∑
t∈A
| ¯f(t+)− f¯(t−)|+ |Dcf |(Ω), (2.18)
dove f¯ è un buon rappresentante di f e A è l’insieme degli atomi di |Df |.
Osservazione 2.4.18. Questa decomposizione è tipica delle funzioni BV in
una dimensione; per dimensioni maggiori non vale (vedi esempio 4.1 [4]).
Mentre abbiamo già caratterizzato le funzioni assolutamente continue,
portiamo ora degli esempi di funzioni salto e di Cantor:
Esempio 2.4.19 (di una funzione salto). Un esempio classico di funzione salto
è il seguente: sia {xn} ⊂ (a, b) una successione (finita o infinita), e {an} una
successione tale che
∑
an <∞. Allora definiamo
f(t) :=
∑
n∈N
anχ(a,xn)(t).
La derivata distribuzionale di f è la misura positiva finita µ =
∑
n∈N anδxn ,
infatti f(t) = µ((a, t)) per ogni t ∈ (a, b). In generale come mostrato nel
teorema 2.4.5 la derivata distribuzionale può essere ricostruita come differenza
di limite destro e limite sinistro di un buon rappresentante.
Per il teorema 2.4.5 e per la definizione 2.4.16 una funzione di Cantor
(ovviamente il suo buon rappresentante) è continua nel suo dominio per
l’assenza di atomi della misura associata (nel senso del teorema 2.4.10), ed è
differenziabile con derivata 0 quasi ovunque. Questo mostra che a differenza
delle funzioni assolutamente continue e delle funzioni salto, la derivata di una
funzione di Cantor può essere vista solo come misura nel senso distribuzionale,
e non si può studiare con gli strumenti dell’analisi classica come limiti destro
e sinistro e derivate.
Presentiamo l’esempio classico che giustifica la terminologia di funzione di
Cantor:
Esempio 2.4.20 (funzione di Cantor-Vitali). Consideriamo il seguente insieme
definito per ricorrenza: C = ∩Cn con C0 = [0, 1] e Cn+1 ottenuto da Cn
dividendo ogni intervallo in tre intervalli di uguale lunghezza e rimuovendo il
secondo. Quindi Cn consiste di 2n intervalli chiusi e disgiunti di ampiezza 13n ,
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per cui m(Cn) =
(
2
3
)n
che tende a 0 per n→∞; ciò implica m(C) = 0. Ora
definiamo la funzione lineare a tratti fn : [0, 1]→ R
fn(x) =
ˆ x
0
(3
2
)n
χCn(t) dt,
La successione {fn} è di Cauchy in C[0, 1]: proviamo infatti che |fn −
fn+1|C[0,1] ≤ 13·2n+1 . Osserviamo che per ogni n ∈ N la funzione fn cre-
sce linearmente con pendenza
(
3
2
)n
su Cn e rimane costante su [0, 1] \ Cn.
Scriviamo Cn = ∪2ni=1Ini , con Ini intervalli disgiunti di ampiezza 13n . Se x è
l’estremo destro (o sinistro) di un Ini , ricordando che Cn+1 ⊂ Cn si deduce
fn(x) = fn+1(x), infatti
fn(x) =
ˆ x
0
(3
2
)n
χCn(t) dt =
(3
2
)n i
3n
=
i
2n
fn+1(x) =
ˆ x
0
(3
2
)n+1
χCn+1(t) dt =
(3
2
)n+1 2i
3n+1
=
i
2n
.
Poiché le funzioni crescono linearmente (con pendenza costante) e si incontrano
alla fine di ogni Ini , ci limitiamo a studiare |fn− fn+1|C[0,1] su In1 = [0, 13n ]. Su
[0, 1
3n
] le funzioni crescono con pendenze diverse, quindi avremo il massimo
della differenza in x = 1
3n
.
fn
(
1
3n+1
)
=
ˆ 1
3n+1
0
(3
2
)n
χCn(t) dt =
(3
2
)n 1
3n+1
=
1
3 2n
fn+1
(
1
3n+1
)
=
ˆ 1
3n+1
0
(3
2
)n+1
χCn+1(t) dt =
(3
2
)n+1 1
3n+1
=
1
2n+1
,
perciò |fn( 13n+1 )− fn+1( 13n+1 )| = 13·2n+1 . In [ 13n+1 , 23n+1 ] fn cresce e fn+1 rimane
costante, dunque ha senso valutare il modulo della differenza all’estremo
dell’intervallo, ma per simmetria del problema troviamo nuovamente 1
3 2n+1
e
abbiamo quanto cercato. Ora per ogni m > n abbiamo
|fm − fn|C[0,1] ≤
m∑
i=n
|fn+1 − fn|C[0,1] ≤
m∑
i=n
1
3 · 2n+1 ≤
1
3 · 2n .
Ne segue che la successione è di Cauchy; allora fn converge ad una funzione
f continua e monotona su [0, 1] chiamata funzione di Cantor-Vitali (o scala
del diavolo).
Dai teoremi 2.4.5 e 2.4.10 abbiamo che la derivata distribuzionale di f è una
misura µ tale che µ[0, x] = f(x). Osserviamo che µ ⊥ m in quanto m(C) = 0
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e m([0, 1]\C) = 1 mentre per ogni n ∈ N abbiamo µ([0, 1]\Cn) = 0, infatti in
tali intervalli f è costante. Allora poiché [0, 1]\Cn è una successione crescente
di insiemi, passando al limite otteniamo µ([0, 1] \ C) = 0; di conseguenza
µ(C) = 1. Dalla continuità di f possiamo dedurre che µ non ha atomi, quindi
da (2.14) abbiamo che µ è una misura di Cantor: dunque f è una funzione di
Cantor secondo la definizione 2.4.16.
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Capitolo 3
Funzioni BV in Rn
In questo capitolo definiamo le funzioni BV su un generico aperto Ω di Rn.
Utilizziamo la definizione legata alla teoria delle distribuzioni.
3.1 Definizione e prime proprietà
Definizione 3.1.1. Sia f ∈ L1(Ω). Diciamo che f è una funzione a variazione
limitata in Ω, e scriviamo f ∈ BV (Ω), se la derivata distribuzionale di f è
rappresentabile da una misura con segno di Radon finita in Ω, cioè seˆ
Ω
f
∂ϕ
∂xi
dx = −
ˆ
Ω
ϕdµi, ∀ϕ ∈ C∞c (Ω), i = 1, . . . , n, (3.1)
per qualche misura vettoriale di Radon µ = (µ1, . . . , µn), finita in Ω. De-
noteremo tali µi con Dif e µ con Df . Definiamo la variazione totale di f
come
V (f,Ω) = sup
{ˆ
Ω
f divg dx
∣∣∣ g ∈ C(Ω)},
dove C(Ω) = {g = (g1, . . . , gn) ∈ C10(Ω,Rn) | |g| ≤ 1 ∀x ∈ Ω}
e divg =
∑n
i=1
∂gi
∂xi
.
Osservazione 3.1.2. Come visto nel teorema 2.4.2, possiamo provare (con una
dimostrazione pressocché identica) che f ∈ BV (Ω) se e solo se V (f,Ω) <∞
e V (f,Ω) = |Df |(Ω). Nel seguito useremo i due simboli indifferentemente.
Osserviamo che, con un argomento di densità, la formula (3.1) di inte-
grazione per parti vale per ogni ϕ ∈ C1c (Ω). Queste formule possono essere
sommate in una singola equazione scrivendo
ˆ
Ω
f divϕdx = −
n∑
i=1
ˆ
Ω
ϕi dDif ∀ϕ ∈ [C1c (Ω)]n.
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Osserviamo che lo spazio di Sobolev W 1,1(Ω) è contenuto in BV (Ω): infatti
per ogni f ∈ W 1,1(Ω) la derivata distribuzionale è data da ∇f mn1. Nel
prossimo esempio mostriamo che tale inclusione è stretta:
Esempio 3.1.3. Sia E = B(x0, r) ⊂ Ω (E ha frontiera di classe C∞, a noi
basterà C2) e consideriamo χE, la funzione caratteristica di E, appartenente a
L1(Ω) perché E è limitato. Vediamo che χE /∈ W 1,1(Ω): supponiamo che χE
abbia derivate parziali deboli in L1(Ω); allora, per ogni ϕ ∈ C1c (Ω), dovrebbe
valere la formula: ˆ
Ω
∂χE
∂xi
ϕdx = −
ˆ
Ω
χE
∂ϕ
∂xi
dx.
Notiamo che m(∂(E)) = 0 per cuiˆ
Ω
χE
∂ϕ
∂xi
dx = −
ˆ
Ω
∂χE
∂xi
ϕdx = −
ˆ
E
∂χE
∂xi
ϕdx−
ˆ
Ω\E¯
∂χE
∂xi
ϕdx = 0,
dove l’ultima uguaglianza è dovuta al fatto che in E e Ω \ E¯ le derivate
deboli coincidono con le derivate classiche, quindi sono identicamente nulle,
quindi ∂χE
∂xi
= 0 q.o.. Se consideriamo una ϕ tale che ϕ|E ≡
∑n
i=1 xi e sia
regolarizzata ad una funzione C∞c (Ω) otteniamo:
0 = −
ˆ
Ω
∂χE
∂xi
ϕdx =
ˆ
E
1 dx = m(E) 6= 0.
Questa contraddizione mostra che le derivate deboli di χE non sono funzioni
in L1(Ω).
Mostriamo che χE ∈ BV (Ω). Supponiamo g ∈ C(Ω), per il teorema di
Gauss-Green ˆ
Ω
χE divg dx =
ˆ
E
divg dx =
ˆ
∂E∩Ω
g · ν dHn−1,
dove ν(x) è il versore normale esterno alla superficie ∂E e Hn−1 è la misura
di Hausdorff (n− 1)-dimensionale. Per la disuguaglianza di Cauchy-Schwarz
abbiamo
´
∂E∩Ω g · ν dHn−1 ≤ Hn−1(∂E ∩ Ω) < +∞, e quindi
|DχE|(Ω) = sup
g∈C(Ω)
ˆ
Ω
χE divg dx ≤ Hn−1(∂E ∩ Ω) < +∞.
Perciò χE ∈ BV (Ω). Notiamo che per mostrare la disuguaglianza |DχE|(Ω) ≤
Hn−1(∂E ∩ Ω) abbiamo utilizzato solo la regolarità di ∂E; sotto l’ipotesi di
regolarità C2 del bordo vale
|DχE|(Ω) = Hn−1(∂E ∩ Ω). (3.2)
1mn è la misura di Lebesgue in Rn.
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Per provare (3.2) ci basta provare |DχE|(Ω) ≥ Hn−1(∂E ∩ Ω). L’insieme E
ha frontiera C2 e dunque ν(x) sarà una funzione di classe C1 (è il gradiente
della parametrizzazione di ∂E) con |ν(x)| ≤ 1 per ogni x in ∂E, così possiamo
estenderla ad una funzione N definita su tutto Rn tale che N ∈ C10 (Rn,Rn) e
|N(x)| ≤ 1 per ogni x in Rn. Siano ora η ∈ C∞c (Ω) con |η| ≤ 1 e g = N η; si
ha ˆ
E
divg dx =
ˆ
∂E
g · ν dHn−1 =
ˆ
∂E
η (N · ν) dHn−1 =
ˆ
∂E
η dHn−1,
cosi
|DχE|(Ω) = sup
g∈C(Ω)
ˆ
E
div g dx ≥ sup
η∈C∞0 (Ω),|η|≤1
ˆ
∂E
η dHn−1 = Hn−1(∂E ∩ Ω).
Nel precedente esempio abbiamo considerato una particolare classe di
funzioni BV (Ω) chiamate funzioni caratteristiche con bordo liscio (C2). Ora
estendiamo l’idea a insiemi più generali.
Definizione 3.1.4. Sia E un boreliano e Ω un aperto di Rn. Definiamo il
perimetro di E in Ω come:
P (E,Ω) = |DχE|(Ω) = sup
C(Ω)
ˆ
E
divg dx.
Se Ω = Rn, denotiamo P (E) = P (E,Rn). Se un boreliano E ha perimetro
localmente finito, ossia per ogni aperto Ω limitato si ha P (E,Ω) < +∞, allora
E è chiamato insieme di Caccioppoli.
Esempio 3.1.5. Mostriamo un esempio di una funzione f ∈ L1(Ω) \BV (Ω).
Sia Ω = R e denotiamo sN =
∑N
n=1
1
n
.
f(x) =

0 x ∈ (−∞, 0)
x x ∈ [0, s1)
x
2
x ∈ [s1, s2)
...
x
n
x ∈ [sn−1, sn)
...
Allora f ∈ L1(R), infatti ˆ
R
|f | dx ≤
∞∑
n=1
1
n2
<∞;
d’altra parte f /∈ BV (R) perché f è C1 a tratti e allora per il corollario
2.4.8
|Df |(R) ≥
ˆ ∞
0
|gradf | dx =
∞∑
n=1
1
n
= +∞.
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3.2 Proprietà di semicontinuità
Una delle più importanti proprietà delle funzioni BV è dimostrata nel prossimo
teorema.
Teorema 3.2.1 (Semicontinuità). Sia Ω ⊂ Rn e {fj} una successione di
funzioni in BV (Ω) che converge in L1loc(Ω) ad una funzione f . Allora
|Df |(Ω) ≤ lim inf
j→∞
|Dfj|(Ω). (3.3)
Dimostrazione. Sia g ∈ C(Ω). Poiché fj → f in L1loc(Ω)ˆ
Ω
f divg dx = lim
j→∞
ˆ
Ω
fj divg dx;
infatti∣∣∣∣ˆ
Ω
(fj − f) div g dx
∣∣∣∣ = ∣∣∣∣ˆ
supp g
(fj − f) div g dx
∣∣∣∣ ≤ ‖divg‖∞ ˆ
supp g
|fj−f | dx→ 0.
Allora abbiamo:ˆ
Ω
f divg dx = lim
j→∞
ˆ
Ω
fj divg dx ≤ lim inf
j→∞
sup
g∈C(Ω)
ˆ
Ω
fj divg dx = lim inf
j→∞
|Dfj|(Ω).
Passando all’estremo superiore su C(Ω) al primo membro troviamo la tesi.
Dall’equazione (3.2) abbiamo visto che se E è un insieme di Rn con
frontiera C2 allora P (E,Rn) = Hn−1(∂E ∩ Ω). Se la frontiera di E non è
sufficientemente regolare l’uguaglianza non è necessariamente vera.
Esempio 3.2.2. Sia {xi} la successione di tutti i punti a coordinate razionali in
Rn e siano Bi = (xi, 2−i) = {x ∈ Rn : |x− xi| < 2−i} e E = ∪∞i=0Bi. Allora
|E| ≤
∞∑
i=0
|Bi| = ωn
∞∑
i=0
2−in =
ωn
1− 2−n ,
dove ωn =
Γ( 1
2
)n
Γ(n
2
+1)n
è la misura della palla unitaria in Rn. I punti a coordinate
razionali sono densi in Rn e quindi E = Rn per cui |∂E| = +∞ e a maggior
ragione Hn−1(∂E) = +∞. D’altra parte se definiamo Ek = ∪ki=0Bi allora
Ek → E (o χEk → χE in L1); inoltre ∂Ek è C2 a tratti, dunque vale (3.2) e
otteniamo
P (Ek) = Hn−1(∂Ek) ≤ Hn−1
( ∪ki=0 ∂Bk) = nωn−1 k∑
i=0
2−i(n−1) ≤ nωn−1
1− 21−n ,
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e per il teorema 3.2.1 concludiamo:
P (E) ≤ lim inf
k→∞
P (Ek) ≤ nωn−1
1− 21−n <∞.
Con il prossimo esempio mostriamo come l’uguaglianza in (3.3) non venga
necessariamente raggiunta.
Esempio 3.2.3. Siano Ω = (0, 2pi) ⊂ R e fj(x) = 1j sin(jx) per x ∈ Ω e
j = 1, 2, . . .. Le fj sono in L1(Ω) e inoltreˆ
Ω
|fj| dx = 1
j
ˆ 2pi
0
| sin(jx)| dx ≤ 2pi
j
,
così fj → 0 in L1. D’altra parte le fj sono C1, dunque con facili conti abbiamo
|Dfj|(Ω) =
ˆ
Ω
|gradfj| dx =
ˆ 2pi
0
| cos(jx)| dx = 4.
Sebbene generalmente in (3.3) non possiamo aspettarci l’uguaglianza, possia-
mo provarla in casi particolari, come vedremo in 3.2.5 e 3.3.1.
Proposizione 3.2.4. Lo spazio delle funzioni a variazione limitata, dotato
della norma
‖f‖BV = ‖f‖L1 + |Df |(Ω) (3.4)
è uno spazio di Banach.
Dimostrazione. Intanto ‖ · ‖BV è una norma perché ‖ · ‖L1 è una norma e
|Df |(Ω) è una seminorma per le proprietà dell’estremo superiore. Rimane da
provare la completezza.
Sia {fj} una successione di Cauchy in BV (Ω); da (3.4) {fj} deve anche
essere una successione di Cauchy in L1(Ω), e dalla completezza di L1(Ω) esiste
f ∈ L1(Ω) tale che fj → f in L1(Ω). Dato che {fj} è di Cauchy in BV (Ω),
‖f‖BV è limitata, quindi |Dfj|(Ω) è limitata quando j →∞.
Allora per la semicontinuità (3.3)
|Df |(Ω) ≤ lim inf
j→∞
|Dfj|(Ω),
dunque |Df |(Ω) è finita e così f ∈ BV (Ω). Ora bisogna mostrare che fj → f
in BV (Ω); basta provare che
´
Ω
|D(f − fj)| → 0 per j → ∞. Supponiamo
ε > 0, allora esiste un n ∈ N tale che per ogni j, k ≥ n abbiamo ‖fj−fk‖BV <
ε e quindi |D(fj−fk)|(Ω) ≤ ε. Ora poiché fk → f in L1 anche fj−fk → fj−f
in L1; così per semicontinuità (teorema 3.2.1)
|D(fj − f)|(Ω) ≤ lim inf
k→∞
|D(fj − fk)|(Ω) ≤ ε, ∀j ≥ n.
Dunque abbiamo fj → f in BV (Ω).
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Proposizione 3.2.5. Sia {fj} una successione in BV (Ω) tale che
fj → f in L1loc(Ω) e lim
j→∞
|Dfj|(Ω) = |Df |(Ω).
Allora per ogni aperto A ⊂ Ω
|Df |(A ∩ Ω) ≥ lim sup
j→∞
|Dfj|(A ∩ Ω). (3.5)
In particolare, se |Df |(∂A ∩ Ω) = 0 allora |Df |(A) = limj→∞ |Dfj|(A).
Dimostrazione. Sia B = Ω \ A; B è aperto. Per semicontinuità (teorema
3.2.1) abbiamo
|Df |(A) ≤ lim inf
j→∞
|Dfj|(A) e |Df |(B) ≤ lim inf
j→∞
|Dfj|(B).
D’altra parte (ricordando che |Df | è una misura),
|Df |(A ∩ Ω) + |Df |(B) = |Df |(Ω) ipotesi= lim
j→∞
|Dfj|(Ω)
≥ lim sup
j→∞
|Dfj|(A ∩ Ω) + lim inf
j→∞
|Dfj|(B)
≥ lim sup
j→∞
|Dfj|(A ∩ Ω) + |Df |(B),
quindi vale (3.5). Inoltre, se |Df |(∂A ∩ Ω) = 0,
lim sup
j→∞
|Dfj|(A ∩ Ω) ≤ lim sup
j→∞
|Dfj|(A ∩ Ω)
≤ |Df |(A ∩ Ω) = |Df |(A ∩ Ω) ≤ lim inf
j→∞
|Dfj|(A ∩ Ω).
3.3 Risultati di approssimazione
Proposizione 3.3.1. Sia f ∈ BV (Ω) e sia A ⊂⊂ Ω aperto tale che
|Df |(∂A) = 0. (3.6)
Allora se fε sono le funzioni mollificate (dove f è estesa a zero fuori da Ω) si
ha
|Df |(A) = lim
ε→0
ˆ
A
|Dfε| dx. (3.7)
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Dimostrazione. Dalla proposizione 1.1.2(a) fε → f in L1(Ω) e allora per
semicontinuità (teorema 3.2.1)
|Df |(A) ≤ lim inf
ε→0
ˆ
A
|Dfε| dx.
Supponiamo ora g ∈ C(A), allora per la proposizione 1.1.2(c) e (d) abbiamo
ˆ
Ω
fε divg dx
(c)
=
ˆ
Ω
f
(
divg
)
ε
dx
(d)
=
ˆ
Ω
f div gε dx.
Dato che |g| ≤ 1, per la proposizione 1.1.2(b) allora anche |gε| ≤ 1 e per la
proposizione 1.1.2(e) da suppg ⊂ A segue che suppgε ⊂ Aε; così
ˆ
Ω
fε divg dx ≤ |Df |(Aε),
e passando, nel primo membro, all’estremo superiore su C(A) otteniamo
ˆ
A
|Dfε| dx ≤ |Df |(Aε).
Così
lim sup
ε→0
ˆ
A
|Dfε| dx ≤ lim
ε→0
|Df |(Aε) = |Df |(A) (3.6)= |Df |(A).
Osservazione 3.3.2. Se A = Rn allora la proposizione 3.3.1 mostra che
|Df |(Rn) = lim
ε→0
ˆ
Rn
|Dfε| dx,
e in particolare, se f = χE otteniamo
P (E) = lim
ε→0
ˆ
Rn
|D(χE)ε| dx.
Ora possiamo mostrare che ogni funzione f ∈ BV (Ω) può essere appros-
simata in qualche senso da funzioni C∞. Non possiamo sperare nell’appros-
simazione in norma BV (Ω), dato che la chiusura di C∞ in questa norma è
W 1,1(Ω) che è diverso da BV (Ω) (vedi esempio 3.1.3). Così in particolare,
non possiamo sperare di trovare {fj} ∈ C∞ tale che fj → f in L1(Ω) e
|D(fj − f)|(Ω)→ 0.
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Teorema 3.3.3 (Approssimazione). Sia f ∈ BV (Ω), allora esiste una
successione {fj} ⊂ C∞(Ω) tale che
lim
j→∞
ˆ
Ω
|fj − f | dx = 0 e lim
j→∞
|Dfj|(Ω) = |Df |(Ω). (3.8)
Dimostrazione. Supponiamo che Ω sia limitato. Sia ε > 0. Esiste m ∈ N tale
che, dato Ωk =
{
x ∈ Ω | dist(x, ∂Ω) > 1
m+k
}
, si ha
|Df |(Ω \ Ω0) < ε.
Consideriamo ora gli insiemi Ai con i = 1, 2, . . .{
A1 = Ω2
Ai = Ωi+1 \ Ωi−1,
e sia {ϕi}i∈N la partizione dell’unità subordinata al ricoprimento {Ai}, cioè
ϕi ∈ C∞0 (Ω), 0 ≤ ϕi ≤ 1 e
∑∞
i=1 ϕi ≡ 1.
Sia η un mollificatore positivo simmetrico. Ricordando la proposizione
1.1.2(e) e (a) per ogni i possiamo scegliere εi tale che
(i) supp(ηεi ∗ f ϕi) ⊂ Ωi+2 \ Ωi−2 (Ω−1 = ∅)
(ii)
´
Ω
|ηεi ∗ (f ϕi)− f ϕi| dx < ε 2−i
(iii)
´
Ω
|ηεi ∗ (f Dϕi)− f Dϕi| dx < ε 2−i.
Infine sia fε =
∑∞
i=1 ηεi ∗ (f ϕi). Da (i) segue che la somma che definisce fε
è localmente finita e dunque fε ∈ C∞(Ω); dato che f =
∑∞
i=1 f ϕi, da (ii)
abbiamo ˆ
Ω
|fε − f | dx ≤
∞∑
i=1
ˆ
Ω
|ηεi ∗ (f ϕi)− f ϕi| dx < ε,
dove abbiamo portato fuori la somma per il teorema di Beppo Levi. Dunque
quando ε → 0 abbiamo fε → f in L1(Ω). Dalla semicontinuità (teorema
3.2.1) abbiamo
|Df |(Ω) ≤ lim inf
ε→0
|Dfε|(Ω). (3.9)
43
Sia ora g ∈ C(Ω). Segue:
ˆ
Ω
fε divg dx =
ˆ
Ω
∞∑
i=1
ηε ∗ (f ϕi) divg dx Lebesgue=
∞∑
i=1
ˆ
Ω
ηε ∗ (f ϕi) divg dx
=
∞∑
i=1
ˆ
Ω
[ ˆ
Rn
ηε(x− y) f(y)ϕi(y) divg(x) dy
]
dx
=
∞∑
i=1
ˆ
Rn
[ ˆ
Ω
ηε(y − x) divg(x) dx
]
f(y)ϕi(y) dy
=
∞∑
i=1
ˆ
Rn
[ ˆ
Ω
ηε(x− y) divg(x) dx
]
f(y)ϕi(y) dy, ,
dove nella penultima uguaglianza abbiamo utilizzato il teorema di Fubini. Ora
considerando g zero fuori da Ω, ricordando che η è simmetrico e considerando
i supporti delle varie funzioni in gioco, possiamo “scambiare” gli insiemi di
integrazione, così
∞∑
i=1
ˆ
Rn
[ ˆ
Ω
ηεi(x− y) divg(x) dx
]
f(y)ϕi(y) dy =
=
∞∑
i=1
ˆ
Ω
f(y)ϕi(y)
[ ˆ
Rn
ηεi(x− y)
n∑
j=1
∂gj
∂xj
(x) dx
]
dy
=
∞∑
i=1
ˆ
Ω
f(y)ϕi(y)
(
ηεi ∗ divg
)
dy =
∞∑
i=1
ˆ
Ω
f ϕi div
(
ηεi ∗ g
)
dx,
dove nell’ultimo passaggio abbiamo sfruttato la proprietà della convoluzione
di scaricare la derivata. Così:
ˆ
Ω
fε divg dx =
∞∑
i=1
ˆ
Ω
f ϕi
[ n∑
j=1
∂
∂xj
(
ηεi ∗ gj
)]
dx
=
∞∑
i=1
n∑
j=1
[ˆ
Ω
f
∂
∂xj
(
ϕi ηεi ∗ gj
)
dx−
ˆ
Ω
f Dϕi
(
ηεi ∗ gj
)
dx
]
=
∞∑
i=1
ˆ
Ω
f div
(
ϕi (ηεi ∗ gj)
)
dx−
∞∑
i=1
n∑
j=1
ˆ
Ω
f Dϕi
(
ηεi ∗ gj
)
dx.
Ora con gli stessi accorgimenti utilizzati prima studiamo il termine generale
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del secondo addendo:ˆ
Ω
f(x)Dϕi(x)
(
ηεi ∗ gj
)
(x) dx =
=
ˆ
Ω
ˆ
Rn
f(x)Dϕi(x) ηεi(x− y) gj(y) dy dx
=
ˆ
Rn
ˆ
Ω
f(x)Dϕi(x) ηεi(x− y) gj(y) dx dy
=
ˆ
Rn
ˆ
Rn
f(−z + y)Dϕi(−z + y) ηεi(−z) gj(y) dz dy
=
ˆ
Rn
[
f Dϕi ∗ ηεi
]
(y) gj(y) dy.
Osservando che
∑∞
i=0Dϕi ≡ 0 abbiamoˆ
Ω
fε divg dx =
=
∞∑
i=1
ˆ
Ω
f div
(
ϕi (ηεi ∗ g)
)
dx−
∞∑
i=1
n∑
j=1
ˆ
Rn
[
f Dϕi ∗ ηεi
]
(y) gj(y) dy
=
∞∑
i=1
ˆ
Ω
f div
(
ϕi (ηεi ∗ g)
)
dx−
∞∑
i=1
n∑
j=1
ˆ
Rn
[
f Dϕi ∗ ηεi−f Dϕi
]
(y) gj(y) dy
=
ˆ
Ω
f div
(
ϕ1 (ηε1 ∗ g)
)
dx+
∞∑
i=2
ˆ
Ω
f div
(
ϕi (ηεi ∗ g)
)
dx
−
∞∑
i=1
n∑
j=1
ˆ
Rn
[
f Dϕi ∗ ηεi − f Dϕi
]
(y) gj(y) dy.
Ora tiriamo le somme. Dato che |ϕi ηεi ∗ g| ≤ 1 otteniamoˆ
Ω
f div(ϕ1 ηε1 ∗ g) dx ≤ |Df |(Ω);
poiché l’intersezione di più di tre Ai è vuota, per (i) e (ii) risulta
∞∑
i=2
ˆ
Ω
f div
(
ϕi (ηεi ∗ g)
)
dx ≤ 3 |Df |(Ω \ Ω0) < 3 ε;
infine per (iii) abbiamo
∞∑
i=1
n∑
j=1
ˆ
Ω
[
f Dϕi ∗ ηεi − f Dϕi
]
(y) gj(y) dy <
√
n ε,
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dove abbiamo portato la somma dentro l’integrale, abbiamo interpretato
l’integrando come prodotto scalare tra g e [f Dϕi ∗ ηεi − f Dϕi](1, . . . , 1) e
concluso per la disuguaglianza di Cauchy-Schwarz. Cosiˆ
Ω
fε divg dx < |Df |(Ω) + 4 ε da cui |Dfε|(Ω) < |Df |(Ω) + 4 ε.
Al tendere di ε→ 0, per (3.9) abbiamo la tesi nel caso di Ω limitato.
Applicando quanto appena visto ad una successione di aperti Br ∩ Ω che
invadono Ω, con un procedimento diagonale ritroviamo la tesi.
Osservazione 3.3.4. Per ogni f ∈ BV (Ω), per ogni ε > 0, per ogni n > 0 e
per ogni x0 ∈ ∂Ω si ha
lim
ρ→0
ρ−n
ˆ
B(x0,ρ)∩Ω
|fε − f | dx = 0. (3.10)
Infatti, mantenendo la notazione della precedente dimostrazione, se x ∈
B(x0, ρ) ∩ Ω allora dalla nostra scelta suppϕk = Ak = Ωk+1 \ Ωk−1 segue che
fε(x)− f(x) =
∞∑
k=k0+1
[
ηεk ∗ (f ϕk)− f ϕk
]
, dove k0 =
[
1
ρ
]
−m− 2.
Infatti se x ∈ Ak con k ≤ k0 allora
dist(x, x0) ≥ dist(x, ∂Ω) > 1
m+ k + 1
>
1
[1/ρ]− 1 > ρ.
Allora da (ii)
ρ−n
ˆ
B(x0,ρ)∩Ω
|fε − f | dx ≤ 2−k0 ρ−n ε;
dalla definizione di k0 abbiamo che limρ→0 2−k0 ρ−n ε→ 0, da cui la tesi.
3.4 Risultati di convergenza
In questo paragafo introduciamo la convergenza debole* e la convergenza
stretta nello spazio BV (Ω).
Definizione 3.4.1. Siano (fh)h∈N ⊂ BV (Ω) e u ∈ BV (Ω). Diciamo che
(uh)h∈N converge debole* in BV (Ω) a u se (uh)h∈N converge a u in L1(Ω) e
(Duh)h∈N converge debole* a Du in Ω, cioè
lim
h→∞
ˆ
Ω
ϕdDuh =
ˆ
Ω
ϕdDu ∀ϕ ∈ C0(Ω). (3.11)
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Adesso proviamo una formulazione equivalente della convergenza debole*.
Proposizione 3.4.2. Sia (uh)h ⊂ BV (Ω). Allora (uh)h converge debole* ad
u in BV (Ω) se e solo se (uh)h è limitata in norma BV (Ω) e converge a u in
L1(Ω).
Dimostrazione. (⇐=) Supponiamo che (uh)h sia limitata in BV (Ω) e che
converga a u in L1(Ω); dobbiamo solo mostrare che (Duh)h converge debole*
a Du in Ω nel senso di (3.11). Allora dal teorema 1.2.7, (Duh)h è debol-
mente relativamente compatta, quindi basta provare che ogni punto limite
µ = limk→∞Duhk coincide con Du. Infatti, passando al limite per k → ∞
nell’uguaglianza
ˆ
Ω
uhk
∂ϕ
∂xi
dx = −
ˆ
Ω
ϕdDiuhk , ∀ϕ ∈ C1c (Ω) i = 1, . . . , n
otteniamoˆ
Ω
u
∂ϕ
∂xi
dx = −
ˆ
Ω
ϕdµi, ∀ϕ ∈ C1c (Ω) i = 1, . . . , n,
cioè la tesi.
(=⇒) La tesi segue dal teorema di Banach-Steinhaus, perché la convergenza
finita di misure con segno di Radon finite in Ω corrisponde alla convergenza
nel duale di [C0(Ω)]n (vedi l’osservazione 1.2.3).
Definizione 3.4.3 (Convergenza stretta). Siano u, uh ∈ BV (Ω). Diciamo
che (uh)h converge strettamente in BV (Ω) a u se (uh)h converge a u in L1(Ω)
e la successione delle variazioni totali (|Duh|h(Ω)) converge a |Du|(Ω) per
h→∞.
Si può verificare che
d(u, v) =
ˆ
Ω
|u− v| dx+ ||Du|(Ω)− |Dv|(Ω)|
è una distanza in BV (Ω) che induce la stretta convergenza. Dalla proposizione
3.4.2 ricaviamo che la convergenza stretta implica la convergenza debole*,
mentre l’esempio 3.2.3 mostra che il viceversa, in generale, non vale.
Definizione 3.4.4 (Dominio di estensione). Diciamo che un aperto Ω di Rn è
un dominio di estensione se ∂Ω è limitato e per ogni aperto A ⊃ Ω e per ogni
m ≥ 1 esiste un operatore lineare e continuo T : [BV (Ω)]m → [BV (Rn)]m,
detto operatore di estensione, che soddisfa
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(a) Tu = 0 q.o. in Rn \ A per ogni u ∈ [BV (Ω)]m;
(b) |DTu|(∂Ω) = 0 per ogni u ∈ [BV (Ω)]m;
(c) per ogni p ∈ [1,∞] la restrizione di T su [W 1,p(Ω)]m induce una mappa
lineare e continua tra questo spazio e [W 1,p(Rn)]m.
Teorema 3.4.5. Ogni insieme aperto Ω ⊂ Rn con frontiera ∂Ω, compatta e
Lipschitziana è un dominio di estensione (per una dimostrazione si veda [?]).
Adesso proveremo un risultato di compattezza; premettiamo un lemma.
Lemma 3.4.6. Sia u ∈ BV (Ω) e K ⊂ Ω un insieme compatto. Allora
ˆ
K
|u ∗ ηε − u| dx ≤ ε|Du|(Ω) ∀(0, d(k, ∂Ω)).
Dimostrazione. Dal teorema 3.3.3 possiamo assumere, senza perdita di gene-
ralità, che u ∈ C1(Ω). Partendo dall’identità
u(x− εy)− u(x) = −ε
ˆ 1
0
〈∇u(x− εty), y〉 dt x ∈ K, y ∈ B(0, 1)
integrando su k rispetto alla variabile x e utilizzando il teorema di Fubini
otteniamo
ˆ
K
|u(x− εy)− u(x)| dx = ε
ˆ 1
0
ˆ
K
〈∇u(x− εty), y〉 dx dt ≤ ε |Du|(Ω).
Moltiplicando sia destra che a sinistra per un mollificatore η(y) (vedi la
definizione 1.1.2) e integrando nella variabile y otteniamo
ˆ
K
(ˆ
Rn
|u(x− εy)− u(x)|η(y) dy
)
dx ≤ ε |Du|(Ω). (3.12)
Poiché u ∗ ηε − u è uguale a
´
Rn
(u(x− εy)− u(x))η(y) dy da (3.12) abbiamo
ˆ
K
|u ∗ ηε − u| dx ≤
ˆ
K
(ˆ
Rn
|u(x− εy)− u(x)|η(y) dy
)
dx ≤ ε |Du|(Ω).
Teorema 3.4.7 (Compattezza in BV ). Ogni successione (uh)h ⊂ BVloc(Ω)
che soddisfa
sup
{ˆ
A
|uh| dx+ |Du|(A) : h ∈ N
}
<∞ ∀A b Ω aperto
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ammette una sottosuccessione (uhk)k convergente in L
1
loc(Ω) a u ∈ BVloc(Ω).
Se Ω è un dominio di estensione limitato e la successione è limitata in BV (Ω)
possiamo dire che u ∈ BV (Ω) e che la sottosuccessione converge debole* ad
u.
Dimostrazione. Sia Ωj una successione di aperti Ωj b Ω tale che Ωj ↑ Ω; se
per ogni indice j troviamo una sottosuccessione u(j)h convergente in L
1(Ωj)
posssiamo estrarre una sottosuccessione diagonale che soddisfa la tesi. Allora,
sia Ω′ b Ω un insieme aperto, basta mostrare l’esistenza di una sottosucces-
sione convergente in L1(Ω′) ad una qualche funzione u (notiamo che dalla
proposizione 3.4.2 u ∈ BV (Ω′)). Sia δ = d(Ω′, ∂Ω) > 0. Consideriamo U ⊂ Ω
un δ
2
-intorno di Ω′ e sia uh,ε = uh ∗ ηε (con η come nella definizione 1.1.2). Se
ε ∈ (0, δ
2
) le funzioni uh,ε sono lisce in Ω′ e soddisfano
‖uh,ε‖C(Ω′) ≤ ‖uh‖L1(U)‖ηε‖∞, ‖∇uh,ε‖C(Ω′) ≤ ‖uh‖L1(U)‖∇ηε‖∞.
Le successioni (uh) e (uh,ε) sono equilimitate ed equicontinue per ε fissato.
Qesto significa che, fissato ε, possiamo trovare una sottosuccessione con-
vergente di (uh,ε) in C(Ω′). Con un argomento diagonale possiamo trovare
una sottosuccessione di indici (hk) tale che per ogni ε = 1m con m >
2
δ
la
successione uhk,ε converge in C(Ω′). Applicando il lemma 3.4.6 abbiamo
lim sup
k,k′→∞
ˆ
Ω′
|uhk − uh′k | dx ≤ lim sup
k,k′→∞
ˆ
Ω′
|uhk, 1m − uh′k, 1m | dx
+ lim sup
k,k′→∞
ˆ
Ω′
[
|uhk − uhk, 1m |+ |uh′k − uh′k, 1m |
]
dx
≤ 2
m
sup
h∈N
|Duh|(U).
Così per arbitrarietà di m e per la completezza di L1(Ω′) abbiamo che uhk
converge in L1(Ω′).
Se Ω è un dominio di estensione limitato, applicare la prima parte della
dimostrazione alle estensioni Tuh ∈ BV (Rn), troviamo una sottosuccessione
di indici (hk) tale che (Tuhk) converge ad una qualche funzione u ∈ BV (Ω)
in L1loc(Rn). In particolare (uhk) converge ad u in L1(Ω), quindi, grazie alla
proposizione 3.4.2, u ∈ BV (Ω) e abbiamo la convergenza debole*.
Il seguente teorema è un’estensione della disuguaglianza di Sobolev per
funzioni in W 1,1(Ω).
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Teorema 3.4.8 (Disuguaglianza di Sobolev). 1. Sia f ∈ BV (Rn) con sup-
porto compatto. Allora:( ˆ
Rn
|f | nn−1 dx
)n−1
n
≤ c1
ˆ
Rn
|Df |, (3.13)
dove c1 è una costante dipendente solo dalla dimensione n.
2. Sia f ∈ BV (Bρ) e definamo fρ = 1|Bρ|
´
Bρ
f dx. Allora( ˆ
Bρ
|f − fρ| nn−1 dx
)n−1
n
≤ c2
ˆ
Bρ
|Df |, (3.14)
con c2 costante dipendente solo da n.
Dimostrazione. Le disuguaglianze (3.13) e (3.14) sono note per funzioni f ∈
C∞0 (Rn) e C∞(Bρ) rispettivamente.
Mostriamo la prima. Scegliamo una successione {fj} in C∞0 (Rn) tale che
fj → f in L1 e
´
Rn |Dfj| →
´
Rn |Df | che sappiamo esistere per il teorema
3.3.3. Ora per (3.13) le {fj} sono uniformemente limitate in L nn−1 (Rn), infatti
‖fj‖ n
n−1 ≤ c1
ˆ
Rn
|Dfj| ≤ c1
ˆ
Rn
|Df |+ ε,
che è finito perché ogni
´
Rn |Dfj| è finito e limj→∞
´
Rn |Dfj| =
´
Rn |Df | è
anch’esso finito. Quindi le {fj} sono limitate in L nn−1 e allora, poiché L nn−1
è riflessivo, esiste una sottosuccessione (che richiamiamo {fj}) che converge
debolmente ad una certa funzione f0 ∈ L nn−1 . Poiché fj → f in L1, fj ⇀ f
in L
n
n−1 e f0 = f ; questo perché, per ogni ϕ ∈ C∞0 (Rn) abbiamo∣∣∣∣ˆ
Rn
(f − f0)ϕdx
∣∣∣∣ ≤ ∣∣∣∣ ˆ
Rn
(f − fj)ϕdx
∣∣∣∣+ ∣∣∣∣ˆ
Rn
(fj − f0)ϕdx
∣∣∣∣
≤ ‖f − fj‖L1(Rn) supϕ+
∣∣∣∣ˆ
Rn
(fj − f0)ϕdx
∣∣∣∣
che tende a zero al tendere di j →∞. Quindi f − f0 = 0 q.o. per il lemma
fondamentale del calcolo delle variazioni e f = f0 ∈ L nn−1 , per cui fj ⇀ f in
L
n
n−1 . Allora per la convergenza debole(ˆ
Rn
|f | nn−1 dx
)n−1
n
≤ lim inf
j→∞
( ˆ
Rn
|fj| nn−1 dx
)n−1
n
≤ c1 lim
j→∞
ˆ
Rn
|Dfj| = c1
ˆ
Rn
|Df |.
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Ora mostriamo la seconda disuguaglianza. Sia come sopra {fj} una successione
in C∞(Bρ) tale che fj → f e
´
Bρ
|Dfj| →
´
Bρ
|Df |; verifichiamo che fj−fjρ ⇀
f − fρ in L nn−1 (Bρ). Per (3.14), fj − fjρ sono equilimitate in L nn−1 (Bρ), quindi
esiste una sottosuccessione (che richiamiamo {fj}) tale che fj − fjρ ⇀ f0; ma
fj − fjρ → f − fρ in L1(Bρ), infatti
‖(fj − fjρ)− (f − fρ)‖L1(Bρ) ≤ ‖(fj − f‖L1(Bρ) + ‖(fjρ − fρ)‖L1(Bρ) < 2ε,
perché
‖fjρ − fρ‖L1(Bρ) =
ˆ
Bρ
∣∣∣∣ 1|Bρ|
ˆ
Bρ
(fj − f) dy
∣∣∣∣ dx
≤ 1|Bρ|
ˆ
Bρ
‖fj − f‖L1(Bρ) dx = ‖fj − f‖L1(Bρ).
Allora come prima fj − fjρ ⇀ f − fρ e f0 = f − fρ, da cui per convergenza
debole e (3.14) per funzioni C∞(Bρ)(ˆ
Bρ
|f − fρ| nn−1 dx
)n−1
n
≤ lim inf
j→∞
( ˆ
Bρ
|fj − fjρ| nn−1 dx
)n−1
n
≤ c2 lim
j→∞
ˆ
Bρ
|Dfj| = c2
ˆ
Bρ
|Df |.
Corollario 3.4.9 (Disuguaglianza isoperimetrica). Sia E un insieme limitato
di Caccioppoli in Rn. Allora
|E|n−1n ≤ c1
ˆ
Rn
|DχE|; (3.15)
min {|E ∩Bρ|, |Ec ∩Bρ|}n−1n ≤ 2 1n c2
ˆ
Bρ
|DχE|. (3.16)
Dimostrazione. La (3.15) è diretta conseguenza della (3.13) prendendo f = χE
(χE ∈ BV (Rn) ed è a supporto compatto):
|E|n−1n =
(ˆ
Rn
|χE| nn−1 dx
)n−1
n
≤ c1
ˆ
Rn
|DχE|.
Proviamo ora (3.16). Notiamo che se f = χE allora fρ =
|E∩Bρ|
|Bρ| e così
ˆ
Bρ
|f − fρ| nn−1 dx =
{
1− |E ∩Bρ||Bρ|
} n
n−1
|E ∩Bρ|+
{ |E ∩Bρ|
|Bρ|
} n
n−1
|Ec∩Bρ|.
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Notiamo che |Ec ∩Bρ| = |Bρ|
{
1− |E∩Bρ||Bρ|
}
, e quindi possiamo riscrivere:
( ˆ
Bρ
|f − fρ| nn−1 dx
)n−1
n
≥
≥ min {|E ∩Bρ|, |Ec ∩Bρ|}n−1n
{[ |E ∩Bρ|
|Bρ|
] n
n−1
+
[ |Ec ∩Bρ|
|Bρ|
] n
n−1
}n−1
n
≥
(
1
2
) 1
n
min {|E ∩Bρ|, |Ec ∩Bρ|}n−1n ,
dove nell’ultimo passaggio (notando che |E∩Bρ||Bρ| e
|Ec∩Bρ|
|Bρ| sono minori di 1 e la
loro somma è 1)
(
1
2
) 1
n è il minimo assunto dalla funzione
[
x
n
n−1 +(1−x) nn−1 ]n−1n
in (0, 1).
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Capitolo 4
Analisi in spazi metrici
In questo capitolo introdurremo alcune nozioni relative agli spazi metrici che
serviranno per poi costruire la teoria sulle funzioni BV in ambiente metrico e
ottenere un teorema di equivalenza.
4.1 Curve in spazi metrici
Sia (X, d) uno spazio metrico.
Definizione 4.1.1. Diciamo curva una mappa continua γ : [a, b] → X e
indichiamo con |γ| := γ([a, b]) la sua immagine. Data pi : a = t0 ≤ . . . , tn = b
una partizione dell’intervallo [a, b] definiamo la lunghezza di γ come
l(γ) = sup
pi∈Π
npi−1∑
i=0
d(γ(ti), γ(ti−1)), (4.1)
dove Π è l’insieme delle partizioni finite dell’intervallo [a, b]. Diciamo che la
curva γ è rettificabile se l(γ) <∞. La funzione lunghezza associata ad una
curva rettificabile γ : [a, b]→ X è sγ : [a, b]→ [0, l(γ)] data da sγ(t) = l(γ|[a,t]).
Osservazione 4.1.2. Una curva è rettificabile se e solo se è una funzione
continua e di variazione limitata (vedi l’osservazione (2.1.3)), con l(γ) = T ba(γ).
Lemma 4.1.3. Sia γ : [a, b]→ X una curva rettificabile, allora la funzione
lunghezza sγ : [a, b]→ [0, l(γ)] è non decrescente e continua.
Dimostrazione. Chiaramente sγ è non decrescente. Proviamo la continuità
per assurdo. Cominciamo dalla continuità in (a, b). Supponiamo per assurdo
che ci sia τ ∈ (a, b) per cui
lim
t→τ+
sγ(t)− lim
t→τ−
sγ(t) = η > 0. (4.2)
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Prendiamo una partizione pi : a = t0 < t1 < · · · < tn = b tale che
tba(γ, pi) =
n−1∑
i=0
d(γ(ti+1), γ(ti)) > l(γ)− η
3
(4.3)
e d(γ(ti+1), γ(ti)) < η3 per i = 0, . . . , n− 1. Possiamo sempre supporre che τ
non sia un nodo della partizione pi: infatti se τ coincide con uno dei ti, per
(4.3) esiste un ε ∈]0, η
3
] tale che
tba(γ, pi) = l(γ)−
η
3
+ ε,
e in virtù della continuità di γ esistono t1i e t2i tali che t1i < τ < t2i , per cui
d(γ(t1i ), γ(τ)) e d(γ(t1i ), γ(τ)) sono minori di
ε
3
. Allora considerando la nuova
partizione pi′ : a = t0 < · · · < ti−1 < t1i < t2i < · · · < tn = b si ha
tba(γ, pi
′) > tba(γ, pi)−
2ε
3
= l(γ)− η
3
+
ε
3
,
dunque la (4.3) vale anche per pi′ che non ha τ come nodo. Sia dunque pi una
partizione che non ha τ come elemento e sia τ ∈ (ti, ti+1). Dall’equazione
(4.2) segue che l(γ|[ti,ti+1]) ≥ η, allora esiste una partizione σ di [ti, ti+1] per
cui tti+1ti (γ, σ) >
2η
3
. Rimpiazzando in (4.3) l’addendo d(γ(ti+1), γ(ti)) con
t
ti+1
ti (γ, σ) e detta pi
′′ = pi ∪ σ otteniamo
tba(γ, pi
′′) >
(
l(γ)− η
3
)
− η
3
+
2η
3
= l(γ),
in contraddizione con la definizione di lunghezza.
Il procedimento è analogo nel caso in cui la presunta discontinuità sia in
un estremo dell’intervallo [a, b] (lo proviamo solo per l’estremo a). Infatti
supponiamo per assurdo che
lim
t→α+
sγ(t)− sγ(a) = η > 0.
Considerando come prima una partizione pi : a = t0 < t1 < · · · < tn = b
per cui vale (4.3) e un’opportuna suddivisione di [a, t1] avremmo di nuovo
tba(γ, pi) > l(γ); assurdo.
Definizione 4.1.4. Se γ : [a, b] → X è una curva e α : [c, d] → [a, b] è una
funzione continua, crescente e suriettiva, allora diciamo che la curva γ ◦ α è
ottenuta da γ con un cambio di variabile non decrescente. Notiamo che
l(γ) = l(γ ◦ α). (4.4)
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Possiamo definire la lunghezza anche per curve arbitrarie, non necessaria-
mente continue, γ : [a, b]→ X, nello stesso modo delle curve continue. Come
visto in osservazione 2.2.2 anche nel caso di curve rettificabili a valori in uno
spazio metrico la curva ha al più una quantità numerabile di punti di discon-
tinuità. Infatti se γ avesse una quantità più che numerabile di discontinuità
potremmo considerare gli insiemi Dn = {t ∈ [a, b] : d(γ(t+), γ(t−)) ≥ 2−n};
se solo uno di questi fosse più che numerabile, potremmo estrarne un sottoin-
sieme numerabile e costruire una successione di partizioni che evidenzi tali
salti così da ottenere lunghezza infinita. Allora la cardinalità dei salti è nume-
rabile perché unione numerabile di insiemi Dn al più numerabili. Osserviamo
che (4.4) vale per una mappa arbitraria γ : [a, b]→ X.
Ogni curva rettificabile ammette una parametrizzazione con buone proprietà,
detta parametrizzazione per lunghezza d’arco.
Teorema 4.1.5. Se γ : [a, b]→ X è una curva rettificabile, allora c’è un’unica
curva γ˜ : [0, l(γ)]→ X tale che
γ = γ˜ ◦ sγ. (4.5)
Inoltre l(γ˜[0,t]) = t per ogni t ∈ [0, l(γ)]. In particolare γ˜ : [0, l(γ)]→ X è una
funzione 1-Lipschitziana.
Dimostrazione. Assumiamo per comodità che a = 0. Sia
h(t) = inf{s−1γ (t)} ∀ t ∈ [0, l(γ)].
Notiamo che h(t) ∈ s−1γ (t): infatti dalla continuità di sγ per ogni t ∈ [0, l(γ)]
l’insieme s−1γ (t) è un chiuso in [0, l(γ)], dunque compatto, ed inoltre t ∈
s−1γ (sγ(t)). Allora
sγ(h(t)) = t e h(sγ(t)) ≤ t.
Se γ˜(t) soddisfa (4.5) allora γ(h(t)) = γ˜(sγ(h(t))) = γ˜(t) per ogni t ∈ [0, l(γ)],
quindi
γ˜(t) = γ(h(t)) ∀ t ∈ [0, l(γ)], (4.6)
che ci dà l’unicità. Supponiamo ora che γ˜(t) soddisfi (4.6), allora ci rimane
da provare (4.5) e l(γ|[0,t]) = t. Osserviamo che
d(γ(t), γ(h(sγ(t)))) ≤ l(γ|[h(sγ(t)),t]) = sγ(t)− sγ(h(sγ(t)))
= sγ(t)− sγ(t) = 0.
Quindi per le proprietà della distanza e (4.6) abbiamo (γ˜◦sγ)(t) = γ(h(sγ(t))) =
γ(t), da cui (4.5). Inoltre ricordando (4.4)
l(γ˜|[0,t]) = l(γ˜|[0,sγ(h(t))]) = l((γ˜ ◦ sγ)|[0,(h(t))]) = l(γ|[0,(h(t))]) = sγ(h(t)) = t.
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Da questo otteniamo la 1-Lipschitzianità di γ˜
d(γ˜(t2), γ˜(t1)) ≤ l(γ˜|[t1,t2]) = t2 − t1,
e dunque la tesi.
Osservazione 4.1.6. In particolare il teorema 4.1.5 mostra che ogni curva
rettificabile ammette una parametrizzazione 1-Lipschitziana. Diciamo che γ˜ è
parametrizzata con lunghezza d’arco perché l(γ˜[0,t]) = t per ogni t ∈ [0, l(γ)].
Definizione 4.1.7. Sia γ : [a, b]→ X una curva; definiamo la velocità di γ
in un punto t ∈ [a, b] come
|γ˙|(t) = lim
h→0
d(γ(t+ h), γ(t))
h
, (4.7)
quando tale limite esiste.
Teorema 4.1.8. Per ogni curva Lipschitziana γ : [a, b] → X esiste q.o. la
velocità e vale:
l(γ) =
ˆ b
a
|γ˙|(t) dt. (4.8)
Dimostrazione. Sia {xn}∞n=1 un sottoinsieme denso di |γ| = γ([a, b]). Siano
ϕn(t) : [a, b] → R definite come ϕn(t) = d(γ(t), xn). Le funzioni ϕn sono
Lipschitziane, infatti dalla Lipschitzianità di γ
|ϕn(t2)− ϕn(t1)| = |d(γ(t2), xn)− d(γ(t1), xn)| ≤ d(γ(t2), γ(t1)) ≤ |t2 − t1|.
(4.9)
Inoltre ϕn ∈ BV [a, b], infatti
T ba(ϕn) = sup
pi∈Π
N∑
i=0
|ϕn(ti+1)− ϕn(ti)| ≤ sup
pi∈Π
N∑
i=0
d(γ(ti+1), γ(ti)) = l(γ),
e grazie al corollario 2.2.6 le ϕn sono differenziabili q.o.. Siam(t) = supn |ϕ˙n(t)|.
Vogliamo provare che
|γ˙(t)| = m(t) q.o.. (4.10)
Proseguendo come in (4.9), per ogni n ∈ N e per q.o. t ∈ [a, b] troviamo
|ϕ˙n|(t) = lim
h→0
|ϕn(t+ h)− ϕn(t)|
|h| ≤ lim infh→0
d(γ(t+ h), γ(t))
h
,
allora passando all’estremo superiore su N otteniamo
m(t) ≤ lim inf
h→0
d(γ(t+ h), γ(t))
h
≤ L per q.o. t ∈ [a, b], (4.11)
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con L la costante di Lipschitz di γ. Quindi m è limitata e dunque integrabile
in [a, b]. D’altra parte per t1 ≤ t2 abbiamo
d(γ(t2), γ(t1)) = sup
n
|d(γ(t2), xn)− d(γ(t1), xn)| (4.12)
≤ sup
n
ˆ t2
t1
|ϕ˙n(s)| ds ≤
ˆ t2
t1
m(s) ds. (4.13)
Ora per ogni t ∈ (a, b) punto di Lebesgue per m, dal teorema 4.2.14 di
Lebesgue abbiamo
lim sup
h→0
d(γ(t+ h), γ(t))
|h| ≤ lim suph→0
1
h
ˆ t+h
t
m(s) ds = m(t). (4.14)
Le equazioni (4.11) e (4.14) implicano (4.10).
Adesso vogliamo provare (4.8). Ricordando (4.12) e (4.10), per una generica
partizione pi di [a, b] troviamo
N−1∑
i=0
d(γ(ti+1), γ(ti))) ≤
N−1∑
i=0
ˆ ti+1
ti
m(s) ds =
ˆ b
a
|γ˙|(s) ds,
e passando all’estremo superiore su tutte le partizioni finite di [a, b] otteniamo
l(γ) ≤ ´ b
a
|γ˙|(s) ds. Per provare la disuguaglianza opposta fissiamo un ε > 0 e
dividiamo l’intervallo [a, b] in n segmenti di unguale lunghezza, ti = a+ ihn
con hn = b−an . Preso n tale che hn < ε abbiamo
1
hn
ˆ b−ε
a
d(γ(t+ hn), γ(t)) dt ≤ 1
hn
ˆ hn
0
n−2∑
i=0
d(γ(t+ ti+1), γ(t+ ti)) dt
≤ 1
hn
ˆ hn
0
l(γ) dt = l(γ).
Ora per la definizione di velocità e per il lemma di Fatou troviamo
ˆ b−ε
a
|γ˙|(t) dt =
ˆ b−ε
a
lim
n→∞
d(γ(t+ hn), γ(t))
hn
dt
≤ lim inf
n→∞
1
hn
ˆ b−ε
a
d(γ(t+ hn), γ(t)) dt ≤ l(γ).
Passando al limite per ε→ 0 otteniamo la tesi.
Corollario 4.1.9. Per ogni γ : [a, b] → X e sia γ˜ la curva parametrizzata
per lunghezza d’arco, vale |˜˙γ|(t) = 1 per q.o. t ∈ [0, l(γ)].
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Dimostrazione. Dalla Lipschitzianità di γ˜ abbiamo | ˙˜γ| ≤ 1. Allora
l(γ) = l(γ˜) =
ˆ l(γ)
0
| ˙˜γ| dt ≤ l(γ),
da cui | ˙˜γ| = 1 q.o..
Corollario 4.1.10. Se γ : [a, b]→ X è una curva Lipschitziana allora sγ è
Lipschitziana e s˙γ(t) = |γ˙|(t) per q.o. t ∈ (a, b).
Dimostrazione. Dati a ≤ t1 ≤ t2 ≤ b abbiamo
|sγ(t2)− sγ(t1)| = l(γ|[t1,t2]) =
ˆ t2
t1
|γ˙|(t) dt ≤ L |t2 − t1|,
ove L è la costante di Lipschitz di γ. Dunque sγ è Lipschitziana.
Essendo sγ Lipschitziana, per il teorema 4.1.8 è anche differenziabile, quindi
ˆ b
a
|γ˙|(t) dt = l(γ) = sγ(b)− sγ(a) =
ˆ b
a
s˙γ(t) dt.
Inoltre
|γ˙|(t) = lim
h→0
d(γ(t+ h), γ(t))
h
≤ lim
h→0
l(γ|[t,t+h])
h
= lim
h→0
sγ(t+ h)− sγ(t)
h
= s˙γ(t),
da cui |γ˙|(t) = s˙γ(t) per q.o. t ∈ [a, b].
Adesso, grazie all’esistenza delle parametrizzazioni secondo lunghezza
d’arco di curve rettificabili, mostriamo l’esistenza di geodetiche in spazi metrici.
Introduciamo una definizione che condizionerà l’esistenza delle geodetiche:
Definizione 4.1.11. Uno spazio metrico si dice proprio se gli insiemi chiusi
e limitati sono compatti.
Osservazione 4.1.12. La proprietà di essere proprio è una condizione più forte
della locale compattezza: basta vedere per esempio Rn \ {0}. La tesi del
prossimo teorema è falsa per Rn \ {0}.
Teorema 4.1.13. Sia (X, d) uno spazio metrico proprio tale che per ogni
due punti x, y ∈ X esista una curva che li unisce. Allora, detto Γx,y l’insieme
delle curve che congiungono x e y, per ogni x, y ∈ X esiste una geodetica,
ossia una curva che realizza il minimo delle lunghezze in Γx,y.
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Dimostrazione. Sia L l’estremo inferiore delle lunghezze l(γ) con γ : [a, b]→
X e γ ∈ Γx,y (grazie a (4.4) possiamo fissare il dominio delle γ). L è limitato
inferiormente, infatti 0 < d(γ(a), γ(b)) ≤ L. Mostriamo che esiste una curva
di lunghezza L. Sia γn : [a, b]→ X una successione minimizzante rispetto alla
lunghezza in Γx,y, cioè l(γn) → L per n → ∞. Senza perdere di generalità
possiamo supporre Ln = l(γn) ≤ L + 1. Indichiamo ora con γ˜ la curva γ
parametrizzata per lunghezza d’arco. Allora riparametrizziamo le γ˜n definendo
ηn(t) : [0, L] → X, ηn(t) = γ˜n( tLnL ). Notiamo che grazie al teorema 4.1.5
abbiamo
d(ηn(t2), ηn(t1)) = d
(
γ˜n
(
t2Ln
L
)
, γ˜n
(
t1Ln
L
))
≤ Ln
L
∣∣t2 − t1∣∣ ≤ L+ 1
L
∣∣t2 − t1∣∣,
da cui abbiamo l’equicontinuità della famiglia ηn(t). Le immagini delle curve
sono contenute in un insieme compatto di X (per esempio una palla di raggio
L+ 1 e centro in x); allora per il teorema di Ascoli-Arzelà possiamo estrarre
una sottosuccessione uniformemente convergente ηnk → η con η : [0, L]→ X.
Ora dalla definizione di lunghezza e per la semicontinuità della variazione
totale (3.2.1) abbiamo l(η) ≤ lim infk l(ηnk) = L. Essendo η una curva in Γx,y
la sua lunghezza non può essere inferiore a L, quindi l(η) = L.
Osservazione 4.1.14. Una geodetica γ : [a, b] → X è iniettiva, infatti se
esistessero c, d ∈ [a, b] e x ∈ X per cui γ(c) = γ(d) = x avremmo l(γ1) < l(γ)
dove γ1 : [a, b]→ X è la curva definita come
γ1(x) :=

γ(x) se x ∈ [a, c]
γ(c) se x ∈ [c, d]
γ(x) se x ∈ [d, b] .
Adesso definiamo l’integrale di una funzione di Borel lungo una curva
rettificabile.
Definizione 4.1.15. Sia γ : [a, b] → X una curva rettificabile e ρ : |γ| →
[0,∞] una funzione di Borel (ricordiamo che |γ| = γ([a, b])). Allora definiamo
ˆ
γ
ρ :=
ˆ l(γ)
0
ρ(γ˜(t)) dt,
dove γ˜ : [0, l(γ)]→ X è la parametrizzazione per lunghezza d’arco di γ.
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Teorema 4.1.16. Sia γ : [a, b] → X una curva Lipschitziana e ρ : |γ| →
[0,∞] una funzione di Borel. Allora
ˆ
γ
ρ =
ˆ b
a
ρ(γ(t)) |γ˙|(t) dt.
Dimostrazione. Dato che per il teorema 4.1.5 e il corollario 4.1.9 γ = γ˜ ◦ sγ
e sγ è Lipschitziana con s˙γ(t) = |γ˙|(t) q.o., facendo il cambio di variabile
τ = sγ(t) abbiamo
ˆ
γ
ρ =
ˆ l(γ)
0
ρ(γ˜(τ)) dτ =
ˆ b
a
ρ(γ˜(sγ(t))) s˙γ dt =
ˆ b
a
ρ(γ(sγ(t))) |γ˙| dt.
4.2 Misure doubling e operatore massimale
Studieremo alcune proprietà di media per funzioni su spazi metrici. Tali
risultati dipendono da una proprietà di riscalamento della misura. In parti-
colare risulta utile restringersi ad una particolare classe di misure di Borel
dette doubling. Introdurremo una naturale generalizzazione dell’operatore
massimale di Hardy-Littlewood per funzioni su spazi metrici, ed osserveremo
che essa possiede, nel caso in cui la misura sia doubling, proprietà funzionali
del tutto simili a quelle dell’operatore classico su spazi euclidei (per il caso
reale vedi [16]).
Definizione 4.2.1 (misura doubling). Una misura µ di Borel µ : B(X)→
[0,∞] è detta doubling se 0 < µ(B) < ∞ per ogni palla B, ed esiste una
costante Cd ≥ 1 detta costante doubling tale che
µ(B2r(x)) ≤ Cd µ(Br(x)) ∀x ∈ X, ∀r > 0. (4.15)
Mostriamo ora una caratterizzazione di queste misure.
Teorema 4.2.2. Una misura µ : B(X)→ [0,∞] per cui 0 < µ(B) <∞ per
ogni palla B, è doubling se solo se esistono s, C ′ tali che
µ(Br(x))
µ(BR(y))
≥ C ′
( r
R
)s
(4.16)
per ogni x, y ∈ X e per ogni R ≥ r > 0 tali che x ∈ BR(y).
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Dimostrazione. (⇐=) Da (4.16) prendendo y = x e R = 2r abbiamo
µ(B2r(x)) ≤ 1
C ′
(
1
2
)s
µ(Br(x))
che è quanto volevamo.
(=⇒) Per i = 1, 2, . . . , definiamo Ri := 2ir e sia j := min{i|BR(y) ⊂ BRi(x)}.
Iterando (4.15) j volte otteniamo
µ(BR(y)) ≤ µ(BRj(x)) ≤ Cjdµ(Br(x)) =⇒
µ(Br(x))
µ(BR(y))
≥ C−jd
D’altra parte BR(y) 6⊂ BRj−1(x): allora poiché x ∈ BR(y) si ha Rj−1 ≤ 2R.
Quindi
2j−1r ≤ 2R =⇒ j ≤ log2
(
4R
r
)
.
Vogliamo mostrare che esistono due costanti positive C ′ e s che soddisfano la
relazione (4.16), e per fare ciò esibiremo s e C ′ tali che C−jd ≥ C ′
(
r
R
)s. Sia
C ′ := C−2d , troviamo un s > 0 che soddisfi tale disuguaglianza: si ha
C−j+2d ≥
( r
R
)s
⇐⇒ j − 2 ≤ s logCd
(
R
r
)
.
Ma per quanto visto sopra
j ≤ log2
(
4R
r
)
=⇒ j − 2 ≤ log2
(
R
r
)
Allora basta che s logCd
(
R
r
) ≥ log2 (Rr ) per avere la tesi. Quindi basta
scegliere s = log2Cd.
L’esponente s = log2Cd è chiamato dimensione omogenea dello spazio
X. Notiamo che la dimensione omogenea non è univocamente associata
ad una data misura doubling, infatti si può sempre prendere una costante
Cd più grande. Ma è anche vero, come visto nella dimostrazione, che in
generale l’esponente s = log2Cd non può essere abbassato. Verrebbe naturale
definire costante doubling l’estremo inferiore delle costanti che soddisfano
la definizione 4.2.1 e quindi fissare univocamente la dimensione omogenea s,
ma a volte in letteratura viene richiesta la condizione s > 1, soprattutto nei
teoremi di immersione di Sobolev dove l’esponente s gioca lo stesso ruolo di n
(dimensione di Rn) e può essere utile farlo variare. Nel caso particolare in cui
µ è la misura di Lebesgue su Rn troviamo appunto che Cd = 2n e che s = n.
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Osservazione 4.2.3. Se µ è una misura doubling, allora grazie a (4.16) µ è
finita sui limitati ed è uniformemente localmente positiva, nel senso che per
ogni limitato A ⊂ X e per ogni ε > 0
inf
x∈A
µ(B(x, ε)) > 0.
La proprietà doubling di una misura è strettamente collegata alla geometria
dello spazio; i seguenti risultati forniscono condizioni sullo spazio affinché
possa supportare una misura doubling.
Lemma 4.2.4. 1 Se µ è doubling, allora lo spazio metrico X è doubling, nel
senso che esiste una costante C > 0, dipendente dalla costante doubling Cd,
tale che il minimo numero di palle di raggio r
2
necessario per ricoprire ogni
palla B(x, r) è maggiorato da C.
Dimostrazione. Sia {xi}i∈I ⊂ B(x, r) un insieme di punti massimale rispetto
alla proprietà che d(xi, xj) ≥ r2 per ogni i, j ∈ I con i 6= j. Per massimalità,
B(x, r) ⊂ ∪i∈IB(xi, r2) e inoltre B(xi, r4) sono palle disgiunte; per la definizione
4.2.1 e per (4.16) abbiamo∑
i∈I
µ(B(xi,
r
4
)) ≤ µ(B(x, 2r)) ≤ Cd µ(B(x, r)),
da cui, dividendo gli estremi della disuguaglianza per µ(B(x, r)), troviamo
Cd ≥
∑
i∈I
µ(B(xi,
r
4
))
µ(B(x, r)
≥
∑
i∈I
C−2d 4
−s.
Allora ricordando che s = log2Cd abbiamo |I| ≤ C5d .
Osservazione 4.2.5. Il lemma 4.2.4 ci dice che in (X, d, µ) un insieme limitato
è totalmente limitato: 2, infatti per ogni limitato K esiste un punto x ∈ K e
un raggio R > 0 per cui K ⊂ B(x,R). Sia ora ε > 0: allora esiste un n ∈ N
per cui 2−nR < ε. Allora applicando n volte il lemma troviamo l’insieme
cercato; la sua cardinalità sarà minore di C5dn.
Teorema 4.2.6. Uno spazio metrico, completo e doubling è proprio.
Dimostrazione. Sia K ⊂ X un sottoinsieme chiuso e limitato. Per l’osser-
vazione 4.2.5, K è totalmente limitato, inoltre lo spazio metrico (K, d) e
completo. Allora (K, d) è uno spazio metrico completo e totalmente limitato,
dunque compatto.
1Vale il viceversa per spazi metrici completi, si veda [29,33]
2Un sottoinsieme K di uno spazio metrico (X, d) si dice totalmente limitato se per ogni
ε > 0 esiste un insieme finito di punti {xi} tale che K ⊂ ∪B(xi, ε)
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Le misure doubling hanno molte proprietà in comune con la misura di
Lebesgue in Rn; infatti l’operatore massimale di Hardy-Littlewood è limitato
in Lp con p > 1, per p = 1 si ha una stima debole (1, 1) e vale il teorema di
differenziazione di Lebesgue.
Definizione 4.2.7 (operatore massimale di Hardy-Littlewood). Date due
misure µ e ν non negative su uno spazio metrico X, definiamo l’operatore
massimale della misura ν rispetto alla misura µ come
Mν(x) := sup
r>0
ν(Br(x))
µ(Br(x))
∀x ∈ X.
Inoltre definiamo Mf := Mfµ per ogni funzione Boreliana f : B(X)→ [0,∞]
se la misura µ è chiara dal contesto.
Osservazione 4.2.8. Segue dalla definizione che
Mf (x) := Mfµ(x) = sup
r>0
(fµ)(Br(x)
µ(Br(x))
= sup
r>0
´
Br(x)
f dµ
µ(Br(x))
= sup
r>0
 
Br(x)
f dµ.
Osservazione 4.2.9. L’operatore massimale Mf è una funzione misurabile.
Dimostrazione. Sia f una funzione borelaina non negativa, allora la funzioneﬄ
Br(x)
f dµ è continua rispetto alle due variabili x e r. Poiché
sup
r>0
 
Br(x)
f dµ = sup
r∈Q+
 
Br(x)
f dµ
Mf risulta misurabile perché estremo superiore di un insieme numerabile di
funzioni misurabili.
Ci proponiamo di studiare per quali classi di funzioni l’operatore massimale
ha proprietà rilevanti. Cominciamo mostrando che per una qualunque funzione
non nulla f ∈ L1loc(Ω) con Ω aperto di Rn allora Mf /∈ L1(Ω,mn). Ma nel
seguito vedremo che nel caso p = 1 abbiamo una stima debole (1-1). Nel caso
p ∈ (1,∞) abbiamo un teorema dovuto a Hardy e Littlewood che ci dice che
se f ∈ Lp(E, µ) allora anche Mf vi appartiene.
Proposizione 4.2.10. Sia f ∈ L1loc(Rn) non nulla; allora Mf /∈ L1(Rn).
Dimostrazione. Data f ∈ L1loc(Rn) non nulla esiste un R > 0 tale cheˆ
BR(0)
|f | dx = C con C > 0,
63
(se 0 /∈ Ω ci si può riportare in questa situazione con una traslazione, e la
misura di Lebesgue è invariante per traslazioni). Allora per definizione di
operatore massimale di f rispetto alla misura di Lebesgue abbiamo:
Mf (x) = sup
r>0
´
Br(x)
f dµ
µ(Br(x))
≥
´
BR+|x|(x)
f dµ
µ(BR+|x|(x))
≥ C
µ(BR+|x|(x))
.
Ci basta mostrare che C
µ(BR+|x|(x))
/∈ L1(Rn) per provare la tesi. Notiamo che
C
µ(BR+|x|(x))
=
C
ωn
(
R + |x|)n = Cωn |x|n |x|
n(
R + |x|)n
ma la quantità |x|
n(
R+|x|
)n è limitata e tende crescendo ad 1, per cui la funzione
all’ultimo membro non appartiene a L1(Rn). Ne segue
ˆ
Rn
Mf dx ≥
ˆ
BR(0)c
C
ωn
(
R + |x|)n dx =∞
quindi la tesi.
Teorema 4.2.11 (Stima debole (1−1)). Siano µ e ν due misure non negative
su uno spazio metrico X. Se µ è una misura doubling con supp(µ) = X,
allora esiste una costante K (dipendente dalla costante doubling di µ) per cui
vale la seguente stima:
µ
(
{x ∈ X| Mν(x) > λ}
)
≤ K
λ
ν(X) ∀λ > 0. (4.17)
Prima di procedere dimostriamo un lemma di ricoprimento.
Lemma 4.2.12. Sia X uno spazio metrico e sia F un’arbitraria famiglia di
palle in X tali che sup {r(B)|B ∈ F} < +∞ con r(B) raggio di B. Allora
esiste una sottofamiglia F′ ⊂ F, costituite da palle disgiunte, tale che⋃
B∈F
B ⊂
⋃
B∈F′
B̂
con B̂(x, r) := B(x, 5r).
Dimostrazione. Partizioniamo la famiglia F in sottofamiglie a due a due
disgiunte
Fj :=
{
B ∈ F
∣∣∣ R
2j+1
< r(B) ≤ R
2j
}
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con j ∈ N e R := sup{r(B) | B ∈ F}. Sia F′0 una sottofamiglia di elementi
disgiunti massimale in F0, che esiste per il lemma di Zorn (infatti ogni catena
ascendente rispetto all’inclusione ha un elemento massimale che è l’unione di
tutti gli elementi della catena). Allora induttivamente scegliamo F′j per j ∈ N
come una famiglia di elementi disgiunti massimale in{
B ∈ Fj
∣∣ B ∩B′ = ∅ ∀B′ ∈ j−1⋃
i=0
F′i
}
. (4.18)
Posto F′ := ∪∞j=0F′j, la famiglia F′ è disgiunta per costruzione. Ora scegliamo
B ∈ Fj; affermiamo che esiste B′ ∈ ∪ji=0F′i tale che B ⊂ Bˆ′, il che concludereb-
be la dimostrazione. Scegliamo B′ ∈ ∪ji=0F′i tale che B ∩B′ 6= ∅; un tale B′
esiste: infatti se per ogni B′ ∈ ∪ji=0F′j fosse B ∩B′ = ∅, potremmo aggiungere
B alla famiglia F′j, contro la massimalità. Allora per definizione r(B) ≤ R 2−j
e r(B′) > R2−j−1; ne segue r(Bˆ′) > 5R2−j−1 > R2−j+1 ≥ 2 r(B), il che
implica B ⊂ Bˆ′.
Osservazione 4.2.13. Se l’insieme X ha misura finita e ogni palla ha misura
strettamente positiva, la famiglia F′ := ∪∞j=0F′j ha cardinalità al più numerabile.
Infatti gli insiemi F′i sono al più numerabili perché sono costituiti da insiemi
disgiunti con misura strettamente positiva la cui unione è contenuta in X. Si
conclude per additività della misura µ.
Possiamo ora dimostrare il teorema 4.2.11.
Dimostrazione. Se ν(X) = ∞ non c’è niente da dimostrare; supponiamo
quindi ν(X) <∞. Scegliamo λ > 0, R > 0 e definiamo
Mν,R(x) := sup
0<r<R
ν(Br(x))
µ(Br(x))
∀x ∈ X (4.19)
AR :=
{
x ∈ X|Mν,R(x) > λ
}
. (4.20)
Sia F la famiglia di tutte le palle aperte Br(x) tali che x ∈ AR, 0 < r < R, e
ν(Br(x)) > λµ(Br(x)). Dal lemma 4.2.12 esiste una sottofamiglia di elementi
disgiunti F′ ⊂ F tale che AR ⊂ ∪B∈F′Bˆ dove Bˆ è come nel lemma 4.2.12.
Poiché µ è doubling e 5 < 23 abbiamo:
µ(AR) ≤ µ
( ⋃
B∈F′
Bˆ
)
≤
∑
B∈F′
µ(Bˆ)
[µ doubling] ≤ C3d
∑
B∈F′
µ(B) ≤ C
3
d
λ
∑
B∈F′
ν(B)
≤ C
3
d
λ
ν(X) =
K
λ
ν(X).
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Poiché ν(X) <∞, per l’ossservazione 4.2.13 la famiglia F′ è al più numerabile.
Infine per l’arbitrarietà di R, otteniamo:
µ
(
{x ∈ X| Mν(x) > λ}
)
≤ lim
R→∞
µ(AR) ≤ K
λ
ν(X) ∀λ > 0.
Utilizziamo la stima appena trovata per dimostrare la versione del teorema
di Lebesgue nel caso metrico.
Teorema 4.2.14 (di Lebesgue). Siano X uno spazio metrico, µ una misura
doubling su X e f una funzione in L1loc(X,µ). Allora abbiamo:
lim
r↓0
1
ωnrn
ˆ
Br(x)
|f(y)− f(x)| dµ(y) = 0 (4.21)
per µ-quasi ogni x ∈ X.
Osservazione 4.2.15. Un punto che soddisfa (4.21) è detto punto di Lebesgue
per f . Il teorema appena enunciato può dunque essere così riformulato:
L’insieme dei punti di X che non sono di Lebesgue per f ha misura nulla.
Dimostrazione. Per il teorema di Lusin (teorema 1.2.13) e per il teorema
di Tietze (teorema 1.2.16) per ogni i ∈ N possiamo trovare una funzione
continua fi tale che, posta gi = f − fi, vale ‖gi‖L1(X,µ) ≤ 2−i. Definiamo
Ni =
{
x ∈ X| |gi| >
(2
3
)i}
∪
{
x ∈ X| M|gi| >
(2
3
)i}
.
Per la disuguaglianza di Markov (teorema 1.2.20) e per la formula (4.17)
abbiamo
µ(Ni) ≤
(3
2
)i
‖gi‖L1(X) +K
(3
2
)i
‖gi‖L1(X) ≤
(3
4
)i
(1 +K)
con K come in (4.17), il cubo della costante doubling di µ. Definiamo ora
N :=
⋂
n≥1
⋃
i≥n
Ni.
Si ha µ(N) = 0, infatti
µ(
⋃
i≥n
Ni) ≤ (1 +K)
(3
4
)n ∞∑
j=0
(3
4
)i
= 4
(3
4
)n
(1 +K)
=⇒ µ
( ⋂
n≥1
⋃
i≥n
Ni
)
= lim
n→∞
µ
(⋃
i≥n
Ni
)
= lim
n→∞
4
(3
4
)n
(1 +K) = 0.
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Mostriamo che (4.21) vale per ogni x ∈ X \ N . Se x ∈ X \ N , allora
x /∈ Ni per i sufficientemente grande (dipendente da x); allora |gi|(x) ≤
(
2
3
)i
e M|gi|(x) ≤
(
2
3
)i per i sufficientemente grande. Quindi per i opportunamente
grande abbiamo, essendo f = fi + gi:
lim sup
r↓0
1
ωnrn
ˆ
Br(x)
|f(y)− f(x)| dµ(y)
≤ lim sup
r↓0
 
Br(x)
|fi(y)− fi(x)| dµ(y)
+ lim sup
r↓0
 
Br(x)
|gi(y)− gi(x)| dµ(y)
≤ 0 + lim sup
r↓0
 
Br(x)
[|gi(y)|+ |gi(x)|] dµ(y)
dove il primo addendo va a zero per la continuità di fi. Ora per l’osservazione
4.2.8 e per le maggiorazioni fatte abbiamo
lim sup
r↓0
 
Br(x)
[|gi(y)|+ |gi(x)|] dµ(y) ≤ |gi(x)|+ lim sup
r↓0
 
Br(x)
|gi(y)| dµ(y)
≤ |gi|(x) +M|gi|(x) ≤ 2
(2
3
)i
che tende a zero quando i tende ad infinito.
Lemma 4.2.16 (Principio di Cavalieri). Sia E un insieme non vuoto, M
una σ-algebra su E e µ una misura non negativa su M. Se u è una funzione
integrabile e non negativa su E, alloraˆ
E
u dµ =
ˆ ∞
0
µ({u > t}) dt. (4.22)
Dimostrazione. Supponiamo che µ sia σ-finita e che u sia sommabile, allora
per ogni x ∈ E abbiamo
u(x) =
ˆ u(x)
0
dt =
ˆ ∞
0
χ[0,u(x)](t) dt.
Per il teorema di Fubini (che possiamo utilizzare perché abbiamo supposto u
sommabile) abbiamo
ˆ
E
u(x) dµ =
ˆ
E
ˆ ∞
0
χ[0,u(x)](t) dt dµ
=
ˆ ∞
0
ˆ
E
χ{x∈E :u(x)>t}(x) dµ dt =
ˆ ∞
0
µ({u > t}) dt.
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Se µ non è σ-finita, sia A := {u > 0} e µ˜ la restrizione di µ ad A. Osserviamo
che ˆ
E
u dµ =
ˆ
A
u dµ˜
e
µ({u > t}) = µ˜({u > t})
Allora se µ˜ è σ-finita concludiamo per quanto appena visto. In caso contrario
per ogni successione di insiemi (Xi) ⊂M tali che ∪iXi = A esiste un indice k
per cui µ(Xk) =∞. Consideriamo gli Xi della forma Xi := {u > i−1}, allora
esisterà un k tale che µ({u > k−1}) =∞. Allora
ˆ ∞
0
µ({u > t}) dt ≥
ˆ 1
k
0
µ({u > t}) dt ≥ 1
k
µ
({
u >
1
k
})
=∞.
Ma allo stesso tempo u /∈ L1(E, µ), infattiˆ
E
|u| dµ ≥
ˆ
{|u|> 1
k
}
|u| dµ ≥ 1
k
µ
({
|u| > 1
k
})
≥ 1
k
µ
({
u >
1
k
})
=∞.
Allora poiché u è non negativa segue che
´
E
u dµ =∞, e questo completa la
dimostrazione.
Osservazione 4.2.17. Con il principio di Cavalieri abbiamo guadagnato un
criterio di sommabilità per funzioni non negative. Una funzione f non negativa
è sommabile se e solo se il secondo membro di (4.22) è finito.
Corollario 4.2.18. Sia E un insieme, M una σ-algebra su E e µ una misura
non negativa su M. Se u è una funzione integrabile e non negativa su E
allora vale la seguente uguaglianza:ˆ
E
up dµ = p
ˆ ∞
0
tp−1µ({u > t}) dt (4.23)
per ogni p > 1.
Dimostrazione. Utilizzando la (4.22) sulla funzione up e con il cambio di
variabili s = t
1
p otteniamoˆ
E
up dµ =
ˆ ∞
0
µ({up > t}) dt
=
ˆ ∞
0
µ({u > t 1p}) dt
= p
ˆ ∞
0
sp−1µ({u > s}) dt,
quindi la tesi.
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Il seguente risultato, dovuto ad Hardy e Littlewood, mostra come l’opera-
tore massimale è una mappa continua da Lp in Lp per ogni p > 1.
Teorema 4.2.19 (di Hardy-Littlewood). Sia (X,µ) uno spazio metrico con
una misura doubling, e sia f ∈ Lp(X,µ) con p > 1 o p =∞. Allora
‖Mf‖Lp ≤ Cp‖f‖Lp (4.24)
per una certa costante Cp > 0 che dipende solo da p.
Dimostrazione. Il caso p = ∞ si dimostra utilizzando la definizione di Mf ,
infatti
Mf (x) = sup
r>0
´
Br(x)
f dµ
µ(Br(x))
≤ sup
r>0
´
Br(x)
‖f‖L∞ dµ
µ(Br(x))
= ‖f‖L∞
e passando all’estremo superiore abbiamo la tesi.
Vediamo il caso p > 1. Osserviamo intanto che
|Mf |(x) = sup
r>0
|´
Br(x)
f dµ|
µ(Br(x))
≤ sup
r>0
´
Br(x)
|f | dµ
µ(Br(x))
= M|f |(x)
quindi possiamo supporre f ≥ 0. Se t ≥ 0, da f ≤ (f − t
2
)+ + t
2
otteniamo
Mf (x) = sup
r>0
´
Br(x)
f dµ
µ(Br(x))
≤ sup
r>0
´
Br(x)
[(
f − t
2
)+ + t
2
]
dµ
µ(Br(x))
= sup
r>0
´
Br(x)
(
f − t
2
)+ dµ
µ(Br(x))
+
t
2
= M(
f− t
2
)+(x) + t
2
.
Dunque {
Mf > t
} ⊆ {M(
f− t
2
)+ > t
2
}
e
µ
({
Mf > t
}) ≤ µ({M(
f− t
2
)+ > t
2
})
.
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Allora per (4.23) abbiamoˆ
X
(Mf )
p dµ = p
ˆ ∞
0
tp−1 µ
({
Mf > t
})
dt
≤ p
ˆ ∞
0
tp−1 µ
({
M(
f− t
2
)+ > t
2
})
dt
[t = 2s] = p2p
ˆ ∞
0
sp−1 µ
({
M(f−s)+ > s
})
ds
(4.17) ≤ p2p
ˆ ∞
0
sp−1
K
s
ˆ
{f>s}
(f(x)− s) dµ ds
≤ Kp2p
ˆ ∞
0
sp−2
ˆ
X
f(x)χ{f>s}(x) dµ ds
(Tonelli) ≤ Kp2p
ˆ
X
f(x)
ˆ ∞
0
sp−2 χ{f>s}(x) ds dµ
≤ Kp2p
ˆ
X
f(x)
ˆ f(x)
0
sp−2 ds dµ
= K
p
p− 1 2
p
ˆ
X
f(x)p dµ
= Cp
p
ˆ
X
f(x)p dµ,
dove la costante
Cp = 2
p
√
Kp
p− 1 = 2
p
√
C3dp
p− 1
dipende da p e Cd (la costante doubling di µ). Estraendo la radice p-esima
abbiamo la tesi.
4.3 Moduli di famiglie di curve
In questo paragrafo assumiamo che (X, d, µ) sia uno spazio metrico misurato.
Sia M la famiglia delle curve rettificabili non costanti. Può accadere che
M = ∅, ma a noi interesseranno spazi metrici in cui M sia abbastanza grande.
Nel seguito analizzeremo delle proprietà valide per “quasi tutte” le curve; a
tale proposito introduciamo una misura esterna su M che renderà rigoroso la
dicitura “per quasi ogni γ ∈M”.
Definizione 4.3.1. Dato Γ ⊂ M, sia F (Γ) la famiglia di tutte le funzioni
boreliane ρ : X → [0,∞] tale cheˆ
γ
ρ ≥ 1 ∀ γ ∈ Γ.
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Ora per ogni 1 ≤ p <∞ definiamo
Modp(Γ) = inf
ρ∈F (Γ)
ˆ
X
ρp dµ.
Il numero Modp(Γ) è chiamato p-modulo della famiglia Γ.
Teorema 4.3.2. Modp è una misura esterna su M, cioè
1. Modp(∅) = 0,
2. Se Γ1 ⊂ Γ2, allora Modp(Γ1) ≤Modp(Γ2),
3. Modp(∪∞i=1Γi) ≤
∑∞
i=1Modp(Γi).
Dimostrazione. 1. Modp(∅) = 0 perché ρ ≡ 0 appartiene a F (∅).
2. Se Γ1 ⊂ Γ2 allora F (Γ2) ⊂ F (Γ1) e quindi Modp(Γ1) ≤Modp(Γ2).
3. Intanto si può supporre che per ogni indice i Modp(Γi) sia finito, perché
altrimenti la tesi sarebbe banale. Ora, scegliamo ρi ∈ Γi tale che´
X
ρpi dµ < Modp(Γi) + ε 2
−i. Allora ρ := (
∑∞
i=1 ρ
p
i )
1
p ∈ F (∪∞i=1Γi), e
ˆ
x
ρp dµ =
ˆ
X
∞∑
i=1
ρpi dµ =
∞∑
i=1
ˆ
X
ρpi dµ ≤
∞∑
i=1
Modp(Γi) + ε, (4.25)
quindi la tesi.
Dal teorema 4.3.2(2) abbiamo visto che più è grande la famiglia, più è
grande il modulo. Ma vale anche che più sono corte le curve, più il modulo
cresce:
Lemma 4.3.3. Siano Γ1,Γ2 ⊂M. Se per ogni curva, γ : [a, b]→ X, γ ∈ Γ1
esiste una curva γ′ : [c, d] → X, γ′ ∈ Γ2 tale che [c, d] ⊂ [a, b] e γ|[c,d] ≡ γ′,
allora Modp(Γ1) ≤Modp(Γ2).
Dimostrazione. F (Γ2) ⊂ F (Γ1) e quindi la tesi.
Se una certa proprietà vale per ogni curva γ ∈ M′ \ Γ con M′ ⊆ M e
Modp(Γ) = 0 allora diciamo che la proprietà vale per p-q.o. curva in M′. Se
M′ = M diciamo che la proprietà vale per p-q.o. curva.
Negli spazi euclidei la nozione di p-q.o. curva è consistente con la nozione di
“quasi tutte le curve parallele ad una direzione coordinata”. Più in dettaglio:
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Esempio 4.3.4. Sia Qn = [0, 1]n = [0, 1]×Qn−1 e sia x = (x1, x′) un suo punto.
Sia 1 ≤ p <∞. Dato E ⊂ Qn−1, consideriamo la famiglia di curve passanti
per E e parallele a x1, cioè
ΓE = {γx′ : [0, 1]→ Qn | γx′(t) = (t, x′), x′ ∈ E}.
Allora Modp(ΓE) = 0 se e solo se mn−1(E) = 0. Quindi in questo caso p-q.o.
curva (parallela alla direzione x1) corrisponde a q.o. rispetto alla misura di
Lebesgue mn−1 (dove identifichiamo ogni segmento con la sua proiezione su
{0} ×Qn−1).
Dimostrazione. (=⇒) Per ogni ε > 0 esiste una funzione ρ ∈ F (ΓE) per cui,
grazie alla disuguaglianza di Hölder,
ε >
( ˆ
Qn
ρp dµ
) 1
p ≥
( ˆ
E
ˆ 1
0
ρp dµ
) 1
p
≥ mn−1(E)−
1
p′
ˆ
E
ˆ 1
0
ρ(t, x′) dt dx′ ≥ mn−1(E),
da cui mn−1(E) = 0.
(⇐=) Notiamo che ρ = χ[0,1]×E ∈ F (ΓE); allora
Modp(ΓE) ≤
ˆ
Rn
ρp dµ = mn([0, 1]× E) = mn−1(E) = 0.
Ora caratterizziamo le famiglie di curve Γ di p-modulo zero.
Teorema 4.3.5. Sia Γ ⊂ M, allora Modp(Γ) = 0 se e solo se esiste una
funzione boreliana non negativa ρ ∈ Lp(X), tale che
ˆ
γ
ρ = +∞ ∀γ ∈ Γ.
Dimostrazione. (=⇒) Per ipotesi, per ogni n ∈ N esiste una funzione ρn ∈
F (Γ) tale che
´
X
ρpn dµ < 2
−n. Allora la funzione ρ :=
(∑∞
n=0 ρn
)
è la funzione
cercata.
(⇐=) Per ipotesi esiste una funzione boreliana positiva ρ ∈ Lp(X) per cui´
γ
ρ =∞ per ogni γ ∈ Γ. Allora per ogni n ∈ N la funzione ρ
n
appartiene a
F (Γ), quindi Modp(Γ) ≤ limn→∞
∥∥ ρ
n
∥∥
Lp
= 0.
Corollario 4.3.6. Data una funzione boreliana non negativa g ∈ Lp(X), con
1 ≤ p <∞, si ha ´
γ
g <∞ per p-q.o. γ ∈M.
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Questo teorema sarà utile nel seguito:
Teorema 4.3.7. Siano uk : X → R¯ = R ∪ {−∞,+∞} funzioni boreliane,
tali che uk → u in Lp(X). Allora esiste una sottosuccessione (ukj)j per cui
ˆ
γ
|ukj − u| → 0 per j →∞,
per p-q.o. curva γ ∈M.
Dimostrazione. Sia (ukj)j una sottosuccessione tale che
ˆ
X
|ukj − u|p dµ < 2−pj−j. (4.26)
Sia ora Γ ⊂M tale che, per ogni γ ∈ Γ, ´
γ
|ukj−u| non converga a 0; vogliamo
provare cheModp(Γ) = 0. Denotiamo con Γj ⊂M la famiglia di curve per cui´
γ
|ukj − u| > 2−j per ogni γ ∈ Γj . Notiamo che 2j|ukj − u| ∈ F (Γj) e quindi
per quanto supposto su (ukj)j abbiamo Modp(Γj) < 2−j. Poiché Γ ⊂ ∪∞j=iΓj
per ogni i ∈ N, allora Modp(Γ) < 2−i+1 per ogni i, per cui Modp(Γ) = 0 e
dunque la tesi.
4.4 Gradiente superiore
Vogliamo generalizzare il concetto di gradiente superiore introdotto da B. Levi
nel 1901 in R2 (utilizzando solo linee orizzontali e verticali) e generalizzato a
Rn da B. Fuglede nel 1957 [14]. Tale generalizzazione in spazi metrici è stata
ottenuta da Heinonen e Koskela nel 1998 [24].
Definizione 4.4.1. Sia u : X → R una funzione boreliana. Diciamo che una
funzione g : X → [0,∞] è un gradiente superiore di u, se
|u(x)− u(y)| ≤
ˆ
γ
g (4.27)
per ogni curva rettificabile γ che congiunge i punti x, y ∈ X. Diciamo invece
che g è un gradiente superiore p-debole se la condizione (4.27) vale per p-q.o.
curva γ ∈M.
Osservazione 4.4.2. Se g è un gradiente superiore di u e f è una funzione
boreliana per cui f = g µ-q.o., allora non è detto che f sia un gradiente
superiore di u.
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Esempio 4.4.3. Sia (X, d, µ) la palla B(0, 2) ⊂ R2 con la distanza euclidea e
la misura di Lebesgue ristretta alla palla. Consideriamo u(x) = ‖x‖, allora
g = 1 è un gradiente superiore: infatti
|‖x‖ − ‖y‖| ≤ ‖x− y‖ ≤ l(γ) =
ˆ
γ
1,
per ogni curva che collega x, y ∈ X. Sia invece f definita da
f(x) :=
{
1 se x = (x1, x2) ∈ X \ {x1 = x2})
0 se x ∈ {x1 = x2} .
Se consideriamo la curva γ : [0, 1] → X definita da γ(t) = (tx1, tx2), allora
abbiamo |‖(1, 1)‖ − ‖(0, 0)‖| = √2 > 0 = ´
γ
f . Quindi f non è un gradiente
superiore.
Sotto questo punto di vista il gradiente superiore p-debole è più flessibile:
Lemma 4.4.4. Sia u : X → R una funzione boreliana, g un gradiente
superiore p-debole di u e f un altra funzione boreliana non negativa tale che
f = g µ-q.o.. Allora anche f è un gradiente superiore p-debole di u.
Dimostrazione. Consideriamo la successione costante fn = f . Per ipotesi
abbiamo che |fn−g| → 0 in Lp(X), quindi per il teorema 4.3.7
´
γ
|f−g| dµ = 0
p-q.o. su M. Allora per ogni x, y ∈ X abbiamo
|u(x)− u(y)| ≤
ˆ
γ
g ≤
ˆ
γ
f +
ˆ
γ
|f − g| ≤
ˆ
γ
f,
sulle curve in M che congiungono x e y; quindi f è gradiente superiore
p-debole e vale la convergenza del teorema 4.3.7, quindi per p-q.o. curva.
Il prossimo risultato mostra che il gradiente superiore p-debole può essere
approssimato da gradienti superiori.
Lemma 4.4.5. Sia u : X → R una funzione boreliana finita q.o.. Se g è un
gradiente superiore p-debole di u, allora per ogni ε > 0 esiste un gradiente
superiore gε di u tale che
gε(x) ≥ g(x) ∀x ∈ X e ‖gε − g‖Lp < ε.
Dimostrazione. Sia Γ ⊂ M la famiglie di curve γ : [a, b] → X per cui non
vale la disuguaglianza
|u(γ(b))− u(γ(a))| ≤
ˆ
γ
g.
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Allora per definizione Modp(Γ) = 0, quindi per il teorema 4.3.5 esiste una
funzione boreliana positiva ρ ∈ Lp(X) tale che ´
γ
ρ = ∞ per ogni curva
γ ∈ M. Allora per ogni ε > 0 considerando le funzioni gε = g + ε ρ‖ρ‖Lp ,
abbiamo la tesi.
Il risultato seguente mostra come il gradiente superiore di u sia proprio la
generalizzazione di |∇u|.
Proposizione 4.4.6. Se u ∈ C∞(Ω) con Ω un aperto di Rn, allora |∇u| è
un gradiente superiore di u. Questo gradiente è il più piccolo, nel senso che
se g ∈ L1loc(Ω) è un altro gradiente superiore di u allora g ≥ |∇u| q.o..
Dimostrazione. Siano x, y ∈ X e γ : [a, b] → Ω una curva rettificabile,
parametrizzata secondo la lunghezza d’arco, che connette x e y. Allora
ricordando che |γ˙|(t) ≡ 1 per la disuguaglianza di Cauchy-Schwartz abbiamo
|u(x)− u(y)| =
∣∣∣ ˆ b
a
d
dt
u(γ(t)) dt
∣∣∣ ≤ ˆ b
a
|∇u(γ(t))| dt =
ˆ
γ
|∇u|.
Sia ora ν ∈ Sn−1 una direzione in Rn. Consideriamo tutte le curve definite
su un compatto tale che γ˙ = ν, cioè tutti i segmenti orientati paralleli a
ν parametrizzati secondo lunghezza d’arco. Sia g ∈ Lp(Ω) un gradiente
superiore di u: allora, per il corollario 4.3.6 g ristretto a q.o. segmento risulta
integrabile. Siano x e y estremi di un tale segmento γ(t) = x + t r con
r = |x− y|. Allora dalla definizione di gradiente superiore
|u(x)− u(y)| ≤
ˆ
γ
g =
ˆ r
0
g(γ(t)) dt.
Dividendo per r e facendo il limite per r → 0, per il teorema 4.2.14 abbiamo
g(x) = lim
r→0
 r
0
g(γ(t)) dt ≥ lim
r→0
|u(x)− u(x+ rν)|
r
= |∇u(x) · ν|, (4.28)
per ogni x punto di Lebesgue di u che rispetta le condizioni precedenti, quindi
per q.o. x ∈ Ω. Allora se {νn} è un sottoinsieme denso di Sn−1 abbiamo che,
per tutte le direzioni νn, la (4.28) vale q.o. (l’insieme di misura nulla su cui
non vale è unione degli insiemi di misura nulla associati alle direzioni νn).
Allora per q.o. x ∈ Ω, considerando una sottosuccessione di {νn} che tende a
∇u(x)
|∇u(x)| , per la continuità del prodotto scalare abbiamo g(x) ≥ |∇u(x)|.
Osservazione 4.4.7. La proposizione 4.4.6 non è più vera senza l’ipotesi
g ∈ L1loc(Rn). Infatti sia u(x) = x su [0, 1], sia E ⊂ [0, 1] un insieme di tipo
Cantor con misura di Lebesgue positiva. Allora la funzione g =∞ · χE è un
gradiente superiore per u, ma non è vero che g ≥ |u′| q.o..
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È naturale chiedersi se esista una costruzione canonica per un gradiente
superiore di una funzione u in spazi metrici. Sia u un’arbitraria funzione
Lipschitziana su uno spazio metrico e definiamo:
|∇+u|(x) := lim sup
y 6=x, y→x
|u(y)− u(x)|
d(x, y)
.
Allora |∇+u| è un gradiente superiore. Ma si può dire di più:
Definizione 4.4.8. Sia u : X → R. Definiamo la costante di Lipschitz
superiore e inferiore in un punto x ∈ X come
Lip u(x) = lim sup
r→0
L(x, u, r)
r
, lip u(x) = lim inf
r→0
L(x, u, r)
r
,
dove
L(x, u, r) = sup{|u(y)− u(x)| : d(x, y) ≤ r} per r > 0.
Chiaramente lip(u) ≤ Lip(u) = |∇+u|(x) e si mostra facilmente che se u è
Lipschitziana Lip(u) e lip(u) sono funzioni boreliane.
Lemma 4.4.9. Se u : X → R è una funzione Lipschitziana, allora Lip(u) e
lip(u) sono gradienti superiori di u.
Dimostrazione. Sia γ : [a, b]→ X una curva rettificabile, parametrizzata per
lunghezza d’arco, che congiunge x e y. La funzione u ◦ γ è Lipschitziana
(perché composizione di due funzioni Lipschitziane) e quindi differenziabile
q.o.; allora vale |(u ◦ γ)′(t)| ≤ lip u(t), infatti
|(u ◦ γ)′(t)| =
∣∣∣ lim
h→0
u ◦ γ(t+ h)− u ◦ γ(t)
h
∣∣∣ = ∣∣∣ lim inf
h→0
u ◦ γ(t+ h)− u ◦ γ(t)
h
∣∣∣
≤ lim inf
h→0
sup{|u(γ(t+ k))− u(γ(t))| : d(γ(t+ k), γ(t)) ≤ h}
h
= lip u(t),
per cui vale
|u(x)− u(y)| =
∣∣∣ ˆ b
a
d
dt
u(γ(t)) dt
∣∣∣ ≤ ˆ b
a
lip u(t) dt
e quindi la tesi.
Osservazione 4.4.10. Se u è solamente continua lip(u) non è un gradiente
superiore. Un controesempio è u la funzione di Cantor (vedi esempio 2.4.20),
infatti u′ = 0 q.o. e quindi lip(u) = 0 non è un gradiente superiore.
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4.5 Spazi di Sobolev metrici
Definizione 4.5.1. Siano (X, dX) e (F, dF ) spazi metrici, e sia µ una misura
di Borel non negativa, finita sugli insiemi limitati.
Per p ∈ [1,+∞], definiamo W 1,pm (X,µ, F ) come lo spazio di tutte le
funzioni u : X → F tali che esistono g ∈ Lp(X), g ≥ 0 e N ⊂ X (dipendenti
da u) con µ(N) = 0 e
dF
(
u(x), u(y)
) ≤ dX(x, y)(g(x) + g(y)) ∀x, y ∈ X \N. (4.29)
Tale g (in generale) non è unica; definiamo allora M(u) come l’insieme
delle g ∈ Lp(X) per cui vale la definizione, a meno di un insieme N di
misura nulla dipendente da g. Come di consueto identifichiamo due funzioni
u, v ∈ W 1,pm (X,µ, F ) se u = v µ-q.o. su X.
Osservazione 4.5.2. A noi interesserà essenzialmente il caso F = R.
Si può provare che l’insieme M(u) è convesso e chiuso in Lp(X) e che se
p ∈ (1,+∞) esiste un unico elemento in M(u) con norma minimale (perché
Lp(X) è uniformente e strettamente convesso).
La definizione 4.5.1, introdotta da Hajlasz nel 1996 in [19] (nel caso
F = R), è motivata dal seguente risultato:
Teorema 4.5.3. Siano Ω ⊆ Rn un dominio di estensione (vedi 3.4.4) e
p > 1. Allora u ∈ W 1,p(Ω), lo spazio di Sobolev classico, se e solo se esiste
una funzione g ∈ Lp(Ω) e un insieme N di misura nulla tali che vale
|u(x)− u(y)| ≤ |x− y|(g(x) + g(y)) ∀ x, y ∈ Ω \N.
Consideriamo ora uno spazio metrico (X, dX) e una misura di Borel
positiva tali che diam(X) <∞ e µ(X) <∞. Per p > 1 dotiamo W 1,pm (X,µ)
della seguente norma
‖u‖W 1,pm := ‖u‖Lp + infg∈M(u) ‖g‖Lp . (4.30)
Osservazione 4.5.4. Si verifica facilmente che ‖u‖W 1,pm è effettivamente una
norma, in quanto somma di una norma e di una seminorma.
Questa è una generalizzazione della norma classica degli spazi di Sobolev;
nel nostro caso, mancando una struttura differenziale, la norma del gradiente
è rimpiazzata da un opportuno estremo inferiore.
Adesso mostriamo che, come nel caso classico lo spazio
(
W 1,pm (X,µ), ‖ · ‖W 1,pm
)
è di Banach.
Teorema 4.5.5. Se p ≥ 1 lo spazio (W 1,pm (X,µ), ‖ · ‖W 1,pm ) è di Banach.
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Dimostrazione. Sia (fn)n una successione di Cauchy in W 1,pm (X,µ). Dalla
definizione di ‖ · ‖W 1,pm esiste una f ∈ Lp tale che (fn)n converge in Lp ad
f . Proviamo che f ∈ W 1,pm e che la convergenza è in W 1,pm . Sia (fni)i una
sottosuccessione che converge puntualmente a f tale che ‖fni+1 − fni‖W 1,pm <
2−i, allora per ogni i esiste una gi ∈ Lp per cui vale∣∣(fni+1 − fni) (x)− (fni+1 − fni) (y)∣∣ ≤ dX(x, y) (gi(x) + gi(y)) ,
e ‖gi‖Lp < 2−i. Se h :=
∑∞
i=1 gi abbiamo ‖h‖Lp < 1.
Segue che se j > i abbiamo
∣∣(fnj − fni) (x)− (fnj − fni) (y)∣∣ ≤ dX(x, y)
(
j−1∑
n=i
gn(x) +
j−1∑
n=i
gn(y)
)
≤ dX(x, y) (h(x) + h(y)) .
Passando al limite per j →∞ segue che
|(f − fni) (x)− (f − fni) (y)| ≤ dX(x, y) (h(x) + h(y)) ,
da cui troviamo la convergenza in W 1,p. Inoltre
|f(x)− f(y)| ≤ |(f − fni) (x)− (f − fni) (y)|+ |fni(x)− fni(y)|
≤ dX(x, y) (h(x) + h(y) + g¯i(x) + g¯i(y))
ove g¯i ∈M(fni). Dunque f ∈ W 1,pm (X,µ).
Vale inoltre un teorema di densità delle funzioni Lipschitziane inW 1,p(X, d, µ).
Teorema 4.5.6. Se u ∈ W 1,p(X, d, µ) con 1 < p <∞, allora per ogni ε > 0
esiste una funzione Lipschtziana h tale che
1. µ({x |u(x) 6= h(x)}) < ε,
2. ‖u− h‖W 1,p < ε.
Dimostrazione. Sia Eλ = {x ∈ X : |u(x)| ≤ λ, |g(x)| ≤ λ} dove g è
l’elemento di minima norma in M(u) (vedi la definizione 4.5.1). Essendo
u, g ∈ Lp(X) allora λpµ(X \ Eλ)→ 0 per λ→∞. Poiché u ∈ W 1,pm abbiamo
che u|Eλ è Lipschitziana con costante di Lipschitz 2λ. Possiamo estendere
u|Eλ ad una funzione u¯ su X con la stessa costante (1.2.17). Ora possiamo
modificare questa estensione nel seguente modo:
uλ = (sgnu¯) min(|u¯|, λ).
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Ovviamente uλ è Lipschitziana di costante 2λ, uλ|Eλ = u|Eλ e |uλ| ≤ λ. Inoltre
µ({x : u(x) 6= uλ(x)}) ≤ µ(X \ Eλ)→ 0 per λ→∞.
Per avere la tesi basta provare che uλ → u per λ → ∞ in W 1,pm . Intanto
uλ → u in Lp, infatti
‖u− uλ‖pLp =
ˆ
X\Eλ
|u− uλ|p dµ
≤ C
(ˆ
X\Eλ
|u|p dµ+ λp µ(X \ Eλ)
)
→ 0 per λ→∞.
Ora stimiamo la norma della funzione
gλ(x) :=
{
0 se x ∈ Eλ
g(x) + 3λ se x ∈ X \ Eλ .
Vogliamo provare che gλ ∈M(u− uλ), ossia che
|(u− uλ)(x)− (u− uλ)(y)| ≤ d(x, y)(gλ(x) + gλ(y)) (4.31)
a meno di un insieme di misura nulla. La disuguaglianza è ovvia per ogni
x, y ∈ Eλ \N (dove N è l’insieme di misura nulla fornito dalla definizione di
u). Fissato λ, se x, y ∈ X \ Eλ abbiamo
|(u− uλ)(x)− (u− uλ)(y)| ≤ |u(x)− u(y)|+ |uλ(x)− uλ(y)|
≤ d(x, y)(g(x) + g(y) + 2λ)
≤ d(x, y)(gλ(x) + gλ(y)),
per ogni x, y ∈ X \ (Eλ ∪N). Se invece x ∈ Eλ e y ∈ X \ Eλ abbiamo
|(u− uλ)(x)− (u− uλ)(y)| ≤ |u(y)− u(x)|+ |uλ(x)− uλ(y)|
≤ d(x, y)(g(x) + g(y) + 2λ)
≤ d(x, y)(g(y) + 3λ)
≤ d(x, y)(gλ(x) + gλ(y)),
per ogni x ∈ Eλ\N e y ∈ X\(Eλ∪N); allora (4.31) vale per ogni x, y ∈ X\N .
Ora dato che ‖gλ‖Lp → 0 per λ→∞ abbiamo la tesi.
4.6 Disuguaglianza di Poincaré
In questo paragrafo presentiamo una generalizzazione della classica disugua-
glianza di Poincaré e nel caso in cui la misura µ sia doubling vediamo la
relazione tra tale disuguaglianza e gli spazi di Sobolev appena definiti.
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Definizione 4.6.1. Sia (X, d, µ) uno spazio metrico misurato. Diciamo che
X supporta una disuguaglianza debole (1, p)-Poincaré con 0 < p < ∞, se
esistono delle costanti Cp > 0, τ ≥ 1 tali che per ogni palla B = B(x, r), per
ogni funzione Lipschitziana u e per ogni g gradiente superiore p-debole di u
vale  
B
|u− uB| dµ ≤ Cp r
(  
τB
gp dµ
) 1
p
, (4.32)
dove uB =
ﬄ
B
u dµ = µ(B)−1
´
B
u dµ. La disuguaglianza è detta (1, p)-
Poincaré se τ = 1.
Vale il seguente risultato (che riformuleremo nel seguito per funzioni BV ).
Teorema 4.6.2. Sia X uno spazio doubling. Supponiamo che la coppia (u, g)
soddisfi una disuguaglianza (1, p)-Poincaré debole con p > 0, allora
|u(x)− u(y)| ≤ C d(x, y)
((
M2σd(x,y)g
p(x)
) 1
p +
(
M2σd(x,y)g
p(y)
) 1
p
)
(4.33)
per quasi ogni x, y ∈ X, dove MRv(x) è l’operatore massimale di Hardy-
Littlewood ristretto (vedi (4.19)).
Dimostrazione. Siano x, y ∈ X punti di Lebesgue di u (per il teorema di
Lebesgue 4.2.14 possiamo ripetere il ragionamento per q.o. punto in X).
Poniamo Bi(x) = B(x, ri) = B(x, 2−id(x, y)) con i ∈ N. Allora per il
teorema di Lebesgue uBi(x) → u(x) per i→∞. Utilizzando la disuguaglianza
triangolare, la proprietà doubling di µ e la disuguaglianza debole (1, p)-
Poincaré otteniamo
|u(x)− uB0(x)| ≤
∞∑
i=0
|uBi+1(x) − uBi(x)|
≤
∞∑
i=0
 
Bi+1(x)
|u(x)− uBi(x)| dµ
≤ Cd
∞∑
i=0
 
Bi(x)
|u(x)− uBi(x)| dµ
≤ C
∞∑
i=0
ri
( 
τ Bi(x)
gp dµ
) 1
p
≤ C
∞∑
i=0
ri
(
Mτ d(x,y)g
p(x)
) 1
p
= C d(x, y)
(
Mτ d(x,y)g
p(x)
) 1
p .
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Similmente
|u(x)− uB0(x)| ≤ C d(x, y)
(
Mτ d(x,y)g
p(y)
) 1
p .
Inoltre ricordando il teorema 4.16
|uB0(x) − uB0(y)| ≤ |uB0(x) − u2B0(x)|+ |uB0(y) − u2B0(x)|
≤
 
B0(x)
|u− u2B0(x)| dm+
 
B0(y)
|u− u2B0(x)| dm
≤ cd
 
2B0(x)
|u− u2B0(x)| dm+
2s
C ′2
 
2B0(x)
|u− u2B0(x)| dm
≤ C d(x, y)
( 
2τ B0(x)
gp
) 1
p
≤ C d(x, y)(M2τ d(x,y)gp(x)) 1p .
Osservando che Mrv(x) ≤ MRv(x) se r ≤ R, dalle tre disuguaglianze
concludiamo.
Teorema 4.6.3. Sia X uno spazio doubling. Se 1 < p <∞, allora le seguenti
condizioni sono equivalenti:
1. u ∈ W 1,pm (X, d, µ);
2. u ∈ Lp(X,µ) e esistono C > 0, σ ≥ 1, e una funzione positiva g ∈ Lq(X)
con 0 < q < p per cui vale la disuguaglianza di Poincaré
 
B
|u− uB| dµ ≤ C r
( 
σB
gq dµ
) 1
q (4.34)
per ogni palla B di raggio r.
Dimostrazione. (1 =⇒ 2) Integrando ambo i membri della disuguaglianza
(4.29) su una palla B rispetto ad x e a y troviamo
ˆ
B
|u(y)− uB|dµy =
 
B
|
 
B
(u(x)− u(y)) dµx| dµy
≤
 
B
 
B
|u(x)− u(y)| dµx dµy
≤
 
B
 
B
C ′d(x, y) (g(x) + g(y)) dµy dµy
≤ C r
 
B
g dµ
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da cui la tesi q = 1.
(2 =⇒ 1) Siano u, g ∈ Lp(X) per cui valga (4.34), allora per il teorema
4.6.2, vale (4.33) con q al posto di p. Notiamo che
(
M2σd(x,y)g
q
) 1
q ≤ (Mgq) 1q .
Concludiamo allora grazie al teorema 4.2.19: poiché gq ∈ L pq con p
q
> 1 segue
che Mgq ∈ L pq , da cui (Mgq) 1q ∈ Lp e quindi la tesi.
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Capitolo 5
Funzioni BV in spazi metrici
In questo capitolo definiremo le funzioni BV in spazi metrici, mostreremo che
la variazione totale è la restrizione sugli aperti dello spazio di un’opportuna
misura finita positiva e proveremo una caratterizzazione puntuale.
5.1 Definizione di BV e alcune proprietà
Sia (X, d, µ) uno spazio metrico misurato, con µ una misura doubling.
Richiamiamo alcune importanti proprietà degli spazi doubling (vedi l’ap-
pendice B di [18]):
Proposizione 5.1.1 (Partizione dell’unità). Sia t > 0 un valore fissato;
allora esiste At ⊂ X tale che
• d(a1, a2) ≥ t per ogni a1, a2 ∈ At con a1 6= a2;
• X ⊂ ⋃a∈At Ba, dove Ba = B(a, t).
Inoltre, per ogni k > 0 esiste una costante β(k) dipendente solo da k e da Cd,
la costante doubling di µ, per cui
• ∑a∈At χk Ba(x) ≤ β(k) per ogni x ∈ X.
In aggiunta, possiamo trovare una famiglia {ϕ(t)a }a∈At di funzioni Lipschitziane
su X a valori reali tali che
• 0 ≤ ϕ(t)a ≤ χ2Ba;
• le funzioni ϕ(t)a hanno costanti di Lipschitz maggirate da Λt , con Λ una
costante positiva dipendente solo da Cd;
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• ∑a∈At ϕ(t)a (x) ≡ 1 per ogni x ∈ X.
Prima di dare la definizione di funzione BV ci serve un risultato di densità.
Teorema 5.1.2. Sia (X, d, µ) uno spazio metrico σ-compatto, misurato; allora
Liploc(X) ⊂ L1loc(X) è denso rispetto alla convergenza L1loc.
Dimostrazione. Sia K un insieme compatto. É noto che le funzioni semplici
sono dense in L1(K), mentre con il lemma di Urysohn possiamo approssimare
le funzioni caratteristiche con funzioni continue. Ora poiché le funzioni
lipschitziane su K (più in generale le funzioni Lipschitziane limitate) sono
un’algebra che contiene le costanti e che separa i punti, per il teorema di
Stone-Weierstrass possiamo approssimare le funzioni continue con funzioni
Lipschitziane. Allora ho che Lip(K) è denso in L1(K).
Se lo spazio è σ-compatto prendendo un’esaustione in compatti e con un
procedimento diagonale si ottiene la tesi.
Osservazione 5.1.3. Se lo spazio (X, d, µ) è anche completo allora è anche
σ-compatto e dunque il teorema 5.1.2.
D’ora in avanti X sarà uno spazio metrico completo, misurato con µ una
misura doubling.
Ora sfruttando la densità delle funzioni localmente Lipschitziane in quelle
localmente integrabili definiamo le funzioni a variazione limitata:
Definizione 5.1.4. Sia Ω ⊂ X un insieme aperto; data u ∈ L1loc(X),
definiamo la variazione totale di u su un aperto A ⊂ Ω come
‖Du‖(A) = inf
{
lim inf
i→∞
ˆ
A
lipui dµ : (ui)i ⊂ Liploc(X), ui
L1loc−−→ u
}
. (5.1)
Diciamo che una funzione u è localmente a variazione limitata su Ω se
‖Du‖(A) < ∞ per ogni aperto A b Ω. Diciamo che una funzione u è a
variazione limitata su Ω se ‖Du‖(Ω) < ∞. Denotiamo gli spazi vettoriali
delle funzioni (localmente) a variazione limitata con BV (Ω) (BVloc(Ω)).
Osservazione 5.1.5. Con un argomento diagonale si trova una successione
(ui)i ⊂ Liploc(X) tale che
ui
L1loc−−→ u e ‖Du‖(A) = lim
i→∞
ˆ
A
lipui dµ. (5.2)
Proposizione 5.1.6. Siano u, v ∈ L1loc(X,µ); per ogni α ∈ R e per ogni A e
B aperti di X abbiamo
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1. ‖D(αu)‖(A) = |α|‖Du‖(A);
2. ‖D(u+ v)‖(A) ≤ ‖Du‖(A) + ‖Dv‖(A);
3. ‖Du‖(A ∪B) ≥ ‖Du‖(A) + ‖Du‖(B) se A ∩B = ∅;
4. ‖Du‖(A ∪B) = ‖Du‖(A) + ‖Du‖(B) se d(A,B) > 0.
Dimostrazione. I primi tre punti si verificano facilmente usando la definizione
di variazione totale o grazie all’osservazione 5.1.5. Per il punto 4 è sufficiente
considerare due successioni (ui) ⊂ Liploc(A) e (vi) ⊂ Liploc(B), convergenti
a u rispettivamente in L1loc(A) e L1loc(B), per le quali valga la (5.2). Allora
definiamo
wi :=
{
ui(x) su A
vi(x) su B ;
wi converge ad u in L1loc(A∪B) e, sfruttando il fatto che A e B hanno distanza
maggiore di 0, abbiamo
‖D(u)‖(A ∪B) ≤ lim inf
i→∞
ˆ
A∪B
lipwi dµ = ‖Du‖(A) + ‖Du‖(B).
Allora grazie al punto 3 abbiamo la tesi.
Ci proponiamo di provare che ‖Du‖ definisce una misura, ma nel ca-
so metrico non è possibile usare, come nel caso euclideo, il teorema di
rappresentazione di Riesz. Utilizziamo un altro approccio:
Lemma 5.1.7. Siano M,N aperti di X, allora:
1. Se N è limitato e ∂N∩∂M = ∅, allora esistono degli aperti H bM∩N ,
C1, C2 ⊂ M ∪ N e una costante c = c(M,N) tale che per ogni ε > 0
e per ogni u ∈ Lip(M) e v ∈ Lip(N), è possibile trovare una funzione
w ∈ Lip(M ∪N) tale che
ˆ
M∪N
lipw dµ ≤
ˆ
M
lipu dµ+
ˆ
N
lip v dµ+ c(M,N)
ˆ
H
|u− v| dµ+ ε;
(5.3)
w ≡ u su M \N, w ≡ v su N \M ; (5.4)ˆ
K
|w − σ| dµ ≤
ˆ
K1
|u− σ| dµ+
ˆ
K2
|v − σ| dµ, (5.5)
per ogni σ ∈ L1loc(M ∪N,µ), dove K b M ∪N e K1 = K ∩ C1 b M ,
K2 = K ∩ C2 b N .
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2. Se M ′ b M e N ′ b N , allora esiste un aperto H b M ∩ N e una
costante c > 0 dipendente solo da M,N,M ′ e N ′ tale che per ogni ε > 0
e u ∈ Lip(M), v ∈ Lip(N) è possibile trovare w ∈ Lip(M ∪N) per cui
valgaˆ
M ′∪N ′
lipw dµ ≤
ˆ
M
lipu dµ+
ˆ
N
lip v dµ+ c
ˆ
H
‖u− v‖ dµ+ ε.
(5.6)
Dimostrazione. 1. Per ipotesi ∂N ∩ ∂M = ∅ dunque N \M e M \N sono
disgiunti; dunque è possibile trovare una funzione ψ ∈ Lip(M ∪ N) tale che
0 ≤ ψ ≤ 1 e
ψ ≡
{
1 su un intorno di N \M
0 su un intorno di M \N.
M
N
Intorno di M \N
M
N
Intorno di N \M
Figura 5.1: M e N nel caso esemplificativo in cui abbaino due componenti
connesse, e gli intorni di M \N e N \M .
Definiamo
C1 = {ψ < 1}∩(M∪N), C2 = {ψ > 0}∩(M∪N), H = C1∩C2 bM∩N ;
la parte, in figura 5.1, evidenziata con corrisponde a C1 ∩ C2.
Fissato un numero reale, ε > 0, possiamo sempre trovare un k ∈ N tale
che ˆ
H
(lipu+ lip v) dµ ≤ kε.
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Sia η = d(∂N, ∂M) > 0 e definiamo
Hi =
{
x ∈ H : k + i− 1
3k
η < d(x, ∂N) <
k + i
3k
η
}
, i = 1, . . . , k.
Possiamo trovare una funzione ϕi ∈ Lip(M ∪ N) tale che 0 ≤ ϕi ≤ 1,
‖lipϕi‖∞ ≤ 4kη e (vedi la figura 5.2)
ϕi(x) :=

1 se x ∈M \N
1 se d(x, ∂N) ≤ k+i−1
3k
η ex ∈ (N \M)c
0 se d(x, ∂N) ≥ k+i
3k
η ex ∈ (M \N)c.
0 se x ∈ N \M.
M
N
Figura 5.2: M e N ; in l’intorno tubolare, di raggio k+i−1
3k
η, di ∂N e in il
complementare (in M ∪N) dell’intorno tubolare, di raggio k+i
3k
η, di ∂N .
Definiamo allora wi := ϕiu+ (1− ϕi)v, da cui vale banalmente la (5.4), e
otteniamoˆ
M∪N
lipwi dµ ≤
ˆ
(M\N)∪({d(x,∂N)≤ k+i
3k
η}∩M)
lipu dµ
+
ˆ
(N\M)∪({d(x,∂N)≥ k+i−1
3k
η}∩N)
lip v dµ+
ˆ
Hi
lip (ϕiu+ (1− ϕi)v) dµ
≤
ˆ
M
lipu dµ+
ˆ
N
lip v dµ+
ˆ
Hi
(lipu+ lip v) dµ+
4k
η
ˆ
Hi
|u− v| dµ.
Ma allora sommando sugli indici i = 1, . . . , k e dividendo per k otteniamo
1
k
k∑
i=1
ˆ
M∪N
lipwi dµ ≤
ˆ
M
lipu dµ+
ˆ
N
lip v dµ+ ε+
4
η
ˆ
H
|u− v| dµ,
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quindi esiste un indice i0 ∈ {1, . . . , k} tale che vale (5.3) con w = wi0 .
Proviamo (5.5); se K ⊂M ∪N è un insieme compatto, allora
ˆ
K
|wi0 − σ| dµ ≤
ˆ
K∩(M\N)
|u− σ| dµ+
ˆ
K∩(N\M)
|v − σ| dµ
+
ˆ
K∩M∩N
(ϕi0 |u− σ|+ (1− ϕi0)|v − σ|) dµ
≤
ˆ
K∩M∩C1
|u− σ| dµ+
ˆ
K∩N∩C2
|v − σ| dµ.
2. Fissiamo ε > 0 e data la costante positiva η = d(M ′, ∂M), definiamo
H = N ′ ∩
{
x ∈M : η
3
< d(x,M ′) <
2η
3
}
bM ∩N.
Possiamo trovare un numero k ∈ N tale cheˆ
H
(lipu+ lip v) dµ ≤ kε. (5.7)
Definiamo
Hi =
{
x ∈ X : k + i− 1
3k
η < d(x,M ′) ≤ k + i
3k
η
}
, i = 1, . . . , k.
Esiste una funzione ϕi ∈ Lip(M ∪N) tale che ‖lipϕi‖∞ < 4kη e
ϕi(x) :=
{
1 se d(x,M ′) ≤ k+i−1
3k
η
0 se d(x,M ′) ≥ k+i
3k
η.
Definiamo wi = ϕiu+ (1− ϕi)v e procedendo come nel punto 1. è possibile
trovare un indice i0 ∈ {1, . . . , k} tale che la (5.6) vale con w = wi0 .
Teorema 5.1.8. Sia u ∈ L1loc(X,µ). Allora la variazione totale di u, ‖Du‖,
è la restrizione ai sottoinsiemi aperti di X di una misura su X.
Dimostrazione. Grazie ad un risultato di De Giorgi-Letta (Teorema 5.1 di
[10]), è sufficiente provare che la funzione ‖Du‖ definita sulla classe degli
aperti di X soddisfa le seguenti proprietà:
1. ‖Du‖(B) ≤ ‖Du‖(A) se B ⊂ A;
2. ‖Du‖(A ∪B) ≥ ‖Du‖(A) + ‖Du‖(B) se A ∩B = ∅;
3. ‖Du‖(A) = sup{‖Du‖(B) : B b A};
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4. ‖Du‖(A ∪B) ≤ ‖Du‖(A) + ‖Du‖(B) per ogni A e B.
Le prime due proprietà sono facili conseguenze della definizione e delle
proprietà del limite inferiore. Proviamo il punto 3.: in virtù di 1., ba-
sta provare la disuguaglianza ≤. Non è pertanto restrittivo supporre che
sup{‖Du‖(B) : B b A} <∞.
Fissiamo A un aperto di X, e x0 un punto di X. Definiamo ora gli insiemi
Aj =
{
x ∈ A : d(x, ∂A) > 1
j
}
∩B(x0, j)
e la successione di aperti a chiusura compatta dati da{
C1 = A2
Ck = A2k \ A2k−3 ∀k ≥ 2.
Senza perdere di generalità possiamo supporre
sup
BbA
‖Du‖(B) < +∞;
allora, poiché le due famiglie (C2k) e (C2k+1) sono ben separate, per ogni ε
positivo esiste un k ∈ N tale che∑
k≥k
‖Du‖(Ck) ≤ ε
6
. (5.8)
Poniamo B = A2k−2. Proviamo il seguente lemma.
Lemma 5.1.9. Esiste un insieme aperto B′ b B e una successione (uh)h∈N ⊂
Lip(A \B′) tale che uh → u in L1loc(A \B′) e
lim sup
h→∞
ˆ
A\B′
lipuh dµ ≤ ε
3
. (5.9)
Dimostrazione. Poniamo B′ = A2k−3 e rinominiamo Dh = Ck+h−1; possiamo
considerare una successione ψm,h ∈ Lip(Dh) tale che ψm,h → u in L1loc(Dh)
quando m→∞ e
ˆ
Dh
lipψm,h dµ ≤ ‖Du‖(Dh) + 1
m 2h
.
Definiremo induttivamente una successione um,h ∈ Lip(∪hi=1Di); poniamo
um,1 = ψm,1, e per ogni h > 1 usiamo il lemma 5.1.7 con M = Dh+1,
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N = ∪hi=1Di, u = ψm,h+1, v = um,h e εh = ε12·2h . Senza perdere di generalità,
possiamo supporre che
ch
ˆ
Hh
|ψm,h+1 − ψm,h| dµ ≤ ε
12 · 2h ,
dove ch e Hh sono dati dal lemma 5.1.7 e dipendono solo da h. Otteniamo che
ˆ
∪h+1i=1 Di
|lipum+1| dµ ≤
ˆ
Dh+1
|lipψm,h+1| dµ+
ˆ
∪hi=1Di
|lipumh| dµ
+ ch
ˆ
Hh
|ψm,h+1 − um,h| dµ+ ε
12 · 2h .
Inoltre abbiamo che{
um,h+1 = ψm,h+1 su Dh+1 \Dh
um,h+1 = ψm,h su ∪hi=1 Di \Dh+1.
e allora per induzione otteniamo che
ˆ
∪h+1i=1
|lipum,h+1| dµ ≤
h+1∑
j=1
ˆ
Dj
|lipψm,j| dµ
+
h∑
j=1
cj
ˆ
Hj
|ψm,j+1 − ψm,j| dµ+
h∑
j=1
ε
12 · 2j .
Definiamo allora la successione
um(x) = um,h(x), ∀x ∈ ∪h−1i=1 Di;
così grazie a (5.8) otteniamo
ˆ
A\B′
lipuh dµ ≤ lim
h→∞
ˆ
∪h−1i=1 Di
|lipum,h| dµ
≤ lim
h→∞
ˆ
∪hi=1Di
|lipum,h| dµ
≤
∞∑
j=1
ˆ
Dj
|lipψm,j| dµ+
∞∑
j=1
ε
6 · 2j
≤
∞∑
j=1
‖Du‖(Dj) + 1
m
+
ε
6
≤ 1
m
+
ε
3
.
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La condizione (5.9) è soddisfatta; proviamo la convergenza ad u in L1loc(A\B′).
Cominciamo provando per induzione su h, che per ogni h ∈ N vale
lim
m→∞
‖um,h − u‖L1(∪h+1i=1 Di) = 0. (5.10)
Per h = 1 abbiamo che um,1 = ψm,1 e allora (5.10) segue per definizione di
(ψm,h). Supponiamo la tesi valida per h e proviamola per h+ 1: dal lemma
5.1.7, se K b ∪h+1i=1 Di, esistono K1 b Dh+1 e K2 b ∪hi=1Di dipendenti solo da
h, tali che
ˆ
K
|um,h+1 − u| dµ ≤
ˆ
K1
|ψm,h+1 − u| dµ+
ˆ
K2
|um,h − u| dµ,
allora dalla scelta delle ψm,h e per l’ipotesi induttiva su h otteniamo (5.10). Ora
proviamo che um → u in L1loc(A\B′). Prendiamo K b A\B′; allora esiste un
h ∈ N tale che K b ∪hi=1Di. Per costruzione abbiamo che um(x) = um,h+1(x)
per ogni x ∈ K, quindi
ˆ
K
|um − u| dµ =
ˆ
K
|um,h+1 − u| dµ→ 0 se m→∞.
Ora consideriamo una successione vh ∈ Lip(B), convergente a u in L1loc(B)
e tale che ˆ
B
lip vh dµ→ ‖Du‖(B).
Applicando il lemma 5.1.7, possiamo incollare questa successione con la
successione del lemma 5.1.9 in una nuova successione wi, su un aperto H b
B ∩ (A \B′) non dipendente da h otteniamo
ˆ
A
lipwh dµ ≤
ˆ
A\B′
lipuh dµ+
ˆ
B
lip vh dµ+ c(B,B
′)
ˆ
H
‖uh − vh‖ dµ+ ε
3
;
allora passando al limite per h→∞ abbiamo
‖Du‖(A) ≤ ‖Du‖(B) + ε.
Rimane da provare 4.; proviamo una debole sub-additività: se A,B sono
aperti di X, proviamo che per ogni A′ b A e B′ b B abbiamo
‖Du‖(A′ ∪B′) ≤ ‖Du‖(A) + ‖Du‖(B); (5.11)
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la subadditività discende dal punto 3. passando all’estremo superiore sul
primo membro. Fissiamo ε > 0 e prendiamo due funzioni uε ∈ Lip(A) e
vε ∈ Lip(B) tali che
ˆ
A
lipuε dµ ≤ ‖Du‖(A) + ε,
ˆ
B
lip vε dµ ≤ ‖Du‖(B) + ε.
Grazie al lemma 5.1.7 esistono una funzione wε ∈ Lip(A ∪B), una costante
positiva cε e un aperto Hε b A ∩B dipendente solo da ε tale che
ˆ
A∪B
lipwε dµ ≤
ˆ
A
lipuε dµ+
ˆ
B
lip vε dµ+ cε
ˆ
Hε
‖uε − vε‖ dµ+ ε.
Passando al limite per ε→ 0 otteniamo la (5.11), e quindi la tesi.
Anche nel caso metrico rimane valida la proprietà di semicontinuità della
variazione totale.
Teorema 5.1.10 (Semicontinuità). Sia Ω ⊂ X un aperto e sia (uh)h ⊂
BVloc(Ω, µ) tale che uh → u in L1loc(Ω); allora
‖Du‖(A) ≤ lim inf
h→∞
‖Duh‖(A) (5.12)
per ogni aperto A b Ω. In particolare, se suph ‖Duh‖(A) < ∞ per ogni
A b Ω, il limite u appartiene a BVloc(Ω).
Dimostrazione. Fissiamo un aperto A b Ω. Per l’osservazione 5.1.5 per ogni
uh ∈ BV (A) esiste una successione (uh,i)i ⊂ Lip(A) tale che uh,i → uh in
L1(A) e ‖Duh‖(A) = limi→∞
´
A
lipuh,i dx. Ora per definizione di limite per
ogni h ∈ N esiste un indice ih per cui
‖uh,ih − u‖L1(A) <
1
h
e
ˆ
A
lipuh,ih dx ≤ ‖Duh‖(A) +
1
h
.
Allora
‖Du‖(A) ≤ lim inf
h→∞
ˆ
A
lipuh,ih dx
≤ lim inf
h→∞
(
‖Duh‖(A) + 1
h
)
= lim inf
h→∞
‖Duh‖(A).
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5.2 Una caratterizzazione puntuale
Ci proponiamo di provare una stima puntuale, dovuta a Lahti e Touminem
(2013) [27]. Introduciamo i vari ingradienti che ci porteranno al risultato
finale.
Cominciamo mostrando, con un argomento di densità, che per ogni
funzione a variazione limitata vale una disuguaglianza di tipo Poincaré:
Teorema 5.2.1. Siano (X, d, µ) uno spazio metrico completo, misurato con
µ una misura doubling che supporta una disuguaglianza debole (1, 1)-Poincaré.
Allora per ogni u ∈ BV (X) vale:ˆ
B
|u− uB| dµ ≤ C r ‖Du‖(λB) (5.13)
per ogni B palla di raggio r, ove C e λ sono le costanti della disuguaglianza
debole (1, 1)-Poincaré.
Dimostrazione. Per le ipotesi fatte sullo spazio, per ogni coppia di funzioni
v, h, con v Lipschitziana e h suo gradiente superiore, e per ogni palla B di
raggio r abbiamo ˆ
B
|v − vB| dµ ≤ C r
ˆ
λB
h dµ.
Sia (un)n ⊂ Liploc(X) tale che
un → u in L1loc(X) ‖Du‖(λB) = lim
n→∞
ˆ
λB
lipun dµ.
Osserviamo che un − unB → u− uB in L1(B): infattiˆ
B
|(un − unB)− (u− uB)| dµ ≤
ˆ
B
|u− un| dµ+
ˆ
B
|uB − unB| dµ
≤ 2
ˆ
B
|u− un| dµ.
Inoltre per la disuguaglianza triangolare∣∣∣∣ˆ
B
|un − unB| dµ−
ˆ
B
|u− uB| dµ
∣∣∣∣ ≤ ˆ
B
|(un − unB)− (u− uB)| dµ,
quindi ˆ
B
|u− uB| dµ = lim
n→∞
ˆ
B
|un − unB| dµ
≤ C r lim
n→∞
ˆ
B
lipun dµ = C r ‖Du‖(λB).
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Ricalcando la dimostrazione del teorema 4.6.2 otteniamo una stima per le
funzioni a variazione limitata:
Teorema 5.2.2. Siano X uno spazio metrico completo, misurato con µ una
misura doubling e sia u una funzione in BV (X), allora
|u(x)− u(y)| ≤ C d(x, y)(M2σd(x,y),‖Du‖(x) +M2σd(x,y),‖Du‖(y)) (5.14)
per quasi ogni x, y ∈ X.
Dimostrazione. Siano x, y ∈ X punti di Lebesgue di u (per il teorema di
Lebesgue 4.2.14 possiamo ripetere il ragionamento per q.o. punto in X).
Poniamo Bi(x) = B(x, ri) = B(x, 2−id(x, y)) con i ∈ N. Allora per il
teorema di Lebesgue uBi(x) → u(x) per i→∞. Utilizzando la disuguaglianza
triangolare, la proprietà doubling di µ e il teorema 5.2.1 otteniamo
|u(x)− uB0(x)| ≤ Cd
∞∑
i=0
 
Bi(x)
|u(x)− uBi(x)| dµ
≤ C
∞∑
i=0
ri
‖Du‖(τBi(x))
µ(Bi(x))
≤ C
∞∑
i=0
riMτ d(x,y),‖Du‖(x)
= C d(x, y)Mτ d(x,y),‖Du‖(x).
Similmente
|u(y)− uB0(y)| ≤ C d(x, y)Mτ d(x,y),‖Du‖(y).
Inoltre per il teorema 4.16
|uB0(x) − uB0(y)| ≤ C d(x, y)
‖Du‖(2τB0(x))
µ(2B0(x))
≤ C d(x, y) (M2τ d(x,y),‖Du‖(x).
Ricordando che l’operatore massimale ristretto è crescente al crescere del
raggio, dalle tre disuguaglianze concludiamo.
Proviamo una caratterizzazione per funzioni BV dovuta a Miranda [30]:
Teorema 5.2.3. Sia (X, d, µ) uno spazio completo, misurato con µ una
misura doubling che supporta una disuguaglianza debole (1, 1)-Poincaré, e sia
u ∈ L1(X,µ); allora le due condizioni sono equivalenti:
1. u ∈ BV (X);
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2. esiste una misura positiva ν, finita su X, tale che per ogni palla B =
B(x, r) vale ˆ
B
|u− uB| dµ ≤ r ν(λB).
Inoltre esiste una costante c = c(Cd) tale che ‖Du‖ ≤ c ν.
Dimostrazione. La prima implicazione è già stata provata nel teorema 5.2.1.
Per provare il viceversa costruiremo una successione in Liploc(X) convergente
ad u in L1loc(X) con variazione totale equilimitata.
Consideriamo un insieme A1/h e una partizione dell’unità come nella proposi-
zione 5.1.1. Definiamo la successione
uh(x) =
∑
a∈A1/h
uBaϕ
(1/h)
a (x), (5.15)
contenuta in Liploc(X) in quanto ogni uh è somma localmente finita di funzioni
Lipschitziane. Proviamo che uh → u in L1loc: si ha
u(x)− uh(x) =
∑
a∈A1/h
(u(x)− uBa)ϕ1/ha (x),
e usando il fatto che 0 ≤ ϕ1/ha ≤ χ2Ba , otteniamoˆ
X
|u− uh| dµ ≤
∑
a∈A1/h
ˆ
2Ba
|u− uBa | dµ
≤
∑
a∈A1/h
(ˆ
2Ba
|u− u2Ba| dµ+ |u2Ba − uBa|µ(2Ba)
)
.
Ma
|u2Ba − uBa | ≤
1
µ(Ba)
ˆ
Ba
|u− u2Ba| dµ ≤
1
µ(Ba)
ˆ
2Ba
|u− u2Ba| dµ (5.16)
≤ 2
h
ν(2λBa)
µ(Ba)
,
alloraˆ
X
|u− uh| dµ ≤
∑
a∈A1/h
(
2
h
ν(2λBa) +
2
h
ν(2λBa)µ(2Ba)
µ(Ba)
)
=
2(1 + Cd)
h
∑
a∈A1/h
ν(2λBa) ≤ 2(1 + Cd)
h
β(2)ν(X).
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Proviamo adesso l’equilimitatezza della variazione totale. Indichiamo con
il simbolo b ∼ a i punti b ∈ A1/h per cui 2Bb ∩ Ba 6= ∅, allora per ogni Ba,
ricordando la motazione della proposizione 5.1.1, abbiamoˆ
Ba
lipuh dµ =
ˆ
Ba
lip (uh − uBa) dµ ≤
ˆ
Ba
∑
b∼a
|uBb − uBa | lipϕ1/hb dµ
≤
∑
b∼a
|uBb − uBa|
ˆ
2Bb
lipϕ
1/h
b dµ ≤
∑
b∼a
|uBb − uBa |Λhµ(2Bb).
Ora stimiamo |uBb − uBa|; dalla disuguaglianza triangolare abbiamo
|uBb − uBa | ≤ |uBb − u4Ba|+ |u4Ba − uBa|,
ma per la (5.16) |u4Ba − uBa | ≤ 4h ν(4λBa)µ(Ba) , mentre osservando che se b ∼ a
allora Bb ⊂ 4Ba troviamo
|uBb − u4Ba| ≤
∣∣∣∣ 1µ(Bb)
ˆ
Bb
(u− u4Ba) dµ
∣∣∣∣
≤ 1
µ(Bb)
ˆ
4Ba
|u− u4Ba | dµ ≤
4
h
ν(4λBa)
µ(Bb)
.
Allora ˆ
Ba
lipuh dµ ≤
∑
b∼a
Λhµ(2Bb)
C ′
h
ν(4λBa)
µ(Bb)
≤ Cν(4λBa)
da cui ˆ
X
lipuh dµ ≤
∑
a∈A1/h
ˆ
Ba
lipuh dµ ≤ β(4)C ν(X).
Quindi per semicontinuità ‖Du‖(X) ≤ β(4)C ν(X) <∞.
Adesso introduciamo la definizione di spazio quasi convesso e proviamo
una condizione sufficiente per la quasi convessità.
Definizione 5.2.4. Sia (X, d) uno spazio metrico. Se esiste una costante
C > 0 e per ogni due punti x, y ∈ X vi è una curva γ che li congiunge con
l(γ) ≤ C d(x, y), lo spazio X è detto quasi convesso.
Teorema 5.2.5. Sia (X, d, µ) uno spazio metrico completo, misurato con µ
una misura doubling, connesso per archi che supporta una disuguaglianza
debole (1, p)-Poincaré. Allora (X, d, µ) è quasi convesso, con la costante C
dipendente dalla costante doubling e dalla costante della disuguaglianza di
Poincaré.
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Dimostrazione. Fissiamo k ∈ N. Sia γ : [0, 1]→ X una curva continua. Per
ogni partizione pi : 0 = t0 < t1 < · · · < tn = 1 consideriamo la somma
spi(γ) =
n−1∑
i=0
min(l(γ|[ti,ti+1]), kd(γ(ti), γ(ti+1))),
e definiamo
lk(γ) = inf
pi
spi(γ),
dove l’estremo inferiore è fatto su tutte le possibili partizioni di [0, 1]. Non
viene chiesta γ rettificabile; infatti se nessuna parte di γ è rettificabile, allora
lk(γ) = kd(γ(0), γ(1)). Fissiamo x0 ∈ X e definiamo
uk(x) = inf
γ
lk(γ),
al variare di tutte le curve che collegano x e x0. La funzione uk è k-
Lipschitziana e la funzione g ≡ 1 è un gradiente superiore di uk. Infatti
consideriamo la funzione uk(x, y) = infγ∈Γx,y lk(γ), dove Γx,y è l’insieme delle
curve che congiunge x e y (notiamo che uk(x) = uk(x, x0)). La funzione uk
soddisfa la disuguaglianza triangolare; per ogni x, y, z ∈ X
uk(x, y) = inf
γ∈Γx,y
lk(γ) ≤ inf
γ∈Γx,z
lk(γ) + inf
γ∈Γz,y
lk(γ) = uk(x, z) + uk(z, y).
Rovesciando la disuguaglianza triangolare e considerando, nell’ultima disu-
guaglianza, la partizione pi : 0 = t0 < t1 = 1 troviamo
|uk(x)− uk(y)| ≤ uk(x, y) = inf
γ∈Γx,y
lk(γ) ≤ kd(x, y),
da cui la k-Lipschitzianità di uk. Allo stesso modo per ogni curva rettificabile
δ (considerando la partizione vista prima)
|uk(x)− uk(y)| ≤ uk(x, y) = inf
γ∈Γx,y
lk(γ) ≤ l(δ) =
ˆ
γ
g.
Allora la coppia (uk, g) soddisfa la disuguaglianza debole (1, p)-Poincaré, e
per il teorema 4.6.2 vale
|uk(x)−uk(y)| ≤ C ′ d(x, y)
((
M2σd(x,y)g
p(x)
) 1
p+
(
M2σd(x,y)g
p(y)
) 1
p
)
= 2C ′d(x, y).
In particolare, per y = x0, troviamo
|u(x)− u(y)| ≤ Cd(x, x0).
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Sia γk una curva che collega x e x0 per cui lk(γk) ≤ 2uk(x). Allora sia pik una
partizione di [0, 1] tale che spik(γk) ≤ 3uk(x). Facciamo questo per ogni k ≥ 1.
Vogliamo esibire una sottosuccessione (γki) convergente, in qualche senso, ad
una curva rettificabile γ in Γx,x0 e tale che
l(γ) ≤ lim inf
i→∞
lki ≤ Cd(x, x0),
e questo concluderebbe la dimostrazione.
Richiamiamo il seguente classico argomento. Sia (δk)∞k=1 una successione
di curve rettificabili in uno spazio metrico proprio Y . Assumiamo che tutte le
curve δk appartengano a Γx,y con x, y ∈ Y , e supk l(δk) >∞. Paramatrizziamo
ogni curva per lunghezza d’arco; scaliamo le parametrizzazioni e otteniamo una
successione di curve definite nell’intervallo [0, 1]. Come nella dimostrazione
del teorema 4.1.13, proviamo l’equicontinuità della famiglia (δk). Con un
procedimento diagonale si estrae una sottosuccessione che converge su un
sottoinsieme denso di [0, 1]. Dall’equicontinuità abbiamo la convergenza
uniforme sull’intero intervallo ad una curva δ, e dunque per la semicontinuità
della variazione totale avremmo l(γ) ≤ lim infi→∞ l(δki).
Sfortunatamente questo argomento non può essere applicato al nostro
caso perché lk(γk) non è la lunghezza di γk, e poi non sappiamo se le curve
γk siano rettificabili.
Utilizziamo un trucco per ricondurci a questo argomento: modifichiamo
lo spazio metrico aggiungendo infiniti segmenti e modifichiamo la famiglia
di curve. Costruiamo un nuovo spazio metrico X̂ attaccando allo spazio X
infiniti segmenti Euclidei così come segue. Sia pik : 0 = t0 < t1 < · · · < tn = 1
la partizione associata a γk scelta in precedenza. Se
l(γk|[ti,ti+1]) ≥ kd(γk(ti), γ(ti+1)), (5.17)
allora incolliamo allo spazio X un segmento Euclideo Ik,i di lunghezza
d(γk(ti), γ(ti+1)) (cioè il segmento Ik,i è isometrico a [0, d(γk(ti), γk(ti+1))]) in
modo che gli estremi di Ik,i siano attaccati allo spazio nei punti γ(ti) e γ(ti+1).
Ripetiamo il procedimento per ogni k e per ogni i per cui vale la (5.17).
Lo spazio X̂ è equipaggiato con la metrica indotta dalla metrica Euclidea
su ogni Ik,i e la metrica d in X. Denotiamo la metrica in X̂ con d̂.
Ora denotiamo con γ̂k la nuova curva che è ottenuta da γk nel seguente
modo: sia 0 ≤ i ≤ n− 1. Se (5.17) non vale allora
γ̂k|[ti,ti+1] = ck|[ti,ti+1];
se invece la (5.17) è soddisfatta γ̂k|[ti,ti+1] è la funzione lineare con valori
sul segmento Iki . Osservando che supk spik ≤ Cd(x, x0) concludiamo che
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l(Ik,i) <
Cd(x,x0)
k
. Così, nel peggiore dei casi attacchiamo allo spazio X infiniti
segmenti Ik,i di lunghezza convergente a zero. Allora lo spazio X̂ è proprio 1.
Ora l̂(γ̂k) ≤ spik ≤ Cd(x, x0), dove l̂ indica la distanza in X̂.
In questa nuova situazione possiamo applicare il precedente argomento
classico. Scegliamo una buona parametrizzazione di γ̂k ed estraiamo una
sottosuccessione γ̂k che converge uniformente ad una curva γ tale che
l̂(γ) ≤ lim inf
i→∞
l̂(γki) ≤ Cd(x, x0).
Poiché le lunghezze di Ik,i convergono a zero per k →∞ possiamo concludere
che le immagini di γ appartengono a X e che l̂(γ) = l(γ).
Adesso diamo la definizione di spazio geodetico e dopo la prova di un
lemma proviamo l’ultimo passo della nostra caratterizzazione.
Definizione 5.2.6. Uno spazio metrico (x, d) è detto geodetico se per ogni
due punti x, y ∈ X esiste una curva che li collega di lunghezza d(x, y).
Lemma 5.2.7. Sia (X, d) uno spazio metrico geodetico. Siano B(x0, R) una
palla , x ∈ B(x0, R) e r tale che 0 < r < 2R, allora esiste una palla di raggio
r
2
in B(x, r) ∩B(x0, R).
Dimostrazione. Se d(x, x0) ≥ r2 allora, essendo X geodetico, esiste z (nell’im-
magine della geodetica che collega x e x0) tale che d(z, x) = r2 e d(z, x0) =
d(x, x0)− r2 . Allora B(z, r2) ⊂ B(x, r) ∩B(x0, R).
Se invece d(x, x0) < r2 abbiamo B(x0,
r
2
) ⊂ B(x, r) ∩B(x0, R).
Teorema 5.2.8. Sia X uno spazio metrico completo, connesso per archi,
misurato con una misura doubling, µ, che supporta una disuguaglianza debole
(1, 1)-Poincaré. Siano u ∈ L1loc(X) e ν una misura positiva, finita su X. Se
esistono due costanti σ ≥ 1 e C0 > 0 tale che la disuguaglianza
|u(x)− u(y)| ≤ C0 d(x, y)
[
Mσ d(x,y),ν(x) +Mσ d(x,y),ν(x)
]
(5.18)
1Dati K̂ un chiuso e limitato di (X̂, d̂) e un suo generico ricoprimento aperto Â = {Âi}i∈I ,
ne estraiamo un sottoricoprimento finito. Ora A = {Âi ∩X}i∈I è un ricoprimento aperto
di K = K̂ ∩ X, e per compattezza di K in X (compatto perché chiuso e limitato in
X) possiamo estrarne un sottoricoprimento finito {Ai1 , . . . , AiN }. Dunque K è compatto
anche in X̂ e d̂
(
K, ∂
(
∪Nj=1Âij
))
= ε > 0. Allora per ogni k ∈ N tale che 1k < ε
abbiamo Ik,i ⊂ ∪Nj=1Âij =: Â(K). I segmenti non contenuti in Â(K) sono dunque in numero
finito e essendo compatti, come fatto per K, per ognuno di essi e possibile estrarre un
sottoricoprimento finito da Â. Allora otteniamo così un sottoricoprimento finito per K̂ che
dunque è compatto.
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vale per µ-q.o. x, y ∈ X, alloraˆ
B
|u− uB| dµ ≤ C r ν(λB) (5.19)
per ogni palla B = B(x, r). Le costanti C e λ dipendono solo da C0, σ, Cd e
la costante della disuguaglianza debole (1, 1)-Poincaré.
Dimostrazione. Dalla disuguaglianza debole (1, 1)-Poincaré, per il teorema
5.2.5 X è quasi convesso. Dotiamo X della metrica ρ(x, y) = inf l(γ), ove
l’estremo inferiore è fatto su tutte le curve che congiungono x e y. Dalla quasi
convessità e dal fatto più generale che d(x, y) ≤ l(γ) con γ che congiunge x
e y, d e ρ sono due metriche equivalenti e (X, d) e (x, ρ) sono bi-Lipschitz
omeomorfi2. Dato che le proprietà doubling, la disuguaglianza debole (1, 1)-
Poincaré, la (5.18) e (5.19) sono invarianti per omeomorfismo bi-Lipschitziano
possiamo rimpiazzare d con la nuova metrica ρ e lavorare sul nuovo spazio
(X, ρ, µ); anche (X, ρ, µ) è proprio, dunque per il teorema 4.1.13 per ogni due
punti x, y ∈ X esiste una curva γ che li congiunge che realizza la distanza
ρ(x, y). Fissiamo B = B(x0, R) una palla. Poiché la (5.18) e la (5.19)
rimangono inalterate se sommiamo ad u una costante, possiamo supporre
infE |u| = 0 su un insieme E ⊂ B di misura positiva che sceglieremo in seguito.
Definiamo τ = 3σ e misura λ = ν|τB. La stima puntuale (5.18) implica
|u(x)− u(y)| ≤ C0ρ(x, y) [Mλ(x) +Mλ(y)] , (5.20)
per q.o. x, y ∈ B. Infatti se x, y ∈ B vale l’inclusione B(x, 2σρ(x, y)) ⊂ τB e
per (4.19) abbiamo Mσ ρ(x,y),ν(x) ≤ Mσ R,ν(x) ≤ Mλ(x). Possiamo assumere
che la (5.20) valga per ogni x, y ∈ B, perché la disuguaglianza (5.19) valida
su B \ F con F insieme di misura nulla implica la (5.19) su B. Possiamo
inoltre assumere che λ(τB) > 0; in caso contrario per la (5.20) avremmo u
costante su B da cui banalmente la (5.19). Per ogni k ∈ Z definiamo
Ek = {x ∈ B |Mλ ≤ 2k} e ak = sup
Ek
|u(x)|.
Allora Ek−1 ⊂ Ek e ak−1 ≤ ak per ogni k ∈ Z, e inoltreˆ
B
|u− uB| dµ ≤ 2
ˆ
B
|u| dµ ≤ 2
∑
k∈Z
ak µ(Ek \ Ek−1). (5.21)
Vogliamo ottenere una maggiorazione del lato destro di (5.21) stimando ak.
Da (5.20) abbiamo che la funzione u è C0 2k+1-Lipschitziana in Ek. Quindi
per ogni x ∈ Ek e y ∈ Ek−1 abbiamo
|u(x)| ≤ |u(x)− u(y)|+ |u(y)| ≤ C0 2k+1 ρ(x, y) + ak−1. (5.22)
2Un’applicazione f è detta bi-Lipschitz se f e f−1 sono Lipschitziane.
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Il nostro scopo è quello di trovare per ogni x ∈ Ek un y ∈ Ek−1 tale che
ρ(x, y) sia sufficientemente piccola. Fissiamo x ∈ Ek. Per il lemma 5.2.7 se
0 < r < 2R l’intersezione B ∩B(x, r) contiene una palla B˜ di raggio r
2
, allora
per la proprietà doubling di µ
µ(B(r, x) ∩B) ≥ µ(B˜) ≥ µ(B)C−2d
( r
2R
)s
, (5.23)
dove s = log2Cd. Senza perdita di generalità possiamo supporre Cd > 2 e di
conseguenza s > 1; allora dal teorema 4.2.11 abbiamo
µ(B \ Ek−1) = µ({x ∈ B |Mλ(x) > 2k−1}) < C
2k−1
λ(τB). (5.24)
Quindi per ottenere µ(B ∩B(x, r)) > µ(B \ Ek−1) è sufficiente chiedere che
µ(B)C−2d
( r
2R
)s
≥ C
2k−1
λ(τB),
cioè
r ≥ 2R
(
C λ(τB)
2k−1µ(B)
) 1
s
.
Definiamo per ogni k ∈ Z il raggio rk := 2R
(
C λ(τB)
2k−1µ(B)
) 1
s . Ora, poiché
µ(B ∩ B(x, r)) > µ(B \ Ek−1), segue che esiste un y ∈ B(x, r) ∩ Ek−1; per
definizione di rk e da (5.22) abbiamo
ak ≤ ak−1 + C02k+1rk = ak−1 + C02k+2R
(
C λ(τB)
2k−1µ(B)
) 1
s
.
Iterando la stima e partendo da un k0 ∈ Z fissato otteniamo
ak ≤ ak−1 +
k−1∑
i=k0
K2i(1−
1
s
)R
(
λ(τB)
µ(B)
) 1
s
(5.25)
≤ ak0 +K R
(
λ(τB)
µ(B)
) 1
s
k−1∑
i=k0
2i(1−
1
s
)
≤ ak0 +K R
(
λ(τB)
µ(B)
) 1
s
2k(1−
1
s
) ∀ k > k0.
Notiamo che per ogni k ≤ k0 vale ak ≤ ak0 . Ora come richiesto nel lemma
5.2.7 usato prima della (5.23) chiediamo rk0+1 ≤ 2R, ossia
rk0+1 = 2R
(
C λ(τB)
2k0µ(B)
) 1
s
≤ 2R ⇐⇒ C λ(τB)
2k0
≤ µ(B).
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Sia k0 il più piccolo intero per cui vale la disuguaglianza. Allora
2k0 ≥ Cλ(τB)
µ(B)
e 2k0−1 < C
λ(τB)
µ(B)
.
Allora per (4.16) esiste una costante C tale che
1
C
λ(τB)
µ(τB)
≤ 2k0 ≤ Cλ(τB)
µ(τB)
. (5.26)
Adesso definiamo E := Ek0 l’insieme introdotto ad inizio dimostrazione, e
verichiamo che effettivamente µ(E) > 0 in quanto µ(B(x, rk0+1)) ∩ B >
µ(B \ Ek0), per ogni x ∈ B. All’inizio della dimostrazione avevamo posto
infE |u| = 0; allora ricordando la C0 2k0+1-Lipschitzianità di u su E grazie a
(5.26) abbiamo la seguente stima per ak0 :
ak0 = sup
E
|u| ≤ C0 2k0+2R ≤ C ′Rλ(τB)
µ(τB)
. (5.27)
Scrivendo Ak = Ek \ Ek−1 e usando (5.21) e (5.25), abbiamo:
1
2
ˆ
B
|u− uB| dµ ≤
∑
k∈Z
akµ(Ak) (5.28)
≤
k0∑
k=−∞
ak0µ(Ak) +
∞∑
k=k0+1
(
ak0 +K R
(
λ(τB)
µ(B)
) 1
s
2k(1−
1
s
)
)
µ(Ak)
≤
∞∑
k=−∞
ak0µ(Ak) +K R
(
λ(τB)
µ(B)
) 1
s
∞∑
k=k0+1
2k(1−
1
s
)µ(B \ Ek−1).
Ora per (5.27)
∞∑
k=−∞
ak0µ(Ak) ≤ C ′R
λ(τB)
µ(τB)
µ(B) ≤ C ′Rλ(τB);
mentre per (5.24) e (5.26) abbiamo
∞∑
k=k0+1
2k(1−
1
s
) µ(B \ Ek−1) ≤
∞∑
k=k0+1
2k(1−
1
s
) C
λ(τB)
2k−1
≤ Cλ(τB)
∞∑
k=k0+1
2−
k
s
≤ Cλ(τB)2− k0s ≤ Cλ(τB)
(
µ(τB)
λ(τB)
) 1
s
.
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Ora mettendo insieme le disuguaglianze otteniamo
ˆ
B
|u− uB| dµ ≤ C Rν(λB),
che è quanto volevamo.
Osserviamo che la tesi vale in (X, ρ, µ), ma a meno di cambiare opportuna-
mente le costanti vale anche in (X, d, µ) e questo conclude il teorema.
Adesso mettendo insieme il teorema 5.2.2, il teorema 5.2.3 e il teorema
5.2.8 otteniamo la seguente stima per funzioni a variazione limitata:
Teorema 5.2.9. Sia X uno spazio metrico completo, connesso per archi,
misurato con una misura doubling, µ, che supporta una disuguaglianza debole
(1, 1)-Poincaré. Siano u ∈ L1loc(X) e ν una misura positiva, finita su X.
Allora u ∈ BV (X) e solo se esistono due costanti σ ≥ 1 e C0 > 0 tale che la
disuguaglianza
|u(x)− u(y)| ≤ C0 d(x, y)
[
Mσ d(x,y),ν(x) +Mσ d(x,y),ν(x)
]
vale per µ-q.o. x, y ∈ X.
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