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or growth volatility (Ghosh et al. 1997) . This new set of evidence on the economic impact of the exchange rate regime calls for a re-examination of the common impression, based on earlier research, that exchange rate regimes are irrelevant. This paper demonstrates the extent to which exchange rate regimes really do matter for exchange rate outcomes, and thus helps explain the source of effects of recent research demonstrating trade and macroeconomic consequences of exchange rate regimes. It examines the nature of de facto exchange rate regimes themselves, studying their duration, dynamics, and the extent they affect the exchange rate. If exchange rates regimes do not last, they should not affect the economy. Even if they last, if they do not have an appreciable impact on the exchange rate (perhaps due to fear of floating behavior) they would still be irrelevant. In essence, we try to provide a new set of stylized facts on exchange rate regimes that helps explain why the new wave of empirical evidence on their effects can occur. We generate a
number of results that demonstrate that while not infinitely lived, fixed exchange rates do provide a stability of the exchange rate notably different from floating countries. These results are robust across a variety of exchange rate regime classifications. Differences in results across classifications demonstrate how these classification schemes diverge and the types of questions that each is best suited to address.
We begin, in Section 2, by explaining how we use a modified version of the Shambaugh (2004) classification scheme to obtain de facto fixed exchange rate spells and floating (i.e. non-fixed) exchange rate spells for 125 countries over the period 1973 to 2004. In
Section 3 we then demonstrate that, while almost half of the fixed exchange rate spells do not last more than two years, the expected duration of a peg increases dramatically if it survives past that age. Consequently, at any one time, the set of countries that are pegged includes a large proportion of those with a peg lasting for a relatively long duration.
We also demonstrate, in Section 3, that the distribution of floating exchange rate spells is similar to the distribution of fixed exchange rate spells, with a large number of short-lived floating exchange rate spells and a smaller number of long-lived floating exchange rate spells.
An implication of this is that when an exchange rate switches from a peg to a float, the float itself may be quickly changed back into a peg. This dynamic behavior of exchange rate regimes, when combined with an analysis of the duration of fixed exchange rate spells and floating exchange rate spells, paints a different picture than one would expect from the wellknown "mirage" of fixed exchange rates.
In addition, pegs and nonpegs do look quite distinct in terms of exchange rate volatility. This is not to argue that no countries manage their nonpegged exchange rates, or that no countries mis-declare their regimes, but to say that some countries actually do float and their exchange rates are notably more volatile than the pegs.
A consequence of these characteristics concerning the duration and the dynamics of exchange rate regimes is that a country that has a fixed exchange rate today can be expected to exhibit greater exchange rate stability, both today and over the course of time, than a country that currently has a floating exchange rate, notwithstanding the fact that exchange rate pegs break with some frequency and a country that has a fixed exchange rate today may find its currency floating tomorrow. In particular, we show that a country that is pegged today will have lower bilateral exchange rate volatility in the future than a country that is floating. An implication of this result is that firms have a reasonable expectation that a current fixed exchange rate will last. This helps explain why, for example, Klein and Shambaugh (2006) find that fixed exchange rates are associated with greater bilateral trade in a gravity model, even given the fact that there are a large number of short-lived exchange rate spells.
The lower volatility of a bilateral exchange rate extends to multilateral volatility as well (beyond the reduction in multilateral volatility due to a reduction in bilateral volatility with the base country). Pegging the exchange rate tends to prevent extremely high bilateral volatility outcomes which, due to a high correlation in the volatility across all major exchange rates, can lead to high multilateral volatility. However, but for cases of extreme volatility, there is not strong evidence that a bilateral peg reduces multilateral volatility. There are important implications of this distinct effect of pegging on bilateral and multilateral volatility for trade and macroeconomic outcomes since bilateral trade, and macroeconomic stability obtained by an exchange rate anchor, only require bilateral stability while broader results across many sectors, for example economic growth, may be somewhat situation or time dependent.
II. Exchange Rate Spells, Fixed and Floating
A central part of this study, or any other one that focuses on the role of the exchange rate regime, is its definitions of the regimes themselves. It has been well documented that governments' declarations to the International Monetary Fund as to the exchange rate regimes in place are not always accurate (see, for example, Calvo and Reinhart 2002) . Therefore, in this paper we rely on de facto exchange rate behavior rather than de jure declarations of whether a country has a fixed or a flexible exchange rate.
The basis of our coding a country as having a fixed or a floating (i.e. not a fixed) exchange rate is a modification of the classification scheme used by Shambaugh (2004) who, in turn, closely followed the method employed by Obstfeld and Rogoff (1995) . 1 In this paper, we considered a country as having a fixed exchange rate in a given calendar year, with its currency pegged to the currency of a base country, if its month-end official bilateral exchange rate stays within a +/-2 % band both each month and over the course of that year. 2 This requires that a currency is within the same +/-2% band at the end of each month for the full year, not simply that the change in the exchange rate between January and December is less than 2%. The coding is annual and, therefore, the peg must last for a full calendar year for a country to be classified as pegged for that year. Pegs that last less than a full year are classified as nonpegs. 3 An advantage of such a procedure, as opposed to looking at relative volatility benchmarks is that this definition of a peg (within a 2% band) is clear, invariant over time, and matches the 1 Two other prominent studies that developed a classification scheme for exchange rate regimes are Levy-Yeyati and Sturzeneggar (2003) and Reinhart and Rogoff (2004) . The classification used by Levy-Yeyati and Sturzenegger (2003) uses information on reserves as well as currency values such that stable rates in the absence of reserve changes might not be called pegs while somewhat volatile exchange rates paired with extensive intervention may be considered as pegged. Reinhart and Rogoff (2004) use parallel market rates and focus on the conditional probability of staying within a range over a five year period, a method that could bias our results to finding long lived pegs. In an appendix we provide detailed analysis of alternate classifications. We compare our classification with these others, as well as the declared status countries report to the IMF, in the body of the text, although the use of the LYS classification for the duration analysis presented below is difficult due to the presence of observations marked "inconclusive" in that coding. 2 Results are not sensitive to the defined width of the band. Most of the pegged observations stay within an even tighter band, but 2% is consistent with bands used in Bretton Woods, the EMS, and in Obstfeld and Rogoff (1995) . By including in the float sample years of partial pegging, this should bias against finding any difference between pegs and floats. While there may be pegs, or attempted pegs, shorter than one year, our view is that for the time spans less than one year it becomes increasingly likely that the stability one would find in the data is an accident and not a peg -false positives would rise. Also, we posit that market participants will not have detected or believed a peg until it has lasted more than a few months.
historical definitions of pegs such as the gold points in the Gold Standard, the bands in Bretton
Woods and the EMS.
The base country is determined through the pegging history of a given country as well as through tests against a variety of countries, the declared intent of the country, and readings of various currency histories. For the purpose of comparative bilateral volatility tests, we need a "base" country for countries when they have a floating exchange rate. In these cases, the base is the country to which the country with the floating exchange rate pegged in the past, or a major industrial country with which it has a prominent economic relationships (for details see Shambaugh 2004 ). We drop from our sample countries with a population of less than 400,000 in 1999. We also drop observations that represent currency unions (but for the members of the single currency in Europe from 1999 onwards) in order to keep these episodes from biasing the sample towards long-lasting fixed exchange rate pegs. 4 The United States is not included in the data set.
While one might be concerned that a country / year observation is being classified as a peg simply due to a lack of shocks, Calvo and Reinhart show that the probability that the bilateral exchange rate during classic floats like the US dollar / DM rate, the US dollar / yen rate or the US dollar / Australia dollar rate had a monthly change of less than 2.5% was roughly 60-70%. This means that the probability of 12 straight months of changes smaller than 2.5% (in either direction) is between 0 and 1%. In addition, our classification requires the tighter restriction of staying within the same +/-2% bands over the entire year, not simply having each month be smaller than +/-2%. Thus, the odds of "accidentally" coding a peg are, in fact, quite low. We see further evidence from the fact that well known floats, such as the three mentioned above, are never coded as pegs in our classification system. 5 Also, the undeclared pegs in our making it unlikely that the "questionable" peg is just an accident of coding. Nevertheless, we repeat our analysis below coding these 27 observations as nonpegs. We find no change in the volatility results and only small differences in the duration and dynamics results.
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In this work, we focus on the differences between actually being pegged and not being pegged. We do not attempt to distinguish among a set of intermediate regimes because this would necessarily introduce more errors to a classification scheme since the boundary between 6 Shambaugh (2004) , by requiring two consecutive years of staying in a band to have an observation qualify as a peg, effectively ruled out any coding of unintentional pegs. We do not follow this procedure since dropping single year pegs would bias our results towards finding longer pegs by eliminating short lived pegs. In addition, Shambaugh (2004) considered one-time discrete devaluations (one month with a change in the exchange rate greater than 2%, but 11 months exactly equal to zero) as pegs, but here we count these as breaks in the peg to avoid a bias towards finding long lasting pegs and to avoid artificially increasing the length of peg spells by, for example, defining a country as pegging even if it devalues every other year but otherwise stays pegged. As discussed in more detail in the appendix, this treatment of devaluations distinguishes the main coding used here from Reinhart and Rogoff, Shambaugh, and de jure classifications that allow devaluations, making the main coding quite similar to the way Obstfeld and Rogoff scheme. 7 We cannot identify countries that attempted to peg in a particular year but failed. These observations would be coded as floats, which is appropriate for our analysis since we are investigating the characteristics of actual pegs, not the implications of unfulfilled desires.
a de facto peg and a nonpeg can be fairly clearly draw while the lines separating one intermediate regime from another is much less distinct. For example, some of the most freely floating countries manage their exchange rate to some extent, but it is difficult, in practice, to distinguish these managed floats from target zones with wide and movable bands. Table 1 also presents some basic statistics on fixed exchange rate spells and floating exchange rate spells. A fixed exchange rate spell is a set of consecutive years during which a country continually pegs its currency, and a floating exchange rate spell is a set of consecutive years during which a country continually does not peg its currency. These spells are the basic unit of analysis in this paper. We focus on spells to understand the extent to which a particular peg lasts as opposed to over-arching policy regimes. The minimum spell duration is 1 year, and the maximum spell duration is 32 years, the full length of the sample period. The statistics in Table 1 show that there are 398 peg spells in our panel, with an average of 3.18 peg spells per country, and 395 float spells, with an average of 3.16 float spells per country. The median duration of both peg and float spells is 2 years, and the mean durations are also similar, with the average peg spell lasting for 4.67 years and the average float spell lasting for 5.21 years. There are not dramatic differences in these statistics between the 21 major industrial countries and the 104 other countries included in the sample. The differences between the means and the medians of peg and float spells, and the size of the standard deviations relative to the means for both types of spells, suggest skewness in the distribution. This is demonstrated in the histograms in Figures 1 and 2 that show that both peg and float spells are characterized by a large number of spells with very short duration, and a smaller number of spells with longer duration.
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A motivation for using a coding that requires a continuous, unvarying peg as opposed to one that allows discrete devaluations in addition to unbroken pegs is that these two types of experiences are different from the perspective of economic agents. The mean length of both peg spells and float spells would be longer if one counted a peg spell broken by a one-time devaluation to count as a continuous peg (as is done with the Reinhart and Rogoff, Shambaugh, or de jure codings) rather than as two separate pegs with an interceding one-year float spell at the time of the devaluation (as is done with our main classification scheme). 11 This is one source of the difference in statistics on peg and float spells between our main classification scheme and that of Shambaugh (2004) or of Reinhart and Rogoff, as shown in the Appendix.
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Reinhart and Rogoff in particular smooth regimes over time, relying on exchange rate behavior over five year windows; they are focused on identifying exchange rate policy over time, not a specific spell, and they find much longer lived regimes than our spells. 13 Thus, the classifications are not imperfectly measuring the same thing, but are often simply trying to identify different things.
The large number of both peg and float spells that have short duration in our data is also evident from the statistics in Table 2 . These statistics show that about 56 percent of the peg spells, and about 65 percent of the float spells, survive for at least two years; of course, this means that 44 percent of the peg spells and 36 percent of the float spells last for only one year.
Somewhat less than a third of the peg spells (30.14 percent) and a little more than a third of the float spells (33.97 percent) last for at least 5 years. While the view that pegs frequently break is not uncommon, the result presented here that floats are equally fleeting is more novel. As seen 10 Klein and Marion (1997) show that exchange rate pegs among Latin American and Caribbean countries are also characterized by a large number of very short pegs and a smaller number of long-lived pegs. 11 Obstfeld and Rogoff (1996) do not count an episode that includes a one-time devaluation as a continuous peg. 12 In his study of inflation targeting in which he uses peg duration as an indicator of monetary regimes, Rose (2006) examines the durability of exchange rate regimes and finds pegs are fragile using a set of countries in the 1990s using both Obstfeld and Rogoff (1995) write "The striking conclusion from the entire post-Bretton Woods era, rather than the situation in 1995, and on peg spells, rather than countries, alters the impression one has of the durability of exchange rate pegs.
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A more complete characterization of these spells involves an analysis of their survival rates, duration dependence, and factors that affect their duration dependence. We next turn to these issues.
III. Exchange Rate Spells: Survival Rates and Hazard Functions
The statistics presented in Tables 1 and 2 offer a sketch of the unconditional characteristics of spells, such as their mean and median duration. But these might not be the relevant measures for considering, say, how an importer at a particular moment views the likelihood of a fixed exchange rate being maintained between that time, when a contract is signed, and some time in the immediate future when delivery is taken and payment is made. In this section we offer analyses of peg and float spells that more closely reflects how economic agents view the likely permanence of a peg or the continuation of a policy of allowing the exchange rate to float.
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The statistics in Table 3 present a first look at the conditional likelihood that a current peg spell or a float spell will be maintained in subsequent years. The first rows of that table
show that about 82 percent of the countries in the sample that are pegging their exchange rate in any given year continue to peg the exchange rate in the subsequent year, and about 83 percent of countries that have a floating exchange rate in any given year continue to float in the subsequent year. At a longer horizon, 65.75 percent of countries that peg their exchange rate in any given year peg continuously for three more years, and 55.29 percent peg continuously for
One tool used in survival analysis is the hazard function. In this context, a hazard function, h(t), represents the likelihood that a peg that has lasted up until year t -1 ends in year t when the currency begins to float or, alternatively, the likelihood that a floating exchange rate that has lasted up until year t -1 switches to a peg in year t. A set of spells is said to exhibit positive duration dependence and a decreasing hazard if h'(t) < 0, negative duration dependence and an increasing hazard if h'(t) > 0, or constant duration dependence and a constant hazard if h'(t)=0. 19 Thus, the statistics in Table 4 imply a decreasing hazard, and positive duration dependence, for both peg spells and float spells.
Beyond the duration dependence of spells themselves, we are interested in the question of how quickly a country that goes off of a peg returns to a fixed exchange rate after a period of floating, and the associated question of the effect of time spent on a previous peg on the duration dependence of a float spell. This issue of the dynamic nature of switching from peg spells to float spells, or from float spells to peg spells, can be addressed by estimating the effect on a hazard function of the time spent on the immediately preceding spell. To do this, we estimates a Weibull hazard function that takes the form
where t is the time in the spell, x is vector of covariates that shift the hazard function, β is a vector of coefficients associated with these covariates, and λ is a parameter in the baseline Weibull hazard function, λt
. A larger value of a particular covariate, x i , increases the hazard (i.e. it makes it more likely that a spell will end in period t, given its survival to period t-1), if its associated coefficient, β i , is positive, and conversely. The baseline hazard function is decreasing in t (and thus exhibits positive duration dependence) if λ < 1, while it exhibits negative duration dependence if λ > 1, and constant duration dependence if λ = 1.
The central covariate of interest for our analysis is the time spent in the immediately preceding float spell, when estimating a peg spell hazard function, or the time spent in the immediately preceding peg spell, when estimating a float spell hazard function. A positive 19 For a distribution of stochastic durations, T, the probability distribution of durations is F(t) = Pr(T<t). A Survivor Function is S(t) = 1 -F(t) = Pr(T≥t). S(t) is the likelihood that a spell will last up to period t. The Hazard Function is the probability that spells will be completed (i.e. pegs will end, or floats will end) at duration t, conditional on the fact that they have lasted up until moment t. The hazard function is the derivative of the natural logarithm of the survivor function with respect to t, h(t) = -d ln S(t) / dt. For a good introduction to duration data and hazard functions, see Kiefer (1988) .
value of the coefficient associated with the length of the immediately preceding float spell in an estimate of the peg spell hazard function implies that a shorter previous float is associated with a lower subsequent peg spell hazard; that is, peg spells tend to last longer if the immediately preceding float spells are shorter (as we have seen, a high proportion of float spells last for only one year). Also, a positive value of the coefficient associated with the length of the immediately preceding peg spell in an estimate of the float spell hazard function implies that longer peg spells are associated with shorter subsequent float spells. The estimates presented in Table 5 show that the coefficient on the previous float spell is positive and significant for peg spells, and the coefficient on the previous peg spell is positive and significant for float spells. As discussed above, these coefficients imply that, for the estimated peg spell hazard, short float spells are associated with longer subsequent peg spell (since the hazard is lower) and also, from the estimated float spell hazard, that a long peg spell is associated with a shorter subsequent float spell. The results in this table also show that pegs to the United States dollar have a higher hazard rate, ceteris paribus, than pegs to other bases.
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The results presented in this section suggest a greater durability of exchange rate spells than one might expect from other research and, even when pegs break, they tend to re-form.
Next, we will show that this matters because exchange rate behavior under a pegged exchange rate differs dramatically from under a float, and the number of years spent with a peg is a determinant of the volatility of the exchange rate over the sample period. 20 The estimated λ is less than one and significant even if no covariates are included. For peg spells: 0.798 with a s.e. of 0.032 and for float spells: 0.845 with a s.e. of 0.034. 21 The United States is the base country for 51percent of the pegs in this sample. The other base countries include France (the base for 27 percent of the pegs), South Africa (6 percent), the United Kingdom (2 percent), Belgium (1.5 percent), India (1 percent), Portugal (less than 1 percent), Malaysia (less than 1 percent), and Australia (less than 1 percent).
IV. The Exchange Rate Consequences of Pegging
Currency pegs, by definition, exhibit more bilateral exchange rate stability than floating exchange rates, but how much more? The "fear of floating" result suggests that this difference is not large. Furthermore, is stability from a bilateral peg with a base country associated with greater multilateral stability with non-base exchange rates? For a peg to matter for some outcomes, such as growth, it seems a difference across the trade weighted exchange rate, not just one bilateral rate, is important. In light of the dynamic behavior of exchange rate spells, whereby pegs break but then re-form, what is the exchange rate volatility in the future for a country pegged today? For forward looking behavior to be affected by the current exchange rate arrangement, pegs must tell us something about the future. Finally, is the volatility of the exchange rate in the wake of the breaking of a peg a function of that peg's duration? In this section we address these questions regarding the exchange rate effects of fixed exchange rates.
The qualitative result that one can associate lower bilateral volatility with de facto pegs is not striking, and may even be viewed as tautological, but the interesting question is the quantitative implications of pegging. This line of inquiry is especially relevant given the widely cited 2002 "Fear of Floating" paper by Calvo and Reinhart. Calvo and Reinhart focus on de jure, not de facto, pegs, and show that many countries that say they float do not really do so. But this paper has had a strong influence and its message has sometimes been extrapolated more broadly to mean that floats do not really float at all. For this reason, in this section we consider the magnitude and the characteristics of the difference in exchange rate volatility between pegs and floats, not simply whether volatility is significantly different across these two categories. We will compare the results across bilateral and multilateral indices as well as focus on the magnitude of differences and what part of the distribution drives results.
IV.1 Nonparametric estimates
As an introduction to this topic, and to provide an initial indication of how a focus on de jure pegs understates the extent of the volatility of de facto floating exchange rate spells, we note that Calvo and Reinhart (2002) often cite the benchmark of Australia and Japan as examples of idealized floats, arguing that few countries have had as unfettered an exchange rate as these two. In the case of Japan, the considerable movement of the yen over the past three decades, going from 360 yen to the dollar in the early 1970s to a rate as strong as 80 yen to the dollar in the mid-1990s, as well its 16% average range in a given year, might well be taken as prima facie evidence of its flexibility, notwithstanding the maintenance and use of foreign exchange reserves by the Bank of Japan. But, strikingly, the average exchange rate volatility during floating exchange rate spells for Australia, Japan, and Germany (another country viewed as a free float against the dollar) are between the 50 th and 60 th percentiles of volatility for nonpegs in our data set. 22 That is, these countries have fairly typical volatility during their floating spells.
The focus of this section, however, is not the difference between volatility across differently classified float spells but, rather, differences between peg and float spells. We begin this line of inquiry by considering quintile indices for both the annual and spell datasets for both bilateral and multilateral volatility. 23 The volatility measure that we use, EVOL, is the standard in the literature, the standard deviation of the monthly percentage change in the exchange rate (see for example Lane and Devereux (2003) and Rose (2000) .). It need not be the case that this measure lines up exactly with our peg coding since the latter is simply based on staying within a tight range. For example, a country with a steady crawling peg may exhibit low volatility while violating our condition for a peg of staying within a 2% band over the course of a year.
The results presented in Table 6 show, however, that the lowest quintile of bilateral volatility among country / year observations consists exclusively of pegs. A small number of the observations in the second quintile represent non-pegs, and most of these are truly crawling pegs where the rate of crawl pushes them out of the annual +/-2% bands, but the percentage change is very similar from month to month. 24 Furthermore, no country / year pegs nor any peg spells exhibit the highest quintile of volatility. Thus, any differences in average volatility between pegs and floats are not simply reflecting a few outliers or some odd distributional 22 If we drop the first year of floats, this rises to these countries being in the 60-70 th percentiles. 23 The bilateral exchange rate used is line ae from the IFS database, the month end official exchange rate, converted to be the bilateral exchange rate against the relevant base country. The multilateral rate is the tradeweighted multilateral exchange rate index. The data used is the volatility index generated in di Giovanni and Shambaugh (2006) which is based on the IMF WEO database. The data is the same as that from the IFS but it has better country coverage. 24 Leaving these crawling pegs in with the floats should make it less likely that we see a difference between the pegs and the nonpegs.
properties, rather nearly all country / year float observations, or float spells, have higher volatility than nearly all of the respective peg observations or peg spells.
Trade, foreign investment, and import prices depend on more than one bilateral rate and, therefore, it is relevant to see if bilateral pegs affect multilateral exchange rate volatility.
The statistics presented in Table 6 indicate that the consequence of pegging for multilateral volatility is much less stark than its effect on bilateral volatility. 25 Pegs make up sixty percent of the lowest multilateral volatility quintile (using annual observations), with nonpegs having a much higher presence than is the case with bilateral volatility. Correspondingly, pegs show up more in higher multilateral volatility quintiles, making up about one-third of the fourth quintile using either country / year observations or spells. High multilateral volatility outcomes, however, remain the province of floats, with pegs making up only 10% of these observations.
Thus, pegging seems associated with somewhat lower multilateral volatility, and this is most pronounced in the fact that pegs are quite unlikely to exhibit the very high volatility outcomes that can sometimes plague floats.
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A further understanding of these results comes from a comparison of the bilateral and multilateral volatility that one cannot glean from Table 6 . For example, 75% of the highest quintile bilateral volatility country / year observations and 83% of the highest quintile bilateral volatility spells are also in the respective highest annual or spell quintiles for multilateral volatility. It is also true that 75% of the highest quintile multilateral volatility observations appear in the highest bilateral volatility quintile. The converse is not the case, however, since a large number of annual observations or spells coded as floating are in the lower two quintiles of multilateral volatility. Thus, a country that does not have a peg may still find it enjoys low 25 Some other research on this topic includes Ghosh et al. (2002) , who find lower trade weighted exchange rate volatility for de jure pegs, and Canales- Kriljenko and Habermeier (2004) , who provide some evidence that nominal effective exchange rates have higher volatility under de jure floats. Dubas, Lee, and Mark (2005) also consider effective exchange rates. Rather than focus on the multilateral impact of a peg, they use multilateral rates to classify observations as pegged or not and study the consequences for growth. There is also an older literature on exchange rate regime's impact on real effective exchange rates, with Mussa (1986) a seminal contribution. For a review of this literature, see Carrera and Vuletin (2002) . 26 Industrial countries rarely hit high levels of multilateral volatility, even when floating, making up only 10% of the overall top quintile and none of the top decile.
multilateral volatility even if its bilateral volatility with a "base" is not as low as the bilateral volatility of countries that do peg; pegging is not required for low multilateral volatility.
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IV.2 How much do floats float ?
The discussion above indicates that pegs and floats occupy different parts of the volatility distribution. In this section we turn to the crucial question of the magnitude of the difference in volatility across these codings. 28 We first analyze the differences in exchange rate stability between peg spells and float spells. We regress exchange rate volatility on a peg dummy and other controls, including country fixed effects (CFE) (which precludes the use of most covariates used in other studies e.g. distance, colonial relationship, common language) and time-varying covariates such as inflation and capital controls in some specifications.
Country fixed effects address many concerns with endogeneity. If a particular country has no logical base or is generally unstable, it may have high volatility and rarely peg, leading to the impression that floats have high volatility. Likewise, a country which often pegs may maintain the peg because it has naturally low volatility and there is little cost to pegging. In both cases, the country fixed effects will take into account the country's relationship with the base and identification will come from strictly comparing the times it is pegged with the times it is not.
The basic specification is
EVOL it = a + a i + bPEG it + u it
where the subscript t represents a spell in the spell regressions (Table 7) or time in the panel regressions with country / year observations (Table 8) .
29 27 The Appendix shows these results across classifications. The general pattern is similar with differences quite logical given classification differences. For bilateral volatility, there are pegs in the highest volatility quintiles if a coding allows devaluations to still be considered pegged, and the de jure classification give weaker results given its tendency to mix up actual pegs and nonpegs. 28 A significant difference between our work and that which studies bilateral volatility overall is our focus on volatility against the base country. Lane and Devereux (2003) is a leading example of tests of bilateral volatility across many country pairs. In their work, the goal is to explain why countries may try to lower exchange rate volatility, rather than the impact of exchange rate regimes as we study here. Many of their variables (such as distance or debt burden) are time invariant across countries or close to being so. As such, our use of country fixed effects eliminates most comparisons between the works. They find that bilateral external debt is a significant explanatory variable in explaining volatility for developing countries, and that general optimal currency variables (trade, correlation of shocks, country size) are more important for industrial countries. 29 Standard errors are clustered at the country level. This allows for an unstructured autocovariance matrix that can correct for heteroskedasticity and autocorrelation issues in the data. The dependent variable EVOL is persistent, but nowhere near unit root levels (autocorrelation coefficients range near .3) suggesting this correction is sufficient to handle time series issues relating to the use of panel data. See Bertrand et al. (2004) for discussion.
We focus on the difference in conditional means across the two groups, as represented by the coefficient b. We pay particular attention to the effect of outliers since the observations are quite skewed because a limited number of spells and annual observations show very high volatility. For this reason, we cannot suggest that a typical country will see a treatment effect based on the size of the coefficient. Also, we cannot claim that a choice to peg is the only policy in place or is even a feasible choice. Clearly some countries may be unable to peg due to policy weakness or chaos and, therefore, in some instances a float may represent a combination of a choice not to peg and an inability to peg. Table 7 includes regressions in which the unit of observation is the average annual volatility during a peg spell or a float spell. In the full sample, pegs on average show an annual volatility 16 percentage points lower than nonpegs and highly statistically significant.
This coefficient, along with the estimated value of a, indicates that pegs have an average conditional volatility between 0 and 1% and floats have an average conditional volatility of about 16%, which yields a full sample mean volatility of about 8%. 30 The standard deviation of the full sample is quite large (roughly 70%) largely due to the presence of outliers with very high volatility.
To put the numbers in context, if we assume half the monthly exchange rate changes are at one extreme and half are at the other extreme, the estimated intercept and slope coefficients suggest that monthly changes in the -1% to 1% range for pegged observations and the large range of about -16% to 16% for floating exchange rates. In fact, the ranges consistent with these estimated coefficients could be larger if some monthly changes are not at the extreme values. 31 Two examples are instructive in this regard. The volatility of the exchange rate of Paraguay during its 1984-86 float is quite close to the average volatility for all floats. During this period, Paraguay failed in its efforts to peg and had repeated devaluations. The monthly 30 The regression has country fixed effects, but the average country fixed effect is close to zero meaning the sample averages reported at the bottom of the table can be recovered from adding the coefficients despite the presence of country fixed effects. This happens because the technique used ("areg" in stata) will generate a constant which makes the prediction calculated at the means of the independent variables equal to the mean of the dependent variable. Table   7 , the mean and standard deviation of this sample drops considerably, even though we have only eliminated 1% of the observations. In this case, the coefficient on PEG is less than half as big as in the full sample regression (though it remains statistically significant) and its (absolute) value of 0.07 is now nearly equal to the standard deviation of the dependent variable. That is, once outliers are removed, pegs have a roughly one standard deviation lower volatility than floats. Also, once outliers are removed, the R 2 jumps up to .31 with only the PEG and CFE in the regression, despite the fact that this specification, using the dummy PEG, does not allow us to distinguish across differences in volatility within the float group. The coefficients in this regression show that pegs have roughly zero volatility and nonpegs nearly 7%, again suggesting at minimum a range of -7% to 7%. Many floats with an annual volatility of 7%
show a range in most months of -3% to 5% with one month in the mid 20% range (e.g. Spain
1977, New Zealand 1984, Fiji 1998).
The remaining columns of the bilateral panel of Table 7 show that the estimated quantitative effect presented in Column 2 is robust to a number of changes in the regression specification or sample. The inclusion of country fixed effects makes little difference (Column 3). Dropping the first year of a float spell, so that a potential crisis year is not included in the overall subsequent float spell, has some effect (with the absolute value of the coefficient falling to 0.045), but the difference between pegs and floats is still highly significant (Column 4).
Finally, there is only a small difference between the full sample and a sample that includes only post-1979 observations (Column 5). 32 The message from all of these results is that, while there may be fear of floating behavior, there is a clear difference in bilateral exchange rate volatility between peg spells and float spells.
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The estimates in the two columns in the multilateral panel of Table 7 allows us to return to the question of whether pegging lowers multilateral volatility, a topic first addressed in Table   6 . The results in that table indicated a difference for multilateral volatility across peg and float observations, though the distinction was not as strong as was the case with bilateral volatility.
This estimated presented in Column 6 of Table 7 are consistent with this result. The coefficient on the peg dummy variable in the multilateral regression is about one-third the value of the coefficient in the respective bilateral regression, but it remains statistically significant. As with the estimate on the peg dummy in the bilateral volatility (in column 2) the estimated gap between pegs and floats (of about 2%) is roughly 80% of the standard deviation. Compared to the mean, though, the impact on bilateral volatility is much larger, twice the mean for bilateral, one times the mean for multilateral. Moreover, the gap in volatility is simply smaller for the trade weighted volatility. Whereas the gap between pegs and nonpegs is 7% in bilateral rates for floats and zero for pegs, the multilateral volatility gap is only 2% with pegs showing volatility of 1.2% and floats 3.2% (the medians are even closer). The specification in Column 7 includes bilateral volatility with the base to see if the lower multilateral volatility is solely due to this lower bilateral volatility. The significant coefficient on the peg dummy variable suggests that this is not the case. Thus, while pegging can bring some measure of stability to the multilateral exchange rate, the effect is not dramatic.
The estimates in Table 8 are based on regressions in which the unit of observation is a country / year data point rather than a peg spell or a float spell. These data allow us to include year effects (to take into account that some years may have seen broad volatility across the globe) and annual covariates that align directly to our data (as opposed to including averages over the course of long spells). This analysis also allows for estimating whether the first year of a floating spell is marked by an unusually high level of volatility; thus, the estimates on the peg dummy in specifications that include a first-year-of-float dummy are interpreted as the effect of a peg as compared to a second or subsequent year of a float. Following the sample selected for most of the estimates in Table 7 , all of the estimates in Table 8 are based on samples that drop the 1% most volatile country / year observations. Once again, we include country fixed effects. Combined with year fixed effects, the CFE allow us to isolate the differences in volatility across pegs and nonpegs controlling for differences in country behavior and differences in world volatility from year to year.
The estimates in the first column of Table 8 indicate that annual volatility is 5
percentage points lower for peg country / year observations than for float country / year observations. The estimate in the second column shows that annual volatility for pegs is 4.2 percentage points lower for pegs than for non-first year floats, and volatility is 2.3 percentage points higher during the first year of a float than during subsequent years. The median for bilateral float volatility is close to that of Japan in 1984 (2% volatility) when its monthly percentage changes ranged from -4% to 3% and the yen/dollar rate, beginning the year at ¥235 / dollar, went as low (in the end-of-month data) as ¥220 / dollar and as high as ¥250 / dollar.
The mean for non first year float floats was 3.8% which is similar to Germany in 1981 when monthly changes ranged from 8% to -4% and the DM ranged from DM 2.1 / dollar to DM 2.46 / dollar. These were not crisis driven years, but represent the average volatility of floats, considerably different than the pegged countries staying in the 2% bands where behavior is usually close to 1% up or down a month. It is important to note that these "classic" floats, as mentioned above, are near the middle of the distribution. They are not unusual floats in terms of the magnitude of volatility. They are fair descriptions of the experiences of floats. When adding covariates, inflation is positively correlated with volatility as is having capital controls, but in both cases, a peg is substantially more stable than a non-peg with little change to the magnitude of the PEG coefficient.
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Results for multilateral volatility using country / year observations are similar to those obtained, in Table 7 , using spell data, with a smaller but significant effect of pegging.
However, there is no difference between pegs and floats when we include bilateral volatility and control for the first year of floating (Column 7). Column 8 includes trade share with base 34 Results hold across industrial countries and non-industrial countries with means and coefficients smaller for industrial countries and first year floats not associated with higher volatility for rich countries and the interaction with pegging. If multilateral volatility were only lowered through large trade shares with the base country and the subsequent impact on the weighted average, we would expect this term to dominate, yet the peg variable has roughly its typical magnitude when these additional terms are included. 35 From a policy perspective, it does not matter whether pegs have more stable multilateral volatility due to more stable bilateral rates (and a large trade share with the base) or because of high cross-correlation of major exchange rates meaning stabilization against one stabilizes to some extent against many. The important point is the multilateral rate is more stable, just not dramatically so.
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IV.3 Persistent Effects of Pegging
As mentioned above, an important question concerning pegging, one that has a bearing on its consequences for forward-looking behavior, is whether a peg today suggests lower volatility in future years. This question addresses issues raised by both the mirage of fixed exchange rates perspective and the fear of floating view; if pegs do not last, or if they are not very different from floats, then we would not expect a current peg to imply lower volatility going forward.
We investigate this question by running regressions that are similar to those in Table 8 but for the inclusion of successive lags of the peg dummy variable, rather than its contemporaneous value. The estimates from this analysis are presented in Figures 4 and 5.
The numbers along the horizontal axis in these figures represents the number of years that the peg variable is lagged in a regression of country / year volatility on a peg dummy. Thus, the point associated with the "0" value in each of these figures represents the contemporaneous effect of a peg on bilateral volatility (Figure 4 ) or multilateral volatility ( Figure 5 ), that is, the coefficient reported in Column 1 or Column 4 of Table 8 , respectively. The associated 35 Again, see Appendix for results across classifications. Including the devaluations in the peg sample now moves a number of the higher volatility instances out of first year floats and into the peg category. This weakens the differences across the regimes, but they are still present. Using the de jure coding, there is no statistically significant difference across pegs and nonpegs. 36 Once again, results hold across industrial countries and non-industrial countries with means and coefficients smaller for industrial countries and again first year floats not associated with higher volatility for rich countries. The means are small enough for rich countries that while statistically significant; it is simply quite rare for rich countries to demonstrate high enough volatility to be problematic. This may help explain why in work such as Aghion et al. (2006) , countries with highly developed financial systems (rich countries) are less impacted by pegs. Even when not pegging, they simply do not experience too much multilateral volatility (the channel in Aghion et al. through which pegging affects growth).
horizontal lines around these points represent a confidence interval equal to two times the standard error. 37 The other points and lines represent point estimates and standard errors for 1, 2, 3, 4 and 5 lags of the peg variable. The regressions are estimated using the lagged peg dummy variable irrespective of the subsequent history of the peg spell. As these figures indicate, 1 and 2 year lags of pegs significantly lower bilateral volatility, while a 1 year lagged peg significantly affects multilateral volatility. Earlier lags than these, however, have no significant effect on volatility. These results are not simply a function of an increased likelihood that a peg breaks over time since, as we have seen, there is a significant probability that a broken peg will re-form. 38 In fact, re-estimating these results without the first year of pegs (which eliminates one-year pegs) substantially increases the persistent effect of a peg on subsequent volatility. These results suggest why, for example, Klein and Shambaugh (2006) find an increase in bilateral trade from pegging even when controlling for contemporaneous volatility since a peg today implies lower exchange rate volatility in the future.
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IV.4 Peg Duration as a Determinant of Breakup Volatility
We conclude this section with an investigation of the behavior of the exchange rate in the immediate wake of the end of a peg spell. The estimates in Table 8 show that both bilateral and multilateral exchange rate volatility are significantly higher in the first year of a float spell than at other times during that spell. But, as we will show, extremely high volatility outcomes do not occur more often in the wake of a peg than they do in a year that follows a float.
However, among the set of extremely high volatility country / year observations that do occur 37 The top 1% outliers are excluded as in column 1 of table 8. We do not include the first year float variable. By controlling for these separately, when we look at lagged pegs, we would eliminate some of the largest volatility outcomes for previous pegs and thus artificially increase the difference between lagged pegs and floats. 38 We eliminate new pegs from the regression, that is, countries that floated at time zero but begin to peg subsequently. Thus the result is a comparison of pegging at time zero to countries that float throughout. The idea is to show not whether pegs at time zero have lower volatility than floats at time zero -many of the floats will start to peg -but rather to show whether pegs at time zero have lower volatility than floating countries in general over time. 39 Ghosh et al. (2002) also examined volatility over time and also found lower volatility for pegs, but they restricted themselves to regimes that stayed pegged or stayed floating, eliminating the important role of pegs breaking or repegging.
immediately in the wake of a peg, there is a disproportionately high number of observations that arise in the wake of a long peg as opposed to a short peg.
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The statistics presented in Table 9 illustrate these points. Panel A of this table divides the 37 top 1% volatility outcomes and the 187 top 5% volatility outcomes according to whether the preceding year was one in which the exchange rate was pegged or whether it floated. There is a near even division between these categories, especially when considering the proportions relative to the prevalence of pegged and floating country / year observations. The 37 top 1% volatility outcomes are divided between 21 that followed a float year (which is 1.1% of the float observations) and 16 that followed a peg (which is 0.9% of the peg observations).
Similarly, 118 of the 187 top 5% volatility observations followed a float (representing 5.9% of the float observations) while the remaining 69 followed a peg (4.0% of the peg observations).
Thus, an extremely high volatility outcome is not significantly more likely to follow a peg than it is to follow a year in which the exchange rate was not pegged.
The statistics presented in Panel B of Table 9 allows us to consider whether those high volatility outcomes that followed a peg spell came after the first year of that spell, the second through fifth year of that spell, or after later years of that spell, regardless of whether these dates in the peg spell actually represented the terminal year of the peg. If there was no difference across the tenure of the peg spell then one would expect to see entries of 0.9%, 0.9%, and 0.9% in the column for the top 1% volatility observations, and 4.0%, 4.0% and 4.0% in the column for the top 5% volatility observations since these are the respective values of the percentage of observations that follow peg spells. In fact, the numbers in these columns are quite close to this. There is a slightly higher value for the percentage of extremely high (top 1% and top 5%) volatility observations that follow in the wake of a one-year float (1.5% and 4.6%, respectively), but the differences are not especially notable. This is counter to the Friedman (1953) view that smoothly floating exchange rates would generate less volatility than the large devaluations within adjustable peg regimes. Instead, we see high volatility outcomes following a year in which a country is floating as often as when it was pegging.
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40 Asici, Ivanova and Wyplosz (2005) , in their study of the consequences of ending a peg, show that the likelihood of a disorderly exit from a peg spell increases as the duration of that spell increases. 41 Friedman (1953) argued that given underlying instability in an economy, "freezing of exchange rates cures none of the underlying difficulties and only makes adjustment to them more painful," while floating allows "continuous A striking difference across duration does arise, however, when we condition on the fact that an observation occurs immediately after a peg breaks rather than on just whether the preceding year was one in which the exchange rate was pegged. This is shown in Panel C of Table 9 . The statistics in this part of the table show that 8.8% of the years immediately following the breakup of a long (i.e. longer than 5 year) peg are in the set of the top 1% volatility observations, and more than half (54.4%) of these are in the set of the top 5% volatility observations. The comparable numbers for 1 year pegs and for pegs that last between 2 and 5 years are much smaller.
Thus, the message from Table 9 is that high volatility outcomes are no more likely to follow a year in which a currency was pegged than a year in which a currency floats. Also, the number of years that a peg has been ongoing is not especially informative for predicting whether, in the next year, there will be an extremely high volatility outcome. But if we know that a peg ends in after a particular number of years, we can predict that volatility is higher if the peg has lasted longer. The distinction between the second and the third statements reflects the fact that there is a decreasing hazard for pegs, that is, that the longer the peg lasts, the less likely that it will break in a subsequent year; but if it does break, it does so in a more spectacular fashion if it is older than if it is younger.
V. Conclusion
There has been a flurry of new work showing substantial effects of the exchange rate regime on trade and a variety of macroeconomic outcomes. The results of this research seem inconsistent with widespread perception that pegs do not really peg and floats do not really float, that is, that exchange rate regimes do not matter for the exchange rate, let alone other outcomes. This paper provides a new set of empirical regularities regarding the relevance of exchange rate regimes for exchange rate related outcomes which, in an important way, is a prerequisite for understanding how these regimes affect any other outcomes.
We find that, despite the fact that many peg spells break soon after they begin, a fair number of last beyond five years. These longer spells are overrepresented in an annual cross sensitivity" to changes in real conditions and hence smoothes adjustment. See also the Appendix which shows our results using the Shambaugh (2004) classification which includes discrete devaluations within peg spells.
section, as compared to short spells. In addition, once a peg lasts longer that a year or two, the probability that it will continue for one more year, conditional on lasting up until that year, begins to rise dramatically. The implication of this is that the length of a particular peg is more important than the less specific knowledge of average peg duration for agents considering actions that are affected by the maintenance of the peg. We also show that float spells have properties similar to those of peg spells, especially with respect to the prevalence of many short duration spells. An implication of this is that many countries re-form pegs quickly after experiencing the end of a peg spell.
We also demonstrate important quantitative differences in exchange rate volatility across exchange rate regimes. These results are obtained even when controlling for country and year fixed effects, and for inflation behavior and capital controls. The difference also persists into the future, and we find that a peg today predicts lower volatility for a number of years out. We also find that bilateral pegging lowers multilateral exchange rate volatility, although this comes from the avoidance of high volatility outcomes rather than through an effect across the wide distribution of pegs and floats. Finally, we show that extremely high volatility outcomes are not more likely to follow a year with a peg than a year with a float, although there are a disproportionate number of high volatility outcomes in the immediate wake of long duration pegs as compared to shorter duration pegs.
There are a number of policy implications one could draw from these results. Pegging does promote greater exchange rate stability, but a newly initiated peg may not last and the first year after a peg has a significantly higher rate of volatility than other years during a float spell.
In addition, a peg may not stabilize other bilateral exchange rates unless it prevents high volatility; but other stable economic policies or strong institutional structures are, perhaps, better positioned to do this. But once a peg has lasted for a few years, its likelihood of enduring increases and, even if it breaks, it is likely to re-form quickly.
The results presented in this paper help resolve the puzzle of why recent empirical work has found the exchange rate regime can matter in a variety of contexts when the perception is that fixed exchange rates are a mirage and governments fear floating currencies. These results can also provide some guide for theory that focuses on exchange rate stabilization by highlighting the distinction between the effects of fixed exchange rates for multilateral and bilateral exchange rates. For example, current debate in the New Open Economy
Macroeconomics literature revolves around the appropriate exchange rate regime choice, often focusing on the ability of pegs to stabilize prices and consumption across countries. However, in these two country models, multilateral and bilateral volatility are the same. Our results show that the multilateral rate will be stabilized, but cannot be stabilized perfectly. The peg has a weaker effect on the multilateral rate and many pegs still have fairly volatile multilateral rates.
Thus, we need to take care when using tractable two-country models to recall when results involving a peg require the peg to stabilize the bilateral rate or the multilateral rate. .028 .031 .017 * significant at 5%; ** significant at 1% Notes: Standard Errors clustered at the country level. CFE means country fixed effects, YFE means year fixed effects, drop 1% drops the 1% largest volatility observations to reduce the impact of outliers. Trade with base is the percentage of trade with the base country. Col 7 also drops 1% evol outliers (an additional 7 observations) * represents statistically significantly different from zero at the 95% confidence level, ** at the 99% level. 1978 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 2002 2004 Figure shows the number of countries in a peg that has lasted for more than 5 years at that moment. The panel is roughly balanced with between 122 and 125 countries in the sample. Currency unions are eliminated from sample with the exception of spells that began as pegs and converted to currency unions (some EMU observations). Note: time zero represents the contemporaneous coefficient of exchange rate volatility on pegging. Time 1 represents the coefficient on a lagged peg and so on. Thus the point at "2" represents the difference in volatility for a country that was pegged two years ago (whether it has remained pegged or not). Country and year fixed effects are included. The dark lines represent 2 times standard error bands where standard errors are clustered on country. To insure that the comparison is with nonpegged observations, new pegs that are not repegs are excluded. Note: time zero represents the contemporaneous coefficient of exchange rate volatility on pegging. Time 1 represents the coefficient on a lagged peg and so on. Thus the point at "2" represents the difference in volatility for a country that was pegged two years ago (whether it has remained pegged or not). Country and year fixed effects are included. The dark lines represent 2 times standard error bands where standard errors are clustered on country. To insure that the comparison is with nonpegged observations, new pegs that are not repegs are excluded.
Appendix: Comparing Classification Schemes
A1. Different Classifications Schemes:
As mentioned in the text, we employ a classification scheme in this paper in which a peg spell is defined as a situation where, over the course of a calendar year, the month-end bilateral exchange rate with the base country stays within a 2% band. This classification scheme, which we call KS in this appendix, is similar in spirit to that used by Obstfeld and Rogoff (1995) , although that paper did not provide an extensive classification of all countries as pegged or not pegged. In this appendix we compare this classification scheme to those used by Shambaugh (2004) The KS classification scheme is most similar to the JS classification scheme, which was used to test the policy trilemma. The two principal differences between the KS and JS classification schemes are that the latter excludes one year pegs and also the latter allows a peg spell to continue if there is a one-time discrete devaluation during a year. Thus, comparisons between the KS and JS classification schemes show the effect of these two conditions since, but for the treatment of one year pegs and discrete devaluations, they are quite similar.
The RR classification scheme was developed to study the evolution of policy regimes. It focuses on the conditional probability of the exchange rate staying within a given range over a rolling five year window, and it also uses information about parallel (dual market) exchange rates in determining whether a peg continues from one year to the next. This classification scheme allows devaluations to occur within a peg spell so, consequently, it results in fewer peg spells and peg spells of longer duration than the KS classification scheme. (see also Section II and its footnotes for further discussion).
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LYS differs from the other classification schemes discussed here in its use of information on reserves. Cluster analysis and information on reserves/M2 volatility, exchange rate volatility, and volatility of the change in the exchange rate is used by Levy-Yeyati and Sturzenegger to sort observations into pegs, intermediate regimes, and floats. One result of this use of cluster analysis is that about half of the countries with an unvarying exchange rate, those with no reserve volatility or without reserve data, are coded as "ad hoc" pegs since the cluster analysis initially places these cases in an "inconclusive" category. Another result of the cluster analysis is that the LYS classification scheme results in far more pegs than other classifications, partly because observations with a fair amount of exchange rate volatility may, nonetheless, be classified as pegs if there is also substantial change in reserves/M2. The LYS coding does not, however, include most years with a discrete devaluation from one fixed rate to another as a peg year because the change in the exchange rate relative to the change in reserves volatility is gauged as being too large to be a peg in those cases. Thus, this classification scheme does not include as pegs many of the highest volatility outcomes that RR and JS code as pegs.
The DJ coding is the most straightforward classification scheme, simply representing the regime declared to the IMF and reported in the IMF's annual yearbook on exchange rate arrangements.
A2. Correlations of Pegging and Floating Across Classification Schemes:
Table A1 presents the percentage of observations for which binary versions of each classification scheme agree with one another. 43 The statistics in this table show that the classification schemes are broadly similar, but differ in somewhat systematic ways that generate different results on a number of areas of our analysis. See also Shambaugh (2004) or Frankel (2003) for comparisons of different de facto classification schemes. Note: This table shows the percentage of observations where different codings yield the same result as one another. "peg" is the classification used in the paper. "jspeg" is the JS coding, "rrpeg" is the RR coding, "djpeg" is the de jure coding, and lyspeg is the LYS classification. All codings are collapsed to a binary peg and nonpeg coding.
A3. Spell Lengths Across Classification Schemes:
The spell length and number of spells is the category for which the results differ most across classification schemes. Table A2 presents statistics illustrating this by reproducing  Table 1 in the text for the different classification schemes. Table A2 shows that the RR classification scheme identifies far fewer spells and, accordingly, much longer duration than the others. The RR median peg length is 8 years, and the RR mean peg length is 12 years. Floats are even more durable in the RR classification scheme, with a mean and median of 20 years. This long duration is a consequence of the effort to identify overall policy regimes as opposed to specific peg spells. The RR classification scheme involves a great deal of smoothing due to the use of the conditional probability of staying within a range over a five year period. 44 Contrast this with the statistics presented in Table A2 for the JS classification scheme. The JS classification scheme, like RR, allows devaluations and drops single year pegs but it differs from RR in its focus on annual patterns and in that it does not smooth regime switches. The peg spell median in the JS classification scheme is 5 years, the mean is 9 years, the float spell median is 7 years and the mean is 11 years. A specific example also illustrates the difference between the JS and RR classification schemes: RR codes France as not pegged at all from 1973-86 and pegged throughout thereafter while JS (and KS) identify the short-lived pegs in 1979-80 and 1984-5. 
A4. Exchange Rate Outcomes Across Classifications:
The quintile analysis used to investigate the exchange rate consequences of pegging do not differ as dramatically across classification schemes as does peg duration or peg length, with Table A6 demonstrating the broad similarity of the overall pattern across schemes. A source of the difference between the KS-based results presented in the text and those obtained when the peg dummy is defined using the JS classification scheme is that the latter allows a peg to continue through a one-time devaluation and, consequently, more volatile bilateral and multilateral volatility outcomes occur during peg spells. Likewise, peg spells can last through devaluations in the RR classification scheme and, for this reason, the RR results look similar to the JS results with regards to the percentage of high volatility outcomes that are pegs. Also, the RR classification does not count all stable official rates as pegs (due to the use of secondary market rates), and thus many of the most stable outcomes are nonpegs (29%). A fifth of the DJ pegs are highly volatile since some countries declare pegs that do not hold. There are also instances of low volatility nonpegs as countries that have a de jure peg actually exhibit a fear of floating. The LYS classification scheme also has a large number of volatile pegs, even more on a percentage basis the DJ. These high volatility pegs are not discrete devaluations but simply moderate to high volatility outcomes. The most notable difference on the exchange rate effects of pegging across classification schemes is that with the DJ classification the coefficients on the de jure peg variable in exchange rate regressions are never significantly different from zero. This result, and others using the RR, JS and LYS classification schemes are presented in Table A8. This  table includes specifications matching those in Columns 2 and 5 of Table 8 in the text to show how the effect of PEG on exchange rate volatility depends upon the classification scheme employed. The results in columns 1, 2, 5 and 6 shows that the JS and RR classification schemes, which allow peg spells to continue through one-time devaluations, result in weaker results for the coefficient on PEG than is the case with the KS classification scheme used in the paper. The results in Columns 3 and 7 show that the misidentification of regimes that occurs with DJ results in insignificant coefficients on PEG. The results in Columns 4 and 8 demonstrate that the coefficient on PEG is weaker when using LYS than what one obtains with the KS results in the text of the paper because LYS includes more volatile observations as pegs. However, the results using LYS are stronger than those with RR or JS because LYS does not classify cases with very large devaluations as continuing pegs. : this table reproduces columns 2 and 5 from table 8 . There are country and year fixed effects included, 1% outliers are dropped, and standard errors are clustered at the country level. The change in observations across columns 1-3 and 4-6 is due to the fact that multilateral volatility is only available from 1979 on. The variation within 1-3 and 4-6 is due to different availability of the classifications.
* represents statistically significantly different from zero at the 95% confidence level, ** at the 99% level.
A5. Summary:
The lack of agreement across de facto exchange rate classification schemes may be viewed as an indication of an inability of these schemes to accurately code country behavior. 45 As this discussion shows, however, disagreements often stem from efforts to address different questions and hence not simply a difference in measuring pegs, but a difference in defining them. 46 The Klein-Shambaugh classification of this paper measures direct peg spells to consider the length of peg spells and float spells. Shambaugh (2004) measures annual coding of exchange rate behavior based on well established band criteria as well as allowing discrete devaluations so as to prevent artificially breaking up a consistent regime in an effort to test the monetary policy implications of pegging. Reinhart and Rogoff's classification both smoothes over time to determine regimes as opposed to spells and uses the black market rate -hence merging both exchange rate choices and capital control choices in an effort to consider the implications of policy regime choices broader than that of the choice of peg or float alone. Levy-Yeyati and Sturzenegger use reserves behavior in addition to exchange rate behavior to better identify intermediate from floats, while possibly allowing somewhat volatile but heavily managed exchange rates to be considered pegs. Thus, the classification scheme one may choose depends upon the question posed: those interested in whether a country is pegged and stable in a given year may use the JS classification scheme, those interested in absolute stability of the peg may choose the KS coding used in the paper, those interested in over-arching policy regimes smoothed over time could choose to refer to the RR coding, and those exploring intermediates versus floats or intervention behavior may refer to LYS. 45 See for example Ghosh et al (2002) . 46 It is worth noting that even different de jure codings, all of which rely on the same IMF yearbooks, disagree depending on how researchers aggregate declared regimes. For example, a "cooperative system" which is how the EMS was listed could be considered a peg or intermediate. Likewise managed floats can be called intermediates or floats. Thus, using de jure classifications does not change the fact that an author must decide what behavior is considered a peg and what is not.
