Abstract. Data flow acyclic directed graphs (digraphs) can be applied to accurately describe the data dependency for a wide range of grid-based scientific computing applications ranging from numerical algebra to realistic applications of radiation or neutron transport. The parallel computing of these applications is equivalent to the parallel execution of digraphs. This paper presents a framework of scalable heuristic algorithms for the parallel execution of digraphs. This framework consists of three components: the heuristic partitioning method of a digraph, the parallel sweeping algorithm for a partitioned digraph, and the heuristic strategy for vertex scheduling and vertex packing. Evaluation rules of heuristic algorithms are presented for better theoretical understanding and performance optimization. Parallel benchmarks for the multigroup neutron or radiation Sn transport using processors from 100 to 2048 on two massively parallel machines show that these heuristic algorithms scale well. [22] . The data dependency among neighboring zones can be accurately depicted by the undirected graphs [13] during the period of parallel execution. After these graphs are partitioned among processors, parallel algorithms can be designed using the concept of supersteps as defined in the bulk synchronous parallel (BSP) programming model [5] , [34] .
where S mg represents the flux source of material, σ A and σ S denote the coefficients of absorption and scattering, respectively, the last term on the right-hand side of (1.2) represents the flux emitting from itself and received from others, and w m is the constant unit weight of angle Ω m . Usually, for the numerical solution of the S n transport equations (1.1), the fully implicit stencil is used to achieve an acceptable time step size. It can be written as by some acceleration techniques [10] . mg , stop; otherwise v = v + 1; go to step (2) . The discretization of the transport term often depends on the type of grid. For example, the diamond finite difference methods (DFDM) [22] are often used on a rectangular grid, while the finite volume methods (FVM) or the discontinuous Galerkin finite element methods (DG-FEM) [36] are often used on a deforming structured or unstructured grid. No matter which method is used, a lower triangular sparse linear system will be formed and can be accurately solved if we use the well-known downstream sweeping in accordance with the data dependency given by angle Ω m . So, the data flow directed graph (digraph) should be used to depict the data dependency.
On the left in Figure 1 , 16 quadrilateral zones of an unstructured grid are given. The downstream sweeping for an angle in the upper left corner leads to the following sequence:
{1,6}->{2,11}->{3}->{4}->{5,7}->{8}->{9,12}->{10,13,14}->{15}->{16}, where the bracket means that the zones included can be concurrently swept and the arrow means that its tail bracket must wait for the head. This sequence leads to an acyclic digraph shown on the right in the same figure, where a vertex denotes a zone and an arc shows the data dependency of two neighboring zones.
The S n transport is computationally challenging because O(10 10 ) zones, groups, and angles are often required. Usually, massively parallel computers (MPP) are used to solve such problems and message passing interface (MPI) [12] is used to realize the parallel downstream sweeping. Many parallel algorithms have been proposed for the downstream sweeping using the well-known pipelining techniques [37] . On a rectangular grid, the MPI realization is natural because pipelines can be well defined before sweeping. The first is tested by Baker and Alcouffe on Cray-T3D [2] and by Baker and Koch on CM-200 [3] , the second is given in the ASCI SWEEP3D benchmark code [33] , the third is designed for four thousand processors [1] . On a deforming structured or unstructured grid, however, the MPI realizations are more complicated because pipelines are hard to predefine owing to the irregular data flow. Plimpton et al. [29] first addressed such irregular problems in Cartesian geometry, where all angles are independent of each other. Mo and Fu [27] extended that work to problems in cylindrical geometry, where data dependency exists among angles. Mo in [28] studies the parallel concatenation between radiation hydrodynamics and S n transport.
In addition to S n transport, pipelining techniques are also essential for many subroutines of numerical algebra arising from grid-based scientific computing. On the rectangular grids, Mo and Li [26] studied the robust downstream smoothers of multigrid solvers for convection diffusion equations. Brown Falgout, and Jones [7] , Zuo and Mo [39] , and Zhang [38] solved a group of tridiagonal sparse linear systems, respectively, arising from the semicoarsening smoother of an algebraic multigrid solver (AMG), the alternative direction implicit discretization (ADI) of multigroup heat diffusion equations, and the compact finite difference discretization of incompressible Navier-Stokes equations. Hackbush and Wittum [14] , Mo and Li [25] , and Saad [30] addressed the Gauss-Seidel or ILU smoothers.
On a deforming structured or unstructured grid, parallel pipelining techniques are seldom reported in the literature. However, there are some articles which are tightly related. Bey and Wittum [4] presented a robust multigrid solver by reordering zones along the downstream direction of flow, Hackbush and Probst [15] proposed a downwind block Gauss-Seidel smoother for the cyclic data dependency, and Wang and Xu [35] presented a crosswind strip block iterative method.
Summarily, the parallel realization of the pipelining techniques has been recently addressed and is widely required for grid-based scientific computing; however, they are different from the types of grids or applications. Is it possible to design a framework of parallel algorithms independent of grids or applications? This paper tries to find a solution.
First, computing models are crucial for the framework of parallel algorithms, and so acyclic digraphs are presented to accurately describe the data flow of downstream sweeping on the structured or unstructured grids in section 2. Based on these models, the parallel downstream sweeping is transformed into the parallel execution of acyclic digraphs. Unfortunately, the optimal parallel execution of an acyclic digraph is NPhard; only heuristic algorithms are possible. In section 3, we give a framework of scalable heuristic parallel algorithms. In section 4, numerical benchmarks for typical neutron or radiation S n transport are performed using processors from 100 to 2048 on two parallel machines. The performance results show that these algorithms scale well. Lastly, a more efficient digraph partitioning method is proposed.
2. Acyclic digraph as the computing model. We use the basic terminology and notation introduced in the monograph [18] . Without loss of generality, we omit the subscript g and the superscript l and rewrite the downstream sweeping in (1.4) as
where a m is the downstream coefficient and can be a constant, a linear function, or a nonlinear function, and formula (2.1) can be called the constant, linear, or nonlinear downstream sweeping, respectively. For the constant and the linear cases, the digraphs can be constructed before sweeping; however, for the nonlinear case, the digraph needs to be simultaneously constructed while the sweeping is performed. In this paper, we mainly consider the constant and the linear sweeping. In order to construct arcs, we introduce some basic concepts. The face of a zone is called the inflow (outflow) face if and only if the inner product θ mi = Ω m • χ i is less (larger) than zero. Here, χ i is the outer normal vector to the face. In Figure 2 , the left depicts a deforming quadrilateral zone Z; ∂ − Z and ∂ + Z, respectively, denote the inflow and outflow faces across which the flow enters or exits. As shown on the right in Figure 2 , zone Z is located at the downstream and will not be computed until zone Z 0 and zone Z 1 have been computed.
An arc e i→j = (v i , v j ) is constructed if zone z j depends on zone z i . Assign the weight of arc e i→j the data volume of vertex v i on which vertex v j depends. 
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After the digraph is constructed, the serial execution of a digraph can be described by Algorithm 2.1 below, where we say that a vertex is computable if all its upstream vertices have been calculated. List Ψ maintains all currently computable vertices.
Algorithm 2.1. The serial execution of a digraph. φ denotes the null set.
Obviously, a digraph is computable if and only if |D| iterations are executed in step (2) . It is also obvious to have the following conclusion. Proof.
is a cycle and a i1 , a i2 , . . . , a im are m arcs of this cycle. Denote by s i k the outflow side of zone v i k corresponding to arc a i k and by h i k the outer normal vector. The projection of vector h i k to the sweeping angle must be larger than zero. So, as shown on the left in Figure 3 , a cycle means that there is one zone whose inflow face and outflow face intersect and the intersection inner corner is larger than π. This contradicts the convex property.
In the two-dimensional case, concave zones are seldom used for the numerical discretization of realistic applications, and so no cycle exists. However, in the threedimensional case, a cycle may exist even if each zone is convex. In fact, as shown on the right in Figure 3 , a ring cut by a series of planes along the sweeping angle will result in a cycle.
Many algorithms are proposed to detect and break cycles in a digraph. Jørgen and Gregory [18] present a general detection algorithm, Hackbush and Probst [15] , [16] present an efficient detection and breaking algorithm for convection-dominant flows, and Plimpton et al. [29] give a strategy on unstructured grids. In this paper, we do not address such algorithms and assume the digraphs are always acyclic. 
Acyclic digraph for multiple constant sweeping.
For the multiple constant sweeping, the digraph can be constructed in general. A vertex is defined as a zone-angle pair such that u im = (z i , Ω m ), where z i is the zone and Ω m is the angle.
In the Cartesian geometry, an arc is defined as a pair of vertices such that e im→op = (u im , u op ) if the following conditions are satisfied:
and Ω p depends on Ω m in the cylindrically or spherically symmetric geometry [22] , [27] . Property 3. The digraph for the multiple constant sweeping is acyclic if and only if each subdigraph for a single sweeping is acyclic.
Proof. If the digraph is acyclic, then, naturally, each subdigraph is acyclic. In return, if each subdigraph is acyclic, then the arcs introduced by condition C 1 cannot form a cycle, the arcs introduced by condition C 2 point only to the larger subscript angle from the smaller subscript angle, and new cycles will never be introduced.
Acyclic digraph for the linear downstream sweeping.
The linear downstream sweeping usually acts as a robust solver for the linear convectiondominant flows. For example, the downwind Gauss-Seidel smoother [15] is such a typical solver for which each iteration can be transformed to the execution of a digraph. In summary, consider the following model of an acyclic digraph D:
where V (D) and A(D) are the set of vertices and arcs, respectively, and U (D) is the underlying supergraph. This model accurately describes the geometrical neighbors of a zone and the data dependency for acyclic sweeping. Obviously, digraphs are universal and are independent of grid-based applications after they are constructed. Of course, such models can be easily built on structured or unstructured grids.
3. Scalable heuristic algorithms for the parallel execution of an acyclic digraph. The parallel algorithms for the execution of a digraph are equivalent to the parallel tasks scheduling and are typically NP-hard [18] . In this section, we present a framework of scalable heuristic algorithms. It consists of three components. The first is the digraph partitioning methods spawning the vertices among processors, the second is the parallel sweeping for the execution of a digraph, and the third is the priority strategies for vertices scheduling and vertices packing.
Digraph partitioning methods.
If the grid is rectangular, many authors [1] , [2] , [3] have shown that one-dimensional strip decomposition in two-dimensional geometry or two-dimensional strip decomposition in three-dimensional geometry is most efficient. Therefore, the framework in this paper simply uses strip decomposition.
If the grid's structure is deformed or the grid is unstructured, two types of methods exist. One method uses the well-known graph partitioning method [9] , [31] for the underlying supergraph and assigns the processor all vertices defined on the same zone, and another method partitions the digraph using the knowledge of downstream sweeping. The first always has minimal communication surface and better load balance efficiency; the second usually has the shortest sweeping time. In this section, only the first type is used. In section 5, the second type will be introduced.
Parallel sweeping algorithms.
Assume that the digraph D is decomposed into P subdigraphs denoted by
. Each subdigraph is assigned to an individual processor. Then, the parallel sweeping algorithm for the execution of a partitioned digraphs can be written as follows. 
Theoretically, each processor does not need to wait for other processors until no computable vertices are available. So, the insert strategies for operator I j→k will dominate the performance if the communication overheads of message passing operator S i→j are very small. Unfortunately, the optimal insert strategy is the same problem as the optimal vertices scheduling and is NP-hard; only heuristic algorithms are available.
The message passing operator S i→j may issue many short messages. If MPI latency is large on parallel machines, the performance will be greatly damaged. So, some optimization strategies should also be used.
3.3.
Heuristic priority strategies and packing strategies. The usual strategy for operator I j→k assigns each vertex v j a priority and then inserts each vertex into the computable list Ψ k according to its priority. In order to suppress the number of operators S i→j , several messages should be grouped. This section introduces these strategies.
Heuristic priority strategies.
It is obvious that, for the strip decompositions on a rectangular grid, the optimal priority strategy assigns each vertex its projection coordinates in the direction of strip decomposition. However, for the partitioning of a digraph, the optimal priority strategy is NP-hard, so heuristic strategies should be used.
Some application-specific priority strategies on unstructured grids are given in [27] , [29] . Here, we present a new priority strategy suitable for the acyclic digraph which is independent of applications. 
In fact, the priority of a vertex given by Algorithm 3.2 is equal to the length of the shortest path away from the processor boundaries. This means that a vertex required by other processors should be superior to other vertices.
Heuristic packing strategies for message passing.
In this section, we introduce the most simple packing strategy described in Algorithm 3.3. We rewrite step (2.1.2) of Algorithm 3.1 as follows.
Algorithm 3.3. Heuristic packing strategy for message passing. N b is a parameter.
buffer message for vertex v j for destination processor; IF (N b messages are buffered or no new messages ){ send messages buffered to destination processor;} ENDIF ENDDO for step (2.1.2).
Parameter N b depends on the MPI latency on a parallel computer. Usually, the larger the latency is, the larger N b should be.
Scalability evaluation of parallel sweeping.
Let T 1 be the sequential execution time of an acyclic digraph. Denote by O P and by O ∞ the ideal execution time, respectively, using P and an infinite number of processors provided that the communication overheads of message passing operators S i→j are zero. Denote by T P the elapsed time for the execution using P processors on a parallel computer.
Let the Optimal Speedup S ∞ , the Algorithm Speedup S A , and the Realistic Speedup S P be the quotient of O ∞ , O P , and T P over T 1 , respectively. S ∞ represents the maximally potential parallelism of the digraph, S A is the ideal speedup of the parallel algorithm, and S P is the realistic performance on a parallel computer. Of course, S A and S P are, respectively, desired to be close to S ∞ and S A .
If the weights of vertices are equal to each other, then S ∞ = |V (D)|/Q, where Q is the length of the critical path; S A can be calculated using Algorithm 3.4 below.
Algorithm 3.4. Calculate the algorithm speedup of Algorithm 3.1.
(1) Y 0 = 0; execute step (1) of Algorithm 3.1;
Performance results.
In this section, the heuristic algorithms are benchmarked for the parallel solution of the multigroup neutron or radiation transport equations. Two parallel computers are used. One is a massively distributed memory machine named GX0 with thousands of microprocessors interconnected by a high performance network for which the MPI message latency is equal to 5 microseconds or so. Another is a distributed shared memory machine named DX0 with hundreds of processors; its MPI message latency is equal to 2 microseconds. For these two machines, the peak performance of microprocessors is equal to 6.4 GFlops.
Benchmarks for neutron transport applications.
We first take the neutron transport applications introduced in [27] for comparison. 24 groups of neutron transport equations are solved by the implicitly S 4 discontinuous finite element methods on a two-dimensional unstructured grid in the cylindrically symmetric geometry, and 16 angles are simultaneously swept.
The grid consists of 3600 quadrilateral zones. As shown in Figure 4 , three methods, i.e., GP1, GP2, and GP3, are used to partition the underlying supergraph. GP1 and GP2 partition the grid by sorting the radial and the horizontal coordinates, respectively, and GP3 partitions the grid using the inertial Kemighan-Lin (IKL) method implemented in the tool Chaco [17] .
In Table 1 , the third row lists the algorithm speedup S A using Algorithm 3.2, and the last row lists a similar speedup using the strategy in [27] . These results show that Algorithm 3.2 is superior by 10% when 256 processors are used and is satisfactory in comparison to the optimal speedup S ∞ = 318. Table 2 lists the realistic speedup for 64 processors on DX0 and GX0. The speedup on the machine DX0 is almost the same as the algorithm speedup listed in Table 1 . This shows that the MPI message latency of the machine DX0 is small Fig. 4. A quadrilateral grid is partitioned into eight subdomains using three methods, i. e., GP1, GP2, and GP3 from the left to the right. enough for the parallel execution of Algorithm 3.1. However, the speedup on the machine GX0 is obviously smaller than that on the machine DX0 because of its larger MPI message latency. In order to reduce the infection of the MPI latency on the machine GX0, we use the heuristic packing strategy given in Algorithm 3.3. Table 3 lists the speedup using 16, 64, and 256 processors, respectively, where the parameter N b = 4. These results are close to the algorithm speedup listed in Table 1 .
Benchmarks for radiation transport applications.
Consider another application of 20 groups of radiation transport equations. It is implicitly discretized using S 8 or 48 angles and the finite difference stencils. The grid consists of 512 × 50 horizontally nonconforming and rectangular zones with Cartesian geometry shown on the left in Figure 5 . Such nonconforming dependency complicates the downstream sweeping digraph as shown on the right in Figure 5 . The horizontal strip decomposition is used to partition the underlying supergraph. The algorithm speedup of Algorithm 3.1 using the locally shortest priority strategy is given in Table 4 when scaling the number of processors from 4, 16, 64, and 128 to 256. The last row in this table lists the realistic speedup on the machine GX0 using the heuristic packing strategy.
Benchmarks for large scale simulations.
For the above benchmarks, 20 groups obviously improve the calculation granularity of each vertex. If we continuously increase the number of groups, more scalable performance will be achieved. However, it is embarrassing for parallel scalability. So, we increase only the number of zones or angles while scaling up the number of processors.
We consider again the neutron transport applications discussed in subsection 4.1. Increasing the number of zones from 3600 to 57600, the second row in Table 5 lists the elapsed time per 100 time steps of Algorithm 3.1 using both the locally shortest priority strategy and the heuristic packing strategy (N b = 4) on the machine GX0. Moreover, GP1 and GP3 are used to partition the grid when P ≤ 64 and P ≥ 128, respectively. The next two rows list the realistic speedup and efficiency. It is obvious that good scalability is achieved for P ≤ 512.
Scale up the number of angles from 16 (S 4 ) to 48(S 8 ). The three bottom rows in Table 5 list the elapsed time and realistic performance. Good scalability is achieved ZEYAO MO, AIQING ZHANG, AND GABRIEL WITTUM for P ≤ 2048. Moreover, the superlinear speedup occurs around P = 256 because of the reduction of memory size and the increment of cache hit ratio per processor.
Heuristic partitioning methods for digraphs.
The grid partitioning methods used above depend on the grid geometry or the undirected underlying supergraph; they may introduce worse decompositions which are not suitable for the downstream sweeping. More efficient partitioning methods may be designed if the data flow of a digraph is utilized.
Some authors [19] , [20] , [21] , [32] have addressed similar problems. Particularly, Lee, Hurson, and Feng [20] present an efficient method by which vertices are grouped into horizontal layers and then are partitioned into vertical strips. In each layer, vertices are independent of each other and can be executed in parallel, and in each strip, vertices belonging to different layers should be executed in sequence. However, these works often focus on the shortest execution of data flow of an acyclic digraph on shared memory parallel computers without consideration of the load balancing and geometry connectivity of zones. These two factors are very important for large scale grid-based scientific computing. In fact, for the multigroup neutron or radiation transport equations, Algorithm 3.1 covers only 40% of the CPU time; load balancing and geometry connectivity are crucial for the other 60%.
In this section, we present a heuristic partitioning method for digraphs toward algorithm speedup without serious loss of load balancing efficiency and loss of geometry connectivity. In this section, only one sweeping angle is considered. Denote by
the load balancing efficiency and the communication complexity, respectively. Here,
is the sum of vertices weights and ϑ(D k ) is the number of arcs around subdigraph D k . Obviously, the three partitioning methods mentioned above have the optimal balancing efficiency and the method GP3 has the smallest communication complexity.
Given a vertex u i , we refer to its dominator processors as those processors which own at least one of its dominator vertices, and its optimal executable time o(u i ) as the ideal earliest executable time without consideration of MPI message passing overheads, and its distribution expectation
as the quotient of the sum of distribution expectation of all its direct successors over the in-degree. Here, S(i) represents the set of direct successors of u i . Formula (5.2) also means that the expectation loads of each vertex are evenly spawned to its upstream vertices. The more successors each vertex has, the more expectation loads it has. So, the expectation loads can be used to spawn vertices among processors. The optimal executable time and the distribution expectation can be calculated by inversely tracing the digraph from those vertices with zero out-degree to those vertices with zero in-degree.
The heuristic partitioning method consists of four steps. The first step organizes all vertices into multiple layers, the second step decomposes vertices in each layer to virtual processors, the third step combines virtual processors into P processors, and the fourth step optimizes the load balancing efficiency. In the second step, arc cuts are optimized.
Algorithm 5.1. A partitioning method toward algorithm speedup for acyclic digraphs using P processors.
(1) P 0 = P, P max = αP 0 (α > 1); P c is the number of virtual processors.
• reorder virtual processors and break; } } ENDFOR (i = 1, 2, . . . , P c ) The parameter ξ min (ξ max ) is the lower (upper) load bound per processor. The parameter κ is a similar parameter but is less than ξ max . In general, we take the parameters (5.3) P 0 = P, K max = 4, α = 4, ξ min = 0.6S/P, ξ max = 1.3S/P, κ = 1.1S/P.
Here, S = |V (D)|. Algorithm 5.1 preserves the geometry connectivity because it always distributes vertices to its dominator processor or a new processor. Loads are especially balanced in step (3.2), followed by step (3.3), and are finally optimized in step (4) . Lower communication complexity is expected in step (3.2.1). Parallelism is guaranteed in step (3.1).
Apply Algorithm 5.1 to the digraph in Figure 1 for two processors using the parameters given in formula (5.3). Two subdigraphs are generated. One subdigraph owns the set of vertices {1, 2,3,4,5,9,10,14} and another subdigraph owns the set of vertices {6, 7,8,11,12,13,15,16} . The algorithm speedup, S A = 1.6, is equal to the optimal speedup S ∞ .
In order to test Algorithm 5.1, we individually construct 16 acyclic digraphs from 16 sweeping angles for the neutron transport applications discussed in section 4.1. We compare the algorithm speedup of GP1 and GP3 with Algorithm 5.1 for these digraphs. The results are listed in the third row of Table 6 . By the way, the load balancing efficiency η P and the communication surface volume γ P with respect to that of GP1 are also listed in the last two rows. These results show that Algorithm 5.1 is the most superior. In fact, its algorithm speedup is very close to the optimal speedup of 21.4 for P = 64. Moreover, the loads are also well balanced and the communication overheads are greatly optimized.
Unfortunately, Algorithm 5.1 cannot be easily applied to the digraphs arising from the grid-based scientific applications where multiple downstream sweepings are simultaneously executed. This problem will be investigated in our further works. 6. Conclusion. The acyclic digraph models are presented in this paper and they are universal for the accurate description of data flow for various grid-based scientific computations from numerical algebra to S n transport, from structured grids to unstructured grids, and from conforming grids to nonconforming grids.
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A framework of heuristic parallel algorithms is presented in this paper. It consist of three components: the digraph partitioning methods, the parallel sweeping algorithm given by Algorithm 3.1, and the heuristic strategies. Algorithm 3.2 gives the locally shortest path priority strategy which is more efficient than other works, and Algorithm 3.3 gives the heuristic packing strategy for the tolerance of large MPI latency. As shown in Table 3 , this framework can scale up to 2048 processors for S n transport.
The digraph partitioning methods should be improved. Algorithm 5.1 is well suited for a single sweeping. The parallel partitioning methods are often required for large scale applications. For the underlying supergraph, the parallel partitioning tools such as ParaMetis [24] can be used. However, for the digraph, new algorithms should be studied.
In this paper, it is assumed that digraphs must be constructed before a parallel sweeping begins. Sometimes such an assumption is impossible because data flow cannot be determined until vertices are computed. We will study such digraphs in the future.
