An array of antennas is usually used in long distance communication. The observation of celestial objects necessitates a large array of antennas, such as the Giant Metrewave Radio Telescope (GMRT). Optimizing this kind of array is very important when observing a high performance system. The genetic algorithm (GA) is an optimization solution for these kinds of problems that reconfigures the position of antennas to increase the u-v coverage plane or decrease the sidelobe levels (SLLs). This paper presents how to optimize a correlator antenna array using the GA. A brief explanation about the GA and operators used in this paper (mutation and crossover) is provided. Then, the results of optimization are discussed. The results show that the GA provides efficient and optimum solutions among a pool of candidate solutions in order to achieve the desired array performance for the purposes of radio astronomy. The proposed algorithm is able to distribute the u-v plane more efficiently than GMRT with a more than 95% distribution ratio at snapshot, and to fill the u-v plane from a 20% to more than 68% filling ratio as the number of generations increases in the hour tracking observations. Finally, the algorithm is able to reduce the SLL to −21.75 dB.
INTRODUCTION
Over the past 60 yr, the correlator antenna arrays for radio astronomy applications have been studied in depth and are certainly well-documented. Designating such an array consists principally of choosing the localization of the antennas in the array. An idealistic arrangement should ensure optimal configurations in order to achieve a clear image of a radio point source, by either decreasing the sidelobe level (SLL) in the l-m domain or increasing the sampled data in the spatial frequency domain (named as u-v plane coverage) (Jin & Rahmat-Samii 2008) .
Due to rising demands on the design of large arrays of antennas, such as the Giant Metrewave Radio Telescope (GMRT), in the observation of the radio frequency range, and the highly optimized development of the next generation array, this paper seeks to implement a systematic analysis of correlator antenna arrays and to nominate a novel design methodology by applying the genetic algorithm (GA).
The GA is intended to find a set of parameters that optimizes the output of a function. Due to some the GAs characteristics, such as the fact that it works with a population of candidate solutions instead of a single solution; it uses the random transition technique rather than a deterministic search; provides reasonable results; etc., this algorithm has been chosen to be the primary focus of this paper (Cohanim et al. 2004; Haupt 1994; Jones 2003) .
There have been a wide variety of techniques developed for the synthesis of correlator arrays (see, e.g., Boone 2001; Cohanim et al. 2004; Gauci et al. 2013; Jin & Rahmat-Samii 2008; Karastergiou et al. 2006; Kogan 2000; Oliveri et al. 2010; Shahideh et al. 2013; Sodin & Kopilovich 2002; Su et al. 2004) . Karastergiou et al. (2006) yielded the most appropriate u-v plane sampling for astronomical imaging based on the ideas of Keto (1997) and Boone (2001 Boone ( , 2002 for low density interferometers. Kogan (2000) proposed a new method of minimizing the sidelobes of a large array in which element spacing is much larger than the wavelength. Su et al. (2004) developed an algorithm named "sieving" to optimize the configuration of an interferometric array either in the snapshot or hour tracking observation. However, the more complicated problem of optimizing a correlator array bearing on all possible observation situations, such as the lowest SLL in the angular domain (the l-m domain) and the maximum coverage in the spatial frequency domain (the u-v domain), has only been considered more recently.
One possible approach to solving the optimization of a correlator array problem is through the use of the GA technique to select the position of antennas in an array that would produce the desired requirements. The GA proficiency has been widely used for a diversity of different purposes in different optimization applications (see, e.g., Allard et al. 2003; Cohanim et al. 2004; Montana & Hussain 2004; Pan 2002 ). The GA is used to optimize interferometric array characteristics for the increment of image quality of a distance radio source. In order to meet the requirements of sky observations for astronomical purposes, sampled data in u-v plane coverage should be distributed uniformly to provide better sampling of the image's Fourier space (Su et al. 2004 ).
This paper focuses on the optimization of the array configuration problem using the GA. The proposed algorithm and guidelines on how it works for a full array design are presented. This algorithm tries to distribute u-v samples in the spatial frequency domain to improve the quality of the simulated point source and to minimize the SLL in the angular domain.
Specifically, the algorithm has the capability to find the optimal localizations of the antennas in a specific area, similar to the GMRT's, in order to obtain the lowest SLL in the l-m domain, or the maximum coverage in the u-v domain. (The algorithm is designed to work on large populations, it works in a different area, and can be run for different sizes of telescopes.)
Compared to the proposed methods and algorithms (see, e.g., Boone 2001; Cohanim et al. 2004; Gauci et al. 2013; Jin & Rahmat-Samii 2008; Karastergiou et al. 2006; Kogan 2000; Oliveri et al. 2010; Shahideh et al. 2013; Sodin & Kopilovich 2002; Su et al. 2004) , the GA provides a solution for optimizing the array in both hour tracking and snapshot observations in an easier and more flexible way. Furthermore, the GA is able to either distribute the u-v coverage from its first generation or reduce the SLLs with specific formulae to meet the desired requirements.
The paper is organized as follows. In Section 2, the introduction of the GA is briefly recalled. Section 3 describes the problem statement and how the optimization resolves such a problem. In Section 4, some preliminary results are shown to assess the validity of the proposed approach and, finally, conclusions are drawn in Section 5.
THE GENETIC ALGORITHM
The GA is a technique of optimization that was first developed by John Holland. It works with a population of solutions encoded as chromosomes, rather than a single solution, to find out the optimum solutions. The chromosomes represent independent parameters, such as genes (Jones 2003) .
The GA has three fundamental steps (evaluation, selection, and recombination), which, in addition to the first step (initialization), are shown in Figure 1 (Jones 2003) .
During the first step, initialization, the first population among the diverse chromosomes is randomly selected. Then, during evaluation, the fitness of the result is computed to grade the selected chromosome. In the next step, selection, the highestfit chromosomes are selected based on the fitness of each chromosome.
The last step is recombination. During this step, the original chromosomes (called parents) are recombined based on their computed fitness in the previous step (selection) and new chromosomes (called children) are produced for the next generation.
Two important and useful operators of the GA are crossover and mutation. Crossover takes two chromosomes and cuts them each at a random location and interchanges the tails of the two chromosomes, leading to two new chromosomes. There are two kinds of crossover: single-point (separating chromosomes at one location), and multi-point (separating chromosomes at more than one location). Mutation, on the other hand, inserts a random change into a chromosome (Jones 2003) . More information about the GA and its operators can be found in several books (see, e.g., Jones 2003). 
LOCALIZATION USING THE GENETIC ALGORITHM
The GMRT is an array of antennas that includes 30 parabolic dish antennas, 45 m in diameter each. This approximately Y-shaped array is located about 80 km north of Pune (19
• 5 47 .46N, 74
• 2 59 .07E) (Swarup et al. 1991) . We present n (the number of antennas), f (the frequency of the operating system in the array), and D (the size of the telescope, in cases where the blockage problem should be considered).
Our objective is to find the position of n antennas for either increasing the distribution of u-v samples on u-v plane coverage or suppressing SLL by having the area, telescope size, and number of antennas, n = 30. The GA can be applied well on such a problem due to the diverse initial population.
Initialization
The spherical coordinates of a point are defined by the three values of latitude, θ , longitude, ϕ, and radial distance, R (equal to about 6,378,100 m, the value of Earth's radius). For simplicity in this paper, this system is converted to the rectangular system, according to the formula below (Shahideh et al. 2013) :
The chromosome for this problem is built from three genes (parameters), X, Y, and Z. As shown in Thompson et al. (2008) , discrete two-dimensional Fourier transform is a way to synthesize an image. In the u-v plane, the points of the sample spatial frequency are discrete on a rectangular grid. Each cell has a dimension of Δu × Δv. In Jin & Rahmat-Samii (2008) , the idea of gridding the u-v plane to n (n − 1) is used by applying the particle swarm optimization to improve open-and closed-ended array configurations. This paper applies the GA to optimize n number of antennas in a given area by maximizing the coverage in the spatial frequency domain or minimizing SLL in the angular domain, as pointed out by Jin & Rahmat-Samii (2008) .
The starting point for the GA is initialization. This step randomly creates chromosomes, but it can also create the population with known fit chromosomes. To generate a random chromosome, it finds a point in the same area as GMRT's, between two maximum and minimum values of latitudes and longitudes.
The next point is generated randomly. The minimum practical distance between two telescopes should be taken into account to prevent a blockage problem (Thompson et al. 2008) . After filling all the chromosomes, the u-v coverage achieved by the current configuration is calculated.
For example, if the value of the first chromosome is as shown in Figure 
Evaluation
The next step after initialization is evaluation. The fitness function shown in the equation below was designed to maximize the coverage in the spatial frequency domain and make the coverage in the u-v plane more uniform. This was computed for each chromosome to rank the solutions:
where fitness (k) indicates the fitness value of the kth baseline in the nth generation. ol sam (k) is the number of overlapped samples generated by the kth baseline in the nth generation. max(ol) finds the maximum value of overlapping that occurs in the nth generation. D(k) calculates the sample distance from the grid center. R is the radius value of a gridded cell. A sam (k) is the calculated area generated by the kth baseline's samples in the nth generation. A tofsam is the total area generated by the nth generation.
With the first population, the area under 30 antennas has been calculated in km 2 . All the given area where antennas can be deployed is gridded according to the formula below (this can be changed depending on the required distribution):
where n is the number of antennas, A total is the total area, A first is the first calculated area of tracking the observation from the first random population and nearest rounds N grid to the nearest integer. This selection helps the samples to be distributed in the u-v plane with less overlapping in both snapshot and hour tracking simultaneously. For the first random population, the u-v plane for the 6 hr tracking observation are calculated and the values of maximum and minimum u and v are determined. Therefore, each cell will get the dimension of D u × D v based on the equations below:
Equation (2) can be used for the snapshot as well as the Earth rotation tracking observation. The evaluation formula (Equation (2)) consists of three parts.
1. The first part calculates the overlapping of the samples: overlapping is calculated from the overlapped spatial frequency samples generated by each baseline in each gridded cell. Then, the value of each baseline's overlapping is divided by the maximum value of overlapping occurring in that population. 2. The second part tries to drag each sample to the cell center:
the position of each sample in the related cell is calculated, and then divided by the distance from the cell center. Each cell is divided into four parts: boundary, near the boundary, center, and near the center. If the point is allocated exactly at the center, it is weighed to zero, otherwise, depending on its position, it will be weighed to a value higher than zero. 3. The third part computes the areas generated by each baseline: the area created by each baseline is calculated, and then divided by the area generated from the current population.
The second evaluation, as defined in Equation (5) is implemented for decreasing the SLL in the angular domain. First, it computes three sidelobes contributed by each base line and then determines their mean values in the nth generation:
where fitness (k) indicates the fitness value of the kth baseline in the nth generation. Here, first SLL, second SLL, and third SLL are the peak values of the first, second, and third SLL, respectively, generated from the kth baseline in the nth generation.
Selection and Recombination
Selection is quite possibly the most important step, strengthening the control of the selected chromosomes for the next generation to converge the algorithm (Jones 2003) . All the samples obtain fitness in the evaluation step. Due to a high number of samples, 25% of the maximum fitness will be picked up, based on the "Roulette-wheel" selection (Pan 2002) . It was found that 25% would lead to adequate images and lower sidelobes. Roulette-wheel selection chooses chromosomes from the current generation according to their fitness values, and uses the following formula:
Each sample is assigned a fitness value according to Equations (2) and (5). After that it will be calculated over the baseline that has more contributions for making high fitness, and then a percentage of chromosomes will be selected according to the mutation and crossover probabilities for the next generation among them. Theoretically, 30 samples should be provided by 6 antennas for a snapshot observation, but it is often less due to the positions of antennas in the array (Jin & Rahmat-Samii 2008) .
We assume that the following baselines have generated the samples:
1-5 1-6 2-4 2-6 3-4 3-5 3-6 4-5 4-6 5-6.
According to the Roulette-wheel selection, the chromosomes with higher fitness will be selected for the next generation (Pan 2002) . From these baselines, chromosomes C 4 , C 5 , and C 6 (the locations of antennas 4-6) have the highest fitness among them all due to their high contributions. Therefore, these three chromosomes will likely be chosen for propagation to the next generation. Chromosomes C 1 and C 2 will vanish from the consequent population. Depending on the recombination step, C 3 will either be chosen or it would disappear in the next generation (this will be discussed in the following subsection). The assigned fitness to each chromosome is shown in Figure 4 .
Two operators, mutation and crossover work as follows:
The crossover operator takes two chromosomes and randomly cuts them at one or two sites (X, Y, or Z) and makes a new chromosome. It can be a single-point or multi-point crossover.
Although crossover does not produce new material within the population, it mixes two chromosomes to create new chromosomes in order to reinforce the average fitness in the next population. For example, if chromosomes C 1 and C 2 have high fitness, single-and multi-point crossovers can be as shown in Figure 5 .
The algorithm recognizes which part of each selected chromosome should be swapped with another. It also determines which multi-point crossover will be used if the single-point crossover does not lead to a better fitness. In this paper, 25% of the chromosomes in each population are generated by crossover (crossover ratio = 25%).
Mutation
The mutation operator randomly inserts a change into a gene in the chromosome. Mutation can change X, Y, or Z, or sometimes more than one, to expand the solution space. In order to expand the solution space, mutation gives new chromosomes to the population. It finds new points that could optimize the problem with random changes to a gene in the chromosome (Jones 2003) . Figure 6 depicts a mutation in C 1 . This chromosome is mutated in only one part. The algorithm recognizes whether or not this mutation will lead to a good solution, and then it determines whether to add the good material to the next generation.
In this paper, 25% of the chromosomes in each population are generated by mutation (mutation ratio = 25%). The algorithm also checks that each chromosome is somewhat different in every new generation. If this happens, it either uses the multipoint crossover or randomly generates a new point of X, Y, and Z as chromosomes in the new generation. The probability that a selected new generation chromosome undergoes mutation (mutation rate) or crossover (crossover rate) is 50% (Pan 2002) . The algorithm determines the mutation rate and the crossover rate to solve the problem at hand.
RESULTS
The algorithm is implemented in Matlab R2010a (MATLAB 7.10). The computer used is an Intel Core TM i5-2410 CPU @ 2.30 GHZ Pentium 3.2 GHz with a 4 GB RAM. The GA algorithm is applied in this section to localize antennas to optimize the coverage and suppress the sidelobes in the synthesized beam. Results are shown in Figures 7-13, and Tables 1 and 2 .
In order to approximate the array's results, a source with a known brightness is simulated by the Gaussian function. The source declination is −45
• . The algorithm uses 6 hr tracking time with 10 minutes as the time interval between each two samples. Figure 7 shows the array antennas of GMRT and corresponding calculations of the snapshot and 6 hr tracking coverage. As has been established, 30 antennas are positioned in a Y-shaped configuration due to its efficient spatial frequency coverage over the linear and open-ended arms (Swarup et al. 1991) .
The sampled data in u-v plane coverage in Figure 7 need to be spread out to get less overlapping. The GA works on samples at snapshot and gives optimum solutions for both snapshot and hour tracking observations with minimum values of overlapping (A color version of this figure is available in the online journal.) (this happens due to the gridding of the plane as defined in formula (3) and evaluation formula (2)). The algorithm runs with the optimum ratio values of mutation and crossover (25% mutation ratio and 25% crossover ratio).
The number of chromosomes in each generation was fixed to 30 to be equal to the number of antennas in GMRT. Even though, the GA in this part uses 30 telescopes, 45 m diameter each, the algorithm is designed to work on large populations; it works in a different area and is able to be run for different sizes of telescopes.
The u-v plane is gridded with the dimensions of D u × D v elaborated in Equation (4). To find out the optimum solution, the algorithm was left to run for 150 generations. Figure 8 indicates snapshot u-v planes for the 25th and 150th generations. As it is seen, u-v samples have been gradually extended from the GMRT (about 83 and 23 in east-west and north-south axes, respectively) to 150th generation (about 88 and 50 in east-west and north-south axes, respectively) at snapshot observations. Table 1 shows that the GA is able to distribute the samples and obtain more samples than the GMRT at snapshot. The locations of the GMRT's telescopes were decided based on the consideration of many factors. The most important consideration is to obtain the maximum coverage in the spatial frequency domain. Another important factor is the size of the sources one intends to study; extended or small sources (small sources require the longest possible baselines and large sources require short baselines or a compact configuration, which would be useful; Swarup et al. 1991) .
In order to achieve the second factor, the same algorithm could be used with some constraints, such as deploying some antennas in a compact configuration and others in an extended arraylike GMRT configuration. Therefore, such telescopes would be used for more than one scientific case. This algorithm works well if the telescopes are mounted on a rail and change the configuration depending on the nature of the astronomical observations. Table 1 shows that the distribution ratio at snapshot is improved from GMRT (32.86%) to the 150th generation (95.02%). For a snapshot observation, an array with n-element theoretically has n(n − 1) samples (Jin & Rahmat-Samii 2008) . Therefore, for n = 30, there should be 870 samples. This value is varied according to the positions of antennas in the array. Table 1 shows the achieved sample ratio obtained at snapshot for different configurations. This value for GMRT obtains 391 and for 25th and 150th generations, using the GA, the values are 796 and 822, respectively. This is shown in Table 1 as achieved samples ratio at the snapshot. This shows that as the algorithm works with more numbers of generations, it decreases overlapped, or missed, samples.
Then, the algorithm tries to distribute them further and achieves less overlapping. It should be taken into account that by moving one baseline, n(n − 1) baselines will be replaced. Therefore, the algorithm must be wise enough to first, converge and second, find the optimum solution in each generation.
To assess the results in more depth, samples were multiplied by a simulated source. Figure 9 indicates the visibility of an original source simulated by the Gaussian function along sampled visibilities and retrieved images by using snapshot samples in Figures 7(b) and 8. Fourier Transform of the sampled visibility gives the dirty image (in this paper, uniform tapering was used). The calculated distribution ratio from the algorithm clearly shows the distribution of the samples at snapshot observation as the algorithm goes further; it is able to distribute the u-v plane samples more efficiently than the GMRT with a more than 95% distribution ratio, Table 1 .
In order to gain a good image, this algorithm works on the position of the chromosomes in each cell to enhance the image. Figures 9(f) and (i) show the corresponding chromosome positions in the array.
The formula of the fitness can be used for tracking the observation as well as the snapshot. However, running the program for tracking synthesis would be time consuming and would require more generations to get an optimum result due to more samples. Meanwhile, the configurations from the snapshot observation can give excellent results as it is run for the tracking synthesis; refer to Figures 10 and 11. The filling ratios calculated from the algorithm are enhanced as the number of generations goes up for hour tracking observations. Table 1 indicates filling ratio values. It shows that this ratio is changed from 43.34% to 56.47%, and then to 68.5% by the GMRT, 25th, and 150th generation configurations, respectively. The calculated, unachieved pixels of sampled visibilities shown in Figure 9 are depicted in Table 1 . (This value is defined as an unachieved pixel ratio in Table 1 .) Unachieved pixels get enhanced as the algorithm works with a larger number of generations. This is 29.58% by the GMRT observation and achieves values of 9.99% and 4.8% by the 25th and 150th generations, respectively.
The effect of the algorithm on the SLL is also investigated. In order to suppress the sidelobes in the synthesized beam, the fitness function is used as defined in formula (5). Figure 12 shows the array configuration with retrieved images. In Table 2 , the second column indicates the logarithmic images of the first column and the minimum SLL occurs in the third row. The algorithm works on the first three sidelobes and tries to suppress them with the same procedure of mutation and crossover explained for enhancing u-v plane coverage. Calculated sidelobes are shown in Table 2 . In terms of the first SLL, as it is shown in Table 1 , the algorithm decreases this value up to −21.75 dB. The value of the first SLL is −12.18 dB in GMRT and −14.67 dB, and −21.75 dB in the 25th and 150th generation configurations, respectively. The mean values of the first three SLL were investigated. Table 2 shows that the GA is able to suppress the first three SLLs to −20.36 dB at the 150th generation (the values are −15.32 dB and −17.7 dB by the GMRT and 25th generation observations, respectively.) (A color version of this figure is available in the online journal.) Figure 13 shows the evolution of average fitness in each generation for the u-v plane coverage at snapshot and SLL reduction. As it is indicated in Figure 13 (a), the optimum result happens at the 29th generation for the first 50 generations and from the 65th to 150th generations, where this value remains constant. The fitness value for the first 50 generations in Figure 13 (b) obtains the optimum solution at the 25th generation. The fitness arrives at the best solution after 65 generations. As the algorithm is selected randomly, it gives different results each time since it is not definitive. According to the formulae, the algorithm optimizes the solutions but it never converges to an optimum solution. This paper aims to present a method that can lead to optimum solutions. Although, it is not written for any specific constraints for astronomical applications, it can work with different constrains such as the GMRT, having 14 compact elements in an area of about 1 km 2 or the big project of the square kilometer array.
Properties of the algorithm: 1. It is not written for any specific condition or astronomical applications. 2. It does not localize antennas like the GMRT, with 14 compact elements in an area of about 1 km 2 . However, it can be seen in the results. 3. If the optimum solution is found in early generations, such as during the first 10 generations, the algorithm does not need more generations to converge. 4. It is flexible, working on different constraints and places. The algorithm can be changed depending on requirements. 5. One solution can be used for both snapshot and hour tracking observations. 6. With a low number of generations, the desired solution can be found.
CONCLUSIONS
This paper develops a GA to optimize the correlator array antennas for radio astronomy. It focuses on the optimization of the array configuration problem using the GA. The algorithm tries to distribute u-v samples in the spatial frequency domain to enhance the quality of the simulated point source. Specifically, the algorithm has the capability to find out the optimum localization of the antennas in a specific area as it is with the GMRT. The Earth rotation effect is included to simulate the hour tracking observations of the radio source with the same source declination and time duration resulting from the GMRT to compare the results effectively. Furthermore, the algorithm is able to distribute the u-v coverage from its first generation and reduce the SLLs. The results show that the GA provides efficient and optimum solutions among a pool of candidate solutions in order to achieve desired array performance for the purposes of radio astronomy. The algorithm is able to distribute the u-v plane more efficiently than the GMRT with a more than 95% distribution ratio at snapshot and to fill the u-v plane from a
