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Abstract
We consider a cubic nonlinear Schrödinger equation with periodic potential. In a semiclassical scaling
the nonlinear interaction of modulated pulses concentrated in one or several Bloch bands is studied. The
notion of closed mode systems is introduced which allows for the rigorous derivation of a finite system of
amplitude equations describing the macroscopic interaction of these pulses.
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In this work we study the asymptotic behavior for 0 < ε  1 of the following nonlinear
Schrödinger equation (NLS)
iε∂tuε = −ε
2
2
uε + VΓ
(
x
ε
)
uε + εκ∣∣uε∣∣2uε, x ∈ Rd, t ∈ R, (1.1)
governing the dynamics of a wave field uε(t, ·) ∈ L2(Rd). Here, κ ∈ R and the potential VΓ =
VΓ (y) ∈ R is assumed to be smooth and periodic with respect to some regular lattice Γ  Zd ,
generated by a given basis {ζ1, . . . , ζd}, ζl ∈ Rd , i.e.
VΓ (y + γ ) = VΓ (y), ∀y ∈ Rd , γ ∈ Γ ≡
{
γ =
d∑
l=1
γlζl ∈ Rd : γl ∈ Z
}
. (1.2)
It is well known that if κ < 0 the solution of (1.1) in general does not exist for all times, i.e.
finite-time blow-ups may occur, cf. [29].
Eq. (1.1) can be seen as a simplified model of the one considered in [8]. There the main
motivation was to study, from a semiclassical point of view, the dynamics of a Bose–Einstein
condensate in an optical lattice, described by VΓ , cf. [9,10,20] for more details. To this end a
rescaling of the appearing physical parameters yields an equation similarly to (1.1), but with
an additional non-periodic confining potential, which we shall neglect in the following. The
parameter ε  1 then describes the microscopic/macroscopic scale ratio. The main assumption
for the analysis presented in [8] has been that the initial data uε(0, ·) is supposed to be of WKB
type and in particular it has to be concentrated in a single (isolated) Bloch band E	(k) ∈ R.
These energy bands describe the spectral subspaces corresponding to the periodic Hamiltonian
operator
Hεper := −
ε2
2
+ VΓ
(
x
ε
)
, (1.3)
cf. Section 2.1 below for more details. In the linear case similar WKB approximations have been
established earlier in [4,15], yielding an approximate macroscopic description (i.e. on time—and
length—scales of order one) of the highly oscillatory solution to (1.1). However, the question
concerning a generalization of the results in [8], in particular to the case of multiple bands, has
been open so far. Here we will answer this question for initial data which correspond to a sum of
modulated plane waves.
In order to derive an approximate macroscopic description we shall proceed by a two scale
expansion method similar to that in [8]. To this end a detailed understanding of the influence of
the nonlinearity is crucial. Indeed we will show that the solution to (1.1) can be approximated (in
a suitably scaled Sobolev space) via
uε(t, x) ∼
M∑
m=1
am(t, x)χ	m
(
x
ε
; km
)
ei(km·x−tE	m(km))/ε +O(ε), (1.4)
for M ∈ N, where the set {(km, 	m): m = 1, . . . ,M} is assumed to form a closed mode system,
see Definition 2.2, of sufficient high order Λ. As we shall see Λ will depend on the spatial
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amplitude equations
i∂tam + iϑm · ∇xam =
M∑
p,q,r=1:
Σ(μp,μq,μr )=Σ(μm)
κ(p,q,r,m)apaqar , m = 1, . . . ,M, (1.5)
where ϑm := ∇kE	m(km), the corresponding group velocity, and κ(p,q,r,m) ∈ C are certain cou-
pling constants defined later, cf. Eq. (2.4). The above system describes a so-called four-wave
interaction, also known (most prominently in laser physics and nonlinear optics) as four-wave
mixing, cf. [2,7,16]. By (1.4) we allow for nonlinear interactions within the same band but also
consider interactions of different bands. In particular, energy or mass transfer between differ-
ent bands is expected due to the presence of the nonlinearity on the right-hand side of (1.5). In
the literature (1.5) is often referred to as coupled-mode equations (of Dirac type). They arise in
different circumstances and we refer to [27] for a general mathematical discussion on their ap-
plicability. However, to our knowledge the rigorous derivation of coupled-mode equations in the
context of (nonlinear) Schrödinger type equations has not been studied up to now.
One should note that the concept of wave mixing is strongly linked to plane waves as con-
sidered above. Indeed, if one allows for more general phases (which is possible in the case of a
single pulse [8]), a rigorous understanding, even in much simpler cases, is lacking and in par-
ticular one cannot expect the nonlinear interaction to be maintained on macroscopic time-scales
in general. On the other hand we could, without any problems, allow for (smooth) higher order
nonlinearities as considered in [8]. This however would result into a much more involved res-
onance structure for the nonlinear interactions and in order to keep our presentation simple we
restrict ourselves to the cubic case.
Before going into more details, let us briefly mention the following mathematically rigorous
works which, besides [8,27], are most closely related to ours: In [28] the same equation as (1.1)
is considered but in a slightly different scaling. Similarly, a nonlinear Schrödinger type model
is derived in [6] from a semilinear wave equation with periodic coefficients and in [14] from an
underlying oscillator chain model. Concerning nonlinear wave interactions, there exist several
results (mostly three-wave mixing) in the context of strictly hyperbolic systems, see, e.g., [18,
19,22,25], and in the case of microscopically discrete dynamical systems, cf. [11,12] and the
references given therein. For spatially periodic systems we again refer to [27] and to [1], where
a similar system of coupled-mode equations is derived from Maxwell’s equations in photonic
crystals. Moreover, in [24] stationary coupled-mode systems are justified as approximations to
nonlinear elliptic problems related to the Maxwell and Gross–Pitaevskii equations with (small)
periodic potentials.
The paper is organized as follows: In Section 2 we introduce the basic notions needed in the
following, i.e. Bloch bands, mode systems and the closure condition. We also discuss several
illustrative examples of wave mixing. Then in Section 3 the formal derivation of the approximate
solution is given in detail. In Section 4 the obtained formal asymptotic description is rigorously
established and our main theorem is stated for a closed mode system of order Λ = 2N + 1,
with N > d/2. In Section 5 it is shown that this condition can be relaxed though by introducing
the concept of weak closure. Finally, in Appendix A, we discuss in more detail the underlying
Hamiltonian structure of the amplitude equations (1.5).
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For our work it is essential to study the spectral properties of
Hper = −12y + VΓ (y),
since they will basically determine the fast degrees of freedom in our model.
2.1. Bloch’s spectral problem
In what follows we denote by Y the centered fundamental domain of the lattice Γ , i.e.
Y :=
{
γ ∈ Rd : γ =
d∑
l=1
γlζl, γl ∈
[
−1
2
,
1
2
]}
. (2.1)
By Y we denote the d-dimensional torus Rd/Γ , which is obtained also from Y by identifying
opposite faces. Note that writing Hs(Y) then automatically includes periodicity conditions.
Moreover, Y ∗ denotes the corresponding basic cell of the dual lattice Γ ∗. Equipped with pe-
riodic boundary conditions Y∗ is usually called the Brillouin zone and hence we shall denote it
by B ≡ Y∗.
Next, consider the so-called Bloch eigenvalue problem [5], i.e. the following spectral problem
on Y :
HΓ (k)χ	(y; k) = E	(k)χ	(y; k), k ∈ B, 	 ∈ N, (2.2)
where E	(k) ∈ R and χ	(y) ≡ χ	(y; k) denote the 	th eigenvalue and eigenvector of the shifted
Hamiltonian operator
HΓ (k) := e−ik·yHpereik·y = 12 (−i∇y + k)
2 + VΓ (y).
Let us recall some well-known facts for this eigenvalue problem, see [3,4,26,30] for more details.
Since VΓ is smooth and periodic, we get that HΓ (k) is self-adjoint on L2(Y) with domain H 2(Y)
and compact resolvent. Hence the spectrum of HΓ (k) is given by
spec
(
HΓ (k)
)= {E	(k); 	 ∈ N}⊂ R.
These eigenvalues can be ordered increasingly (cf. [30]), such that
E1(k) · · ·E	(k)E	+1(k) · · · ,
where each eigenvalue is repeated according to its multiplicity (which is known to be fi-
nite [30]). Moreover every E	(k) is periodic w.r.t. Γ ∗ and it holds that E	(k) = E	(−k). The
set {E	(k); k ∈ B} is called the 	th energy band. The associated eigenfunctions, the Bloch func-
tions, χ	(y; k) form (for every fixed k ∈ B) an orthonormal basis in L2(Y). We choose the usual
normalization such that
J. Giannoulis et al. / J. Differential Equations 245 (2008) 939–963 943〈
χ	1(k),χ	2(k)
〉
L2(Y) ≡
∫
Y
χ	1(y; k)χ	2(y; k)dy = δ	1,	2 , 	1, 	2 ∈ N.
Concerning the dependence on k ∈ B, it has been shown, cf. [26], that for any 	 ∈ N there exists
a closed subset U	 ⊂ B such that E	(k) is analytic in O	 := B \U	. Similarly, the eigenfunctions
χ	 are found to be analytic in k ∈O	. Moreover, we have
E	−1(k) < E	(k) < E	+1(k), ∀k ∈O	.
If this condition is satisfied for all k ∈ B, then E	 is said to be an isolated Bloch band, but we
will not need this property. Finally we remark that
measU	 = meas
{
k ∈ B ∣∣E	(k) = E	ˆ(k) for some 	ˆ = 	}= 0.
In this set of measure 0 one encounters so-called band crossings. The elements of this set are
characterized by the fact that E	(k) is only Lipschitz continuous and hence the group velocity
ϑ := ∇kE	(k) does not exist.
2.2. Resonances and closed mode systems
Our goal is to derive an approximate description of our model for ε  1. To this end we shall
first introduce several definitions needed to do so.
Definition 2.1. For k ∈ B and 	 ∈ N we call μ = (k, 	) a mode and M := B × N the set of all
modes.
(i) The graph of all modes is given by
G = {(k,E	(k)): (k, 	) ∈M}⊂ B× R.
(ii) Given a finite set S = {μ1, . . . ,μM} ⊂ M of modes, we call SΛ the (ordered) mode
system of size Λ ∈ N generated by S .
(iii) We further introduce Σ :SΛ → B× R by
Σ(μm1, . . . ,μmΛ) :=
(
Λ∑∗
λ=1
(−1)λ+1kmλ,
Λ∑
λ=1
(−1)λ+1E	mλ (kmλ)
)
,
where
∑∗ denotes summation modulo Γ ∗, and we write G(Λ)S := Σ(SΛ) for the corresponding
graphs.
In the following the mapping Σ will describe the possible nonlinear interaction of modes (in
every order of ε). Note that G(1)S ⊂ G and moreover, for any Λ ∈ N, it holds G(Λ)S ⊂ G(Λ+2)S . Since
we are dealing with a cubic nonlinearity, we shall see that indeed Λ ∈ N takes only odd values.
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(i) An element (μm1, . . . ,μmΛ) ∈ SΛ is called resonant of order Λ to T , if
Σ(μm1, . . . ,μmΛ) ∈ G(1)T .
(ii) We say that S is closed of order Λ, if the group velocity ∇kE	(k) exists for all μ =
(k, 	) ∈ S and
G(Λ)S ∩
(G \ G(1)S )= ∅. (2.3)
We infer from the above definition that a single mode μ is always resonant of order Λ = 1 to
itself. Note that for any Λ 2 however, we obtain
Σ : (μm1, . . . ,μmΛ) → σ := (k,E) ∈ B× R,
which does not necessarily imply σ ∈ G(1)S . As for the condition (2.3), it is equivalent to saying
that for all (μm1, . . . ,μmΛ) ∈ SΛ it holds: Either Σ(μm1, . . . ,μmΛ) ∈ (B× R) \ G, or else there
exists a μ ∈ S such that Σ(μm1, . . . ,μmΛ) = Σ(μ) ∈ G(1)S . The latter obviously means that
(μm1, . . . ,μmΛ) is resonant of order Λ to S . We illustrate these concepts in the examples in
Section 2.4.
The condition that ∇kE	(k) has to exist implies that we cannot deal with mode systems includ-
ing modes lying on a band crossing, i.e. we assume that μ = (k, 	) implies k ∈ U	. It is known
that the higher the dimension d and the higher the band index 	, the more likely one encounters
such crossings. However, our mode system S = {(k1, 	1), . . . , (kM, 	M)} is finite and the restric-
tions kj /∈ U	j , j = 1, . . . ,M , are not too severe. Note however that we do not require E	(k) to
be isolated for all k ∈ B but only in a vicinity of those (fixed) values of k which correspond to a
given mode μ = (k, 	) in our mode system S .
Remark 2.3. Also note that condition (2.3) is not equivalent to G(Λ)S ∩ G ⊂ G(1)S , since due to
multiple eigenvalues E	(k), we may have modes μ ∈ S and μ˜ /∈ S with Σ(μ) = Σ(μ˜).
2.3. The system of amplitude equations
In Section 3 we shall derive a system of amplitude equations describing the macroscopic
dynamics of our nonlinear wave interactions. Before going into the details of the derivation let
us first discuss the general structure of the obtained system (see also Appendix A). In order to
keep our presentation simple, we shall from now on consider only the case of non-degenerated
eigenvalues E	(k).
Let S be a given finite set of modes {μ1, . . . ,μM} which is closed of sufficient high order Λ.
Then the equations obtained for the modulating amplitudes am(t, x) ∈ C, for m ∈ {1, . . . ,M},
are as in (1.5), i.e.
i∂tam + iϑm · ∇xam =
M∑
p,q,r=1:
Σ(μ ,μ ,μ )=Σ(μ )
κ(p,q,r,m)apaqar .p q r m
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ϑm := ∇kE	m(km), and we further denote by
κ(p,q,r,m) := κ
∫
Y
χ	p(y)χ	q (y)χ	r (y)χ	m(y)dy (2.4)
the effective coupling constant κ(p,q,r,m), which in general is complex-valued.
As in (1.1), the nonlinearity in the amplitude equations is again cubic. It takes into account
the sum over all p,q, r = 1, . . . ,M , for which the resonance condition of order Λ = 3 holds.
Explicitly, this is equivalent to the following two conditions
kp − kq + kr = km, E	p(kp)−E	q (kq)+E	r (kr ) = E	m(km), (2.5)
where the first equation has to be understood as a summation modulo Γ ∗. Eqs. (2.5) describe a
so-called four-wave interaction, i.e. three modes μp , μq , μr being in resonance with a fourth one
μm ∈ S . Clearly, the nonlinear structure on the right-hand side of (1.5) is such that energy transfer
between different modes can occur. In other words, even if initially some of the amplitudes
am(0, ·) are zero, they will not remain so in general for times |t | = 0 (see also Section 2.4.1
below).
Concerning existence and uniqueness of solutions to the above given amplitude equations, we
only need a local-in-time result.
Lemma 2.4. For any initial data (a1(0, ·), . . . , aM(0, ·)) ∈ HS(Rd)M , with S > d/2, the system
(1.5) admits a unique solution
(a1, . . . , aM) ∈ C0
([0, T );HS(Rd))M ∩C1((0, T );HS−1(Rd))M,
up to some (finite) time T > 0.
Proof. Since the left-hand side of (1.5) only generates translations by a constant velocity
ϑm ∈ Rd and thus conserves the L2(Rd) norm of each am(t, x), the assertion of the lemma
follows by a standard fixed point argument. 
Remark 2.5. Discarding for a moment the nonlinear term in (1.5) we want to point out that the
remaining linear transport part is much simpler than in the case of the full WKB type approxima-
tion, as discussed in [8] (for a single mode only). In particular we do not run into any problems
due to caustics, since the phase functions
ϕm(t, x) = km · x − tE	m(km)
are globally defined. Also note that in the present work the so-called Berry term vanishes, since
we do not take into account additional non-periodic potentials, cf. [8,23].
2.4. Examples
In order to illustrate the abstract concepts defined in the former subsections we shall in the
following consider several particular examples of nonlinear wave interactions appearing in our
model (see also [1] for similar discussions).
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In this example we shall restrict ourselves to a set of modes {μm = (km, 	m): m = 1,2,3}
which is closed of order Λ = 3, at least, and which satisfies the following resonance conditions
k1 − k2 + k1 = k3, E	1(k1)−E	2(k2)+E	1(k1) = E	3(k3). (2.6)
(Again the first summation has to be understood modulo Γ ∗.) This yields the following set of
amplitude equations
⎧⎪⎨⎪⎩
i∂ta1 + iϑ1 · ∇xa1 = W1(a)a1 + 2κ(1,2,1,3)a1a2a3,
i∂ta2 + iϑ2 · ∇xa2 = W2(a)a2 + κ(1,2,1,3)a21a3,
i∂ta3 + iϑ3 · ∇xa3 = W3(a)a3 + κ(1,2,1,3)a21a2,
(2.7)
where we shortly denote
Wm(a) := κ(m,m,m,m)|am|2 + 2
∑
j=1,2,3:
j =m
κ(m,j,j,m)|aj |2 ∈ R.
We consequently expect the solution of (1.1) to be asymptotically described by
uε(t, x) ∼
3∑
m=1
am(t, x)χ	m
(
x
ε
; km
)
ei(km·x−E	m(km)t)/ε +O(ε), 	m ∈ N.
It is easily seen that the nonlinearities Wm(a)am cannot transfer energy from one band to the
other as they are homogeneous in the respective am(t, x) and that all of the appearing κ(m,j,j,m),
m,j = 1,2,3, are indeed real-valued. What is more important though is the fact that the above
given amplitude system (2.7) includes an invariant sub-system. Namely, if initially a1(0, ·) = 0,
it remains so for all t ∈ R and thus the above given system simplifies to
{
i∂ta2 + iϑ2 · ∇xa2 =
(
κ(2,2,2,2)|a2|2 + 2κ(2,3,3,2)|a3|2
)
a2,
i∂ta3 + iϑ3 · ∇xa3 =
(
κ(3,3,3,3)|a3|2 + 2κ(2,3,3,2)|a2|2
)
a3.
However, such a decoupling does not exist if initially a2(0, ·) = 0, since this amplitude will be
generated during the course of time by the remaining two others. Analogously a3 is generated by
interaction of a1 and a2.
More formally we can also infer this fact from the closure condition, since any possible com-
bination of k2 and k3 via the mapping Σ (with Λ = 3) yields either k2, k3, or any other value
(like 2k2 − k3) which is not in G(1)S by assumption (recall that the system of modes μ1, μ2, μ3
is assumed to be closed of order Λ = 3). However, if one aims to follow the same argument for,
e.g., k1 and k2, the first equation in (2.6) shows that this sub-system is not closed.
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This is a particular situation where we keep the band index 	 ∈ N fixed and thus only consider
the interaction of several pulses within a single Bloch band. Hence the solution to (1.1) takes the
asymptotic form
uε(t, x) ∼
M∑
m=1
am(t, x)χ	
(
x
ε
; km
)
ei(km·x−E	(km)t)/ε +O(ε), 	 ∈ N.
In particular we can expect this description to be correct in cases where the Bloch band E	(k)
admits only a moderate variation 	 := vark∈BE	(k) and is well separated from the rest of the
spectrum of HΓ (k) by a sufficiently large gap, i.e.
min
{∣∣E	(k)−En(k)∣∣: n ∈ N, n = 	} 	 > 0.
It is easy to show then that a four-wave interaction can always be realized within such a band.
Choose kmax and kmin such that E	(kmin)E	(k)E	(kmax) for all k ∈ B. We are looking for a
triple (k1, k2, k3) satisfying (2.6) with 	j = 	, j = 1,2,3. To this end we note that k3 = 2k1 − k2,
modulo Γ ∗, and define
e(k1, k2) ≡ 2E	(k1)−E	(k2)−E	(2k1 − k2).
Then we have e(kmax, kmin) > 0 > e(kmin, kmax) and by a simple application of the intermediate-
value theorem, we easily find k1, k2 with k1 = k2 and e(k1, k2) = 0.
2.4.3. The case of a single pulse decomposed into several bands
This is a second particular case, where we expect an asymptotic description for solutions to
(1.1) given by
uε(t, x) ∼
L∑
	=1
a	(t, x)χ	
(
x
ε
; k0
)
ei(k0·x−E	(k0)t)/ε +O(ε), k0 ∈ R,
where k0 is some given wave vector. One should have the following intuition: Given an initial
plane wave of the form
uεin(x) = f (x)eik0·x/ε,
one decomposes the slowly varying macroscopic amplitude f (x) into a sum of terms, each of
which is concentrated on a single Bloch band. This is possible due to Bloch’s theorem, which
ensures that L2(Rd) = ⊕∞	=1H	, where H	 are the so-called band spaces. Strictly speaking
though, one would require countably many terms in the decomposition, which we can take into
account here. However for any practical purposes (and if f (x) is sufficiently smooth and rapidly
decaying) only the first few Bloch bands need to be taken into account as all higher bands give
negligible contributions, cf. [17]. We shall not go into more details here on the precise definition
of H	, etc. but refer to [3,4,26,30] for more details on these classical results (see also [17] for a
numerical approach).
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condition in (2.5) is trivially fulfilled, since we are only dealing with a single wave vector k0.
Thus, it is merely a question on the precise structure of the bands E	(k0) whether one can indeed
expect resonances.
3. Formal derivation of the approximate solution
In the following we consider a finite set S of modes which is closed of order Λ = 2N + 1, for
some N ∈ N, to be determined later.
For solutions of (1.1) we seek an asymptotic two-scale expansion of the following form
uεN(t, x) :=
N∑
n=0
εnvn
(
t, x,
t
ε
,
x
ε
)
, (3.1)
where
vn(t, x, τ, y) :=
∑
σ∈G(2n+1)S
An,σ (t, x, y)Eσ (τ, y), (3.2)
with Eσ (τ, y) := eiσ ·(y,−τ), for σ ∈ G(2n+1)S ≡ Σ(S2n+1). Note that in the most simple case,
where n = 0, we get that σ = (k,E	(k)), with (k, 	) ∈ S , which yields Eσ (τ, y) = ei(k·y−E	(k)τ),
a simple plane wave. Moreover, if σj ∈ G(2nj+1)S , for j = 1,2,3, this yields
Eσ1Eσ2Eσ3 = Eσ1−σ2+σ3 , (3.3)
with σ1 − σ2 + σ3 ∈ G(2(n1+n2+n3)+3)S . Of course we also impose that
An,σ (·, ·, y + γ ) = An,σ (·, ·, y), ∀y ∈ Rd , γ ∈ Γ.
3.1. The general strategy
As already said before, we shall only consider the case of simple eigenvalues E	(k), for
simplicity. Plugging the ansatz (3.1), (3.2) into (1.1) and expanding in powers of ε, we formally
obtain
iε∂tuεN −HεperuεN − εκ
∣∣uεN ∣∣2uεN = N∑
n=0
εnXn + res
(
uεN
)
,
with the residual
res
(
uεN
)= 3N+1∑ εnXn. (3.4)n=N+1
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Lσ0 := E −HΓ (k), Lσ1 := i∂t + ik · ∇x + divx ∇y, L2 :=
1
2
x (3.5)
this yields
X0 :=
∑
σ∈G(1)S
(
Lσ0 A0,σ
)
Eσ , (3.6)
and also
X1 :=
∑
σ∈G(3)S
(
Lσ0 A1,σ
)
Eσ +
∑
σ∈G(1)S
(
Lσ1 A0,σ
)
Eσ
− κ
∑
σj∈G(1)S :
j=1,2,3
A0,σ1A0,σ2A0,σ3Eσ1−σ2+σ3, (3.7)
where we have used the relation (3.3). In general we get for n = 2, . . . ,3N + 1,
Xn :=
∑
σ∈G(2n+1)S
(
Lσ0 An,σ
)
Eσ +
∑
σ∈G(2n−1)S
(
Lσ1 An−1,σ
)
Eσ +
∑
σ∈G(2n−3)S
L2An−2,σ Eσ
− κ
∑
n1+n2+n3=n−1
∑
σj∈G
(2nj+1)
S :
j=1,2,3
An1,σ1An2,σ2An3,σ3Eσ1−σ2+σ3 . (3.8)
Here one should note that An,σ (t, x, y) ≡ 0, for all nN + 1, by assumption.
Now we shall subsequently construct An,σ such that Xn ≡ 0 for n = 0, . . . ,N . To this end we
have to compare equal coefficients of Eσ . We consequently obtain, from (3.6)–(3.8), equations
of the form
Lσ0 An,σ = Fn,σ , σ ∈ G(2n+1)S , (3.9)
where the right-hand side Fn,σ can be determined from the coefficients (Am,σ )σ∈G(2m+1)S for
m = 0,1, . . . , n− 1. More precisely
Fn,σ := −Lσ1 An−1,σ −L2An−2,σ
+ κ
∑
n1+n2+n3=n−1
∑
σj∈G
(2nj+1)
S :
σ1−σ2+σ3=σ
An1,σ1An2,σ2An3,σ3 . (3.10)
Note that here the summation index has changed in comparison to (3.8). To proceed further we
need to distinguish two possible cases:
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invertibility of Lσ0 , i.e. (L
σ
0 )
−1 ∈ Lin(L2(Y),H 2(Y)) and we obtain
An,σ (t, x, y) =
(
Lσ0
)−1
Fn,σ (t, x, y). (3.11)
The corresponding modes are called non-resonant.
Case II. On the other hand, if σ ∈ G(1)S , then Lσ0 has a nontrivial kernel. In order to distin-
guish this case more prominently from the one above, we shall from now on use the notation
ς ≡ σ ∈ G(1)S , which also characterizes the basic resonant modes μ ∈ S via ς = Σ(μ).
Using the orthogonal projections Pς onto this kernel the necessary and sufficient solvability
condition for (3.9) in this case is then given by
PςFn,ς (t, x, y) = 0, (3.12)
which yields (recall that dim(ranPς ) = 1, by assumption)
〈χς ,Fn,ς 〉L2(Y) = 0, for 0 = χς ∈ ranPς . (3.13)
Under this condition, we consequently obtain
An,ς (t, x, y) = an,ς (t, x)χς (y)+A⊥n,ς (t, x, y), (3.14)
with
A⊥n,ς :=
(
L
ς
0
)−1
(1 − Pς )Fn,ς . (3.15)
Note that here an,ς is still undetermined. However the condition (3.13) provides a partial differ-
ential equation for an−1,ς , the so far undetermined part of the previous step.
Remark 3.1. In the case of non-simple eigenvalues E	(k), i.e. dim(ranPς ) = R > 1, we can sim-
ply use a smooth orthonormal basis {χς,r }Rr=1 of ranPς and generalize the above given formulas
(3.12), (3.14) accordingly.
3.2. Explicit calculations
In the following we shall determine the approximate solution in more detail, by following the
above described strategy.
n = 0: We need to solve X0 ≡ 0 and immediately note that in this case, Case I above is
obsolete. Then, in Case II, Eq. (3.6) implies
L
ς
0A0,ς = 0, ς ∈ G(1)S ,
and thus (3.14) simplifies to
A0,ς = a0,ς (t, x)χς (y), (3.16)
with a0,ς still to be determined.
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and (3.11) imply
A1,σ = κ
(
Lσ0
)−1( ∑
ς1,ς2,ς3∈G(1)S
σ=ς1−ς2+ς3
A0,ς1A0,ς2A0,ς3
)
= κ
∑
ς1,ς2,ς3∈G(1)S :
σ=ς1−ς2+ς3
a0,ς1a0,ς2a0,ς3
(
Lσ0
)−1
(χς1χς2χς3), (3.17)
where for the second equality we simply insert (3.16). We proceed with Case II: To this end the
solvability condition (3.12) for ς ∈ G(1)S allows us to determine the so far still unknown a0,ς ,
obtained before. By (3.13), this yields∫
Y
χς(y)F1,ς (t, x, y)dy = 0, (3.18)
where
F1,ς = Lς1A0,ς − κ
∑
ς1,ς2,ς3∈G(1)S :
ς=ς1−ς2+ς3
A0,ς1A0,ς2A0,ς3 . (3.19)
From the definition of Lς1 in (3.5) and using the following basic identity〈
χ	, (−i∇y + k)χ	
〉
L2(Y) = ∇kE	(k),
a straightforward calculation shows, cf. the appendix of [8], that (3.18) can be written as
∂ta0,ς + ϑς · ∇xa0,ς +
∑
ς1,ς2,ς3∈G(1)S :
ς=ς1−ς2+ς3
iκ(ς1,ς2,ς3,ς)a0,ς1a0,ς2a0,ς3 = 0, (3.20)
where we denote
κ(ς1,ς2,ς3,ς) := κ
∫
Y
χς1(y)χς2(y)χς3(y)χς (y)dy.
Since any ς ∈ G(1)S corresponds to a unique m = 1, . . . ,M , via ς = Σ(μm) = (km,E	m(km)),
with μm = (km, 	m) ∈ S , we can shortly write
a0,ς (t, x) ≡ am(t, x), χς (y) ≡ χ	m(y; km), ϑς ≡ ϑm.
Hence the amplitude equations (3.20) can be equivalently written in the form (1.5) used before.
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we finally get that
A1,ς (t, x, y) = a1,ς (t, x)χς (y)+
(
L
ς
0
)−1
(1 − Pς )F1,ς (t, x, y),
where again the coefficients a1,ς are still arbitrary and have to be determined by the solvability
condition for n = 2. Since this yields an initial value problem for a1,ς (see below) we are free to
choose its value at time t = 0. For simplicity we shall put a1,ς (0, ·) = 0.
n  2: From here we proceed inductively, as described above, by solving Xn ≡ 0. The only
difference that occurs is that in Case II the coefficients an,ς do not solve a nonlinear initial
value problem, but rather a system of linear, inhomogeneous transport equations. Indeed, lengthy
calculations show that
∂tan,ς + ϑς · ∇xan,ς +
∑
ς˜ ,ς1,ς2∈G(1)S :
ς˜−ς1+ς2=ς
2iκ(ς˜,ς1,ς2,ς)an,ς˜ a0,ς1a0,ς2
+
∑
ς1,ς˜ ,ς2∈G(1)S :
ς1−ς˜+ς2=ς
iκ(ς1,ς˜ ,ς2,ς)a0,ς1an,ς˜ a0,ς2 + iΘn = 0, (3.21)
with source term
Θn := −Pς
(
L
ς
1A
⊥
n,ς +L2An−1,ς
)
+ κPς
( ∑
ς˜ ,ς1,ς2∈G(1)S :
ς˜−ς1+ς2=ς
2A⊥n,ς˜A0,ς1A0,ς2 +
∑
ς1,ς˜ ,ς2∈G(1)S :
ς1−ς˜+ς2=ς
A0,ς1A
⊥
n,ς˜A0,ς2
)
+ κPς
( ∑
ς1,ς2∈G(1)S /σ :
σ−ς1+ς2=ς
2An,σA0,ς1A0,ς2 +
∑
ς1,ς2∈G(1)S /σ :
ς1−σ+ς2=ς
A0,ς1An,σA0,ς2
)
+ κPς
( ∑
n1+n2+n3=n:
njn−1
∑
σj∈G
(2nj+1)
S :
σ1−σ2+σ3=ς
An1,σ1An2,σ2An3,σ3
)
.
Again we shall put an,ς (0, ·) = 0 for simplicity, since we are free to choose the initial values for
(3.21). Finally, we note that, in order to satisfy XN ≡ 0 (i.e. in the last step), we do not need to
determine the corresponding aN,ς and thus we can impose aN,ς (t, ·) ≡ 0.
4. Justification of the amplitude equations
In order to obtain our main result, Theorem 4.5, we have to justify the above given formal
calculations rigorously. In particular we need a nonlinear stability result on our approximation.
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In the above section we derived an approximate solution uεN which admits an asymptotic
expansion of the following form
uεN(t, x) =
∑
ς∈G(1)S
a0,ς (t, x)χς
(
x
ε
)
Eς
(
t
ε
,
x
ε
)
+
N∑
n=1
εn
∑
ς∈G(1)S
(
an,ς (t, x)χς
(
x
ε
)
+A⊥n,ς
(
t, x,
x
ε
))
Eς
(
t
ε
,
x
ε
)
+
N∑
n=1
εn
∑
σ∈G(2n+1)S \G(1)S
An,σ
(
t, x,
x
ε
)
Eσ
(
t
ε
,
x
ε
)
, (4.1)
where the first two lines on the right-hand side include only resonant modes while the last one
takes into account the generated non-resonant terms. To this end we required the appearing finite
set of modes to be closed of order Λ = 2N + 1.
To proceed further let us, for s ∈ [0,∞), introduce the scaled Sobolev spaces
Hsε :=
{
f ∈ L2(Rd); ‖f ‖Hsε < ∞},
with
‖f ‖2Hsε :=
∫
Rd
(
1 + |εp|2)s∣∣fˆ (p)∣∣2 dp.
Here fˆ denotes the usual Fourier transform of f in L2(Rd). Note that in Hsε the following
Gagliardo–Nirenberg inequality holds
∀s > d
2
∃C∞ > 0: ‖f ‖L∞  C∞‖f ‖Hs C∞ε−d/2‖f ‖Hsε , (4.2)
where the factor ε−d/2 is easily obtained by scaling. In the following lemma we collect the
a priori estimates on uεN needed in order to prove our main result.
Lemma 4.1. For d,N ∈ N and s ∈ [0,∞) let K = max{0, s + d2 − 2} and S > N + s + d2 ,
or, if d = 1, S  N + s + 1. Moreover, assume that ∂αVΓ ∈ L∞(Y), for all |α|  K , and let
(a1, . . . , aM) ∈ C0([0, T ),HS(Rd))M be a solution of the amplitude equations (1.5).
Then, the approximate solution uεN , given in (4.1), satisfies the following estimates. For each
T∗ ∈ (0, T ) there exist positive constants Ca,Cb,Cr > 0, such that, for ε ∈ (0,1), |α|  s, and
t ∈ [0, T∗], it holds∥∥(ε∂x)αuεN(t, ·)∥∥L∞ Ca, ∥∥uεN(t, ·)∥∥Hsε  Cb, ∥∥res(uεN )(t, ·)∥∥Hsε  CrεN+1.
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lish the regularity of An,σ for n = 0, . . . ,N , σ ∈ G(2n+1)S , which have been calculated formally
in Section 3. Under the assumptions (a1, . . . , aM) ∈ C0([0, T ),HS(Rd))M and ∂αVΓ ∈ L∞(Y),
for |α|K , we shall first prove that it holds
An,σ ∈ C0
([0, T ),HS−n(Rd,HK+2(Y))). (4.3)
Indeed, by (3.16), A0,ς (t, x, y) = a0,ς (t, x)χς (y), where a0,ς solves (3.20) and χς is given
by (2.2), and we get immediately (4.3) for n = 0 (cf. Lemmas 2.4 and 4.3 below).
From here it follows, on the one hand, that for σ ∈ G(3)S \ G(1)S , by (3.9) and (3.17),
F1,σ = Lσ0 A1,σ ∈ C0([0, T ),HS(Rd ,H s˜(Y))) with s˜ = K + 2 and hence, by (3.10), A1,σ ∈
C0([0, T ),HS−1(Rd ,H s˜(Y))). On the other hand, for ς ∈ G(1)S we obtain by (3.19) F1,ς ∈
C0([0, T ),HS−1(Rd ,H s˜(Y))), and thus, by (3.15), A⊥1,ς ∈ C0([0, T ),HS−1(Rd,H s˜(Y))).
Moreover, a1,ςχς ∈ C0([0, T ),HS−1(Rd ,H s˜(Y))), since a1,ς solves the linear inhomoge-
neous transport equation (3.21) (for n = 1) with initial condition a1,ς (0, ·) = 0, coefficients in
C0([0, T ),HS(Rd)), and source term Θ1 ∈ C0([0, T ),HS−2(Rd)). Hence, by (3.14), we obtain
(4.3) for n = 1. Proceeding inductively, we obtain (4.3) for all n = 0, . . . ,N via the above given
steps.
Having established (4.3), we aim to show the first estimate of the lemma. To this end we have
to guarantee that for each n = 0, . . . ,N , σ ∈ G(2n+1)S , there exists a C > 0, such that∥∥∥∥(ε∂x)αAn,σ(t, ·, ·ε
)∥∥∥∥
L∞
 C
holds true for all ε ∈ (0,1), |α|  s, and t ∈ [0, T∗]. Using the Gagliardo–Nirenberg inequal-
ity (4.2), we therefore require
(ε∂x)
αAn,σ
(
t, ·, ·
ε
)
∈ Hm(Rd) with m> d
2
, (4.4)
for all |α| s, i.e.
An,σ
(
t, ·, ·
ε
)
∈ Hm∗ε
(
R
d
)
with m∗ > s + d
2
.
Thus, by (4.3), we need m∗ = S − n+ s˜ > s + d2 , that is, either S − n > |β| + d2 and s˜  s − |β|,
or S − n |β| and s˜ > s − |β| + d2 , for all |β| s and all n = 0, . . . ,N . It turns out that in order
to satisfy either of these conditions, the optimal conditions we have to impose concerning the
regularity of An,σ , given in (4.3), are S − n > s + d2 and s˜ = K + 2 > s + d2 , for n = 0, . . . ,N ,
which directly yields the assumptions on S and K stated in the lemma.
The second estimate of the lemma then follows immediately by (4.4). In order to obtain the
third estimate, having in mind the definitions (3.4) and (3.8) with An,σ ≡ 0 for n  N + 1
and aN,ς ≡ 0 (cf. the note after (3.21)), it is necessary and sufficient to assure addition-
ally that aN−1,ς ∈ Hs(Rd), i.e., a0,ς ∈ HN+s+1(Rd). This yields the additional condition
S N + s + 1, and concludes the proof. 
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We shall also need the following result on the linear time-evolution.
Lemma 4.3. For ε ∈ (0,1) denote the unitary propagator corresponding to the linear Hamilto-
nian Hεper, defined in (1.3), by
Uε(t) := e−iHεpert/ε.
For s ∈ [0,∞) assume ∂αVΓ ∈ L∞(Y) for all |α|max{0, s − 2}. Then there exists a Cl > 0,
such that ∥∥Uε(t)f ∥∥
Hsε
 Cl‖f ‖Hsε , for all t ∈ R and all ε ∈ (0,1). (4.5)
Proof. Recalling the definition of Hεper, given in (1.3), we clearly have the basic L2 estimate,∥∥f (t)∥∥
L2 ≡
∥∥Uε(t)f ∥∥
L2 = ‖f ‖L2 , for all t ∈ R,
since Hεper is self-adjoint. Moreover, since Uε(t) obviously commutes with (its generator) Hεper,
so does any power of the latter and we therefore obtain∥∥(Hεper)s/2f (t)∥∥L2 = ∥∥(Hεper)s/2f ∥∥L2 , for all s, t ∈ R.
Without loss of generality we assume here that spec(Hεper) 1, otherwise we may add a constant
independent of ε ∈ (0,1).
For s = 1 this is nothing but energy conservation. Using the conservation of the L2 norm
and the condition VΓ ∈ L∞(Y) we immediately obtain the desired result (4.5) for s = 1 with
Cl = (1 + 4‖VΓ ‖∞)1/2.
For general s ∈ N\{1}, we use integration by parts and the assumed regularity of VΓ to find
ε-independent constants C1,C2 > 0 such that
C1
∥∥(Hεper)s/2f (t)∥∥L2  ∥∥f (t)∥∥Hsε  C2∥∥(Hεper)s/2f (t)∥∥L2 ,
i.e. we have equivalence of the norms uniformly in ε. For general s  0 the same holds true by
interpolation. In summary we obtain boundedness of the unitary group Uε(t) in all Hsε and the
assertion of the lemma is proved. 
4.2. Stability of the approximation
First let us recall the following Moser-type lemma, cf. [25, Lemma 8.1], which we shall use
in the proof of Theorem 4.5 below.
Lemma 4.4. Let R > 0, s ∈ [0,∞), and N (z) = κ|z|2z with κ ∈ R. Then there exists a Cs =
Cs(R, s, d, κ) > 0 such that if∥∥(ε∂)αf ∥∥ ∞ R, ∀|α| s and ‖g‖L∞ R,L
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∥∥N (f + g)−N (f )∥∥
Hsε
 Cs‖g‖Hsε .
Proof. The proof can be found in [25] for s ∈ N and follows by interpolation for general
s ∈ [0,∞). 
With the above results at hand, we are now able to establish our main result, which justifies
rigorously the validity of the amplitude equations (1.5), describing the macroscopic dynamics of
M modulated pulses for a closed mode system of order Λ = 2N + 1 (with N depending on d).
Theorem 4.5. For d ∈ N choose s, S ∈ [0,∞) and N ∈ N such that N,s > d2 and S > N +
s + d2 , or, if d = 1, S  N + s + 1. Let K = max{0, s + d2 − 2} and assume ∂αVΓ ∈ L∞(Y)for all |α|  K . Moreover, let the finite system of modes S = {μ1, . . . ,μM} be closed of order
Λ = 2N + 1.
Then for any solution (a1, . . . , aM) ∈ C0([0, T ),HS(Rd))M of the amplitude equations (1.5),
and any t∗ ∈ (0, T ), β ∈ ( d2 ,N], c > 0, there exist an ε0 ∈ (0,1) and a C > 0, such that for all
ε ∈ (0, ε0), the approximate solution uεN , constructed above, and any exact solution uε of (1.1)
with ∥∥uε(0, ·)− uεN−1(0, ·)∥∥Hsε  cεβ,
satisfy ∥∥uε(t, ·)− uεN−1(t, ·)∥∥Hsε  Cεβ, for all t ∈ [0, t∗].
Remark 4.6. Note, that the approximate solution uεN contains terms up to order O(εN), whereas
the above given error estimates include only uεN−1. The reason for this is that for our proof we
need to work with uεN but still the obtained error is only of the order O(εβ) with β  N . We
can therefore eventually neglect the last term in uεN , or, loosely speaking, we can move it to the
right-hand side of the above given estimate.
Proof of Theorem 4.5. We write the exact solution of (1.1) in the form
uε(t, x) = uεN(t, x)+ εβwε(t, x)
and denote ε(t) := ‖wε(t)‖Hsε . Then, clearly, ε(0)  c, and we will show that there exist
C > 0, ε0 ∈ (0,1), such that, for all ε ∈ (0, ε0], it holds ε(t)  C for t ∈ [0, t∗]. Inserting this
ansatz into (1.1), written as
i∂tuε = −ε2u
ε + 1
ε
VΓ
(
x
ε
)
uε +N (uε), where N (z) = κ|z|2z,
and applying Duhamel’s formula we get
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t∫
0
Uε(t − τ)(N (uεN(τ)+ εβwε(τ ))−N (uεN(τ)))dτ
− ε−(β+1)
t∫
0
Uε(t − τ) res(uεN(τ))dτ,
where res(uεN) is defined in Eq. (3.4). Hence, using Lemmas 4.1 and 4.3 to estimate the residual
and the linear semi-group, respectively, we obtain
ε(t) Clc +ClCrεN−βt + ε−β
t∫
0
Cl
∥∥N (uεN(τ)+ εβwε(τ ))−N (uεN(τ))∥∥Hsε dτ,
since ε(0) c, by assumption. Using N  β and ε ∈ (0,1), we consequently obtain
ε(t)Cl(c +Crt∗)+ ε−β
t∫
0
Cl
∥∥N (uεN(τ)+ εβwε(τ ))−N (uεN(τ))∥∥Hsε dτ,
for t  t∗.
Now, we set C := Cl(c + Crt∗)eClCs t∗ and choose a D > max{c,C}. Then, since D > c 
ε(0) and ε(t) is continuous, there exists, for every ε ∈ (0,1), a positive time tεD > 0, such that
ε(t)D for t  tεD .
The Gagliardo–Nirenberg inequality (4.2) yields, for s > d/2, that∥∥εβwε(t)∥∥
L∞  ε
β−d/2C∞D, for t  tεD.
Hence, using β − d/2 > 0 there exists an ε0 ∈ (0,1), such that∥∥εβwε(t)∥∥
L∞  Ca, for ε ∈ (0, ε0] and t  tεD.
Moreover, by Lemma 4.1 we have ‖(ε∂)αuεN(t)‖L∞  Ca for |α|  s, ε ∈ (0,1), and t < T .
Thus, we can apply Lemma 4.4 (with R = Ca) in order to estimate the nonlinear term and obtain
ε(t) Cl(c +Crt∗)+ClCs
t∫
0
ε(τ )dτ, for ε ∈ (0, ε0] and t  tεD.
Gronwall’s lemma then yields
ε(t) Cl(c +Crt∗)eClCs t  C, for ε ∈ (0, ε0] and t  t∗.
Since C <D, we conclude that the assumptions needed in order to apply Lemma 4.4 are fulfilled
for all ε ∈ (0, ε0] and all t  t∗, that is tεD  t∗. Thus the above given estimate proves that∥∥uε(t, ·)− uε (t, ·)∥∥ s =O(εβ), for t ∈ [0, t∗].N Hε
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we can finally replace uεN(t, ·) by uεN−1(t, ·) in our stability result, which consequently proves
the assertion of the theorem. 
We want to stress that our stability result is an advancement when compared to the result
of [8], in the sense that our asymptotic estimates no longer suffer from a loss of accuracy in
powers of ε (as has been the case in the cited work). We infer in particular, that our nonlinear
setting allows for the same kind of stability result as one would expect in the linear case.
Theorem 4.5 also shows that no blow-up can occur in the exact solution uε within the interval
t ∈ [0, T ), determined by the existence time of (1.5). Hence, if the system (1.5) indeed admits
global-in-time solutions we deduce that the solutions uε , starting close to such modulated pulses,
exist for arbitrary long times (but blow-up may occur after the modulational structure is lost on
longer time scales).
Finally note that for d = 1 the assumption N > d/2 and the required closure of order
Λ = 2N + 1 imply that, at least, N = 1 and thus Λ = 3, whereas for d = 3 spatial dimen-
sions we need at least N = 2 and hence Λ = 5. This increase of the required Λ for higher spatial
dimensions d can be relaxed though, as we shall show in the following section.
5. The case of higher-order resonances
In Section 3, we derived the approximate solution uεN under the assumption that S satisfies
a closure condition of sufficient high order Λ, i.e. we required Λ = 2N + 1 and N > d/2. We
shall show now that this closure condition can be significantly relaxed if we generalize the ansatz
(3.1), (3.2) slightly by allowing for a larger set of modes G2N+1. To this end we consider the new
ansatz
uεN(t, x) =
N∑
n=0
∑
σ∈G2n+1
εnAn,σ
(
t, x,
x
ε
)
Eσ
(
t
ε
,
x
ε
)
, (5.1)
where the set of modes G2N+1 is then defined inductively as follows: Again we start from
S = {(k1, 	1), . . . , (kM, 	M)}, which is now assumed to be only closed of order Λ = 3 and we set
G1 = G(1)S . However, for n 2 we will allow the sets G2n+1 to be larger than G(2n+1)S . The reason
for this enlargement is motivated by the fact, that
G˜(2n+1)S = G(2n+1)S ∩
(G \ G(1)S )
may be nonempty for some n 2. Then, the corresponding equation (3.9) might not be solvable.
To circumvent this problem, we set
G2n−1 = G(2n−1)S ∪ G˜(2n+1)S .
At stage n − 1 the corresponding An−1,σ with σ ∈ G˜(2n+1)S take the usual product form
an−1,σ (t, x)χσ (y) with χσ ∈ kerLσ ⊂ H 2(Y) and free coefficients an−1,σ . Then, in step n the0
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a linear transport equation for the free coefficients from the solvability condition for the previous
step.
To make this more precise, we associate with the sequence G1,G3, . . . ,G2N+1 another se-
quence Gˇ3, Gˇ5, . . . , Gˇ2N+1 as follows
Gˇ2n+1 =
⋃
n1,n2,n3=0,...,n−1
n1+n2+n3=n−1
(G2n1+1 − G2n2+1 + G2n3+1). (5.2)
Hence, Gˇ2n+1 contains all modes of order O(εn) that can be generated by the cubic nonlinearity
|u|2u from the already given terms of lower order.
Definition 5.1. A mode set S = {(k1, 	1), . . . , (kM, 	M)} is called weakly closed of order 2N +1,
if there exists a sequence G1 ⊂ G3 ⊂ · · · ⊂ G2N+1 ⊂ B × R such that the following conditions
hold:
(i) G2n+1 is finite for n = 0,1, . . . ,N ;
(ii) G1 = G(1)S = Σ(S);
(iii) Gˇ2n+1 ⊂ G2n+1 for n = 1, . . . ,N ;
(iv) if σ ∈ G2n+1 ∩ G with n ∈ N, then either σ ∈ G2n−1 or σ /∈ Gˇ2n+1;
(v) for each σ ∈ G2N+1 ∩ G the group velocity ϑσ = ∇kE	(k) exists,
where Gˇ3 ⊂ · · · ⊂ Gˇ2N+1 is the sequence associated with G1, . . . ,G2N+1 according to (5.2).
Condition (iv) means that any occurring resonant mode must either occur already in an earlier
step and hence has a corresponding free coefficient or it appears for the first time but it is not yet
generated by the nonlinear interaction. This will become clearer in the following examples.
Example 5.2. We first show that a system which is closed of order 2N+1 is also weakly closed of
order 2N + 1. For this we simply set G2n+1 = G(2n+1)S . By construction, the associated sequence
is Gˇ2n+1 = G2n+1 and the conditions (i) to (iii) hold immediately. Moreover, (iv) follows since
G2n+1 ∩ G = G1 = G(1)S .
Example 5.3. We now show that a weak closure of order Λ is in general a weaker condition than
closure of order Λ is. For this consider the case S = {(k1, 	1), (k2, 	2)} such that G1 = G(1)S ={σ1, σ2} ⊂ G with σj = (kj ,E	j (kj )). An easy induction argument gives
G(2n+1)S =
{
(n+ 1 − j)σ1 + (j − n)σ2; j = 0,1, . . . ,2n+ 1
}
.
Now assume that G ∩ G(2N∗+1)S ⊂ {σ1, σ2,3σ1 − 2σ2} for some N∗  2, i.e. we have a closure of
order 3 but not of order 5.
We claim that a weak closure of order 2N + 1 still holds for any N such that 3N  2N∗. For
n = 0, . . . ,N we let
G2n+1 =
{
jσ1 + (1 − j)σ2; j = −βn, . . . , αn
}
,
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tion of the sequences (αn,βn)n we thus have G3 = Gˇ3 ∪ {3σ1 − 2σ2} and G2n+1 = Gˇ2n+1 for
n = 2, . . . ,N . Hence conditions (i) to (iii) of Definition 5.1 are fulfilled. Condition (iv) also
holds since G2n+1 ∩ G ⊂ G1 ∪ {3σ1 − 2σ2}.
Repeating the construction of Section 3.2 analogously we obtain the following result.
Lemma 5.4. Let S = {(k1, 	1), . . . , (kM, 	M)} be a set of modes that is closed of order Λ = 3
and weakly closed of order Λ = 2N + 1 for some N ∈ N. Then an approximation
uεN(t, x) =
N∑
n=0
εn
∑
σ∈G2n+1
An,σ
(
t, x,
x
ε
)
Eσ
(
t
ε
,
x
ε
)
(5.3)
can be constructed as in Sections 3.1 and 3.2, where G1 ⊂ · · · ⊂ G2N+1 is the sequence guaran-
teed by Definition 5.1.
Hence, via the same steps as in Section 4 one can easily obtain a justification of the amplitude
equations (1.5) under these relaxed resonance conditions.
Corollary 5.5. Let d,N ∈ N and S be a mode system that is closed of order Λ = 3 and weakly
closed of order Λ = 2N + 1. Then, under the same assumptions as before the statement of The-
orem 4.5 holds analogously with the approximate solution given by (5.3).
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Appendix A. Hamiltonian structure and conservation laws of the amplitude equations
Recalling the amplitude equations in the general form (1.5), i.e.
i∂tam = −iϑm · ∇xam +
M∑
p,q,r=1:
Σ(μp,μq,μr )=Σ(μm)
κ(p,q,r,m)apaqar , (A.1)
for m = 1, . . . ,M , we want to highlight the Hamiltonian structure of this equation as well as to
deduce the conserved quantities which follow from the specific structure of the resonances. For
a general method on how to derive the reduced Hamiltonian structure and the first integrals for
(A.1) we refer to [12,13]. Here we just collect the results that are obtained with the general theory
developed there.
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Hred(a) =
∫
Rd
M∑
m=1
(amϑm · ∇am)+
M∑
p,q,r=1:
Σ(μp,μq,μr )=Σ(μm)
κ(p,q,r,m)
2
apaqaram dx,
and the symplectic two-form i = √−1. Hence, (A.1) takes the form
i∂tam = δamHred(a).
Note that the reduced Hamiltonian Hred(a) is not obtained as the lowest order expansion of the
original Hamiltonian Hε(uε) of the full system, which reads
Hε(uε)= ∫
Rd
ε2
2
|∇u|2 + VΓ
(
x
ε
)∣∣uε∣∣2 + εκ
2
|u|4 dx.
Indeed, inserting the ansatz uε = uεN , as given in (4.1), into Hε(uε) we find, as ε → 0, that
Hε(uεN )= I(a)+O(ε), with I(a) = ∫
Rd
M∑
m=1
E	m(km)|am|2 dx.
Even though not a Hamiltonian, I(a) clearly is a conserved quantity for the amplitude sys-
tem (A.1).
However, the energy levels E	m(km) ≡ ωm do not occur explicitly in the amplitude sys-
tem (A.1). Hence, any choice of ω˜m ∈ R that is compatible with the resonance conditions (2.5)
leads to additional conserved quantities. More precisely, if ω˜1, . . . , ω˜M are chosen such that for
any p,q, r,m ∈ {1, . . . ,M} the resonance conditions (2.5) imply the identity
ω˜p − ω˜q + ω˜r = ω˜m,
then
I˜(a) =
∫
Rd
M∑
m=1
ω˜m|am|2 dx
defines a first integral. These integrals are also called the Manley–Rowe invariants, see [21,
Chapter XIII]. The set of all these quadratic invariants spans a linear space of dimension M −R,
where R is the dimension of the set of independent resonances given by the first equation in (2.5).
A particular choice is ω˜1 = · · · = ω˜M = 1, which leads to the trivial fact that the L2 norm is
preserved. Of course, this can also be deduced from the fact that the L2 norm was preserved in
the original problem for uε or from the fact that the mode system is invariant under the phase
shifts (a1, . . . , aM) → (eiαa1, . . . , eiαaM), with α ∈ R. Similarly, the Manley–Rowe invariants
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compatible with the resonance structure, i.e.
T˜α : (a1, . . . , aM) →
(
eiω˜1αa1, . . . , e
iω˜MαaM
)
.
Finally, it should be mentioned that the mode system (A.1) is translation invariant. This provides
first integrals associated with the translation operators in the coordinate directions
I transθ (a) =
∫
Rd
M∑
m=1
(amθ · ∇am)dx, θ ∈ Rd .
So far, we are not able to show that these conserved quantities are enough to provide a global
existence result. Note in particular, that for the original problem the case κ > 0 leads to an energy
that is definite and allows us to conclude global existence for the nonlinear Schrödinger equation
(1.1). For the mode system (A.1) the sign of κ is no longer helpful, since the term involving
derivatives is indefinite. Note also that global existence for the mode system cannot be inferred
from global existence of (1.1), since we cannot expect the solutions uε to remain in the form of
modulated pulses for all times.
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