The Holevo quantity provides an upper bound for the mutual information between the sender of a classical message encoded in quantum carriers and the receiver. Applying the strong subadditivity of entropy we prove that the Holevo quantity associated with an initial state and a given quantum operation represented in its Kraus form is not larger than the exchange entropy. This implies upper bounds for the coherent information and for the quantum Jensen-Shannon divergence. Restricting our attention to classical information we bound the transmission distance between any two probability distributions by the entropic distance, which is a concave function of the Hellinger distance.
I. INTRODUCTION
The goal of quantum information is to efficiently apply quantum resources to encode, manipulate, and transmit information. One of the key results about transmitting classical information by quantum means is the Holevo bound: it provides an upper bound for the accessible information or, stated differently, quantum distinguishability between initial states cannot be increased by measuring them [1] .
Assume that a source emits messages written in an alphabet X and that these messages are sent to a receiver using a quantum device. Each letters a i is encoded in a quantum state, i.e., in a density matrix ρ i . The receiver performs a measurement on the encoded messages and obtains classical data written in an alphabet Y . The probability that the source emits a i is given by q i and so with high probability messages of length n will belong to a set containing about exp nH(X) words where H is the Shannon entropy: H(X) := − i q i ln q i . By performing a general POVM the receiver reads the letter b i with a probability p i . The accessible information is then the mutual information H(X : Y ) = H(X) + H(Y ) − H(X, Y ), where H(X, Y ) is the Shannon entropy of the joint probability distribution. The fundamental result of Holevo gives [2, 3] an upper bound for the mutual information, independent of the measurement:
Here S(ρ) := − Tr ρ ln ρ is the von Neumann entropy of the state ρ. The right-hand side of inequality (1)
is the Holevo quantity of the ensemble {q i , ρ i }.
It is well-known [1] that the Shannon entropy of the probability vector {q i } gives an upper bound for χ:
In this work we provide a better upper bound for the Holevo quantity and explore some of its consequences for classical and quantum information theory.
II. QUANTUM OPERATIONS
Consider a quantum system A in the state ρ interacting with an environment B initially in a pure state |φ ∈ H B . Any quantum operation Φ on the system can by seen as a global unitary dynamics followed by the partial trace over the environment:
Here U is a unitary matrix of the total system AB and Tr B denotes the partial trace over the environment. The map Φ is completely positive and can be represented in Kraus form:
where the operators K i are determined by minors of U . Due to the unitarity of U the set of Kraus operators is a resolution of the identity:
that Φ preserves the trace.
We consider also a quantum mapΦ complementary to Φ defined by the partial trace over the principal system [4, 5] :
The state σ =Φ(ρ) is the state of the environment after the interaction and is called a correlation matrix. Its matrix elements can be expressed in terms of the Kraus operators:
If the initial state ρ is pure then S(σ) is the entropy exchanged between the system and the environment. Therefore S(σ) is called the exchange entropy. Due to the identity resolution the set of Kraus operators describes a Positive Operator-Valued Measure. Such a selective measurement transforms an initial state ρ into one of the output states ρ 
III. THE MAIN RESULT
To prove our main result we first reformulate the strong sub-additivity inequality for quantum entropy.
Proposition 1. Let ω 123 be a three party quantum state, then
Conversely, if (7) holds for any three party quantum state then also
In these inequalities reduced states are obtained by tracing out over the complementary subsystems, e.g.,
Proof. The proof relies on purification. Indeed, purifying ω 123 to ω 1234 we have the strong sub-additivity inequality
As ω 1234 is pure, S(ω 234 ) = S(ω 1 ) and S(ω 34 ) = S(ω 12 ) which turns (9) into (7).
Conversely, if (7) holds, we apply it to a purification ω 1234 of ω 123 to obtain
Using S(ω 4 ) = S(ω 123 ) and S(ω 24 ) = S(ω 13 ) we recover (8).
It is well-known that, in contrast to classical entropy, quantum entropy does not necessarily increase in the number of parties: S(ω 1 ) ≤ S(ω 12 ). Proposition 1 is therefore trivial in the classical case but bounds the sum of entropies of single party quantum states by that of entropies of joint extensions. Our main result is contained in the following bounds:
Proposition 2. Consider a state ρ, a quantum operation Φ and the image of ρ under Φ:
The complementary channel produces a correlation matrix σ =Φ(ρ) with elements specified in (6) . Define the probability vector with entries q i := Tr ρK † i K i and quantum states ρ
Then a) the Holevo quantity is bounded by the exchange entropy:
b) the average entropy is bounded by the entropy of the initial state,
Proof. a) The rightmost inequality: S(σ) ≤ H({q i }) is a direct consequence of the majorization theorem which says that for any state S(σ) ≤ S(diag(σ)), see e.g. [6] . To prove the left inequality consider the isometry F |φ := i |i ⊗ |i ⊗ K i |φ and the three-partite quantum state
It is convenient to introduce the notation
Substituting these expressions in (7) yields the first inequality in (11).
b) Since the transformation F in (13) is an isometry the three-partite state ω 123 has the same spectrum as ρ up to multiplicities of zero. Hence, ω 123 and ρ have the same entropy. The equality (14) and the Araki-Lieb inequality S(ω 1 ) − S(ω 23 ) ≤ S(ω 123 ) then yield (12) .
The
We analyze here some of their consequences. The inequality (11) is saturated for orthogonal Kraus operators, Tr Note also that inequality (12) differs fromS =
, which is implied by the concavity of entropy. For a bistochastic map Φ the entropy does not decrease, so in this case we may writeS ≤ S(ρ) ≤ S(ρ ′ ).
The Jamio lkowski isomorphism represents of a quantum map Φ acting on an N -level system by a density matrix σ Φ on an extended space:
|i ⊗ |i is a maximally entangled state. The degree of non-unitarity of an operation Φ can be quantified by its entropy [6] , defined as the entropy of the corresponding state S(Φ) := S(σ Φ ). If the initial state ρ is maximally mixed, then the exchange entropy S(σ) is equal to the entropy of the map [7] . Proposition 2 yields now a simple interpretation of the entropy of a map: it is an upper bound for the Holevo quantity (2) for a transformation of the maximally mixed state ρ * = ½/N . Furthermore, the entropy of a map is an upper bound for the Holevo quantity associated with ensembles of Kraus maps acting on the mixed state ρ *
where the maximum is taken over sets of Kraus operators that realize the same quantum operation: Φ(ρ) =
IV. COHERENT INFORMATION
Investigating the entropy transfer induced by a quantum map Φ that sends a state ρ to ρ [8] proved the inequality
The correlation matrix σ is defined in (6) and the proof is based on sub-additivity of entropy and on the ArakiLieb triangle inequality. The difference of entropies,
Linblad's inequality states that I coh ≤ S(ρ). We are now in position to refine this bound. 
The coherent information for the quantum operation Φ 1 is bounded by
(17)
b) The coherent information for the concatenation Φ 2 •Φ 1 is bounded by
Proof. Relation (17) is a direct consequence of proposition 2, as these inequalities are obtained by combining (11) and (12) . To show (18) we consider the fourpartite state
where
Consider the strong subadditivity relation
The left-hand side inequality (18) which we want to prove can be rewritten as
Therefore, it is sufficient to prove that S(ω 
V. THE JENSEN-SHANNON DIVERGENCE
Let us now consider the static case in Fig. 1b : a quantum ensemble {q i , ρ i } which determines the average statē ρ := i q i ρ i . For an ensemble of classical measures, {q i , µ i } one defines the generalized Jensen-Shannon divergence (JSD) by
which is an exact classical analogue of the expression (2). Hence the Holevo quantity χ is often called the Quantum Jensen-Shannon divergence (QJSD) [9] [10] [11] .
It is intuitively clear that the results in Section III may be used to derive upper bounds for QJSD, although the map Φ in Proposition 2 and its Kraus form are not specified here. For any initial state ρ and an arbitrary Kraus operator K i we consider the polar decomposition
Here X i is a Hermitian matrix and U i
, so the elements of the correlation matrix (6) read:
In this way we arrive at As a simple application consider the case of an ensemble with 2 elements. To obtain the lowest upper bound for QJSD we need to minimize the entropy of the correlation matrix (23) over sets of unitaries {U 1 , U 2 }. This is equivalent to finding the POVM which minimizes S(σ) among all measurements which result in the same ensemble of output states. 
where √ F is the root fidelity [12] :
Proof. Given λ, ρ 1 , and ρ 2 the entropy S(σ) is minimal, if the absolute value of the off-diagonal element σ 12 is maximal. As | Tr A B| ≤ a Tr |B| we have the upper bound
Moreover the inequality is saturated by choosing for U 1 U † 2 the adjoint of the unitary of the polar decomposition of ρ Let us now set λ = 1 − λ = 1 2 . In this case the quantum Jensen-Shannon divergence can be written as
is the quantum relative entropy [1] . The spectrum of the correlation matrix (24) is (µ, 1 − µ) with µ = 1 2 (1 − √ F ). Hence we get an explicit formula for the exchange entropy S(σ) and the universal bound for QJSD
is the Shannon entropy of a probability vector of size 2.
The right-hand side of (26) can be used to characterize closeness between quantum states. Although the entropy H 2 does not obey the triangle inequality its square root does. Such an entropic distance was advocated by Lamberti et al. [13] as a natural metric in the space of quantum states:
To show that D E is a distance one may use the Bu- Turning now to the classical case, i.e., diagonal density matrices, the root fidelity reduces to the Bhattacharyya coefficient B(P, Q) = i √ p i q i while the Bures distance is equivalent to the Hellinger distance [6] 
The entropic distance D E between two classical states is then a concave function of their Hellinger distance, D E (P, Q) = H 2 (D 2 H (P, Q)/4). Although JSD does not satisfy the triangle inequality, its square root does [14] and is called the transmission distance [11] . Inequality (26) implies thus the following relation between the transmission distance D T and the entropic distance D E used in [13] ,
which is illustrated in Fig. 2 . 
VI. CONCLUSION
In this work we showed that the Holevo quantity χ is bounded by the exchange information S(σ) and we analyzed some consequences of this result. In particular, we showed that the transmission distance D T between classical states is bounded by their entropic distance D E .
