Target tracking in high clutter or low signal-to-noise environments presents many challenges to tracking systems. Joint Maximum Likelihood estimator combined with Probabilistic Data Association (JML-PDA) is a well-known parameter estimation solution for the initialization of tracks of very low observable and low signal-to-noise-ratio targets in higher clutter environments. On the other hand, the Joint Probabilistic Data Association (JPDA) algorithm, which is commonly used for track maintenance, lacks automatic track initialization capability. This paper presents an algorithm to automatically initialize and maintain tracks using an integrated JPDA and JML-PDA approach that seamlessly shares information on existing tracks between the JML-PDA (used for initialization) and JPDA (used for maintenance) components. The motivation is to share information between the maintenance and initialization stages of the tracker, that are always on-going, so as to enable the tracking of an unknown number of targets using the JPDA approach in heavy clutter. The effectiveness of the new algorithm is demonstrated on a heavy clutter scenario and its performance is tested on negibouring targets with association ambiguity using angle-only measurements.
INTRODUCTION
Track Very Low Observable (VLO) targets in high clutter presents many difficulties in target tracking. The term "VLO targets" is also known as targets with low Signal-to-Noise Ratio (SNR). One challenge is that choosing a threshold to have desirable target detection probability and false alarm probability. A better target detection probability requires a lower threshold. However, lowering the threshold has the opposite impact on on probability of false alarm. In addition, as the number of false alarms increases Kalman filter based algorithms rapidly lose efficiency and effectiveness. Thus, new approaches have been introduced for VLO target tracking. Track-Before Detect (TBD) is one such technique that is useful when the SNR is low [1] , [2] , [3] . TBD performs track estimation and track acceptance simultaneously without applying any threshold or lower threshold sensor data. TBD algorithms typically operate on data over several scans as a batch. Therefore, TBD algorithms are better solutions to initiate or sustain a track [4] . However, the computational complexity of TBD algorithms are generally much higher than that of conventional trackers like Kalman filters.
One TBD that has been used in many practical system is the Maximum Likelihood Probabilistic Data Association (ML-PDA) estimator. MLPDA was first introduced in [1] to estimate single target parameter using a batch of bearing and frequency measurements in very high clutter or SNR environment. The ML-PDA tracker uses data over a batch of measurements to compute track estimates using a sliding window. This is an effective approach to initialize tracks in high clutter, but it assumes a deterministic target models (no target process noise). The algorithm formulates a Log-Likelihood Ratio (LLR) from a set of sensor data, and then the track estimate is given by target state that maximizes the LLR. The use of the additional Amplitude Information (AI), a measurement feature, in ML-PDA in [2] facilitated the acquisition of even weaker targets. Furthermore, in [5] , ML-PDA was used to provide consistent initialization, whose initial estimate and covariance were given to an interacting multiple model probabilistic data association filter with amplitude information (IMM-PDAF-AI) for maintenance. This was also demonstrated on an angle-only tracking problem in clutter. Note that the fundamental assumption in these approaches is that there is only one target. In addition, the initialization and maintainance phases were independent except for passing the state from one stage to the next.
An adaptive sliding window in ML-PDA was used in [6] to detect a fast-moving and possibly maneuvering target using an imaging sensor. This resulted in better detection capability than an Interacting Multiple Model estimator combined with Multiple Hypothesis Tracking (IMM-MHT) in high clutter environments. Note that the MHT algorithm is inherently capable of handling multiple targets [7] , [8] .
A multitarget ML-PDA algorithm known as the Joint ML-PDA algorithm (JML-PDA) was used in [4] , [9] for simultaneous track maintenance. This approach is an extension of the standard ML-PDA technique, but here the LLR is formed as a combination of state vectors in order to simultaneously estimate the confirmed track estimates. For detection, the measurements associated with the conformed tracks were removed from each frame of data and the optimization was done with those measurements with ML-PDA. The process was repeated until no more targets were found in a window. This assumed that new targets are well separated in the measurement space. However, this JML-PDA implementation lacks track initialization capability of neighboring targets.
In this paper, a new way of initializing and maintaining tracks for multiple targets within the PDA framework through the seamless integration of the JML-PDA and the JPDA is presented. The motivation is to develop a multitarget tracker capable of handling the initiation and maintenance of low observable tracks in high clutter environments. The novelty of this Combined JML-PDA (CJML-PDA) and JPDA tracker is in the sharing of information between the two tracking modules, which in previous batch-recursive approaches were treated as two independent (and consecutive) stages of tracking. Past research assumed that the new targets are well separated in the measurement space [4] . The ML-PDA is repeated on residual measurement set for single target initiation and JML-PDA is used for track maintenance of possible neighbouring targets.
As the main contribution of this paper, the JML-PDA algorithm is extended to estimate any number of new targets' estimates with the aid of conformed track information in JPDA. With the presence of many targets in high clutter, tracking with JML-PDA requires a higher computation time to calculate new and confirmed targets (detection and maintenance) estimates. Also, the processing time in JML-PDA exponentially increasing as the numbers of targets and measurements increase. However, an advantage of the JML-PDA algorithm is that have been shown to be powerful for tracking single and multiple targets in high clutter. Consequently, a new version of the JML-PDA algorithm called the CJML-PDA, for track initialization with JPDA is presented in this paper. The advantage of JPDA is that it can handle high clutter and miss detections by considering all possible data association between targets and measurements and meantime, the JPDA tracker does not require an exponentially increasing amount of processor times as in JML-PDA.
The paper is organized as follows. Section 2 starts with symbols and notations useful in reporting, and follows with the new algorithm section 3, including track validation, the Cramer-Rao Lower Bound (CRLB) for the estimator and measurement gating. The calculation of the CRLB, which quantifies the accuracies achievable by any estimator, requires an information reduction factor that accounts for the loss of information due to false alarms, missed detections and the presence of multiple targets. Simulation results validing the theory are given in Section 4.1.
PROBLEM FORMULATION
This Section consists of the necessary notations for the tracker implementation which includes the kinematic model and measurement models. A brief summary of ML-PDA, multitarget ML-PDA (JML-PDA), and JPDA algorithms are also presented in this chapter.
The t th target's state at any discrete time i is defined by xLinearized model of the target motion model can be found using the Taylor expansion of f t (x t (i), T ) [13] as
To ensure observability criteria, bearings-only tracking requires a sufficient condition on sensor motion [2] . State of the sensor platform at discrete time i is defined by
As in the target case, f s (·) could be a nonlinear function of sensor state at current time i and sampling interval T . It is assumed that sensor position is known perfectly.
Window based JML-PDA and ML-PDA algorithms require a data measurement set of N W frames of recent data [4] . Let Z Nw be a batch of measurements from time i 0 to i k , the reference time and current time, respectively. Such a batch is given by
Depending on the origin of measurement z j (i), it is given by
false alarm (6) where h(·) is the measurement model, which is a function of target state, sensor state and current time i.
Measurement noise w(i) is independent of target process noise and assumed to be white Gaussian with zero means and with variance R(i) = E[w(i)w(i) ] and v(i)
is assumed to be a uniformly distributed random variable across the surveillance region's volume V .
A linearized version of the measurement model can be obtained using the Taylor expansion of h(x ts (i), i), same as
The PDA approach uses all possible joint association events corresponding to measurement-to-target association possibilities and track is computed with all preservations. For the process of derivation, introduce a variable called "association vector"
Where event E(i) indicates which measurement originated from which target. For example, If e j (i) = t, it indicates that the jth measurement is originated from the tth target. If e j (i) equals zero is a false alarm.
Neighbouring targets in heavy clutter generate many association vectors, and all of them should be accounted for data association. This indicates which targets are detected in an association event.
is one if the tth target is detected in the association event. Note that this does not include track initialization. Now, define a detection vector of an associate event, given by
Thus, the total number of detections in an event
CJML-PDA ALGORITHMS
The JML-PDA is a multitarget parameter estimator, which is used here to initialize tracks of multiple targets, whose estimates and covariances are then fed to the JPDA tracker in a sliding window fashion. The novelty of this Combined JML-PDA and JPDA (CJML-PDA) tracker is in the sharing of information between the two tracking modules, which is different in previous batch-recursive approaches that treated the initialization and maintenance phases as two independent (and consecutive) stages of tracking. In real tracking problems, targets can enter and leave the surveillance region at any time. As a result, track initiation has to be considered at every sampling time. That is, track initialization does not occur during only the first few scan. Similarly, the fact that track maintenance stage has been activated does not obviate the need for further track initiations. Both have to be carried out simultaneously throughout the entire tracking interval. Because of this, the track initialization module (here, the JML-PDA) needs to take into account the number, states and qualities of the established tracks being retained by the track maintenance module (here, the JPDA). Otherwise, spurious tracks and track seduction will ensue, damaging the overall quality of the tracker.
The combined JML-PDA algorithm holds the same assumptions as in the JML-PDA, [4] . However, the following additional assumptions are made:
• An unknown number (assume N * ) of targets with N number of them being confirmed in a batch with a given detection probability.
• All measurements are to be associated to new targets
The standard JPDA tracker assumes that the number of target is known (N ) and that of for each target a track has been formed (initiated). However, in the CJMKL-PDA tracker objective is to of track initialize tracks of any number (N * ) of targets in a window. According to the above assumption, N * estimates need to be estimated using the CJML-PDA algorithm with the aid of JPDA. Thus, the required CJML-PDA JLLR based on N * number of targets can be written as This information is then fed into the conventional JML-PDA to improve the detection capability. In the JPDA the tth target likelihood is
where S t (i) is the innovation covariance matrix.
The expanded CJML-PDA JLLR ( 10) can be written as
The single target CJML-PDA JLLR (N * = 1), to extract the best estimate of a single target while there are N already conformed tracks in the region can be found as
The new targets' estimate (x * ) N * (i 0 ), is which maximizes the CJML-PDA JLLR function, can be found by
Tracks for the unknown number N * of targets are initialized at time i 0 if and only if they pass the track validation (see Section 3.2). A simple way to findN * is to use the CJML-PDA repeatedly, starting with N * = 1 and then incrementing N * by 1 at until track validation is violated.
The important steps in the CJML-PDA and JPDA tracker in a window are presented below:
New target extension is done with the CJML-PDA assumption a deterministic targets' motion model. The covariance P * of the CJML-PDA estimatex * is detailed in Section 3.4.
Notice that the CJML-PDA approach 1 uses JPDA information up to the time t k . Thus, CJML-PDA has to wait until JPDA completes it calculation in order to get the very recent (i k th time) estimates. However, this can be avoided. One way is by using the JPDA predicted measures at the wanted time instead of real estimates. The other way is by adjusting the window length from i 0 to i k − 1. This ensures a simultaneous process on both CJML-PDA and JPDA.
Log-Likelihood Ratio Optimization
The track estimate in CJML-PDA is a parameter, which maximizes the CJML-PDA JLLR, is a highly nonconvex function consisting of a large number of local maxima (possibly thousands for heavy clutter) and extended regions of near-zero gradient is difficult to optimize. Three techniques that have been used in CJML-PDA JLLR optimization: Genetic algorithm, multi-pass grid search and direct subspace search. In grid search, surveillance region is divided into multiple of regions to find the global LLR maximum via region wise local maximum. The number of grids is chosen based on measurement noise standard deviation. The prior works in [1] , [2] , [6] have used multi-pass grid to get LLR global maximum.
Genetic Search (GS) is a stochastic technique performed over a discrete parameter space using a rule based on biological evolution and survival of the fitness, [4] . GS has seen little use in tracking community, and further a description about this method can be found in [14] .
Directed Subspace Search (DSS) is an optimization tool to guide the search process in a way that identifies areas in parameter space that are more likely to contain local or global maxima. A real time tracker needs to obtain the global efficiently. Thus, in this report a restricted directed subspace search (RDSS) is introduced for fast process. In DSS, each measurement in Z Nw is converted to parameter space, and a maximization search is done according to those potential points. However in RDSS, measurements at reference time (Z(i 0 )) are converted to the parameter space to identify potential parameter points. RDSS type of mapping leaves more free parameters than of the DSS. Then, the free parameters are grided to find global maximum.
Track Validation
CJML-PDA always returns an estimate. Because of the nature of highly non-convex function, the optimization algorithm may converge into a local maximum resulting in a false track. Thus, a hypothesis testing is required to determine if there is a track and the resultx is the global maximum, to determine if it is due to a target or due to noise only measurement.
The estimate from the CJML-PDA JLLR is tested with hypothesis H 1 and H 0 hypothesis which are given by H 1 = {here is a track andx is the global maximum} H 0 = {There is no track} (15) According to Neyman-Pearson lemma, the optimal test of hypothesis H 1 versus H 0 is by comparing CJML-PDA LLR at global maximum with a threshold c πm , and the threshold is selected by a predefined miss probability π m
where Λ H1/H0 is the Gaussian test statistic defined in terms of E[Φ[Z(i), H 1 ]] and E[Φ[Z(i), H
. The first and second moment of log-likelihood ratio under hypothesis H 1 , is given by
The k th moment of log-likelihood ratio under hypothesis H 1 is given by
Finally, the track is accepted if Υ H1/H0 ≥ c πm
Measurement Gating
Another way of reducing the computation time in CJML-PDA is by applying gating, which reduces the measurement set for consideration. Here, gating is set up on existing tracks based on Mahalanobis distance, which uses prior track estimate and its covariance. A measurement is called "validated measurement" if it satisfies
is the predicted measurement of target t and S(i)
t is the innovation covariance of target t at frame i, [10] . γ is the limiting threshold and chosen based on a desired probability of containing the target originated measurement within the gate.
Existing targets' measurements are validated before they are feed into CJML-PDA optimization and in the presented combined tracker this is done in the JPDA module. CJML-PDA assumes that the new targets could be anywhere in the survival region since there is no prior information about these targets. Thus, all measurements are associated in new targets.
CRLB and Covariance of the Estimates
Multitarget Cramer-Rao Lower Bound (CRLB) calculation is more computationally complex than for single target. The single target case is computationally equivalent to well-separated multitarget case. Further, multitarget CRLB is worse in bearing-only case because, even if targets are well separated in state space they could be closely spaced in measurement space. In such an environment, the CRLB of the estimates is significantly different from that under single target condition. , which is now reflects by the neighboring targets. Clearly, the inter-target distance has an impact on CRLB. Thus, the information reduction factor (IRF), which accounts for the loss of information due to association ambiguity, is not only in the function of probability of detection and probability of false alarm, but also a function of inter-target distance in measurement space.
Let, x andx be the standard true targets stack state vector, and their estimates respectively. Then, the error x in the estimate can be written asx
The CRLB of an unbiased joint maximum likelihood estimatex is given by
where J is Fisher Information Matrix (FIM) is given by
For a valid track in CJML-PDA, the covariance of the estimated state is approximately equal to the CRLB bound. Thus, the covariance of the estimated state is given by
where J Nw is the sum of Fisher information matrices given by
For the batch estimate CJML-PDA, the estimates in the window (CJML-PDA track) are driven bŷ
and the estimates' covariances are given by
Information Reduction Factor : 1D Measurement Space
The measurements in the validation region are taken into consideration in the calculation of the Information Reduction Factor (IRF). In our simulation, track initialization using CJML-PDA has two phases. Single target initialization and single target initialization in the presence of previous targets.
The calculation of the CRLB includes the IRF that reflects the loss of information due to false alarms, missed detections and the presence of multiple targets. In the multitarget CRLB, the proximity of negibouring targets is factored as a normalized inner-target distance in measurement space in the calculation of IRF.
Consider the case two where x * and x are new and existing target dynamic states respectively. Thus, the FIM at time i can be written as
Now, introduce a new variable ξ i such that
The term corresponding to the second target,
, is given by
where
is a normalized distance between the targets (normalized inner-target distance) in the measurement space. To simplify the notation, it is denoted as d i (1, 2) . For one dimensional measurement space z j (i) is a scalar. Therefore, the above integral of J i can be rewritten as
The IRF be denoted by Q is given by
As seen in ( 27), the information reduction factor (Q) is not only function of P d , P F a and σ θ but also a function of d i (i, 2), the normalized inter-target distance in measurement space.
SIMULATION STUDIES
Angle-only tracking is a challenging estimation problem because of the nonlinearity in the measurement model. Therefore, to ensure the target's observability the sensor's platform needs relative maneuvers or acceleration. Also, due to low information content of the measurement there can be high estimation error. Higher false alarm rate makes the condition even worse.
The simulation study was conducted on an extended version of the scenario in [13] to tracking two neighbouring targets with an angle-only sensor. Both the sensor and targets follow a constant velocity motion model, but the sensor at a constant altitude while the targets are on the ground. This ensures observability.
A target dynamic state donated with position and velocity at time i is given by
where ξ t (i) andξ n (i) are the position and velocity, respectively.
Target motion matrix F for the above target state can be expressed as The sensor platform is assumed to be moving horizontal with constant velocity. Figure 1 illustrates target and sensor motion for time i to i + 1 (discrete). The state of the sensor platform can be defined by
where η s (i) is the altitude of the platform. Angle-only measurements are taken by the sensor. Thus, a target generated measurement can written as Simulation studies were done on two neighbouring targets. Thus, there are three possible circumstances in track initialization:
• Single target initialization
• Two targets initialization (jointly estimate two targets states)
• Single target initialization in the presence of an existing target
Numerical Results
Simulated target trajectories are shown in Figure 2 , where the targets cross one another and they are closelyspaced. Initially the process noise is a very low value. This is increased after some time. The platform is kept at a fixed altitude and assumed to be moving parallel to targets. Table 1 provides the scenario parameters. On average 12 false alarms are presented in each scan. Figure 3 shows the estimated trajectories of Target 2 over 100 Monte Carlo runs in both CJML-PDA and JPDA modules, respectively. It can be seen that tracks are within the 95% confidence region, meaning that the proposed estimator meets the CRLB. That is thae estimator is efficient. The same nature was also found for the velocity estimates as shown in Figure 4 .
Figures 5 shows the Root Mean Squared Errors (RMSE) in position and velocity estimates of both targets, respectively. Also, the figures include the corresponding Cramer-Rao Lower Bound that were described earlier.
It is noticed that the RMSE of CJML-PDA position estimates are very close to the CRLB. Thus, it is clear that track initialization is well handled by CJML-PDA in heavy clutter and in the presence of a neighbouring targets. Initialized targets were maintained by the JPDA tracker, and it is clear that the estimated error are larger than the CRLB in some runs. The same was also observed for the RMSE velocity component. These results show that the mulitarget CJML-PDA and JPDA trackers perform well. Moreover, the detection component CJML-PDA handled the track detection successfully in high clutter and in the presence of neighbouring targets with the proposed information sharing technique between the modules. 
CONCLUSIONS
In this paper a new PDA based multitarget algorithm, called "Integrated CJML-PDA and JPDA tracker" was presented. Simultaneous track detection and maintenance were performed on two integrated modules CJML-PDA and JPDA, respectively, with sharing of information between the two tracking modules. The new CJML-PDA algorithm is a modified version of the JML-PDA technically that was used to handle track maintenance. Due to the lack of JML-PDA maintenance capability and higher computation complexity, CJML-PDA algorithm is formulated to handle track detection with the help of JPDA tracker. The paper also included a real-time CJML-PDA JLLR optimization technique with a restricted directed subspace search (RDSS) that selectively maps measurements to the parameter space to provide restricted localized search among those points.
The tracker was tested on a simulated scenario consisting of two closely-spaced (crossing) targets with an angle-only sensor. The data also has a high number of false alarms. The result obtained from Monte Carlo simulations prove the capability of the proposed algorithm. It was found that the CJML-PDA RMS errors of both distance and velocity estimates are close to the CRLB. The algorithm handled the track detection and maintenance under heavy clutter and in the presence of neighbouring targets. This approach is not only restricted to angle-only problem as in the presented simulation, but also to any target and measurement space.
