Abstract-Parametric images derived in functional imaging can visualize the spatial distribution of physiological parameters in vivo. However, the high level of noise intrinsic in single photon emission computed tomography (SPECT) may lead to physiologically meaningless parameter estimates such as negative kinetic rate constants using the generalized linear least squares (GLLS) method for compartmental model fitting. In this study, an enhanced GLLS method using fast regressive adjustment of parameters was investigated for improving the reliability of GLLS applied to dynamic SPECT data. Monte Carlo simulation data were used to systematically evaluate accuracy and reliability of derived parametric images. The simulation and experimental results demonstrate that the enhanced GLLS method can achieve more reliable parametric images, while largely preserving computational efficiency.
I. INTRODUCTION
ARAMETRIC images derived in functional imaging depict the spatial distribution of functional parameters, which are quantitatively related to biochemical or physiological processes in vivo. The functional imaging modalities of positron emission tomography (PET) and single photon emission computed tomography (SPECT) are capable of providing parametric images using voxel-by-voxel fitting of tissue time activity curves (TTACs) to an underlying pharmaceutical kinetic model for a given input function (IF) or reference region [1] .
The nonlinear least square (NLS) method is regarded as the gold standard for parameter estimation with optimal outcomes. However, it is not well suited to the formation of parametric images as it requires good initial parameter estimates and is associated with marked computational cost. The graphical analysis (GA) methods, such as the Patlak and Manuscript received April 2, 2007 . This work was supported in part by ARC, PolyU/UGC, NSFC grants, and ISL/Australia-China special fund.
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Jing Bai is with the department of biomedical engineering, the school of medicine, Logan plots [2, 3] , can achieve fast and reliable formation of parametric images using linear regression analysis of transformed data of IF and TTAC. However, the linear plots in the GA methods only provide a limited number of parameter estimates (typically two) and frequently depend on assumptions about the underlying kinetic model, which may not be valid for a given tracer.
The linear least squares (LLS) methods are also fast approaches and estimate parameters from the matrices of linearized equations of the IF and PTAC. The general linear least square (GLLS) method has advanced the LLS method, providing an unbiased, computationally efficient algorithm for full kinetic parameter estimation by introducing an autoregressive filter to address bias due to correlated noise in the measurements [4] . The GLLS method has been successfully applied to PET data to generate parametric images. However, the high level of noise intrinsic in SPECT data can give rise to physiologically meaningless parameter estimates using GLLS such as negative rate constants.
Efforts have been made to improve the reliability of the GLLS method in the formation of parametric images for challenging SPECT data. An integrated method has recently been proposed to combine GLLS with optimal image sampling schedule and cluster analysis [5] . Another approach enhanced the GLLS algorithm's ability to tackle noisy SPECT data using statistical resampling and predefined volumes of distribution, but at the expense of substantially increased computational burden [6] .
In this paper, our aim was to enhance GLLS to directly deal with extremely noisy voxel-by-voxel SPECT data, while preserving computational efficiency. An advanced GLLS method using a regressive procedure was investigated with a flexible modeling technique incorporating a new graphical plot, which is referred as the model-aided GLLS. The performance of the enhanced GLLS was evaluated by computer simulations and experimental data for the kinetics of the nicotinic receptor tracer 5-[
123 I]-iodo-A-85380.
II. METHODS

A. GLLS Algorithm
For the three-compartment and four-parameter kinetic model as shown in Fig.1 , the tissue time activity function of tracer distribution C i (t) can be derived from the differential equation in (1) according to the definition of the underlying compartment model. Fig.1 Three-compartment and four-parameter kinetic model for neuroreceptor studies. C p (t) is the plasma time activity function, which is the input function for the model; C i (t) is the tissue time activity curve, which is measured by functional imaging.
With the substitutions of P 1 =K 1 , P 2 =K 1 (k 2 +k 3 +k 4 ) P 3 =-(k 2 +k 3 +k 4 ) and P 4 =-k 2 k 4 in (1), the parameter estimation of GLLS can be obtained in (2) [4] .
where 
B. Model-aided GLLS
For the challenging voxel-by-voxel curve fitting to SPECT data, visually good fits are usually observed between the measured curve and estimated curve using the original GLLS method. However, good fits do not guarantee that the parameter estimates are physiologically meaningful, which often results in estimates of k 3 and k 4 being negative due to their high sensitivity to noise.
The enhanced GLLS consists of two steps to address the problem. The first step is to estimate partial parameters using the flexible modeling technique. The estimation of K 1 and k 2 for the three-compartment model (Fig.1) are used as the outcomes of the model-aided GLLS.
The volume of distribution (V d ) is a functional parameter of interest to describe the equilibrium distribution of the tracer in the tissue, which is relatively stable compared with other parameters. The estimation of V d '=K 1 '/k 2 ' for the two-compartment and two-parameter model (Fig.2) can derive an approximate estimation of V d =K 1 (k 3 +k 4 )/(k 2 k 4 ) for the three-compartment and four-parameter model. The estimation of V d ' is obtained in the first step. 
Plotting X k3 vs. Y k3 for all the sampling points in the TTAC will derive a line with the slope representing value of k 3 as shown in Fig.3 .
However, the estimate of V d ' from the two-compartment model does not necessarily provide an accurate estimation of V d for the three-compartment model. Thus, a fast iterative procedure is applied to regressively adjust the value of V d for estimating k 3 by the graphical plot to minimize RSSQ between the measured and estimated TTACs. 
C. Computer Simulations and experimental data
Computer simulations were performed using the SimSET Monte Carlo code [7] based on a mathematical human brain phantom [8] . Noise-free projection data were generated in accordance with the specifications of a Triad XLT triple head gamma camera (Trionix Research Laboratories, Twinsburg, OH). The dynamic projection data were then generated based on the experimentally observed kinetics of the nicotinic receptor tracer 5-[ 123 I]-iodo-A-85380 [9] . Five different levels of Poisson noise based on experimental noise levels were generated with 20 sets of dynamic data simulated respectively for each noise level. The projection data were reconstructed by the OS-EM iterative method with attenuation and scatter correction [10, 11] . The effect of high-energy photon penetration was also included in the simulation and corrected prior to reconstruction [5] .
The parametric images were generated by voxel-by-voxel parameter estimation using the original and model-aided GLLS method. The parameter estimates were regarded as non-physiological when any of the parameter constants (K 1 , k 2 , k 3 and k 4 ) were negative or greater than 1. The corresponding parameters of the voxel were then simply set to zero in this investigation.
Volumes of interests (VOI) derived from the phantom were used to generate the average parameters for thalamus, cerebellum and frontal cortex. To evaluate the estimated accuracy and reliability, percentage bias and coefficient of variation (CV) of the parameters of interests (K 1 and V d ) were derived from 20 sets of parameters at each noise level as compared with the reference values (p 0 ) as shown in (5) and (6) . (6) where p i,j is the functional parameter for the jth voxel at the ith set of data, M is equal to total number of data sets for each noise level, N is the number of voxels in the VOI.
The studied methods were also used to generate parametric images of K 1 and V d for baboon studies investigating nicotinic receptors [9] . Table I lists the percentage bias and CV of parameter estimates of K 1 and V d for the cerebellum, frontal cortex and thalamus from the simulation data.
III. RESULTS
For the parameter estimates of K 1 , the model-aided GLLS achieved less bias in the cerebellum and frontal cortex than the original GLLS with higher reliability (CV<2.5%). Somewhat unexpectedly, the reliability of K 1 by the model-aided GLLS was worse than the original GLLS in the thalamus. This is potential due to the thalamus being a small structure, which suffers from partial volume effects, resulting -36.1 (7.5) ^ ORIGINAL GLLS, # MODEL-AIDED GLLS in comparatively higher CV of K 1 (about 4.8%). In contrast, a large number of the physiologically meaningless parameter estimates for the original GLLS resulted in negative bias close to -100% with lower CV.
For the parameter estimates of V d , it is interesting to observe that similar biases were achieved by the original and model-aided GLLS. However, V d of the original GLLS showed high sensitivity to the simulated noise levels with extremely high CV (exceeding 160%).
Despite of a reduced number of physiologically meaningless fits for the model-aided GLLS, a small number of voxels may still suffer from negative estimates of k 3 from the graphical plot due to severe noise effects. This partially contributed to the high bias of the parameter estimates (> 40%) in the thalamus and frontal cortex. However, the main factor contributing to the bias was the lack of partial volume effect correction in this investigation, resulting in higher bias in the small region like the thalamus and thinner region like the frontal cortex.
The total computational cost of the model-aided GLLS method was about 2.8 times of the original GLLS. The model-aided GLLS does not involve additional computation of the matrix equation (2), unlike the bootstrap Monte Carlo aided GLLS [6] . The iterative process introduced with the graphical plot consists of regression analysis and curve estimation, which only contribute slight computational cost.
Overall, the model-aided GLLS efficiently improved the performance of parameters estimates for noisy SPECT data from the simulation data. Fig.4 shows the parametric images of K 1 and V d derived by the studied methods for the experimental data. In contrast to a number of 'black hole' (zero) by the original GLLS in Fig.4(a) and Fig.4(c) , the model-aided GLLS clearly provided better parametric images as shown in Fig.4(b) and Fig.4(d) . 
IV. CONCLUSION
An enhanced GLLS method was investigated to combine a flexible modeling technique and a graphical plot. A fast iterative adjustment was also included to provide physiologically meaningful parameter estimates for noisy functional imaging. The simulation and experimental results show that the enhanced method efficiently improved reliability of GLLS for voxel-by-voxel parameter estimation, while at the same time largely preserving the computational efficiency of the original GLLS. Further investigation such as wavelet filtering is warranted to eliminate the small residual number of physiologically meaningless parameter estimates.
