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Abst ract - -Based on a real problem connected with the landing of aeroplanes we examine a 
special queuing system, where peculiar conditions prevail. In such systems a request for landing can 
be serviced upon arrival if the system is free. When other planes are using the runway or waiting 
to land, the entering plane has to start a circular manoeuvre and can put its further requests when 
it comes to the starting point of its trajectory. Because of possible fuel shortage it is natural to use 
the FIFO rule. The article describes a more generalized form of such a system. This serves two 
types of customers, but one of them is accepted only if the system is in free state. Together with 
generating functions of probabilities we also give the condition of ergodicity. Theory is underpinned 
by numerical investigation. (~) 2005 Elsevier Ltd. All rights reserved. 
Keywords- -Retr ia l  system, Landing of aeroplanes. 
1. INTRODUCTION 
Queuing systems, where customers arrive to wait for service, and leave the system after getting 
service, often occur in everyday life. These phenomena constitute a special field of probability 
theory. Depending on the inter-arrival nd service time distributions, the number of servers, and 
service discipline they lead to different mathematical problems, and form an important area of 
applied mathematics. One important branch of this area is the investigation of retrial queues, 
and the most comprehensive guide to it is [1]. 
In his works, Lakatos has extensively investigated such a type of queuing systems, where the 
service of a request can be started upon arrival (in case of a free system) or at times differing 
from it by multiples of the cycle time T (in case of a busy server). In [2] he considered a
system with Poisson-arrivals and exponentially distributed service time; whereas in [3] service 
time distribution is uniform. Besides examining many other cases, Koba found a condition of 
ergodicity for a more general case, which she published in [4]. She also considered a system with 
limited waiting time in [5]. As a generalization, Lakatos examined a special system which serves 
0898-1221/05/$ - see front matter (~) 2005 Elsevier Ltd. All rights reserved. Typeset by A A4S-TEX 
doi: 10.1016/j.camwa.2005.01.009 
96 P. KXRXSZ AND G. FARKAS 
customers of two different ypes in [6]. Both types of customers form Poisson processes, and their 
service time distributions are exponential. In the system only one customer of first type can be 
present, it can only be accepted for service in the case of a free system, whereas in all other cases 
the requests of such customers are turned down. There is no such restriction on customers of 
second type; they are serviced immediately or join a queue in the case of a busy server. This 
discipline is also known as relative priority, i.e., when the ongoing service Of first type customers 
are completed and not interrupted even if another equest arrives in the meantime, but their 
request for service is rejected if the service of another customer is in progress. 
We are going to consider the above-mentioned system with two different ypes of customers, 
but service times are uniformly distributed. We give formulae based on exact methods, also 
investigate the problem by simulation, and show a strong correspondence b tween results gained 
through the two different approaches. 
2. ASSUMPTIONS AND NOTATIONS 
In conventional queuing systems, the service process runs continuously; after having completed 
the service of a customer, the system immediately takes the next one. In our system described 
above, this is not so. Therefore, to elaborate the mathematical description of the system we 
make the following assumptions. In the system there might be idle periods, when the service 
of a request is completed, but the next one has not reached its starting position. We consider 
these periods part of the service time, making the service process continuous in such a way. We 
also make a restriction on the boundaries of the intervals of the uniform distribution: they are 
multiples of the cycle-time. This assumption does not violate the generality of the theory, but 
without it formulae are much more complicated. 
In the considered queuing system, there are two types of customers forming Poisson-processes 
with parameters )h and ),2, the service times are uniformly distributed in the intervals [oh,ill ] 
and [a2, ~2], respectively. There is no restriction on customers of second type; however, customers 
of first type may only join the system when it is free (and only one of them can be present at 
every instant), all other requests of this type are refused. The service of a customer may start at 
the moment of its arrival (in case of a free system) or at moments differing from it by multiples 
of cycle time T; and the FIFO rule is obeyed. 
For the description of the system we use the embedded Markov-chain technique, i.e., we consider 
the number of customers in the system at moments just before the service of a new customer 
begins. For this chain we introduce the following transition probabilities: 
aji - -  the probability of appearance of i customers of second type at the service of a j th type 
customer (j = 1, 2) if at the beginning there is only one customer in the system; 
bi - -  the probability of appearance of i customers of second type at the service of a second type 
customer, if at the beginning of service there are at least two customers in the system; 
ci - -  the probability of appearance of i customers of second type after free state. 
The matrix of transition probabilities of this embedded Markov-chain has the form: 
co cl c2 ca ... 
a20 a21 a22 a23 
0 b0 bl b2 . (1) 
0 0 b0 bl 
The generating functions of these transition probabilities are, respectively, 
O0 ~ oO 
Aj(z)= ajiz 
i=0  i=0 i=0 
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3. THEORET ICAL  RESULTS 
We formulate the results of the paper in the following statements. 
THEOREM 1. The elements of the matrix of the defined Markov-chain are determined by the 
following generating functions: 
. e - ) '2~j  - e - ) '~z j  < 1 - e -x2T "~ 
As(z) : a j i z '= A2(~j -aS)  1--Z f--e-~2T----------~) 
i :0  
e A2(z-1)a J  -- e A~(z-1)fl~ { 1 -- e -A~T A2T ) 
+z A2(flj -a j )  \ l - - -e  -'--~T~ 1-e -~(~-~)  T ' 
(2) 
B(z)  = ~ biz ~ : 
i=0  
e)~2(z-1)a2 _ eA2(z-1)f~2 
(1 - eA2(~- l )  T )  (/32 - a2) ( I  - e -x2T) 
x (1 -  A2(z -2 )  2 
eA~(z-2)T _ eA2(z-1)T + eA2(2z-3) T J-T eA2(z-2)T-2A2(z-I)T, - z  ' (3) 
AI As 
C(z)  = E cizi -- al ~- A2 Al (z )+ A1 + )-------~ A2(z). (4) 
i=0 
PROOF. For the description of the system we use the embedded Markov-chain technique, i.e., we 
consider the number of customers in the system at moments just before the service of a customer 
begins. This actually means the number of customers of second type, as first type customers are 
refused when the server is busy. We find the transition probabilities for this chain. 
First, we consider the case when only one customer of j th type is present in the system. If u 
denotes the service time of this customer and v denotes the time elapsed between the beginning 
of its service and the appearance of a new one, we calculate the probability of event u - v < t. 
We have to distinguish between two cases. 
~z J  ~ 1 
P (u - v < t) = A2e -~"  - - -  dv du 
a j  --t /3j -- O~j 
I - e x2t e -~2~j  -- e -A2Gj  
A2 t3 s - a s ' 
if 0 < t < as; 
/?/0 P (u - v < t) = - A~e-~"/3j  - aj  J 
_ A2(t - aj) + 1 + e -~2~ - e-~2~J - e -~(~ -t) 
~2(& - ~s) i f a j  < t </3j. 
To get the formula of Aj  (z) we determine the probability of t falling between two multiples of T. 
P( ( i  - 1)T < t < i T )  = 
P ( ( i -  1)T < t < i T )  = 
e-A2aj _ e-A2flj 
e ~ ( i  - e -~) ,  
~2T - e A2( iT -~)  ( l  - e -A2T' 
A~(&-~j) 
if t < a j; 
i fa j  <_ t < /3j. 
The period between the entry of the second request ill the beginning of its service is [ (u -v ) /T  1 T, 
where Ix 1 denotes the 'upper' integral part of x (the least integer which is not less than x). 
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Considering that fo  e-X2~" (1/(~j - aj))  dx = (e -~2aj - e -~z~)/(A2(~y - a3)) is the probability 
that no other requests appear during the service of the present customer, the generating function 
of transition probabilities aji is 
Aj (z )  : 
e -x2c~/ -- e -A2~i z 
+ 
× ~ ro~ - ( e -~ -e -~ ' J )  e~'~ (1 -~-~)  
k=0 
+ 
(A2iTz) k e-X2iT 
k! 
[~j/T1-L 
E i=F~j/Tl 
(A2T-e ;~2(iT-~j) (1--e-~2T)) (A2iTz)k e -~2{T] k~ 
Expanding sums we get (2). The busy period can start with a customer of j th type with proba- 
bility Aj/(A1 + A2), this explains (4). 
Now we are going to determine the transition probabilities of all other states. In this case at 
the instant when the service of the first request begins the second one is already present, too. 
Let x = u - Lu/TJT and y mean the deviation of inter-arrival times modT.  It can easily be seen 
that y has truncated exponential distribution with distribution function (1 - e-x2Y)/(1 - e-:~T). 
The period between the starting moments of the services of two consecutive requests is Lu /T jT+y 
if x _< y; and (Lu/T] + 1)T + y if x > y. Let us divide the service time into intervals of length T 
and fix y. Each such interval is divided into two parts by y (the first part has length y, the second 
part T - y). The probabilities of appearance of k requests during the investigated period in the 
two cases are, respectively, 
[A2(b /T JT  + y)]k e-A2(Lu/TJT+y) 
k~ 
and [12(([u/Tj + I)T + y)]k e -x2((b/TJ+I)T+y) 
k~ 
Let b/TJ = i. The generating function of the number of requests entering the system (~) 
provided that the modT interarrival time equals y is 
[fl2/Tj-i [fiTj_y [)~2(i z -v y)Z] k __A2(iT4.y ) du  
E (z~ ly) : ~ L~,,~ k~ ~-~ 
+ .~÷~f(~÷l)~ p,~((i + 1)T~! +y)z] ~ e_~((~+~)T÷~) ~ d~_ ~ 1 
+ (T -  0 . 
: 1 - -  e x2(z -1 )T  ~2 - a2  
Multiplying this expression by A2e-X~v/(1 - e-;~2T), and integrating with respect to y from 0 
to T, we finally obtain the generating function (3) of transition probabilities bi. | 
THEOREM 2. The generating function of ergodic distribution of this chain is 
c~ 
P(z)  = Zp iz  i = po(zC(z) - B(z))  + plz(A2(z)  - B(z))  
z - B (z )  
i=O 
(5) 
where Po and Pl are the first two probabilities of the ergodic distribution. They are connected 
with the relation Pl = po(1 - col/a2o, and 
1 - B ' (1 )  
p0 = 1 - B'(1) + C'(1) + k (A~(1) - B ' (1) ) '  
(6) 
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where k establishes connection between the two types of customers 
k = [A2(A1 + A2)(~I - al)(~2 - ~2) - X1(~2 - ~2) ( e -~ - e-A~'~) 
-- )~2(~i -- OLI) ( e-A2a2 -- e-A'~92)] [()~i ÷ ~2)(~1 -- oL]) (e -A2(~2 - e-A2/92)]-l. (7) 
PROOF. The matrix of transition probabilities of the previously defined embedded Markov-chain 
has the form (1). With the help of this we can determine the probabilities of ergodic distribution 
denoted by Pl. They satisfy the equations 
/+1 
Pl = p0cl + pla2l + EPkb l -k+l  (l >_ 1), 
k=2 
Po : poco + pla2o, 
from which we receive the following expression for the generating function: 
oo ~ /+1 
P(z) = ~-~ptz I = poC(z) ÷ pld2(z)  ÷ EPkbl-k+lzl 
/=0 /=1 k=2 
= poC(z) + plA2(Z) ÷ ~ ~ pkbl-k+l Zl-k+l zk-1 
k:2 I=k-1 
:poC(z)÷plA2(z)÷B(z> (P£/) POz Pl) , 
which yields (5). From the second equation for pz 
1 -co  
Pl -- P0. 
a20 
To determine Po we use the condition P(1) = 1. From this we get (6), where k = (1 - co)/a2o 
is a constant factor between the first two probabilities of the ergodic distribution, and is given 
by (7). | 
THEOREM 3. The condition of existence of ergodic distribution is the fulfilment of inequality 
~2(a2 + ~2 + T) 
< 1. (8) 
2 
PROOF. Since 
and 
4(1) : (e-~'',- e-~J)(1 + a~T- e~)  )~2 (a2 +/% + T) + 
2 
we obtain 
B'(1) = Aj (aj +/~j + T) 
2 
l+12T-eX2Te ~2T-  1 +__~-  +-~12. lz(Ch+~31)+A2(a2+/32)l l  + A2 C'(1) + k (A'2(1) - B'(1)) 
Substituting ex2T in the numerator by its McLaurin-series and combining the first two terms one 
can see that it is positive 
1 ~-, (;~2T)k(k - 2) 
C'(1) + k (A~(1) - B'(1)) = e),~ T _ 1 ~ 2k! 
k=2 
+ A~. Al(al + ~1) + ~2(a2 + 32) > 0. 
2 A1 + A2 
Thus, the condition of ergodicity 0 < P0 < 1 simplifies into 1 - B'(1) > 0, which gives (8). | 
The influence of idle periods--while the system is waiting for the next entity to reach its 
starting position to be able to start its service--becomes less and less while T ~ 0. This limit 
distribution is given in the next statement. 
i00 
COROLLARY 4. 
= 
where 
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The l imit distribution P* (z) as T --* 0 is given by the formula 
+ - - - + 
(~1 +~2) (  2 -  ~2(~2 +~2) )  
4. NUMERICAL  RESULTS 
We carried out computer experiments with different vMues of parameters Ai, ai, ~i, and T 
(i = 1, 2). For all fixed values of the parameters 1000 independent experiments were made with 
randomly generated arrival and service times. Within the experiment we determined the number 
of aeroplanes waiting to land at each instant when the service of a particular aeroplane started. 
Data were generated in such a way, that we were able to examine the behaviour of the system 
serving at least 120 planes in each of the 1000 experiments. 
We provide graphs of four experiments on the next page. For lack of space we only include 
every tenth row of one single table after the graphs, the table which belongs to Figure 1. The 
element in the i th row and j th column of the table is the estimate of the probability of having j
aeroplanes waiting (denoted by pj) when the service of the ith plane begins. The table and the 
graphs display only the first few values of pj, as other values of pj are very small, and would 
require a much larger number of experiments. The graph-plot figures also contain theoretically 
calculated values of pj, they are represented as straight lines. 
At = 0.4 al = 1 ~1 = 3 ~1 = 0.5 O~ 1 = 5 ~1 : 7 
A2 = 0.2 ~2 = 1 f12 = 4 A2 = 0.05 a2 = 3 ~2 = 8 
T=I  T=I  
1- 
0.8 
0.6 
0.4 
0.2- 
I " 'vV"  V*" . "~"  " V V ~-~v-~ V"  .,,-,..v--.-.v 
. . . .  2'0 4 ' 0  6'0 . . . .  8 '0  id0  i20  
po = 0.478 p l  = 0.268 
p2 = 0.147 p3 = 0.063 
Figure l. Graph of numerical data set 1. 
I- 
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0.4 
0.2 
V~ ..-4,,,_ _A^A^ f'J,/~A^Ar-, . ^ .^, {L.^.^_ ,. ., 
• v v . . . . .  ~ • • 'w  ~V'4vv" ,~4 v , , J r  V - "  
~'-~.~/v  -vvv  v-vwv,~ .... yv v . . . .  
20 40 60 80 100 120 
po = 0.701 Pl = 0.237 
P2 ---- 0.052 P3 --- 0.008 
Figure 2. Graph of numerical data set 2. 
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),2 = 0.1 ~2 = 2 #2 = 4 
T=2 
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F igure  3. Graph of  numer ica l  data  set 3. 
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F igure  4. Graph of  numer ica l  data  set 4. 
Tab le  1. Numer ica l  data  set 1. 
Po Pl  P2 P3 P4 P5 P6 PT 
1 1.000 0.000 0.000 0.000 0,000 0.000 0.000 0,000 
2 0.639 0.261 0.078 0.019 0.003 0,000 0.000 0.000 
3 0.584 0,247 0.131 0.029 0.007 0.001 0.001 0.000 
4 0.552 0,277 0.113 0.044 0.008 0.004 0.002 0.000 
5 0.540 0.271 0.132 0.037 0.014 0.005 0.000 0.001 
6 0.520 0.291 0.125 0.038 0.022 0.002 0201 0.001 
7 0.502 0.294 0.129 0.044 0.022 0.006 0.003 0.000 
8 0.513 0.256 0.133 0.063 0.023 0.007 0.003 0.002 
9 0.490 0.263 0.157 0.058 0.020 0.007 0.003 0.002 
10 0.477 0.276 0.150 0.061 0.022 0.010 0.003 0.001 
20 0.474 0.279 0.148 0.065 0.019 0.008 0.003 0.002 
30 0.495 0.256 0.142 0.054 0.034 0.008 0.004 0.002 
40 0.487 0.256 0.136 0.065 0.032 0.012 0.004 0.004 
50 0.489 0.268 0.158 0.042 0.019 0.011 0.009 0.002 
60 0.483 0.274 0.142 0.061 0.021 0.012 0.003 0.003 
70 0.493 0.265 0.133 0.064 0.025 0.010 0.008 0.000 
80 0.488 0.257 0.151 0.063 0.024 0.007 0.006 0.001 
90 0.486 0.263 0.149 0.062 0.018 0.014 0.007 0.000 
100 0.486 0.279 0.144 0.056 0.022 0.007 0.005 0.001 
110 0.483 0.251 0.158 0.071 0.018 0.013 0.003 0.001 
120 0.460 0.268 0.153 0.071 0.022 0.015 0.004 0.004 
5. CONCLUSIONS 
We invest igated a special queu ing  sys tem wh ich  serves two  types of customers :  first-type 
cus tomers  are accepted  for service on ly  if the sys tem is free; second- type  customers - - i f  not  
serviced-- jo in a queue  and  can  start their service after mult ip les of the cycle-t ime have  elapsed. 
They  fo rm Poisson-processes,  their service t ime distributions are un i form.  
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By applying exact methods we gave formulae for transition probabilities and condition of 
ergodicity. One remarkable thing about (8) is that it does not depend on first-type customers, 
i.e., ~hey have no effect on the process. The formula also shows that the expected value of the 
uniform distribution is increased by half of the cycle-time. 
Vv% also investigated the problem by simulation. Figures clearly show that even in the case 
of 1000 independent experiments, numerical data approximate the computed values very well. 
We indicated explicit values graphically, gave their values below each figure, and in the first case 
theoretical data can also be compared to numerical ones in Table 1. 
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