Speaker recognition (SRI has got excellent result in clean speech. But the noises or channel mismatch will cause significant performance degradation in practical appliance. The paper focuses on resolving those problems about robust and efficient speaker identification (SI) in noise environment. And it mainly contributes in two areas: signal processing based on Wiener filtering and speaker features integration of pitch and MFCC. It shows in the experimental results on YOHO corpus that Wiener filter is an efficient front-end processing technique and pitch is a robust feature for SR in noise environments.
INTRODUCTION
In automatic SR systems, generally mismatch, generated by additive or convoluting noise between training and recognition Environments, often severely degrades recognition accuracy. The routine compensation for the mismatch can be divided into three categories in different domains: I ) in feature domain; 2) in score domain; 3) in model adaptation ' ". Feature compensations adopt linear or nonlinear compensations, such as RASTA filtering, CMS or artificial neural networks, which is applied in acoustic analysis to produce robustness features. Besides those compensations in the feature domain, there are also other compensation techniques applied in the model and match score domains, such as Speaker Model Synthesis (SMS), Handset normalization (Hnorm)'41 and Test normalization (Tnor~n) '~] . And the model adaptation techniques, which include MAP'6' and MLLR"], effectively use new data to keep the speaker's model upto-date. All those compensations cannot capture noise characteristics and cannot estimate the noise spectrum accurately.
[l] used Wiener filter to estimate the original noisy speech power spectra in speech recognition, which shows that Wiener filter tracks the clean speech and noise cepstral dynamically for each frame, and provides a firststage estimation of clean speech power spectra and noise power spectra. So it can remove the noise while preserving speech spectra. Wiener filtering is generally used in speech recognition for speech enhancing. While it is considered to be used in designing a noise-robust frontend before speaker features are abstracted in speaker recognition. Moreover, features in speech records are particularly important in modeling the characteristics of a speaker's voice. Various approaches have been adopted to extract speaker features in different ways. The low-level audio information, such as LPC, LPCC and MFCC, are used in most of the SR systems. And it has been proved that MFCC is more effective and is used more widely. Although the low-lever features can characterize speakers well in clean conditions, their performances degrade drastically in noise speech. When the systems play quite good performance, much more information ignorance would be generated in speech, such as bigher-level information, which can be used and potentially improve accuracy and robustness. The vibration frequency of the vocal folds, in other word, pitch, has been considered as an important feature to characterize speakers and has been proved effective in automatic SR. An important character of pitch is the robustness to noise and channel distortion [ ' I . In this paper, we take in a joint probability function to account the correlation between source and vocal tract. The method emphasizes the generation of the feature vectors models in each pitch range. The structure of the paper is showing in the followings. In Section 2, it illustrates and introduces Wiener Filtering. In Section 3, it analyzes the combination of pitch and MFCC. While it builds up the model in Section 4, shows the experiments results in Section 5 and summarizes the paper in Section 6.
FRONT-END PROCESSING
In a signal processing, it is easier to deal with additive noise, comparing with convolution noise or nonlinear disturbances. Due to the burst nature of speech, it is 0-7803-8678-7/04/$20.00 02004 IEEE possible to observe the noise by itself during speech pauses, which could be very valuable. CMS and RASTA are the basis in most of the SR systems and they are able to reduce linear convolution noise effectively. But they can't play any roles in reducing nonlinear noise. The algorithm, based on adaptive Wiener filtering, is the extended spectral subtraction.
26-81 -57-babbl e 1 26-81 -57-bsbbl e-Wi ener . Second, noise n(r) may be added to v(t) to give finally the signal The effect of Wiener filter is shown clearly in Figure I . The context of the speech in Figure 1 is "twenty-six eighty-one fifty-seven". There are five sub-figures. The title of each sub-figure indicates the type of the speech. Such as "26-81-57-babble" means that the clean speech is corrupted by babble noise. While "26-81-57-babble-Wiener" is the output of Wiener filter when the input is the speech corrupted by babble noise.
And the red wave in middle of Figure I is the original clean speech. The SNR of babble and white noise are both IOdB. So it has proved that the Wiener filter is very effective in removing noise.
SPEAKER FEATURE
Generally, speaker features, found in speech records, are not only behavioral, but also inherent. Inherent (or anatomical) features depend on the anatomy of the vocal cord and vocal tract. And the vocal tract anatomy refers to the size and shape of the vocal tract and is determined by the size, age, gender of the speaker, and in a tense, the words being spoken (which is a function of mouth and tongue position). While the vocal cord anatomy determines the pitch, hreathiness and vocal register of the speaker. Usually, behavioral features are dialect and voice expressiveness, which are related to the larger-term dynamics of the speaker's vocal tract and vocal cords. The most popular features used in SR are vocal tract features, in which, MFCC, extracted from speech frames, is effective and generally used. In our baseline system, we also adopt MFCC to characterize speakers. In addition, we calculate some vocal cord features' performance in SQ such as pitch.
The pitch can play the roles with the maintained dependence of the source and the vocal tract. Figure 2 shows two groups of histograms and each one contains three pitch histograms. Meanwhile, every column corresponds to one male speaker, obtained from the YOHO database. The two speakers pronounce the same digit utterance *sixty seven' three times in the interval ahout 3 months. The pitch range is divided into 44 linearly bins with the width of 1OHz. Up to different speaker, the pitch histograms show variable in the same reading context. And for the same speaker, the pitch histograms vary at different time. However, the distributions are similar. Considering the pitch information, the inter-speaker variability can he applied in the restriction of speakers with resemble pitch distribution, and the other speakers will be considered as belong to other clusters. Speakers, with similar pitch, can be recognized from the spectral characteristics. Consequently, pitch and vocal tract features can be jointly exploited to establish probability models of feature vectors, assuming the a priori knowledge of the pitch distribution. The pitch has a robust character in SR However, it i s difficult to measure the pitch accurately and reliably due to the following reasons:
1) The glottal excitation waveform is not a perfect train of periodic pulses; 2) The pitch period keeps changing even when the same speaker read the same context, for he doesn't speak in the exactly the same tune; 3) The pitch period is affected by the accent of the speaker; 4) An interaction exists among pitch frequency, formant frequency and resonance frequency of the vocal @act, which makes it difficult to distinguish them; 5) Pitch detection is susceptible to the environment and channel changes. But for the reasons, the pitch detection wouldn't emphasis too much on the precision in the system for the key is the distribution o f frequency band of pitch. The follow section will give the illustration of pitch intervals in detail, which are applied in GMM models.
INTEGRATED MODELS
The popular way used to model pitch is Gaussian density or a mixture of Gaussian. Suppose that pitch and vocal tract features are two stochastic process, denoted as S (2) and X ( 1 ) . S(n) is the estimated pitch frequency at time and X is L-dimensional vector. The joint probability of and d is: f ( s i x j ) = p ( i = si,d = x i ) (2) with (0 < i < n)and(t < j < m) . Where si can be a range o f some pitch frequencies not must be the actual value of a certain pitch fiequency. Then, n means the interval number of s and m is the speech frame number.
We can get the conditional probability function:
We focus on estimating the probability: f(Zj 1 $) , which is a posteriori probability of observing a feature vectors to be equal to F, when given s i , the range of the pitch frequency. And f ( s i ) is just a priori probability of the pitch frequencies that belong to s i . We And despite of the small improving of Pitch-GMM, it appears that this method is effective. If the estimated pitch would be more precise, the results could be better. 
CONCLUSION
It includes kinds o f context in this paper, a statistical modeling, features integrating of pitch and MFCC and Wiener filtering for robust SR. And the adopted methods have been proved to be effective in noise environment from the results on the YOHO database. Comparing with single GMM, the disadvantage of the pitch-GMM is that it needs more memory.
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