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Abstract
In the framework of Best Estimate plus Uncertainty (BEPU) methodology, the un-
certainties involved in simulations must be quantified to prove that the investigated
design is reasonable and acceptable. The predictive uncertainties are usually cal-
culated by propagating input uncertainties through the simulation model, which
requires knowledge of the input uncertainties. However, such input uncertainty in-
formation in nuclear best-estimate Thermal-Hydraulics (TH) codes are not always
available and are mostly based on expert judgment, especially for parameters in
closure laws or empirical correlations that are used to describe complex two-phase
flow and heat transfer phenomena.
The physical model parameters used in empirical correlations cannot be directly
measured nor have inherent physical meanings, so they may have large uncertainties
that are unknown to code users. Obtaining statistical information of them, therefore,
becomes crucial if the effects of these input parameters on model responses need to
be studied for safety analysis. This work aims to develop a framework to quantify
the input uncertainty of physical model parameters in the TH system code to address
the “lack of input uncertainty information” issue.
Bayesian calibration, or inverse Uncertainty Quantification (UQ), is the process
of updating uncertainty distributions on the model inputs in a way that is consistent
with observed data. The process of Bayesian calibration for nuclear system codes
typically includes Sensitivity Analysis (SA), surrogate model construction, and pos-
terior sampling by Markov Chain Monte Carlo (MCMC) algorithms. SA aims at
screening out input parameters that have low impacts on Quantity of Interests (QoI),
surrogate models are developed to replace the computationally expensive TH codes
and improve the efficiency of the framework, and MCMC algorithms are used to
approximate the posterior distributions of input parameters that are consistent with
observed data, using Bayes’ rule.
The hierarchical Bayesian calibration framework developed in this work employs
a multi-level structure for input parameters, which has a more realistic assumption,
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a more flexible structure, and is demonstrated to have the capability of avoiding
overfitting. The framework uses an efficient No-U-Turn Sampler (NUTS) algorithm
for posterior sampling, which requires no hand-tuning and thus has less user effect.
The advantages of the hierarchical framework is demonstrated using toy examples
as well as the measured steady-state void fraction data in the BFBT benchmark.
More complex hierarchical structures including Gaussian Mixture Model (GMM)
are also studied and compared.
The framework has the capability of calibrating against transient experimental
data. Artificial Neural Network (ANN) and Gaussian Processes (GP) with Princi-
pal Component Analysis (PCA) models are used as surrogate models for the high-
dimension and high-correlation outputs in transients. The framework is demon-
strated using the transient void distribution experiments in the PSBT benchmark.
The effects of covariance information in time-dependent data are studied and it
is shown that the covariance could substantially change the parameters’ posterior
distributions and can help capture the overall shape of the time-series in Bayesian
calibration.
The input uncertainties of physical model parameters involved in both steady-
state and transient experiments are successfully quantified and validated using the
novel hierarchical framework developed in this work. The resulting posterior dis-
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1.1.1 Best-Estimate Plus Uncertainty Methods
In the context of nuclear safety, computer codes are used to assess event accident
analysis, nuclear power plants design or improvement, and licensing review[4]. The
models used by these codes are only an approximation of real physical phenomena,
moreover, the data used to run these codes are known with limited accuracy. There-
fore, the simulation predictions are not exact but uncertain.
In the nuclear engineering field, conservative approaches have been used to deal
with these uncertainties. In these approaches, conservative codes, which contain de-
liberate pessimistic or nonphysical assumptions regarding acceptance criteria, are
used to make predictions. However, there are certain limitations with the conserva-
tive approaches. Firstly, the results obtained from these codes may not be accurate
due to the nonphysical assumptions and the complexity of the phenomena involved
in nuclear reactors. Secondly, the conservatism of the technical specifications and
operating limits led by conservative codes will result in more financial costs [5][6].
Thus, best-estimate approaches are gaining increased interest in the licensing pro-
cess.
The best-estimate codes are designed to model all relevant physical processes in a
realistic way and can give better understandings of accident progress. A single cal-
culation with a best-estimate code is considered as the best estimation of the reality,
however, it cannot be used directly for safety analysis purposes due to the uncer-
tainties attached to its results. For these reasons, Best-Estimate Plus Uncertainty
(BEPU) methods are under fast development for the licensing process. The devel-
opments of BEPU approaches have been addressed in several OECD/NEA projects
such as UMS [7], BEMUSE [8], etc. The results of these projects have shown that
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the uncertainty methods have a good maturity for the evaluation of the large-break
loss-of-coolant accident (LB-LOCA) transients. Non-LOCA accident analysis was
also developed for the BEPU methodology using multi-physics code packages [9].
However, as mentioned in the final BEMUSE project report [8], important ef-
forts have to be done for the quantification of input uncertainty. Input uncertainty is
an essential element in performing probabilistic uncertainty analysis in BEPU ap-
proaches. A majority of present BEPU methodologies are based on the propagation
of uncertainties from inputs to outputs of predictive models, so the determination
and justification of the uncertainty range associated with each uncertain parame-
ters are necessary. Historically, the input uncertainty range is often determined by
subjective expert judgment and therefore requires further development to provide a
more scientific and rigorous method. This issue has been studied in an international
project called PREMIUM [4][10], but participants in the project still lack consen-
sus on the guideline and methodology used for input uncertainty quantification.
The lack of consensus also motivated an on-going OECD/NEA project SAPIUM
(Systematic APproach for Input Uncertainty quantification Methodology) [11] to
progress on the issue of quantifying input uncertainty of physical models in nuclear
thermal-hydraulics codes.
1.1.2 Category of Input Uncertainties
The input uncertainties related to the numerical simulation of nuclear thermal-
hydraulics phenomena have multiple origins and can be divided into the categories
shown in Figure 1.1. Detailed explanations for those uncertainties are as follows
[12][13][14][15].
• Uncertainties of Numerical Nature
Uncertainties may arise from the numerical scheme used to solve PDEs. This
type of uncertainty is mainly caused by (1) temporal discretization, (2) spatial
discretization, (3) error due to iterative convergence of approximation algo-
rithms, and (4) round-off error. Discretization uncertainty has been studied
extensively and a number of techniques have been proposed for modeling this
uncertainty [16].
• Uncertainties in Physical Properties
The simulation can be affected by variation in properties of material/working
fluid, such as the density, specific heat, thermal conductivity, speed of sound,
2
Table 1.1: Category of input uncertainties in TH simulations








channel box inner width,


















Iterative convergence of approximation algorithms




Turbulent flow model, incompressible
flow model, simplified 2-D or 1-D
model, ... (uncertainty due to lack of
knowledge or simplification of model)
Parametric
uncertainty
Constitutive equations, ... (e.g.
Interfacial heat transfer, interfacial drag,
wall drag, etc.)
thermal expansion, etc. Knowledge of these properties is essential for math-
ematical modeling and computer simulation of the heat and mass transport
involved.
• Uncertainties in Geometries
The geometry information of relevant objectives in a model may not be ex-
actly known to us. This type of uncertainty can be obtained from uncertainty
in measurements or the manufacture tolerance.
• Uncertainties in Initial and Boundary Conditions
Initial and boundary conditions imposed to models can be caused by the inac-
curacy in measuring them during experiment. The initial and boundary con-
ditions may include the power level, pressure, temperature, flow rate, wall
3
roughness, etc.
• Uncertainties in Physical Phenomena
There are generally two types of uncertainties regarding physical phenomena:
– Structural Uncertainty (or Physical Modeling Uncertainty)
Structural uncertainty is due to the uncertainty in the formulation of the
model and deliberate simplifications of the model. Sources of structural
uncertainty include: (1) Some physical phenomena are not thoroughly
understood to us such as the turbulent flow and transitional flow; (2)
Appropriate models are simplified, such as simplifying a 3-D model to
a 1-D model and incompressible flow, thus introducing uncertainty.
– Parametric Uncertainty (or Auxiliary Physical Model Uncertainty)
Parametric uncertainty can be caused by empirical equations of state
and constitutive equations (closure laws) used for the two-fluid model
or other fluid dynamics models. Those model parameters are know with
some degree of uncertainty.
The parametric uncertainty will be the focus of this work. TH codes used in
nuclear reactor analysis employ a range of modeling approaches. At large scale, the
phenomenology of two-phase transports is normally described using the multi-fluid
continuum formulation and a system of mass, momentum and energy conservation
equations derived for each phase. At smaller scales, many wall-flow and inter-
phase physics, e.g. interfacial forces, wall evaporation, etc., are happening, which
can only be described in an approximation manner using various empirical or semi-
empirical closure models. To a large extent, the accuracy and uncertainty model
predictions depends on the appropriate calibration of these closure models [17].
Calibration and validation of such complex multi-scale/physics modeling hierar-
chy are traditionally conducted in a sequential manner, in which empirical/semi-
empirical submodels are first calibrated and validated using separate-effect test
(SET) data and the whole model is then validated against integral-effect test (IET)
data [17]. The SETs are often performed at a reduced scale compared to that of
actual reactors. So, they are designed to focus on some experimental QoIs as inde-
pendently of potential interactions with other phenomena as possible [18]. Based on
a careful analysis of such tests, the closure relationships can then be established by
thermal-hydraulic researchers. In this process, the closure models are constructed
in a way that will not add much computational cost to the code. So the uncertainty
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in those closure equations can be significant because lack of knowledge, lack of
scalability, and simplifications.
1.1.3 Inverse Problem
The issue of solving input uncertainty distributions in this work can be widely de-
scribed as a solution to the inverse problem in modeling and simulation, where the
model input parameters are estimated (with uncertainty) from comparison between
model outputs and experimental data. Inverse problem is also an important mathe-
matical problem in science and mathematics because it can tell us about parameters
that cannot be directly observed, and it has been widely used in disciplines such as
data assimilation, engineering optimization, medical imaging, geophysics, etc [19].
Suppose the space of model parameters x ∈ X ⊂ <n, experimental measure-
ments y ∈ Y ⊂ <m, and the model is a function f : X 7→ Y . Then the classical
formulation of the inverse problem is to find an x so that:
f(x) ≈ y (1.1)
The above formulation can be solved as an optimization problem. However,
such formulation may be ill-posed, which means that the solution may not exist or
multiple solutions may exist. There is also no estimate of uncertainty involved in
the point estimate. So the Bayesian approach is widely used in inverse problems
to overcome these issues, and the Bayesian approach in inverse problems is usually
referred to as Bayesian Calibration or Inverse Uncertainty Quantification (IUQ).
The solution to inverse problem under the Bayesian formulation includes the
results from model calibration and uncertainty quantification, the former emphasis
on tuning adjustable parameters to reach better agreement between experimental
data and simulation model, and is often referred to as Bayesian calibration, while
the latter emphases on quantifying the uncertainty distribution, which is usually
called IUQ [20]. But in many cases, BC and IUQ are used interchangeably.
Under the Bayesian formulation, instead of a point estimate in equation 1.1, we
would like to obtain an probabilistic distribution for the model parameter. This can
be done using the Bayes rule:
p(x|y, f) ∝ p(y|f(x))p(x) (1.2)
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where x, y, f follow the previous notations, p(x) is the prior distribution, and p(y|f(x))
is the likelihood function. The prior of x represents our state of knowledge before
we see any data, and the likelihood can be seen as the probability of measuring y if
our model is correct. More detailed formulation will be discussed in later chapters.
1.2 Literature Review
The inverse problem is receiving increased attention in the engineering community
because quantifying the input uncertainty of a computer model and the resulting
system response predictions (e.g., in the form of probabilistic prediction intervals) is
essential for robust and reliable decision making. A comprehensive framework for
calibration or input uncertainty quantification for computer models under Bayesian
formulation was firstly introduced by Kennedy and O’Hagan at 2001 [21]. Later on,
this approach has been applied in diverse fields, such as ecology, hydrology, experi-
mental physics, climate modeling, high energy physics, etc [22][23][24]. Although
the method provided general guidelines on conducting Bayesian calibration of com-
puter models, it needs to be tailored according to different disciplines, because the
method is largely limited by the available measurement data and is dependent on
the parameter space, which is very different across different disciplines.
In the filed of nuclear thermal-hydraulics, the inverse problem for calibration or
input uncertainty quantification has mainly focused on the parametric uncertainty
from closure equations in TH codes. There are also research work related to quan-
tifying the uncertainty of cross-section data or diffusion parameters in reactor fuel
simulations [25][26][27], but they are out of the scope of the current work.
Several international initiatives have addressed the issue of parametric uncer-
tainty in TH simulations. The motivation for quantifying input uncertainties of
closure equations originated from the BEMUSE project [8], which aims at eval-
uation of the practicability and reliability of best-estimate methods including un-
certainty evaluations in applications relevant to nuclear reactor safety. The project
concluded that the current uncertainty analysis methods are sufficiently robust for
the evaluation of uncertainty on several reactor accident transients. However, the
determination and the justification of the probability distribution associated with
each uncertain parameter are critical to the uncertainty quantification results, thus
appropriate methods are needed to quantify these input distributions.
The PREMIUM [10] project is a continuation of BEMUSE, and it focuses on
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benchmark the methods of UQ of physical model parameters in thermal-hydraulics
models. Five methodologies (CIRCE, FFTBM, MCDA, DIPE, IUQ) were tested
and compared in this project based on Flooding Experiments with Blocked Ar-
ray(FEBA) experiments [28] and computers codes including CATHARE, RELAP,
COBRA, etc.
Table 1.2 summarises the existing methods used for quantifying input uncertain-
ties in TH codes. The σ, µ and θ in the “Outputs” column differ in that µ and σ
are the mean and standard deviations of θ. The details of those methods will be
explained briefly in the following.
Table 1.2: Summary of existing input UQ methods for nuclear TH simulations
























































The CIRCE method is one of the earliest applications of inverse method to assess
the uncertainty distribution of the parameters associated with the physical models of
thermal-hydraulics system code [29]. It is developed in France for the CATHARE
code, but can also be used for other codes. The CIRCE method mainly has two as-
sumptions: one is the normality of the parameters associated to the physical models,
the other is the linearity between the code responses and each of these parameters.
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The method cannot be used as a black-box model as its procedures are quite com-
plex. The derivative information of each response with respect to input parameters
is required during calculation, and the hypothesis of linearity must be checked.
Some recent improvements on CIRCE method overcame the linearity assumption
by using a iterative scheme [18]. The outputs of the CIRCE method are the mean
value and standard deviation of each parameter considered. Maximum Likelihood
Estimation (MLE) with Expectation-Maximization (EM) algorithm is mainly used
for estimating those parameters in CIRCE. This method has been applied to several
experimental benchmarks such as FEBA and Delayed Equilibrium Model (DEM).
The Fast Fourier Transform Based Method (FFTBM) [30][31] characterizes the
ranges of variation of the input uncertain parameters as a uniform distribution. In
this approach, a dimensionless Average Amplitude (AA) is used to represent the
discrepancies of the addressed calculation with respect to the experimental data.
Then, the quantification of variation ranges of inputs is achieved by running the
calculations of reference case of a physical model and “sensitivity” cases, consti-
tuted by a single parameter variation, application of the FFTBM for quantification
of the accuracy of calculated responses respect to experimental data, and further
comparison of differences between AA values obtained from sensitivity cases and
an AA of the reference case [30]. The FFTBM-based tool for quantification of
code calculation accuracy has been previously developed and validated in various
applications for thermal-hydraulic calculations including international benchmarks
[32][33].
The Model Calibration through Data Assimilation (MCDA) method is also a
statistical method which consists in adjusting the input parameter values to achieve
better agreement between measured and predicted response values [10]. The method
utilizes a Bayesian framework and was developed by KAERI during the PREMIUM
project. It provides two approaches for linear and non-linear problems, respec-
tively. For linear problems, normality assumption for input parameters is required
and point estimates by Maximum A Posteriori (MAP) is used for parameter esti-
mation. For non-linear cases, Metropolis-Hasting algorithm is used to explore the
posterior distributions.
Determination of Input Parameters Empirical properties (DIPE) method [34] was
developed by IRSN during the PREMIUM project. It estimates the distribution us-
ing a frequentist point of view: it iteratively searches for an experimental design of
inputs that can cover 95% of the selected experimental data. Thus an uniform distri-
bution of each parameter will be obtained. It method assumes the there is negligible
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measurement error on QoIs because all uncertainty is due to input uncertainty, and
no correlation between input variables.
Tractebel’s Inverse Uncertainty Quantification (IUQ) method [35] is to use DAKOTA
[36] sampling based UQ functionality to quantify the model uncertainty. The idea
is similar to the DIPE method. It firstly defines uniform variation ranges of the
important inputs, and the sample from the range to obtain simulation results. The
upper and lower bounds of the simulation results are then compared with experi-
mental data to see if good coverage is satisfied, if not satisfied, the initial variation
range will be adjusted. So the DIPE and the Tractebel’s IUQ method both suffer
from expensive computational cost.
The PREMIUM project concluded in 2015 and have provided valuable test re-
sults for input model uncertainty quantification methods. However, the results ex-
hibited large variability and discrepancy among participants, and significant user
effects were observed. The results obtained from different methods by different
participants, have shown dependencies on the following topics [10]:
• the selected code responses (some users only selected cladding temperature
while others also considered quench times.)
• the selected input parameters
• the selected data from FEBA benchmark (all 6 available FEBA tests were not
taken into account by some users)
• the quantification methods.
• the TH codes being used.
Generally, there is still a lack of guidelines on these topics, and the results have
revealed the necessity of further developing a systematic approach with a common
and generic framework for quantifying physical model uncertainties in TH codes.
Besides the methodologies in the PREMIUM benchmark, there are also other
approaches aiming to quantify the uncertainty of physical models in TH codes. Bui
et al [17][37] and Liu et al [38][39]used a Bayesian framework to assess the pos-
terior distributions of closure models related to various two-phase flow and heat
transfer phenomena. The methods use surrogate models and MCMC sampling
method to alleviate the computational burden and provides a non-intrusive method
for quantifying input uncertainties in TH codes [40][41]. With the similar idea,
Xu et al [20][42][43][44] proposed an Inverse Uncertainty Quantification (IUQ)
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method which aims to quantify the posterior distributions of physical model param-
eters in TRACE. The framework is based on surrogate models [45] and MCMC
sampling by adaptive MH algorithm for five physical model parameters. Model
discrepancy is also considered and accounted for in the relevant work. The method
implicitly assumes that the input parameters (multiplicative factors on closure mod-
els) being quantified are unchanged for all selected experimental data. The method
was applied and validated on BFBT and PSBT benchmarks [46].
1.3 Outline of the Thesis
In Chapter 2, an overview of the Bayesian calibration framework will be given. The
foundation of the framework - model updating equation will firstly be introduced.
Then, all necessary computing techniques such as surrogate models or MCMC algo-
rithms to improve the model efficiency will be explained and illustrated. A rigorous
formulation of Bayesian calibration will finally be given at the end of this chapter.
The hierarchical model will then be introduced in Chapter 3. Hierarchical models
aim at reducing the overfitting issue and the strong user effect in the traditional
Bayesian calibration framework. Hierarchical model offers a more flexible model
structure by utilizing a multi-level structure in the estimation process. We will
first explain the basics and motivations of using hierarchical models. Mathematical
formulations will then be given and the method is demonstrated by toy examples
using synthetic data.
Next, three application scenarios will be given and we will use proper modeling
techniques to address the corresponding problems and challenges in each scenario.
In Chapter 4, we will demonstrate the modular Bayesian approach introduced in
Chapter 2 using the PSBT benchmark data. The steady-state void distribution data
in PSBT have a relative large model discrepancy, so the modular Bayesian approach
is used to model the model discrepancy term and avoid overfitting.
In Chapter 5, the hierarchical Bayesian framework introduced in Chapter 3 is
applied to the steady-state void distribution data in the BFBT benchmark. Results
are compared with the non-hierarchical model to demonstrate the advantages of the
hierarchical structure.
Finally in Chapter 6, the framework for transient experiments is demonstrated us-
ing the transient void distribution data in the PSBT benchmark. Different surrogate
models that are suitable for time series regression are studied and compared, and
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covariance information in between measured time steps is obtained using a simula-
tion method. The effects of the covariance matrix in Bayesian calibration are also
studied. Chapter 7 will be the summary and future work.
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Chapter 2
Overview of the Bayesian Calibration
Framework
2.1 Overview
The general flowchart of the Bayesian calibration framework is shown in Figure
2.1. The framework can serve the following purposes: (1) identify influential input
physical model parameters for given QoIs, (2) calculate the posterior distributions
of the selected input physical model parameters, (3) conduct forward SA/UQ given
the posterior input distributions. Although the framework is designed for nuclear
TH codes, it has the capability to be used in other engineering applications.
Figure 2.1: Overview of the Bayesian calibration framework
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The first step in the framework is to identify the problem being studied and se-
lect corresponding experimental data and simulation codes. In this work, the BFBT
(BWR Full-size Fine-mesh Bundle Test) and PSBT (PWR Subchannel and Bun-
dle Test) benchmarks are used, and corresponding TRACE models are constructed.
Given the codes and experiments, the next step is to identify the relevant and influ-
ential input parameters. The input parameters in the selected TH codes are multi-
pliers for the coefficients in the closure equations, such as single-phase/two-phase
heat transfer coefficients, interfacial drag coefficients, etc. This step can be done
by two consecutive sensitivity analysis methods. The first is a relative simple per-
turbation method which can be applies to all parameters to select those that are
activated in the model. Then, a more accurate SA method called Sobol indices is
used to select influential parameters. After the uncertain inputs are selected, a hier-
archical Bayesian inference model is constructed to find the posteriors of uncertain
inputs. This inference step combines the experimental data with simulation results
to find the distributions of inputs that lead to better agreement with experimental
data. During this step, several statistical tools such as surrogate model methode and
MCMC sampling algorithms are required. The final step is the validation of the
obtained posteriors.
Figure 2.2 shows the major components used in the IUQ framework, where x
represents the control parameters, such as boundary conditions, initial conditions,
etc. θ represents calibration parameters, in this work it specifically represents the
selected physical model parameters in closure models of TH codes.
Figure 2.2: Major components in the Bayesian Calibration framework [1]
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The input deck defines a specific system and can be seen as the input of TH
codes. It includes the geometrical configuration (i.e., the nodalization), the material
and fluid involved, the initial and boundary conditions, and possibly the settings for
the numerical solver. Control parameters x are selected from those specifications.
The TH simulation codes TRACE consists of 6 conservation equations, which are
then closed with additional set of closure models Mi(x, θ, yM ) [1]. The output
of the simulation code yM can be combined with corresponding experimental data
yE in the Bayes’ rule, resulting in joint posterior probability density distribution
(PDF) for selected inputs. Comparing with the aforementioned expert-judgment for
estimating the uncertainty, this approach uses experimental data to better inform the
prior expectations about the input parameters.
Figure 2.3: Iterative re-sampling procedure to determine the prior range of
calibration parameters
During the posterior sampling stage, the posterior distribution of the calibration
parameter θ may fall out of the given prior range. This is because that for some
physical model parameters, such as the interfacial drag coefficient, the deviation
from their nominal value can be very large. In such cases, the posterior distribution
will be cut off by the upper bound of the initial range. See sample 1 for example
in Figure 2.4. To avoid this, an iterative re-sampling procedure, as shown in Fig-
ure 2.3, is designed in this work to make sure that the prior range we selected for
each calibration parameter will cover its full posterior range. When the posterior
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distribution is cut off by the upper bound, it is an indication that the true posterior
distribution may be out of the current range. So it is necessary to extend the initial
upper bound of this parameter to a larger value to make sure the prior range can
cover the final posterior distribution so that the results will not be dependent on
the selection of the prior range. New LHS sampling of the original code, surro-
gate model construction, and MCMC sampling are required. Since the calibration
parameters under consideration are all multiplicative factors, the lower bound will
always be 0.
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Figure 2.4: Histogram of two random samples, one of which requires the iterative
re-sampling procedure
2.2 Model Updating Equation
A key assumption in most of the Bayesian based Inverse UQ framework is the
model updating equation. Following the work of Kennedy and O’Hagan [21], we
represent the relationship between the computer model outputs yM(x,θ) and the
observations yE(x) in the equation:
yE(x) = yM(x,θ) + δ(x) + ε (2.1)
where ε is a vector of observation error, and we assume ε is independent and iden-
tically distributed as N (0, σ2exp). It should be noted that this assumption may not
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always hold in reality, more details about this assumption will be discussed in Chap-
ter 6.
δ(x) is the model discrepancy term, which is caused by incomplete or inaccurate
physics employed in the model. The discrepancy term δ(x) is only a function of
the control parameters x, which is a consequence of the fundamental difference
between x and θ. Here, the parametric uncertainty is derived from the θ parameter,
and other forms of uncertainties are incorporated in the model discrepancy term.
Following the model updating equation, the posterior PDF of the calibration pa-
rameter can be found using Bayes’ rule:
p(θ|yE,yM) ∝ p(yE,yM |θ) · p(θ) (2.2)
where p(θ) is the prior distribution of the calibration parameter, and p(yE,yM |θ) is
the likelihood function. From equation 2.1, we know that ε = yE(x)−yM(x,θ)−










The covariance matrix Σt is defined as:
Σt = Σexp + Σδ + Σcode (2.4)
where Σexp is the experimental measurement uncertainty, Σδ is the model uncer-
tainty due to inaccurate underlying physics, and Σcode is the model uncertainty in-
troduced by surrogate models when surrogate model is used as an approximation of
the original TH code. It should be pointed out that the treatment of Σt here is a tra-
ditional method and has been widely used in previous work [42][44][46]. However,
this treatment may suffer from the following issues:
1. One or two terms may dominate Σt if the magnitudes of the three terms
differ significantly. For example, the common uncertainty level introduced
by surrogate models can be around 1% to 3%, while the measurement error
may differ from this range substantially depending on the quantities being
measured: temperature measurement can have very small error while void
fraction measurement may have relatively large error.
2. The Σcode term introduced by surrogate models can have strong user effect.
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The commonly used Gaussian Process (GP) surrogate model provides stan-
dard deviation σ along with the point estimate, which can be directly used in
Σcode. However, the magnitude of σ of a GP model strongly depends on the
selection of kernel function and some hyper-parameters.
A solid framework should not depend on such strong user effects or certain re-
sponse types, so in the current work, we propose to consider Σexp as a diagonal
matrix with all same variances, diag(σ2exp), and treat σexp as one of the calibration
parameter to be estimated in the later MCMC sampling step. A downside of this
treatment is that the information regarding the measurement uncertainty is ignored,
but the comparison between the calibrated σexp and the documented σexp can also
be a good indication on how the model performs. This treatment is also consistent
with the work by Kennedy and O’Hagan [21].
After a short discussion on the covariance Σt, there are two remaining terms to
be estimated in equation 2.3: δ and p(θ).
p(θ) is the prior distribution of calibration parameter and can be easily treated
as a non-informative uniform distribution over a certain range. There are many
discussions on the selection of prior in the Bayesian community. A prior usually
reflects our knowledge or understanding about the parameter before any experi-
ment. Normal, Gamma, inverse Gamma, and Beta distributions have been used in
previous research works. An advantage of using exponential family distributions is
that some of them can be seen as conjugate distributions - meaning their posterior
distributions are in the same probability distribution family as the prior probability
distribution, which allows more efficient calculation of the posterior distribution.
But the disadvantage of using these exponential family distribution is that they put
relatively strong prior information on the input parameters thus the posterior will
be impacted by the selection of prior parameters.
A uniform prior allows equal prior probability for all values within a certain
range, which is a good choice to reflect our ignorance regarding these parameters.
One criticism about using uniform prior is that it enforces zero probability on values
that are outside of the selected range. But this issue can be easily solved by the
iterative re-sampling procedure illustrated in Figure 2.3.
Estimating the model discrepancy δ can be a challenging task. In cases where
model discrepancy is negligible (i.e., no significant model discrepancy is observed),
we can simply ignore the δ term. However, ignoring the model discrepancy when
it does exist can cause over-fitting issue of the calibration parameter, meaning that
the calibration algorithm will favor a θ distribution that yields the most accurate
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prediction rather than the “true” underlying value [47][43][48]. For example, the
calibration algorithm may favor an unrealistic large value for a input parameter θ1
because a large θ1 can compensate the discrepancy between the model and experi-
ment results, which is actually not caused by inaccuracy of θ1, but by other factors
such as structural uncertainty or systematic measurement error that only pertains
to this dataset. Thus, the posterior distribution of θ1 obtained here cannot be gen-
eralized to other similar scenarios where such model discrepancy does not exist,
causing “over-fitting”.
2.3 Sensitivity Analysis
One question we need to answer at the very beginning of Bayesian calibration is
what input parameters do we need to study. There can be many uncertain parameters
in a model and many times we cannot select important parameters solely by expert
judgment. A systematic approach needs to be developed to address this question.
SA studies how uncertain inputs contribute to the variations in the model QoIs.
There are generally two classes of SA: local SA and global SA [49]. Local SA
methods such as finite-difference and adjoint-based methods are derivative-based
(numerical or analytic), where all derivatives are taken at a single point. It only
calculates the effect of a single parameter at a time, keeping other parameters fixed,
and explores only a fraction of the input domain. So, local SA addresses the local
impact of inputs’ variations. Global SA, on the contrary, considers the whole varia-
tion range of the inputs and is also able to provide insights into how the interactions
between input parameters influence the QoIs [50]. Generally speaking, local SA is
computationally cheaper than global SA, thus in the current work, we use the local
SA method to conduct the initial parameter selection and use the global SA method
to conduct a more accurate study to determine the final list of inputs to be studied.
Global SA can be further categorized into regression-based methods and variance-
based methods [50]. Regression-based methods, such as Pearson Correlation Coef-
ficient (PCC) and Spearman Rank Correlation Coefficient (SRCC) fit linear regres-
sion models to the model response and use standardized regression coefficients as
the measures of sensitivity. This method requires the model response to be linear.
Variance-based method represents the variance of the output as a sum of contribu-
tions of each input variable and their combinations. This decomposition of variance
is usually called ANOVA (ANalysis Of VAriance). The Sobol indices, which is a
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straightforward measure for sensitivity in arbitrary complex computational models,
is one of the variance-based methods and has received much attention in literature
since it was developed in the 1990s [51]. Next, we will give a brief introduction
to the theory and computation methods of Sobol indices following the notations in
Ref. [52].
Suppose the model under investigation is described as Y = f(X1, ..., Xd) =
f(X), with Y a scaler and X is a d-dimensional random input vector. The vari-
ance based first order effect for a generic factorXi can be written as: VXi(EX∼i(Y |
Xi)), where X∼i denotes the matrix of all factors in X except Xi. The outer vari-
ance in the expression is taken over all values of Xi, and the inner expectation
calculates the mean of Y for all values of X∼i while keeping Xi fixed. It mea-
sures the first order effect of Xi on the model output. So the associated first order









= 1− VX∼i(EXi(Y |X∼i))
V (Y )
(2.6)
ST i measures both the first order and higher order effects of factor Xi. This is
because the term VX∼i(EXi(Y | X∼i)) measures the first order effect of X∼i, so
the rest of V (Y ) gives all the terms in the variance decomposition which include
Xi.
Methodologies to calculate Sobol indices include sampling-based methods and
PCE-based method. PCE-based method can be seen as a post-processing of Poly-
nomial Chaos Expansions (PCE) built on the computer model. Suret [53] proved
that the Sobol’ indices can be computed analytically by some calculations of co-
efficients in PCE metamodels. Sampling-based methods use direct MC or Quasi
MC sampling to evaluate the Sobol’ indices [51]. Sometimes tens of thousands of
samples are required for a good estimation of Sobol’ indices by sampling-based
method. Thus, surrogate models also play an important role in this field. In this pa-
per, we will use a sampling-based method introduced in Ref. [52], which requires
N(d+2) number of samples. N is usually a value of several thousand for sufficient
accuracy and d is the dimension of the input, and GP surrogate is used here due to
a large number of code runs required [54][55].
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2.4 Surrogate Models
Surrogate model, metamodel or emulator plays a vital role in the Bayesian calibra-
tion of computer models when the computer models are computationally expensive,
such as nuclear reactor simulations. The surrogate models are built from limited
number of runs of the full model at specifically selected values of the input parame-
ters and a learning algorithm. The Design of Experiment (DoE) or computer exper-
iments design [56], in the context of surrogate models, aims to select a structured
set of tests of the computer model, such that a good tradeoff between the accuracy
of the surrogate model and the number of tests can be achieved. A good coverage
of the input space will ensure the accuracy of the emulator while too many samples
will cause extra computational burden, which is against the purpose of using the
surrogate models. Latin Hypercube Sampling (LHS) is a widely-used method to
generate samples from a multidimensional distribution. It has good space-coverage
property and will be used in this work.
Many types of surrogate models have been utilized in the Bayesian calibration
process, such as the Polynomial Chaos Expansion (PCE) and Stochastic Colloca-
tion (SC) used by Wu et al. [42] [57], the Multivariate Adaptive Regression Splines
(MARS) proposed by Stripling et al. [58], the Function Factorization with Gaus-
sian Process (FFGP) developed by Yurko et al [59], and the deep Neural Networks
by Liu et al [60] and Radaideh et al [61]. There are many more applications
that cannot be included here. Different types of surrogate models have different
characteristics, so they may fit in different engineering scenarios. Some factors to
consider in choosing a proper one include the dimension of inputs, non-linearity of
the input-output relationship, and time-dependent or steady-state problem, etc.
2.4.1 Gaussian Processes
Gaussian Processes have been widely used as surrogate models since the seminal
work of Bayesian calibration by Kennedy and O’Hagan [21] utilized GP modeling.
In this section, we will firstly go through the theoretical backgrounds of GP [46],
and look into several characteristics of GP.
A Gaussian process can be used to describe a distribution over functions. It is
normally defined as a collection of random variables, any finite number of which
have a joint Gaussian distribution [62]. A GP is completely defined by its mean
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function m(x) and covariance function k(x,x′), and can be written as:
f(x) ∼ GP(m(x), k(x,x′)) (2.7)
where the random variables in the process represent the value of the function f(x)
at location x. For notation simplicity we will treat the mean function as zero at this
time. Later we will see this is not a drastic limitation because the posterior mean is
not confined to be zero, and the prior mean function does not have major influence
in interpolation.
Given training inputs and outputs {(xi, fi) | i = 1, ...n}, we want to predict the
test outputs f∗ in test points X∗. The prediction outputs (including training outputs









K(X∗, X), K(X∗, X∗)
])
(2.8)
where K(X,X∗) denotes the matrix of the covariances evaluated at all pairs of
training and test points, and similar definitions apply to K(X,X), K(X∗, X∗), and
K(X∗, X). We are interested in the conditional probability of {f∗|X∗, X, f}, which,
fortunately, is simple to obtain due to properties of multivariate normal distribu-
tions.






Now we can evaluate the function values f∗ according to Equation (2.9) by calcu-
lating the corresponding mean and the covariance matrix. The posterior means are
used as prediction values. The covariance matrix represent the level of confidence
in the prediction, and it will enter the covariance term Σ in Equation 2.4, so that the
covariance term in the likelihood will include the error information from both the
experiment and the emulator: Σ = Σexp + Σemu. This treatment is important be-
cause inaccurate predictions by the emulator can be seen as assigned a much smaller
weight in evaluating the likelihood in Equation 2.4. This unique characteristic of
GP makes it a preferable choice of an surrogate model in the Bayesian Calibration
process.
The covariance function is a crucial ingredient in a GP predictor as it encodes
the information of nearness or similarity between data points. This information is
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crucial because in regression tasks we normally assume closer input points are more
likely to have similar target values, and thus the training points which are nearer to
a test point should have more influence on the prediction at that point. The choice
of the covariance function should depend on the assumption of the function which
we wish to learn. In most of the cases and in this work it is defined as a function
of the Euclidean distance between two points, with several hyperparameters. For
example, power-exponential covariance function:
cov(f(xp), f(xq)) = k(xp,xq) = σ2 · exp(−
1
2l2
| xp − xq |r) (2.10)
The hyperparameters σ, l, and r define the proprieties of the covariance function
such as magnitude, shape, and smoothness. They should be properly estimated to
obtain the best possible prediction performance.
There is also Gaussian Kernel, where r is simply changed to 2:
k(xp,xq) = σ
2 · exp(− 1
2l2
| xp − xq |2) (2.11)










2ν | xp − xq |
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) (2.12)
with positive parameters ν and l, and Kν is a modified Bessel function [62].
ν = 3/2 and ν = 5/2 are popular choices. Different kernels may fit in differ-
ent scenarios.
Kernels functions play important roles in GP modeling. A GP model with the
same parameter estimation method but different kernel functions may have different
results. This can be seen in Figure 2.5.
A simple function f(x) = sin(x) ∗ x is created and several points on x are sam-
pled as training data (red circles). As mentioned previously, the GP model yields
both the mean and the standard deviation of the response, which allows us to plot
the 95% CI for each unobserved data point, see blue shaded area in Figure 2.5. De-
spite the prediction results (blue line) by two GP models showed good performance
compared the the observations, the standard deviations yielded by two models are
quite different. The RBF kernel showed small standard deviation while the model
with Matérn kernel has relatively large standard deviation. So extra caution should
be paid when incorporating the error information of GP model to the total covari-
ance Σ in Bayesian calibration. It is reasonably that different models have different
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Figure 2.5: GP regression with RBF and Matérn (ν = 5/2) kernels
confidence in their prediction, but the difference in the resulting total covariance
matrix may lead to very different posterior distributions. So it is recommended that
the uncertainty brought by GP surrogate should not be explicitly included in the
total covariance in Equation 2.4.
The GP model in this work is coded by the scikit-learn [63] open-source package
in Python. The default parameter estimation method in scikit-learn is “L-BGFS-B”
from scipy [64]. The parameter estimation aims at maximizing the log-marginal-
likelihood (LML). The LML of GP may have multiple local optima, so the algo-
rithm will restart automatically for a certain number of times to ensure an optimized
set of hyper-parameter can be found. Cross Validation (CV) can also be used to es-
timate the hyper-parameters. Details about various parameter estimation in GP can
be found in [62]. The accuracy of the GP emulator needs to be assessed before use.
We are interested in the predictive accuracy at untried points, which can be done by
quantifying the predictive error at an additional set of validation data.
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2.4.2 Polynomial Regression
Besides the GP regression model, as a more convenient but less accurate alternative,
Polynomial Regression Model (PRM) is also used in the current work. The incen-
tive of using PRM derives from the requirement of gradient information in some
advanced and efficient MCMC algorithms. As a parametric regression model, it is
easy to calculate the gradient at any given location. The PRM with degree of d for
two variables x1, x2 has the following form:









where all d-th order polynomials and interaction terms are considered. The param-
eter w = [w1, w2, ...] can be easily estimated by Ordinary Least Squares (OLS)
method, similar to other linear regression models.
2.4.3 Principal Component Analysis and Gaussian Processes
When dealing with the time series regression problems, traditional regression meth-
ods becomes challenging as the highly-correlated output usually needs special treat-
ment by many separate GP models which increases computational burden signifi-
cantly. A multivariate GP surrogate model is required in this case instead of in-
dependent model for each output variable. For example, if there are a hundred
measurements in a series, then all the hundred outputs need to be processed by the
surrogate model, requiring significant higher training time. A dimension reduction
of the high-dimensional output helps reduce the total computational burden and
maintain the correlations of outputs. In this section, foundations of the PCA will be
firstly introduced. A combined time series regression model by GP and PCA will
be explained.
PCA can be viewed as a projection method which projects high-dimension data
into a lower-dimension subspace such that the projected data are uncorrelated and
have maximized explained variance [65][66]. PCA can be done through Eigen-
decomposition of the covariance matrix or Singular Value Decomposition (SVD)
of the data matrix.
A brief mathematical introduction to PCA will be given here. Suppose our data
matrixA has the shape p×N , where N stands for number of samples, p stands for
number of features (dimension of each output). This data matrix can be seen as the
training dataset for the surrogate model.
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PCA is a linear transformation method where we transform the data matrixA by
PA = B (2.14)
where P is a transformation matrix and B is a transformed data matrix. The goal
of PCA is to find the proper P that makes rows of B uncorrelated and this can be
done by SVD. If A is already centered (subtract row mean for each element), the
SVD of A can be given by:
A = UΛV T (2.15)
whereU is an orthogonal matrix whose columns are the left-singular vectors ofA,
V is an orthogonal matrix whose columns are the right-singular vectors of bmA,
and Λ is a p×N diagonal matrix whose diagonal entries are the singular values of
A. The magnitudes of diagonal entries of Λ are then arranged in descending order
and large singular values corresponds to important features in A [67]. Choose P
as UT , so that
PA = ΛV T = B (2.16)
The covariance matrix of B is diagonal. The rows of P and the rows of B are
called Principal Components (PC) and PC scores, respectively.
The dimension reduction can then be performed by selecting a proper dimension
of the principal subspace p∗, which is much smaller than p, but is able to make the
principal components explain most of the variances. The first p∗ PCs form a p∗ × p
transformation matrix P ∗:
P ∗A = B∗ (2.17)
where B∗ is a p∗ × N matrix whose rows represent new variables after dimension
reduction. So, matrix B∗ has much lower dimension than the original data matrix,
and can be used as the training data for GP.
The left matrix multiplication of the data matrix can be seen as rotating, moving,
and scaling the coordinate system of the original data. Suppose we are looking
at a 2 dimensional input shown in Figure 2.6, and we want to conduct dimension
reduction on the data. It can be seen that the data has the potential to be reduced
to one dimension because x and y are linearly related with some noise, knowing
one of them can let us know roughly about the other. So the axes can be moved,
rotated, and scaled as the red arrows show in Figure 2.6. The longest arrow (axis)
can explain most of the variance of the data, while the data variation along the
second arrow (axis) is small compared to the first.
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Figure 2.6: Illustration of PCA in 2D space










Figure 2.7: Comparison of original data and transformed data by PCA using one
PC
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The transformed data B obtained by PCA can be seen in the lower plot of the
Figure 2.6. The PCs are actually the projection of each data point onto the principal
axes. From the upper figure we can see that PC1 explains most of the variation so
we select PC1 only and transform it back to the original input space, the results
are shown in Figure 2.7. We can see the linear relationship between x and y is
still captured after dropping PC2, and the transformed data using only 1 principal
component is “good enough” to represent the original data.
From Figure 2.7, we can have a better understanding of that PCA does for dimen-
sion reduction: the information along the least important axes is removed, and the
component(s) of data which explains most of the variance is(are) left. The fraction
of the variance that is cut out can be seen as a measure of how much information
is discarded by the dimension reduction of PCA. This metric is usually used to
determine the number of PCs to select.
In the reduced dimension, we would be able to combine GP model with PCA to
construct a regression model. The flowchart of using GP and PCA as regression
model for the high-dimension and high-correlation problem is shown in Figure 2.8.
The dataset should be split into a training set and validation set so that over-
fitting can be avoided and the model performance can be objectively quantified.
In the training set with N samples, suppose the the input and the output has the
dimension d in and d out, respectively. The output we are dealing here is time-
dependent data so it has high dimensions and high correlation. Applying PCA to
the output and selecting proper number of principal components p∗, we can reduce
the output dimension to p∗. The selection of number of PCs should be based on the
fraction of variance explained by the PCs. A GP model can then be built here based
on the original input (d in, N) and the output (p∗, N) in the reduced dimension.
In regression, we are interested in predicting the output at an new untried point,
and the prediction by GP model here gives us the output in the reduced dimension
with shape (p∗, 1). Inverse of PCA can then be applied here to transform the data
into the original output space. The inverse can be done simply by left multiplication
of P−1 to Equation 2.16. If the predicted output is compared with the new output
in the validation set, the performance of the overall model can then be quantified.
In summary, the combined GP and PCA model requires building one PCA model
and p∗ GP models, which reduces the computational burden of building d out GP
models. The dimension reduction becomes possible because these time-dependent
outputs are highly correlated.
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Figure 2.8: Flowchart of the GP + PCA regression model for high-dimension and
high-correlation outputs
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2.4.4 Artificial Neural Network
Artificial Neural Network (ANN) is a powerful tool for regression tasks for its ca-
pability to model complex patterns in datasets using multiple hidden layers and
non-linear activation functions. In many cases, Neural Network may seem like an
overkill as regression models since it is mostly known for its capability of handling
very complex and computationally expensive jobs such as image processing, natu-
ral language process, artificial intelligence, etc. However, NN or even Deep NN is
nothing but repeated combinations of simple linear and non-linear transformations.
Their structures can be designed in a very sophisticated way but the smallest unit in
DNN is still a perceptron. So ANN models can be seen as convenient and powerful
regression models if properly tuned.
Perceptron (or neuron) is the smallest unit in a neural network, and its basic
components are shown in Figure 2.9.
Figure 2.9: Components of a perceptron
The output of a perceptron is simply an activation function applied to linear com-
bination of inputs. Say if the input x has n dimensions, now the output from a
perceptron if f(b + x1w1 + x2w2 + ... + xnwn), where b, wi are weights and f(.)
is the activation function. Many activation functions are available and they have
different characteristics to be used in different scenarios. Most commonly used ac-
tivation function for regression purposes include linear or Rectified Linear Units
(ReLU) [68]. Linear activation provides simple unbounded output and is easy to
solve, but is limited in its complexity and have less power in complex problems.




0, x < 0x, x ≥ 0 (2.18)
which gives an output itself if positive and 0 otherwise. It is a good approximator
and any function can be approximated with a combination of Relu [68].
A Neural Network is a combination of perceptrons, an example of the structure
NN is shown in Figure 2.10:
Figure 2.10: Structure of a Neural Network
Mathematically, a one layer network has the form:
y = wTx (2.19)
and a two layer network has the form:
y = wTσ1(A1x+ b1) (2.20)
where A is the weight matrix and b is the intercept vector of that layer. Iterating
the process, a fully connected network with L layers has the form:
y = wTσ1(A1σ2(...AL−2σL−1(AL−1x+ bL−1) + bL−2...) + b1) (2.21)
The objective function of NN model in this regression task can be defined as the
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sum of squared errors: Σ(ŷi − ytrue)2, which is usually referred to as L2 norm loss
function. The parameters in the model (A, b) can then be estimated by minimizing
the objective function with respective to A and b. Taking derivatives of equation
2.9 with respect to these weight parameters is straightforward and can be scaled to
any finite depth because of the chain rule. The method of adjusting weight param-
eters to minimize the objective function using the chain rule is called backpropaga-
tion [69]. With the development of computer science and computational power, the
backpropagation algorithm can be applied to very large-scale neural networks and
has achieved successes in many fields.
ANN model should be used with special caution in regression tasks because it is
very prone to overfitting due to its complex structure. To avoid overfitting, there are
generally two methods to considered when the number of available data points can
not be increased:
• Weight Regularization. Add a penalty term to the error function during the
training process, so that weight parameters can be constrained. Because large
weighs tend to cause sharp transitions in the activation functions and thus
large changes in output for small changes in inputs [70].
• Add dropout layers. During the training process, we randomly drop units
(along with their connections) from the neural network so that it prevents
units from adapting too much with each other [71].
Both two methods have been widely used to prevent overfitting. One additional
benefit of adding dropout layers is that model uncertainty can also be calculated be-
sides the point estimate [72], which gives us confidence interval for the prediction.
So dropout method is preferred in many application where uncertainty information
is needed such as reinforcement learning and Bayesian optimization [73].
In this work, there are two main motivations of using ANN as surrogate models.
The first is that we need to deal with high dimensional output in the time-series data,
and ANN is capable of dealing with high dimensions with its flexible structure. The
second is that some efficient MCMC algorithms require derivatives of the model
prediction, which is easy to obtain from Equation 2.21. The ANN model is coded
using the TensorFlow package [74] in Python.
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2.5 Markov Chain Monte Carlo Algorithms
Estimating the posterior in Equation 2.3 requires numerical sampling method as
analytical solution is not available. Statistical tools that can be used here include
MLE, MAP, Variational Inference (VI), Laplace Approximation (LA), and various
MCMC methods. MLE, MAP, LA all give point estimates and VI, LA are both
approximate solutions rather than exact solutions. MCMC, although more time
consuming, can estimate the exact posteriors for arbitrary distributions.
MCMC has been widely used as a tool for Bayesian inference since the work
of Tanner and Wong [75] and Gelfand and Smith [76]. It is a class of algorithms
for sampling from an arbitrary probability distribution, for example, the probability
distribution of equation 2.3, where the density function needs to be known only up
to a normalizing constant. The basic idea of MCMC is to construct a Markov chain
that has the desired distribution as its equilibrium distribution [77].
2.5.1 Metropolis-Hasting Algorithm
One of the most popular MCMC algorithms is the Metropolis-Hastings (MH) algo-
rithm, where a family of possible transitions from one state to the next is defined
from a proposal distribution. The most basic form of the MH algorithm is shown in
Algorithm 1.
Algorithm 1: Metropolis-Hasting algorithm [78]
1. Initialize X0.
2. At iteration (i+1):







α is often called the “acceptance probability”;
• Xi+1 = Yi+1 with probability α, otherwise Xi=1 = Xi.





This special case of the algorithm was presented by Metropolis et al [78]. Later
on in 1970 Hastings presented a more general algorithm which allows the proposal
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function to be asymmetric, known as MH algorithm [79]. Symmetric Random Walk
Metropolis (SRWM) algorithm is a simple choice of MH algorithm, which is wide
applicably but usually converges slowly in high dimensional state spaces. In order
to improve the efficiency of the MCMC algorithm, many adaptive MH algorithms
have been developed. Adaptive methods are useful in tuning parameters in the
algorithm such as thsoe in the proposal function to allow more efficient sampling.
In this work, we employ an adaptive MH algorithm proposed by Andrieu and
Thoms [80] as shown in Algorithm 2, where α(X, Y ) = min{1, π(Y )q(Y,X)
π(X)q(X,Y )
} is the
acceptance rate for each step, and q(X, Y ) is the proposal function. λ is a scale
parameter for the covariance matrix and it is suggested to be chosen as 2.382/nx,
where nx is the dimension of the input space.
Algorithm 2: Adaptive MH algorithm with global adaptive scaling [80]
1. Initialize X0, µ0,Σ0, λ0;
2. At iteration (i+1):;
• Sample Yi+1 ∼ N(Xi, λiΣi).;
• Set Xi+1 = Yi+1 with probability α(Xi, Yi+1), otherwise Xi=1 = Xi.;
• Update;
log(λi+1) = log(λi) + γi+1[α(Xi, Yi+1)− α∗];
µi+1 = µi + γi+1(Xi+1 − µi);
Σi+1 = Σi + γi+1[(Xi+1 − µi)(Xi+1 − µi)T − Σi]
The algorithm can adjust the scaling of the covariance matrix in the proposal
function, thus control the acceptance rate to an optimal target value α∗. Extra work
to tune the proposal function in SRWM in relatively high dimensional state spaces
can be avoided using this algorithm, and one can also expect a more rapid explo-
ration of the target distribution even following a poor initialization.
2.5.2 Hamiltonian MC
When the number of parameters to be estimated goes up to 20 or 30, such ran-
dom walk based methods suffer from very low acceptance rate. Thus Hamiltonian
Monte Carlo (HMC) method will come in handy. HMC is a MCMC algorithm
that avoids the random walk behavior and the sensitivity to correlated parameters
in many MCMC methods by taking a series of steps informed by the first-order
gradient information [81]. HMC can suppress the random walk behavior by means
of a clever auxiliary variable scheme that transforms the problem of sampling from
a target distribution into the problem of simulating Hamiltonian dynamics [81].
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In HMC, an auxiliary momentum variable rd is introduced for each model model
parameter θd. In most cases, these momentum variables are drawn independently
from standard normal distribution, yielding the joint density p(θ, r) ∝ exp(L(θ)−
1
2
r · r), where L(·) is the logarithm of the joint density of the variables of interest
θ. We can interpret this model in physical terms as a fictitious Hamiltonian system
where θ is a particle’s position in D-dimensional space, rd is the momentum of that
particle in the d-th dimension, L is a position-dependent negative potential energy
function, 1
2
r · r is the kinetic energy of the particle, and log(p(θ, r)) is the negative
energy of the particle. The evolution of the Hamiltonian dynamics of this system
can be simulated via the “leapfrog” integrator [81][82], which will update the r and
θ accordingly. The details of the algorithm is shown in Algorithm 3.
Algorithm 3: Hamiltonian Monte Carlo Algorithm [80][82]
For m = 1, 2, ..., M:
Sample r0 ∼ N(0, I).
Set θm = θm−1, r̃ = r0.
For i = 1, 2, ... , l:




exp(L(θ̃)− 0.5r̃ · r̃)
exp(L(θm−1)− 0.5r0 · r0)
)
With probability α, set θm = θ̃,rm = r̃
End for
Function Leapfrog(θ, r, ε):




θ̃ = θ + εr̃





Suppose we are drawingM samples using the HMC algorithm. For each sample,
we need to firstly re-sample the momentum variables from N(0, I), which can be
understood as a Gibbs sampling update. Then the leapfrog function is used l times
to update the variables θ and r, and a proposal position-momentum pair of θ̃ and r̃
is generated. The proposal can be accepted or rejected according to the Metropolis
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algorithm. The leapfrog functions plays an important role in improving the effi-
ciency of sampling. By taking l leapfrog steps per sample, the proposal generated
for θ have high probability of being accepted. However, as we can see from the def-
inition of leapfrog function, derivative of the joint density function of θ is required.
The performance of the HMC also depends on hand-chosen values of ε and l [81].
If the two parameters are not properly selected, the Markov chain may be slow to
move between regions of high and low densities.
No-U-Turn Sampler (NUTS) is an extension of HMC that eliminates the need to
manually tune these parameters in HMC. The idea is to use a recursive algorithm
to build a set of likely candidate points that spans the target distribution, and stop
automatically when it starts to retrace its steps. A detailed description about NUTS
can be found in [81]. In this work, the NUTS is implemented with an open-source
package PyMC3.8 [83]. A great advantage of NUTS is that it can be used with no
hand-tuning at all, making it suitable for many engineering applications. However,
as we can see in the algorithm, the gradient of the log-likelihood with respect to
the sampling parameter is required. So the surrogate model should also be able to
provide the gradient of outputs, if NUTS is to be used.
2.5.3 Diagnostics of MCMC results
The samples obtained by MCMC algorithms need to be carefully diagnosed to make
sure that the sample generated is sufficient to provide an accurate approximation of
the target distribution. Since the target distribution is unknown in many problems,
proper diagnostics tools are required for deciding the convergence of Markov chains
to stationary.
Stationary distribution of a Markov chain is a probability distribution that keeps
the same as time progresses, no matter what the starting state was. Theoretically,
the above MCMC algorithms could all achieve stationary, given enough samples.
However, in practice, the required samples can be beyond our computation limit and
we want to use as few sample as possible to achieve a good approximation. Theo-
retically, we cannot prove convergence of a Markov chain from empirical samples
without knowing true distribution, but we can look for signs that indicate a failure
to converge. There are many diagnostics tools for Markov chains [84] [85], some
graphical methods are listed as follows:
1. Trace plot
A trace plot is a time series plot for a realization of a Markov chain, where
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the x-axis is the iteration number and the y-axis is the value(state) the chain
currently has. The trace plot shows how the chain is moving around in the
state space. From the plot, we can focus on how well the chain is mixing. Is
the chain stuck in some parts of the state space? Is there any visible trend of
the trace? If these signs are identified, the MCMC chain is not stationary.
2. Auto-correlation function (ACF) plot
MCMC algorithms result in correlated samples. A lag-k ACF is defined as
the correlation between the samples with k steps apart. From ACF plot we
can see how the sample auto-correlation decreases as k increases (ideally). A
high degree of ACF would slow the mixing and convergence of the Markov
chain.
3. Multiple chains
Another simple way for diagnosing is to run the algorithm more than one
time with different starting points, and check if similar results can be ob-
tained. Different chains can run in parallel since they are independent but
one Markov chain can only be run in serial.
4. Running mean and standard deviation
The running mean plot shows the time-averaged mean of the chain against
the time. It basically shows how the mean or other statistics such as standard
deviation or median changes over time. Ideally, the plot should stabilize to a
fixed value as the number of iteration increases. The plot can also be used to
determine the stopping time for sampling.
We now demonstrate the application of two MCMC algorithms, adaptive MH
with global scaling and NUTS, in a toy example and how to run diagnostics for
them. In this toy example, we are approximating the standard deviation of a nor-
mally distributed sample with µ = 1 and σ = 3. 200 samples are randomly drawn
from N(1, 3), and MCMC algorithms are used to inference the posterior distribu-




Σn1 (xi − 1)2
2σ2
)
The NUTS sampler and the Algorithm 2 are implemented and compared. Firstly
400 samples are drawn, and 3 independent chains are calculated. The kernel density
estimations and the trace plots by NUTS and MH algorithm 2 are shown in Figure
2.11 and 2.12, respectively.
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Trace Plot by NUTS with 400 samples
Figure 2.11: Posterior distribution and trace plot of σ using 400 samples drawn by
NUTS
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Trace Plot by MH with 400 samples
Figure 2.12: Posterior distribution and trace plot of σ using 400 samples drawn by
MH Algorithm 2.
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In the above figures, the different line styles represent the multiple chains run in
parallel. We can see that the NUTS algorithm outperforms the other algorithm in
inferring the posterior distribution of σ in this case. Figure 2.12 shows signs of non-
convergence because the three chains don’t converge and the trace plot is not well
mixed. Figure 2.13 shows the ACF function for the two traces obtained by different
algorithms. It can be seen that the NUTS algorithm has a faster speed to reduce the
correlation to 0. While the MH algorithm still suffers from small correlation even
with lags equal to 40.


















Figure 2.13: Comparison of Autocorrelation plots by two MCMC algorithms
The non-convergence issue of the current MH algorithm can be mitigated by
increasing the number of samples drawn. When the number of samples is increased
to 1, 000, the three chains show good convergence and the trace plot is also well
mixed, as can be seen in Figure 2.14. The curves in the left figure can be expected
to be more smooth if more samples are drawn.
2.6 Full and Modular Bayesian Approaches
Now that we are familiar with the basic framework of Bayesian calibration and all
necessary computing techniques involved, we can move to a more rigorous defini-
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Trace Plot by MH with 1000 samples
Figure 2.14: Posterior distribution and trace plot of σ using 1,000 samples drawn
by MH Algorithm 2.
tion of Bayesian Calibration starting from the Full Bayesian Approach proposed by
Kennedy and O’Hagan [21] using Gaussian Processes.
Recall that the predicted values f∗ by GP at test points X∗ can be described as a
joint Normal distribution where the mean and covariance matrix are determined by
Equation 2.9. If we use φ to denote the collection of all hyperparameters in a GP
model, f∗ can be expressed as a function of (φ, X,X∗, f ). The explicit form of the
kernel function in GP is not specified at present. For a selected value of x∗, the GP
model for the model bias term can be expressed as:
δ(x∗) ∼ GP(mδ(x∗;φδ),Kδ(x∗;φδ)) (2.22)
where φδ is the collection of hyperparameters in the GP model. Similarly, a GP
model for the simulation model is also constructed:
yM(x∗,θ) ∼ GP(mM(x∗,θ;φM),KM(x∗,θ;φM)) (2.23)
where φM is the collection of hyperparameters in this GP model. Since two GP
models are built for yM(x,θ) and δ(x), respectively, now the model updating equa-
tion 2.1 can be expressed as:
yE(x∗) = GP(mδ(x∗;φδ),Kδ(x∗;φδ))
+ GP(mM(x∗,θ;φM),KM(x∗,θ;φM)) + ε
(2.24)
Suppose the standard deviation of ε is σ, so the unknown parameters left in the
above equation are (σ,φδ,φM ,θ). Our goal in Bayesian calibration thus become
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estimating the probability distribution of p(σ,φδ,φM ,θ | yE,x∗), where yobs is
the experiment measurements at x∗. According to the Bayes’ theorem, the joint
posterior distribution of p(σ,φδ,φM ,θ | yE,x∗) can be expressed as:
p(θ, σ,φδ,φM | yE,x∗) ∼ p(yE,x∗ | θ, σ,φδ,φM) · p(θ, σ,φδ,φM) (2.25)
where p(θ, σ,φδ,φM) is the joint prior density distribution for these parameters. It
is reasonable to assume that θ and all the hyper-parameters are independent so this
term can be easily decomposed. Combining Equation 2.25 and 2.24, the likelihood
function p(yE,x∗ | θ, σ,φδ,φM) can be expressed by two GPs. The complete
formulation of the above equation can be analytically derived and involves many
unknown parameters to be estimated, and we can simultaneously calibrate all these
unknown parameters against the experimental data. In this full Bayesian approach,
the uncertainties from model discrepancy, model approximation, observation error
are all taken into account.
Although the full Bayesian approach provides a complete solution to the poste-
rior distribution and all the uncertainties involved are considered, there are two ma-
jor issues that keep it from being widely used by researchers. Firstly, the approach
is computationally expensive. The hyperparameters in GP as well as all calibration
parameters θ need to be sampled by the MCMC algorithm, which could be chal-
lenging because of the high dimensions. The complete formulation of Equation
2.3 is tedious, making the framework difficult to be encapsulated into many open-
source packages. Secondly, the parameters and hyperparameters involved might
be poorly identifiable when many high correlated hyperparameters are involved,
making it challenging to do inference on those parameters. Based on the above
two concerns, a more efficient Modular Bayesian approach has been widely used in
many engineering applications.
Instead of doing inference on the collection of parameters and hyperparameters
(θ, σ,φδ,φM) simultaneously, Modular Bayesian approach considers two GP mod-
els separate and independent. The hyperparameters of each GP model are estimated
firstly by a more efficient point estimate method such MLE, then the calibration pa-
rameters are estimated based on the two completed GP models. The estimated
hyperparameters by MLE are treated as true parameters in the GP models. The
modular approach provides a much more tractable formulation of the calibration
problem but sacrificed the full uncertainty information. The code uncertainty is not
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fully captured because the hyperparameters are fixed at estimated values, besides,
the model inadequacy is also not fully captured because the hyperparameters in two
GP models are fixed [21]. But it has been reported that the modular approach
typically yields similar results as the full Bayesian approach [86] [87].
In the Modular Bayesian approach, the GP model for computer code and for
model discrepancy are denoted as GPCC and GPMD, respectively. The GPCC is
built based on the simulation date yM at the given N data points:
[(x1,θ1), (x2,θ2), ..., (xN ,θN)]
The GPMD is built based on M data points:
[yE(x1)− yM(x1),yE(x2)− yM(x2), ...,yE(xM)− yM(xM)]
The GP models can thus be constructed from the above two training sets using
the method described in Section 2.4.1.
The posterior distribution in the Modular Bayesian approach now only focuses
on the calibration parameter θ. Given two completed GP models, the posterior can
be expressed as:
p(θ|yM ,GPCC ,GPMD) ∝ p(yM |θ,GPCC ,GPMD) · p(θ) (2.26)




Hierarchical Models for Bayesian Calibration
3.1 Hierarchical Model
In the traditional Bayesian calibration setting, we have assumed that the observa-
tions are independent of each other so that the joint likelihood function can eas-
ily be formulated as the product of each individual likelihood. However, in many
situations, such independence may not hold. For example, in order to study the
effectiveness of a cardiac treatment [88], we are interested in the survival proba-
bility θ, and we know that in each hospital j the survival probability is θj . So it
is reasonable to assume that the estimates of θj’s are correlated to each other be-
cause the treatment method is the same. Within each hospital, we may also assume
the survival probability for each person is correlated, because they are in the same
hospital. In this condition, the independence assumption of each observation is
no longer valid. Such conditions are common when there are “cluster-level prop-
erties” [89]: observations belong to different clusters and each cluster has unique
properties. Modeling the joint probability density distribution would be intractable
in these cases, but the hierarchical model could be very helpful.
Hierarchical model is also called a multi-level model or mixed-effect model. A
simple illustration of the structure of the hierarchical model is shown in Figure 3.1.
Observations y are from different clusters determined by (1) cluster parameter cm
which might be different among clusters, and (2) parameter θ shared across clusters.
If the probability distribution of cm can be parameterized by Σc, Σc can be seen as
the cluster-specific parameter, or per-group parameter, to be estimated.
Consider a simple example for Figure 3.1, where the observations are normally
distributed. In this case, the parameters we need to estimate are the mean and the
variance. Suppose they have the same variance σ2 for all clusters but different
means µi for each cluster. So the σ2 is a shared parameter (θ in Figure 3.1) and µi
is per-group parameter (ci in Figure 3.1). Now we would like to specify the dis-
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Figure 3.1: Non-hierarchical and hierarchical models
tribution over the cluster-specific µi. We can assume the distribution also normal,
or other distributions depending on the actual scenario. If normal distribution is
assumed, two parameters (global mean µ and global standard deviation σy, corre-
spond to the Σc in Figure 3.1) would be required. So we can describe parameter µi
and observations yij as:
µi ∼ N(µ, σ2y)
yij ∼ N(µi, σ2)
Now we can re-arrange the structure of the above hierarchical model to better
illustrate the process of the above two equations: the per-group parameters are gen-
erated from shared parameters, and observations are generated from per-group pa-
rameters, as shown in Figure 3.2.
In summary, the hierarchical model comes in handy when we know that some
cluster-level attributes exist and the structure of the data can be reasonably modeled
or assumed. When data follows a hierarchical structure, a simple non-hierarchical
model would be inappropriate because (1) a model with few parameters cannot fit
the dataset accurately, and (2) a model with many parameters will “overfit” the
dataset. In contrast, a hierarchical model can have enough parameters to fit the
data, while has a population distribution to model the dependence of the parameters.
Thus “overfitting” can be avoided because the parameters are “constrained“ by the
population distribution so they cannot fit the data exactly.
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Figure 3.2: Illustration of a classical hierarchical model structure
3.2 Parameter Estimation in Hierarchical Model
Continue on the hierarchical model example shown in Figure 3.1, we now describe
how to estimate parameters in a hierarchical structure. The hierarchical model
structure in Figure 3.1 can be plotted into a more succinct and formal graphical
representation, as shown in Figure 3.3. In the figure, p(θ) is the prior distribution
of θ, i is the cluster index, y is the observation, and there are N observations in
total. the per-group parameter bi is governed by its distribution Σb, which has prior
distribution p(Σb).
Figure 3.3: Graphical representation of a hierarchical model
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It should be noted that in this model, our primary goal is to learn about θ and Σb,
not the individual cluster-specific parameters bi, but bi also has to be estimated in
order to estimate Σb. So we need to marginalize over the bi parameters in after we
have obtained the joint posterior distribution. There are generally two approaches to
estimate the posterior, we can either use MLE for point estimation or use Bayesian
inference to get full posterior distributions for these parameters.





P (y | θ, b, i)P (b|Σb) db (3.1)
If full posterior distribution is desired, we can incorporate the prior distribution
and use Bayes’ rule. The prior distribution can be decomposed into the following
form:
P (Σb,θ, bi) = P (bi | Σb) · P (Σb,θ) (3.2)
which is based on the fact that Σb influences observations only through bi. So the
marginalized joint posterior distribution can be expressed as:
P (Σb,θ | y) ∝
∫
b
P (y | θ, b, i)P (b | Σb) · P (θ)P (Σb) db (3.3)
Hierarchical models provide a flexible framework for modeling the complex in-
teractions but come with higher computational requirements in inference. The pa-
rameter space to be estimated can be high-dimensional: we need to estimate cluster-
specific parameter bi, which may contain up to hundreds. Traditional random-walk
based MCMC algorithms such as MH or advanced MH algorithms tailored for rel-
atively high dimensional problems still suffer from serious convergence issues be-
cause that the random behavior of the proposal function in very inefficient in high-
dimension domains. HMC and NUTS would be useful in such high-dimensional
conditions.
3.3 Hierarchical Bayesian Calibration: A Toy Example
3.3.1 Problem Definition
The toy example is constructed in a way that is similar to the BFBT or PSBT void
fraction data that will be later applied. Suppose there are three parameters to be
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estimated [α, β, θ], and we know that observations are from a quadratic function (X
is determined):
yobs = αX
2 + βX + θ +N (0, σ2)
and there 100 groups of data, i = 1, 2, . . . , 100, each group contains 5 data, j =
1, 2, 3, 4, 5. The true values of [α, β, θ] have slight variability among different
groups, they are from a common normal distribution:
αi ∼ N (4, 1)
βi ∼ N (2, 1)
θi ∼ N (−2, 1)
Now the goal of this problem is to estimate the above distributions of [α, β, θ],
only knowing X, yobs and the quadratic relationship between X and yobs.
3.3.2 Hierarchical Structure
Given that the parameters (α, β, θ) are different among groups, we can use a Bayesian
hierarchical model to solve this problem. We define the hyperparameters of (α, β, θ)
to be (µα, µβ, µθ, σα, σβ, σθ). A graphical representation of this model structure can
be seen in Figure 3.4. Σα denotes the hyperparameters of α, which is µα and σα.
Same notations apply for β and θ. So now we have a collection of shared parameters
(σ,Σα,Σβ,Σθ) and cluster-specific parameters (αi, βi, θi). Relatively wide uniform
priors are enforced on those shared parameters:
µα ∼ Unif(−10, 10)
σα ∼ Unif(0, 10)
µβ ∼ Unif(−10, 10)
σβ ∼ Unif(0, 10)
µθ ∼ Unif(−10, 10)
σθ ∼ Unif(0, 10)
σ ∼ Unif(0, 10)
The calibration parameters αi, βi, θi can then be sampled from the normal distri-
bution defined by (µα, µβ, µθ, σα, σβ, σθ):
46
Figure 3.4: Graphical representation of the hierarchical model structure for the toy
example
αi ∼ N (µα, σα)
βi ∼ N (µβ, σβ)
θi ∼ N (µθ, σθ)
We can see that in this formulation, there are 100 ∗ 3 + 6 + 1 parameters to
be estimated in the Bayesian inference, which is impossible to track using random
sampling based MCMC algorithms. So the results are obtained by NUTS method
using package PyMC3.8 [83].
3.3.3 Results and Discussions
The posterior distributions of the hyper-parameters sampled by NUTS are shown in
Figure 3.5. The vertical lines on the left side are the true values from the samples,
and the figures on the right are the sampling trace plots. We can see that the chains
are well mixed and the four parallel sampling chains (represented by the curves of
different line styles in the left figures) are consistent. Small discrepancy can be
observed for the first two parameters, but the true parameters are still included in
the corresponding probability distributions.
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Figure 3.5: Posterior distributions of hyper-parameters and their trace plots
It is also interesting to see the calibration results for all cluster-specific param-
eters. Figure 3.6 shows all the posterior distributions for each group’s αi, βi, θi as
well as their trace plots. It can be seen that these individual parameters do have
relatively large differences. It can be reasonably inferred that if we were to build
a model with many group-specific parameters, the model would “overfit” since the
estimated parameters will only be valid in certain groups. If we were to use a simple
non-hierarchical model, the model would not be able to capture true distributions
of the calibration parameters.
For comparison purposes, a simple non-hierarchical model for this toy example
is also built. In this non-hierarchical model, three global parameters α, β, and θ
are estimated and no groups are involved. A comparison between the posterior
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Figure 3.6: Posterior distributions of cluster-specific parameters and their trace
plots
























Posteriors by hierarchical model
Posteriors by non-hierarchical model
True value
Figure 3.7: Posterior distributions by hierarchical model and non-hierarchical
model
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distributions obtained by the hierarchical model and the non-hierarchical model
is shown in Figure 3.7. We can see that the no-hierarchical model cannot deal
with the variability of calibration parameters well, thus has inaccurate estimations.
While the hierarchical model succeeds in including the true values in its posterior
distributions. This example has demonstrated the effectiveness of the hierarchical
model when groups or clusters exist in our observations.
3.4 Gaussian Mixture Model in Hierarchical Bayesian
Calibration
In the above toy example using a hierarchical structure for Bayesian calibration,
one underlying assumption is that the calibration parameters for different groups are
from a common normal distribution. This assumption provides additional flexibility
for the model so that calibration parameters can be different among groups, but also
constrains the model in a way that the distribution of calibration parameters has to
be normal. An extension for this assumption that removes the constraint and offers
more flexibility is to use the Gaussian Mixture Model (GMM).
3.4.1 Gaussian Mixture Model
A Gaussian Mixture Model can be seen as a mixture of normal distributions with
different means and variances. More formally, a Gaussian mixture is a weighted




wi . . . g(x | µi,Σi) (3.4)
where x is a D-dimensional continuous-valued vector, wi, i = 1, 2, ...,M are the
mixture weights, and g(x | µi,Σi) are the Gaussian densities, which follow the





The method for generating data from GMM can be described as follows: (1) pick
a distribution according to the probabilities defined by mixing weights; (2) generate
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one observation according to the parameters (µ,Σ) in the selected distribution. De-
note z as a categorical random variable representing which component x is drawn
from, then z follows multinomial distribution given by wi and the data generating
process in GMM can be written as:
z ∼Mult(w1, w2, ..., wM)
x | z ∼ N (µz,σz)
When M = 1, the process is the same as sampling form a single normal distri-
bution. When M ≥ 2, multiple normal distributions with different µ and Σ can
be used to describe the data. A 1-D example with M = 2 is shown in Figure 3.8,
where data from two normal distributions (denoted by yellow and blue curves, re-
spectively) are combined and the histogram shows the distribution of the mixture.
GMM would be able to exhibit the sub-population heterogeneity in this scenario.
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6
= 0.8, = 0.2
= 0.5, = 0.1
Mixture
Figure 3.8: Example of Gaussian Mixture Model with two components
GMMs have been widely used in many fields such as speech recognition [90],
image processing [91], etc, due to their capability of representing a large class of
sample distributions. In most applications, GMMs are used directly to fit the ob-
served data and estimate the parameters (wi,µi,Σi). Methods such as Expectation-
Maximization (EM) [90] or Variational Inference (VI) [92] can can be used for
parameter estimation.
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However, in Bayesian calibration, the parameters to be estimated cannot be di-
rectly observed, leading to many difficulties in utilizing EM and VI algorithms. The
first difficulty is that the convergence of such algorithms is based on convex opti-
mization, so the algorithms may converge to a local minimum and not the global
one [93]. VI or EM is not suitable to cope with multimodality problems so it can be
dangerous to use them in Bayesian calibration where the likelihood function may
not be convex. The second difficulty is the identifiability issue, which exists in both
Bayesian calibration and typical GMM problems. Since GMMs provide additional
flexibility to fit the data, it is easy to use too many parameters, or the wrong choice
of parameters. This is dangerous because distinct representations of the model may
lead to the same observations when there are too many flexible parameters in the
model. These two problems will be discussed in detail in the following sections.
3.4.2 GMM in Hierarchical Bayesian Calibration: A Toy Example
In this section we illustrate an example of Bayesian calibration using GMM as
the “hyper-distribution” of calibration parameters. Remember that in a previous
section, we assumed that a single normal distribution is the “hyper-distribution”:
θi ∼ N (µθ, σθ)
Now we extend the normal distribution to a mixture of two normal distributions




θi ∼ N (µzi , σzi), zi = 1, 2.
Consider the same example shown in Figure 3.8, where the two normal distribu-
tions areN1(0.5, 0.1) andN2(0.8, 0.2), respectively. 150 θ samples are drawn from
N1 and 250 samples are fromN2. This corresponds to w1 = 0.375 and w2 = 0.625.
So there are 400 distinct group parameters θi in this example, and we assume there
is just 1 data in each group, which is good for visualization purposes later. The
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observations follow a simple linear relationship:
yobs = θX +N (0, σexp)
where the deterministic data matrix X has the shape of (400, 1). Given X, yobs and
the known linear relationship in the above equation, we want to estimate parameters
(w1, w2, µ1, µ2, σ1, σ2, σexp), which are sufficient to completely define the GMM
model in the hierarchical structure.
The structure of the Bayesian model in this toy example is shown in the following
equation:
µ1, µ2 ∼ unif(−10, 10)
σ1, σ2 ∼ unif(0, 5)
p ∼ Dirichlet(α)
zi | p ∼ Categorical(p)
θi | zi ∼ N (µz, σz)
(3.5)
The categorical variable z is chosen by the weight parameter w, where wi repre-
sents the probability of category i being selected. Dirichlet distribution is used as
the prior for weight parameter w. α is called the concentration parameters and is
initialized as a vector of ones. When α = 1, the Dirichlet distribution is equivalent
to a uniform distribution over all points in its support.
The advantage of Dirichlet distribution is that it is a conjugate prior for the multi-
nomial distribution. This means that if the prior of the multinomial parameter w is
Dirichlet then the posterior is also a Dirichlet distribution with different parameters.
This nice property of conjugate prior allows us to use the Gibbs sampling method
in the compound steps to sample the categorical variable z. More information on
Dirichlet distribution and its use as a conjugate prior can be found in Appendix B.
Note that z is a discrete variable and cannot be sampled by the HMC method, and
traditional MH methods performs poorly on this high-dimensional scenario, so the
Gibbs method is preferred for sampling z. The rest of the parameters can still be
sampled by NUTS.
Now we can perform the compound sampling step for this example problem, with
NUTS for continuous variables (µ1, µ2, σ1, σ2, w1, w2) and binary Gibbs Metropolis
for the categorical variable z. The posterior distributions and trace plots for param-
eters in GMM can be seen in Figure 3.9. We can see that all chains converged well.
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The vertical lines denote the true values of this toy example. p denote the weight
parameter w, “mean” in the figure represents µ1 and µ2, and “sd” denotes σ1,σ2.
We can see that the posterior distributions successfully predicted the true values of
all parameters.
Figure 3.9: Posteriors of GMM parameters
Figure 3.10: Posterior of the experimental noise
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The posterior of experimental noise (σexp) is shown in Figure 3.10. The result
indicates that the model is also able to estimate the noise level for the given data.
Under the hierarchical structure, posteriors of per-group parameters θi also need to
be estimated, and the results are shown in Figure 3.11.

































Figure 3.12: Posterior of the category variable in GMM for two samples
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The posteriors of the categorical variable zi cannot be easily visualized, but we
will show the sampled zi for two random i groups in Figure 3.12 to help the readers
better understand this example. In the left column of Figure 3.12, the bar plots
are the counts of samples that fell in category 0 or 1. The right column shows
the change in the categorical variable during the sampling process. In sample 2, the
probability of falling in category 1 is much higher than that of category 0, indicating
this sample is very likely to come from the second component of the mixture model.
3.4.3 Identifiability in GMM
The identifiability has long been an issue in statistical models. In an identifiable
model, parameters can be learned if a sufficient number of observations are avail-
able. A non-identifiable model indicates that two or more parametrizations of the
model are observationally equivalent [94], in which cases the estimations of pa-
rameters don’t make physical senses anymore. Too many parameters or the wrong
choice of parameters in a model may cause a non-identifiable issue. In GMMs,
there are typically two kinds of identification problems [94]. The first is label de-
generacy, which is caused by potential swaps of labels or categories between com-
ponents. This issue can cause non-convergence in MCMC algorithms but can be
mitigated by adding special constraints in MCMC, such as enforcing the parameter
in the first component to be always less than that in the second component, so that
the labels for this parameter will not be swapped anymore.
A more fundamental lack of identifiability issue happens when different parametriza-
tions are intrinsically equivalent. This may happen in many scenarios such as (1)
the collinearity issue in linear regression, (2) in additive models, we can add arbi-
trary constants as long as they cancel out but the constants are not identifiable, or (3)
in mixture models, a mixture of multiple distributions yields another distribution in
the same family with different parameters.
In the example of the previous section, suppose that more than 2 normal distribu-
tions are assumed and fitted by the data. More parameters are used to describe the
latent variable than actually needed. Due to the flexibility of the GMM model, in
ideal scenarios, the weight parameters correspond to the extra categories become 0.
However, the ideal case may not always appear due to the lack of identifiability.
If 3 normal distributions are assumed in the mixture model, and the same infer-
ence procedures are conducted. That is, we are inferring parameters from a mixture
of 3 Gaussian distributions (µ1, µ2, µ3, σ1, σ2, σ3, w1, w2, w3) using the same data
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in Figure 3.8. The posteriors for these parameters are shown in Figure 3.13. We
can see that although the Markov chains generally converged well, there are multi-
modalities in many distributions, making the model parameters difficult to interpret.
Figure 3.13: Posteriors of GMM parameters with wrong model specifications and
comparison with true values
From the posterior samples, we can get marginalized posterior distribution over
θ. The posterior of θ is compared with its true distribution, and is shown in Figure
3.14. We can see that the posterior predictive distribution of θ fitted well with its
underlying true distribution. The fact indicates that different parametrizations of
the model lead to same observational results, so the parameters in this model are
not identifiable.
In this toy example, we demonstrated the use of GMM in hierarchical Bayesian
calibration with different settings of GMM. The results show that the lack of iden-
tifiability is a common issue in this application scenario, due to the high flexibility
of GMMs. More advanced techniques can also be used to treat the number of com-
ponents in the mixture as an unknown parameter to be estimated, but it also suffers
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from the convergence issue of the MCMC algorithm and the multimodality issue
in its posterior distributions due to the intrinsic lack of identifiability. So, we need
to be cautious in extending the flexibility of the hierarchical Bayesian calibration
model unless there is solid prior knowledge of the structures of our model. Other-
wise, the estimated parameters would be unidentifiable and their physical meanings
could be lost.







3.0 Posterior predictive distribution
True Data
Figure 3.14: Comparison of the posterior predictive distribution and the true
distribution of θ, with wrong model specifications (k=3)
3.4.4 Comparison with Non-Mixture Model
From the above discussion, we can draw a conclusion that mixture models can be
applied to the hierarchical Bayesian calibration framework when we have solid prior
knowledge about the structure of the mixture. However, such prior information is
not always available in Bayesian calibration. In such conditions, a relatively simple
hierarchical structure without mixture models can still be useful. We will demon-
strate this using the same mixture data shown in Figure 3.8 but with a hierarchical
structure where a single normal distribution is assumed as the hyper-distribution.
The mean and standard deviation of this normal distribution are then estimated us-
ing the same NUTS method and are shown in Figure 3.15.
The vertical lines in Figure 3.15 are the true values of the synthetic data. As
58
we would expect, the estimated mean lies in between the means of the two mix-
tures, and the estimated standard deviation is larger than both of the true standard
deviations. We can see that this simplified model structure lost its capability to
approximate the true distributions of calibration parameters.
Figure 3.15: Posteriors of the non-mixture model parameters and comparison with
true values
However, this hierarchical structure without considering the mixture model can
still be used in BEPU applications, even when the underlying distributions of cali-
bration parameters are mixture models. One goal of Bayesian calibration or Inverse
UQ is to quantify the posterior predictive distribution, i.e. the uncertainty in QoIs
caused by the uncertainty in calibration parameters. Now we compare the posterior
predictive distribution using the following distributions of θ:
1. True distribution of θ (shown in Figure 3.8);
2. Posterior distribution of θ obtained by hierarchical mixture model (shown in
Figure 3.9);
3. Posterior distribution of θ obtained by hierarchical non-mixture model (shown
in Figure 3.15).
The samples are generated strictly following the data generation process in the hi-
erarchical structure. For example, in the mixture mode, samples of weights w1, w2,
means µ1, µ2, and standard deviations σ1, σ2 are directly obtained from their corre-
sponding posteriors. Then, for each sample of (w,µ,σ), a random sample is drawn
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from the Gaussian mixture model defined these parameters. These random samples
are then collected as the posterior distributions of θ.
The posterior distributions of θ are then used in the original simulation equation
(Y = θX in this toy example), and the predictive posteriors of Y can be obtained.
The 95 % Confidence Intervals of the posterior predictive distributions are then
calculated, and are compared in Figure 3.16. We can see that although the non-
mixture model does not have accurate approximation of θ, it is able to provide
good posterior predictive distribution compared to the true distribution. The 95%
CI by non-mixture model is slightly larger than that of the mixture model, and the
mixture model has almost the same result with the true distribution. In this sense,
we can view the hierarchical non-mixture model as a more conservative approach
to quantify the uncertainties of input and QoIs.












95% CI by true distribution of 
95% CI of posterior predictive distribution by mixture model
95% CI of posterior predictive distribution by non-mixture model
Figure 3.16: Comparison of posterior predictive distributions by mixture and
non-mixture hierarchical models
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3.5 Summary and Discussions
In this chapter, we have discussed the motivation of using hierarchical model in
Bayesian calibration and introduced the basics of parameter estimation in Bayesian
hierarchical models. Different structures of the calibration model, including non-
hierarchical, hierarchical without GMM, and hierarchical with GMM are demon-
strated using toy examples. It is concluded that the non-hierarchical model may
easily face overfitting issues and is sensitive to outliers, thus unable to deal with
the potential intrinsic variability in calibration parameters. The GMMs are highly
flexible and can help discover potential mixture structures in calibration parame-
ters. However, GMMs in the Bayesian calibration framework suffer from the lack
of identifiability issue and may cause convergence issues in MCMC inference. In
the second toy example, we have demonstrated that the hierarchical model without
GMM can still provide good posterior predictive distributions, making it a strong
candidate for quantifying input uncertainties in BEPU applications.
Lastly, the three model structures are compared in terms of the computing effi-
ciency, using the 1-D toy example from the last section. The results are shown in
Table 3.1. The time spent is quantified on Intel Xeon Processor X5650 2.67GHz.
The hierarchical model has 200 groups and this number also plays an important
role in computing efficiency. The more groups, the more parameters need to be
sampled, and the more iterations are needed for convergence. Increasing the num-
ber of components in mixture models also substantially increase the time spent. We
can see that the hierarchical model with a single normal distribution as the hyper-
distribution is also superior in terms of computing efficiency.
Table 3.1: Computing efficiency of different model structures for calibration
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Application of the Modular Bayesian Approach
to PSBT Benchmark
4.1 Validation of TRACE based on Steady-State Void
Fraction Measurements in PSBT Benchmark
4.1.1 PSBT Benchmark
The international OECD/NEA PWR Sub-channel and Bundle Tests (PSBT) bench-
mark aims at encouraging advancement in understanding and modeling complex
flow behavior in real bundles by fine-mesh high-quality void fraction and Depar-
ture from Nucleate Boiling (DNB) data [2]. The benchmark is systematically de-
signed so that participants’ numerical models can be assessed and compared for the
prediction from detailed sub-channel void distribution and DNB to full-scale rod
bundle. It has been widely used in the validation process of various computational
approaches.
In this work, we will use the steady-state bundle void distribution measurements
in the benchmark. The corresponding test section is shown in Figure 4.1. As we
can see in the figure, an electrically heated rod bundle is used to simulate a partial
section and full length of a PWR fuel assembly, and the coolant flows from the
bottom of the pressure vessel up through the test assembly. The experiment was
conducted at different assembly types and different boundary conditions. The aver-
age void fractions data are measured at three different locations at 3177 mm, 2699
mm, 2216 mm, within the effective heated length of 3658 mm. The void fraction
of the gas-liquid two-phase flow was converted from the density of the flow, which
was measured by a gamma-ray transmission method. The measurement noise (un-
certainty) of the steady-state void fraction data was reported to be 4% void.
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Figure 4.1: Test Section for PSBT Rod Bundle Void Distribution Measurement [2]
4.1.2 TRACE Simulation and Physical Model Parameters
TRACE is a best-estimate reactor system code developed by U.S. Nuclear Regula-
tory Commission for analyzing both transient and steady-state neutronics-thermal-
hydraulic behavior in light water reactors [95]. The hydraulic module of TRACE
is based on a two-fluid six-equation model, solving the conservation equations of
mass, momentum, and energy for the liquid and vapor phases in the coolant.
Major challenges for current system TH modeling are caused by our lack of
understanding and proper techniques to model the interaction mechanism at the
interface between the liquid and vapor phases. Empirical correlations are widely
used to model the interfacial transfer mechanism (especially the interfacial momen-
tum transfer). Consequently, substantial uncertainties can be propagated from these
correlations to predictions of the two-phase tow-fluid model [42].
A TRACE model is built according to the test assembly geometry. All 74 cases
in PSBT bundle test series 5 are selected in this study. These 74 test cases have
the same assembly type and geometry, but different boundary conditions (pressure,
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coolant inlet temperature, mass flow rate and power). A comparison between the
simulation results of TRACE (using nominal values of all the uncertain physical
model parameters) and the experimental data is shown in Figure 4.2.
Figure 4.2: Comparison of the predicted void fractions by TRACE and
experimental measurements. PSBT benchmark test assembly 5
Void fractions at ‘Upper’, ‘Middle’ and ‘Lower’ measurement locations are indi-
cated by three different colors/shapes in Figure 4.2. We can see that the simulation
results are generally consistent with experimental measurements. However, it is
obvious that TRACE tends to under-predict the void fraction at the Upper measure-
ment location, which indicates the potential existence of model inadequacy.
For the conservation equations in the TRACE two-phase flow model, closure
laws or constitutive relations are required to obtain a closed solution, where some
parameters such as interfacial drag coefficient and liquid and vapor wall drag coeffi-
cient need to be modeled. These parameters along with some other physical model
parameters can be adjusted by a multiplicative factor in TRACE, allowing users
to conduct sensitivity and uncertainty analysis for those parameters. This paper
will treat these physical model parameters (more specifically, their multiplication
factors) as uncertain inputs and inversely quantify their probabilistic distributions.
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4.2 Sensitivity Analysis
Following the flowchart outlined in Figure 2.1, SA will now be conducted to select
input parameters for calibration. TRACE provides the option to adjust 36 physical
model parameters by a multiplicative factor, however, not all of those parameters
will be active in the PSBT bundle assembly model because some parameters involve
phenomena that do not occur in PSBT benchmark, e.g. reflood. The details of
these 36 physical model parameters can be found in the TRACE manual [95] or
in the Appendix. The aim of this part of work is to remove all the non-influential
ones to reduce the unnecessary computational burden in the following emulator
construction and MCMC sampling processes.
Most of the parameters are multiplicative factors and some are additive factors,
so their nominal values are 1.0. A simple perturbation method is used to perturb
each parameter in the range of (0, 5) while fixing other parameters. 50 uniform
samples in that range are used to test the effect of this parameter on the simulated
void fraction data. The resulting output variance is calculated for each parameter.
The results show that most of the variances are 0 or very close to 0. Finally, eight
parameters with variances larger than 10−3 are selected and shown in Table 4.1.
Table 4.1: List of 8 selected physical model parameters in TRACE
Parameter
Number Definition
P1000 Liquid to interface bubbly-slug heat transfer
P1002 Liquid to interface transition heat transfer coefficient
P1008 Single phase liquid to wall heat transfer coefficient
P1012 Subcooled boiling heat transfer coefficient
P1022 Wall drag coefficient
P1028 Interfacial drag (bubbly/slug Rod Bundle-Bestion) coefficient
P1029 Interfacial drag (bubbly/slug Vessel) coefficient
P1030 Interfacial drag (annular/mist Vessel) coefficient
Next, we will conduct a more accurate SA for the selected 8 parameters. Sobol’
indices method is used here, and the first (main) and total Sobol’ indices are shown
in Figure 4.4. The colors represent the corresponding indices for a certain measure-
ment location. We can see that four out of eight have more significant influences
on the model outputs, so the four parameters P1008, P1012, P1022, and P1028 are
selected in the sensitivity analysis step and will be treated as uncertain inputs. It
should be noted that the Sobol method in this figure is obtained by samples from
only one experiment case. It is not wise nor necessary to repeat the computation for
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all cases because they all have the same geometry and governing physics. Several
calculations of Sobol indices on randomly selected cases are completed for a san-
ity check, and the results show the value of the Sobol indices for the middle four
parameters may be different, but the other four parameters always show negligi-
ble sensitivities. So it is safe to only select ’P1008’, ’P1012’, ’P1022’, ’P1028’ as
uncertain parameters for the following calibration process.
Figure 4.3: Sobol indices for the 8 parameters on 3 VF outputs. PSBT test
assembly 5, case 1.
Including non-sensitive parameters in Bayesian calibration is generally not a dan-
gerous thing, because we can expect the resulting posterior to be very similar to the
prior, which is wide and non-informative, but it would not affect other parameters.
During the MCMC sampling stage, including non-important parameters also would
not significantly decrease the efficiency of the algorithm, because the parameter
barely affects the acceptance rate of the proposed new points. The pain point of hav-
ing many uncertain inputs is the input dimension of the surrogate model we need
to build for TRACE. The number of simulations required to construct a “equally
good” surrogate model increases exponentially with the dimensions of the com-
puter model, which is usually referred to as “curse of dimensionality”. So reducing
66
the input dimension in the surrogate-based Bayesian calibration approach can sig-
nificantly reduce the total number of runs of the original computer model.
Finally, it is interesting to see how the void fraction will change as these four
physical model parameters change. Figure 4.4 shows the change in void fraction as
each physical model parameter is perturbed in the range of 0 to 12. Each line in the
figure represents the void fraction value as a function of only one physical model
parameter. We can see that the most significant changes occur in the range of 0
to 2, which is reasonable because the physical model parameters are multiplicative
factors. We need to pay close attention the wall drag coefficient because its trend
keeps decreasing in an almost constant rate, indicating that a short-range may not be
enough to reflect its impacts. This phenomenon is also consistent with the definition
of the wall drag coefficient.
Figure 4.4: Effects of the selected four physical model parameters on the predicted
void fraction. PSBT test assembly 5 case 1
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4.3 Surrogates for Computer Code and Model
Discrepancy
Since an obvious model discrepancy can be observed in the void fraction mea-
surements in the upper location in Figure 4.2, we will use the modular Bayesian
approach to quantify the posterior distributions of the physical model parameters,
with model discrepancy taken into account [47]. GP for computer code (TRACE)
GPCC and GP for model discrepancy GPMD will be built, respectively. Bound-
ary conditions are considered as the control parameters x, and the physical model
parameters are considered as calibration parameters θ.
As we have explained in section 2.6, the GPCC is built based on the simula-
tion date yM at the givenN points [(x1,θ1), (x2,θ2), ..., (xN ,θN)], and theGPMD
is built based on [yE(x1) − yM(x1),yE(x2) − yM(x2), ...,yE(xM) − yM(xM)].
Now the question is how do we get the corresponding training samples for these two
models. In a model where it is okay to adjust both the control parameter and the
calibration parameter, the task would be easy because we can use the LHS method
to draw random samples from the given ranges of (x,θ) and (x) respectively. How-
ever, in nuclear Thermal-Hydraulics, the accuracy of computer simulations cannot
be guaranteed in untried points, especially when it comes to extrapolation. So it is
safer to directly use existing boundary conditions as samples to train GPCC . Luck-
ily, various boundary conditions in the 74 cases of the PSBT test assembly 5 give us
enough samples for this task. The boundary conditions in these 74 cases are shown
in Figure 4.5.
The x-axis in Figure 4.5 is the case number, and the y-axes are the corresponding
boundary conditions. The cases are split into two sets: validation set and calibration
set. The calibration set is used to train GPCC , and the validation set is used to train
GPMD. The reason for this treatment is that the datasets of the control variable to
train the GP model for computer code and for model discrepancy must be different,
otherwise, the computer code would play no role in the model updating equation
because the GP model interpolates exactly. If the same dataset is used, only the
measurement error term is calibrated, which is meaningless. We selected 20 cases
out of 74 as the calibration set to train the GP model for computer code. The rule for
the selection is that the calibration domain should be encompassed by the validation
domain, otherwise extrapolation might occur and make the GP model for model
discrepancy inaccurate. More cases are allocated to the validation set because more
samples would guarantee a more accurate GP for the model discrepancy. Once
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Figure 4.5: Boundary conditions in PSBT void distribution test assembly 5
the accuracy of the GP model can be guaranteed, more cases can be allocated to
the calibration set to support our understanding about the calibration parameters.
Test source allocation (TSA) is a method developed by Wu et al [43][48] for data
partition tasks in this situation. It can also be done by a data partition method
proposed by Morrison et al, where all possible partitions are considered to find the
optimal partition [96].
Now GPMD can be trained based on the validation set, where the input is xval
and the output is yE(xval)−yM(xval). Note that the simulation output of yM(xval)
is run at the nominal value of θ, which is 1.0. The accuracy of the c can be quan-
tified by cross validation or leave-one-out-error. Now that GPMD is constructed, if
we look at the predicted value of GPMD(xcal), which just is the predicted model
discrepancy at the calibration set, we can expect two outcomes:
• The predicted model discrepancy is very similar to the actual model discrep-
ancy. This means that the error here in the calibration data is totally caused by
model discrepancy, and tuning θ does not help so this case is not informative
for the calibration purpose.
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• The predicted model discrepancy is not the same with the actual model dis-
crepancy. This indicates that error can be caused by calibration parameters
when model discrepancy is considered, thus the case can be informative to
calibration.
For the GP model of computer codeGPCC , extra sampling is required because its
input includes θ and we need to design how θ is sampled to construct the GP model.
For each cal in the calibration set, we need a number of θ samples from a certain
range (0,5). The range can be adjusted larger if it is not sufficient for posterior dis-
tribution. The number of samples needs to be determined by the convergence study
shown in Figure 4.6. The mean absolute error of testing a randomly drawn testing
dataset is quantified for GP models with an increasing number of samples. The
samples are all drawn by the LHS method. We can see that 100 sample is typically
sufficient to reach the lowest level of error and the highest level of coefficient of
determination. So we use 100 samples for each case in the calibration set, and use
vector (xcal,θ) as training date for GPCC to ensure its accuracy.
Figure 4.6: Convergence study for GP
4.4 Posterior Distribution
Now that all elements in the posterior distribution of θ (Equation 4.1) have been
collected, we can sample this posterior by MCMC. In this section, the adaptive MH
algorithm with global scaling (algorithm 2) is used. 20,000 samples are collected,
and the first 4,000 are used as the burn-in period. Multiple chains are run and trace
plots are examined to make sure the convergence of the chain.
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p(θ|yM ,GPCC ,GPMD) ∝ p(yM |θ,GPCC ,GPMD) · p(θ) (4.1)
At the same time, for comparison purposes, the calibration was also conducted
when the model discrepancy is not considered. In this case, the same calibration set
xcali (20 cases) is used to ensure the experimental information is the same, and there
is no need to model GPMD term, which makes things easier. The same MCMC al-
gorithm is applied to the case with no model discrepancy term, and posterior sam-
ples are obtained. Figure 4.7 and 4.8 show the posterior pair-wise joint and marginal
distributions when model discrepancy is and is not considered, respectively. We can
see that both results show an obvious correlation between parameter ‘P1008’ and
‘P1012’, and all posterior show normal or normal-like shapes. The negative corre-
lation coefficient between these two parameters is also consistent with the physical
phenomenon, as both will lead to higher void fraction value when they get larger.
We should note that the x-axes are different in two figures, the posteriors when the
model discrepancy is not considered are narrower. This fact can be observed in





































































Figure 4.8: Posterior pair-wise joint and marginal distributions when model
discrepancy is NOT considered
The plots in the left column of Figure 4.9 are posteriors calibrated without model
discrepancy, and the plots in the right column are calibrated with the model discrep-
ancy.
As mentioned before, ignoring the presence of model discrepancy in Bayesian
calibration will typically lead to over-fitting of the calibration parameters, and may
make calibration parameters compensate for the model discrepancy unrealistically.
This phenomenon can be seen from the comparison in Figure 4. The posterior stan-
dard deviations are smaller and pair-wise joint distributions are more concentrated
when model discrepancy is not considered. Although this phenomenon might be
preferable in some cases because it reduces prior uncertainty, it is also an indica-
tion of potential over-fitting because the concentration may be caused by the fact
that a parameter is compensating for the model discrepancy. The figures consider-
ing model discrepancy can be seen as corrected by our available knowledge for the
model discrepancy.
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Figure 4.9: Posterior distributions by Modular Bayesian approach with and
without model discrepancy
4.5 Results Validation and Discussion
Since we do not know the underlying true value of these calibration parameters,
the posteriors can be validated by checking if the simulation model with posterior
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θ leads to better consistency with experiment data, on the validation dataset. Note
that we have used 20 experiment cases for calibration so the rest cases 54 cases will
be used for validation. The posterior distributions of model responses yM(x,θpost)
given p(θ | yE) can be calculated by integrating yM(x,θpost) with respect to p(θ |
yE). This can be done by Monte Carlo simulation using the posterior samples of θ.
The mean and standard deviation of the model response posterior yM(x,θpost) is
compared with the prior nominal of yM(x,θprior) in Figure 4.10. θprior is taken as
1.0 here. The y-axis shows the void fraction error which is the difference between
experimental and simulated void fraction. We can see that posterior means (red
circles in Figure 4.10) for these validation cases are generally closer to experimental
data than the original prediction results, especially in the ‘Upper’ measurement
location.
The Root Mean Square Error (RMSE) between simulation results with experi-
ment data for all validation cases are calculated in three conditions: (1) original
predictions yM(θ = 1), (2) posterior of model response considering model dis-
crepancy using modular Bayesian approach (yM(θpost)), and (3) posterior of model
response without model discrepancy. The results are reported in Table 4.2. We can
see that when model discrepancy is not considered, the prediction accuracy is not
improved in the validation set, indicating the previous results in Figure 4.8 can be
over-fitting.
Table 4.2: Validation of calibration results by RMSE
Type of response RMSE [%]
yM(θ = 1) 5.19
yM(θpost) with discrepancy 4.73
yM(θpost) no discrepancy 5.23
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Figure 4.10: Comparison of TRACE posterior means (red dots) and TRACE
output with prior nominal values (blue squares). The error bars represent the 95%
confidence interval of the model responses for each case
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Chapter 5
Application of the Hierarchical Bayesian
Framework to the BFBT Benchmark
In Chapter 3, we introduced the basics and examples of the hierarchical model and
demonstrated how the hierarchical model can be used in the context of Bayesian
calibration. In this chapter, we will apply the hierarchical calibration framework to
the BFBT benchmark using the TRACE code.
In the current version of TRACE and RELAP5-Mod3.3, multipliers or additive
constants can be used to change the coefficients in correlations. Dimensionless mul-
tipliers are usually used because it provides a straightforward way to compare those
coefficients with the nominal value of 1.0, and there is no need to calculate their
absolute values. It should be noted that traditional calibration methods implicitly
assume that θ is a global variable for all experimental cases yE . This assumption
greatly simplifies the problem being considered, however, it may be problematic in
the context of closure models in TH codes.
The closure models are derived from SETs and are strongly dependent on bound-
ary conditions (i.e., power, flow rate, etc) and flow regimes, thus the “true” param-
eter θ may have different distributions (from run to run over the physical exper-
iments), resulting in different posteriors (including the uncertainty information as
well as the best-fitting value information of the parameter) sampled by MCMC al-
gorithms.
Ignoring this fact and sampling a single global variable might lead to unrealistic
posteriors. An accurate way to treat this problem is to partition the experimen-
tal data and simulation outputs according to each correlation equation in a certain
range of boundary conditions. However, the work will be tedious and is not mean-
ingful in BEPU applications, because simple input distributions are desired rather
than many input distributions dependent on other variables. As a middle ground
between the two treatments, we propose to use hierarchical models to account for
both similarities and differences among calibration parameters over all considered
physical experiments.
The hierarchical model used in this work considers the calibration parameters
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θi be different for each experimental case i because they have different boundary
conditions (i.e., fluid temperature, flow rate, power, pressure). At the same time,
we think that those parameters (multipliers) should not differ a lot and they can fol-
low the same distribution, for example, normal distribution. This treatment allows
variability for input parameters, which is more realistic and can reduce over-fitting
[97].
In this chapter, we have briefly mentioned the motivation of using hierarchical
models in TH application. We will firstly introduce the experimental data in the
BFBT benchmark and TRACE simulation results. Then following the framework
work of Bayesian calibration, SA is conducted to select influential physical model
parameters and surrogate models are constructed and validated. Next, we will de-
fine the structure of the hierarchical model in this application and explain the ratio-
nale behind it. MCMC algorithms are then used to sample posterior distributions
and results using hierarchical and non-hierarchical models are compared to demon-
strate the superiority of hierarchical models.
5.1 Validation of TRACE based on Steady-State Void
Fraction Measurements in PSBT Benchmark
The international OECD/NRC BWR full-size fine-mesh bundle test (BFBT) [3]
benchmark, based on the Nuclear Power Engineering Corporation (NUPEC) database,
was created to encourage advancement in sub-channel analysis of two-phase flow
in rod bundles, which has great relevance to the nuclear reactor safety evaluation.
In the frame of the BFBT test program, single- and two-phase pressure losses, void
fraction, and critical power tests were performed for steady-state and transient con-
ditions. The BFBT benchmark has been widely used in the validation process of
various computational approaches.
In the current report, BFBT data will be used and introduced. An illustration
of the test section of BFBT is shown in Figure 5.1. There are four measurement
locations along the test section, three of them are measured by X-ray densitometer,
and the upper one is measured by a X-ray CT scanner. Void distributions were mea-
sured using the X-ray CT scanner located 50 mm above the heated length. The X-
ray densitometer measurements were performed at three different axial elevations
(682 mm, 1706 mm and 2730 mm) along the heated section. The void fraction data
measured from the lower to upper location are referred to as ‘Void Fraction 1’ to
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‘Void Fraction 4’, respectively.
It is worth to mention that the measured data by the densitometers are corrected
because it is believed that this measurement method will bring systematic error
for the void fraction in a channel [98]. The measured data shown this work are
corrected data.
Figure 5.1: Test section for void fraction measurement in BFBT benchmark [3]
Similar to PSBT benchmark, BFBT also has various assembly types and in each
assembly type, experiments were conducted at various boundary conditions and
void fraction data were measured. The experiment conditions in BFBT are shown
in Table 5.1.
The BFBT benchmark consists of 5 assembly types in all. The Assembly-4 is
chosen in the current work. It consists of 86 experimental cases under various
boundary conditions (flow rate, inlet temperature, power, and inlet pressure). Void
fraction data at four locations are measured. The TRACE model is constructed ac-
cording to the experimental geometry and boundary conditions. A comparison be-
tween the simulated void fraction results and experimental measurements are shown
in Figure 5.2. ‘Void Fraction 1’ to ‘Void Fraction 4’ represent the void fraction val-
ues from the lowest measurement location to the highest. The experimental data on
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Table 5.1: Experimental Conditions in BFBT Benchmark
Number of Exp Conditions 389
Number of Assemblies 5














Inlet Subcooling [oC] 3-25
‘Void Fraction 1’, ‘Void Fraction 2’, and ‘Void Fraction 3’ are corrected according
to [98]. We can see that TRACE model results agree well with experimental data
and no obvious model discrepancy exists.
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Figure 5.2: Comparison of the predicted void fraction by TRACE and
experimental measurements, Assembly 4 in BFBT benchmark
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5.2 Preliminary Sensitivity Analysis
Similar to the SA mentioned in Chapter 4. A perturbation based sensitivity analysis
and Sobol’ indices are conducted to select important parameters for calibration. In
the perturbation method, the same 8 parameters in Chapter 4 showed larger variance
and were selected. Sobol’ indices method is then used for further screening, and the
first and total Sobol’ indices are shown in Figure 5.3. The different colors represent
the corresponding indices for a certain measurement location. We can see that four
out of eight have more significant influences on the model outputs, so the four
parameters P1008, P1012, P1022, and P1028 are selected in the sensitivity analysis
step and will be treated as uncertain inputs.

















































Figure 5.3: First-order and total Sobol indices, PSBT Assumbly 4 case 1
5.3 Construction and Validation of Surrogate Models
The general idea of surrogate models used in this work has been addressed in a
previous section. Now we have a model with 4 inputs and 4 outputs to construct. In
order to determine the number of samples required for an accurate surrogate model,
a convergence study is needed. Below we show a convergence study to find the
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sufficient number of LHS samples required by surrogates. Two types of surrogates
are considered, GP and PR with a degree of 2. An extra amount of 50 samples are
additionally sampled as a validation set, and the mean absolute error is shown in
Figure 5.4. It can be seen that the out-of-sample errors converge after the sample
number exceeds 100. So in this work, we selected 100 LHS samples to construct
the surrogate models.
Figure 5.4: Convergence study to determine the number of necessary LHS samples
For the results presented below, polynomial regression models are used because
they can provide convenient gradient information and similar accuracy as GP mod-
els.
5.4 Structure of the Hierarchical Model
In this hierarchical structure proposed for this application, we assume that each
experimental case forms a ‘group‘ or ‘cluster‘ since they have different boundary
conditions but they have the same assembly type and similar underlying physics.
So 86 experimental cases form 86 groups (clusters), and in each group, there are 4
measurements. So the structure of the model is shown in Figure 5.5.
In Figure 5.5, θi, i = 1, 2, 3, 4 represent our selected four physical model parame-
ters ‘P1008’,‘P1012’,’P1022’,’P1028’, respectively. M is the number of groups and
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Figure 5.5: Hierarchical Structure applied to TRACE BFBT application
N is the total number of measurement points. In this case N = 4M because there
are four measurements in each group. σ is measurement error. For each calibration
parameter θi, since they can be different across groups, so we suppose they are from
a common normal distribution:
θi ∼ N(µi, σi)
This treatment allows variations of θ from experiment to experiment which can
be caused by potential error or discrepancy. Some experiments data may have rel-
atively large discrepancy due to unknown or unaccounted reasons, and they may a
have larger impact on the likelihood function than other “good” data points, causing
posterior distribution results sensitive to them. These data points can be considered
as “outliers”. Using this hierarchical framework, we can focus on the distribution
of θ so it would be robust to outliers. Now if proper prior information is added to µ
and σ, we can conduct Bayesian inference for them by NUTS algorithm efficiently.
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5.5 Comparison of the Non-Hierarchical and
Hierarchical Models
5.5.1 Results of the Non-hierarchical Model
We firstly show the results using the non-hierarchical model, that is, only four in-
put parameters need to be estimated with uncertainty in the Bayesian model. The
choices of prior are:
θ ∼ Unif(0, 3)
where θ represent a vector of four uncertain inputs. A uniform distribution is chosen
to reflect our ignorance related to these parameters, the range (0,3) is chosen based
on the iterative re-sampling procedure shown in Figure 2.3, then we find out that all
the posterior samples fall within the range of (0,3) and is not sensitive to the prior
range.
The joint and marginal posterior distributions by the NUTS method, using all
data in BFBT benchmark assembly-4, are shown in Figure 5.6. Trace plots are
examined and four parallel chains are generated to ensure the convergence of the
chain. The diagnostic results are not shown here for simplicity.
The posterior distributions in Figure 5.6 seem reasonably. However, as we men-
tioned previously, some “outliers” may have significant impacts on the results be-
cause they may have larger errors thus create more “weight” on the likelihood func-
tion of the posterior formulation. This effect can be observed if we separate the data
into two sets.
Figure 5.7 shows the results using non-hierarchical model with different datasets.
Dataset 1 contains all the data, the Kernel Density Estimation (KDE) results are
same as Figure 5.6. Dataset 2 contains a randomly sampled half of the data in
Dataset 1, the posteriors using dataset 2 yielded the KDE shown in green. Dataset 3
contains the other half of the data, which yielded the red curve by non-hierarchical
method. From this result we can see that effect of data selection is significant in
this traditional method.
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Figure 5.6: Joint and marginal posterior distributions by the non-Hierarchical
model





















Posterior KDE using dataset 1
Posterior KDE using dataset 2
Posterior KDE using dataset 3
















Figure 5.7: Comparison of posteriors by the non-hierarchical model using
different datasets (Dataset 1: all data, Dataset 2: random half of Dataset 1, Dataset
3: the other half of Dataset 1)
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5.5.2 Results of the Hierarchical Model
In the hierarchical structure, the priors of the parameters can be formulated as be-
low:
µP1008 ∼ Unif(0, 3)
σP1008 ∼ Unif(0, 1)
P1008 ∼ N (µP1008, σP1008)
σ ∼ Unif(0, 1)
(5.1)
Other parameters (P1012, P1022, and P1028) are the same and will not be re-
peated here. It is worth to mention that the range for σ is quite large considering
that the void fractions are all lower than 1.0.
The posteriors and trace plots of all shared parameters (µP10∗∗, σP10∗∗, σ) calcu-
lated by this hierarchical structure using NUTS are shown in Figure 5.8. 100,000
steps are used in the MCMC algorithm and the first 20,000 are used as the burn-
in period to help convergence. The whole process takes 74 minutes in the Intel
Xeon Processor X5650 @2.67GHz. We can see that multiple chains show similar
results and good convergences are achieved. The last parameter in Figure 5.8 is
the total variance term Σt in the model updating equation. We can see its posterior
mean corresponds to a 4% void fraction error, which is consistent with the reported
measurement error in BFBT benchmark.
Not only the shared parameters are estimated, cluster-specific parameters θ for
each cluster (experiment case) are also estimated by NUTS. The posterior of these
cluster-specific parameters are shown in Figure 3.2. We can see that most of these
cluster-specific variables have similar distributions, while some of them have very
different distributions and they can be seen as outliers caused by potential model
discrepancy or other unknown reasons. Take parameter “P1008” as an example, the
posterior of µP1008 is similar to that of the non-hierarchical model. However, we
can observe some different behaviours in the cluster-specific parameter P1008 in
Figure 5.11. The cases that show different posterior in Figure 5.11 are the primary
reasons of the discrepancy in the results by the non-hierarchical model (Figure 5.7)
when the dataset is partitioned into two. Since each case has equal weight in the in-
ference process, some of them with larger discrepancies would have higher impacts
on the likelihood of the Bayes theorem, making the results very sensitive to those
cases. But with the hierarchical structure, the outlier effect can be minimized.
Now we can use these parameters in Figure 5.8 to generate samples of the cali-
bration parameters. Note that this is different from the posteriors of cluster-specific
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Figure 5.8: Posterior distributions of all shared parameters by the hierarchical
model
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Figure 5.9: Posterior distributions of cluster-specific parameters by the
hierarchical model
calibration parameters because we are not interested in obtaining a distribution for
each experimental case. In BEPU applications, we are more interested in a single
distribution to describe a parameter. This can be done by the same data generating
process shown in Equation 5.1. For example, recall that the samples of P1008 are
generated from N (µP1008, σP1008). N samples are firstly drawn from the posterior
of µP1008, σP1008. Then, for each sample, a random normal number is generated
where the mean and standard deviation are based on these two parameter. The
total of these N numbers will form the posterior of calibration parameters. Take
N = 5000 and the posteriors as well as pair-wise distributions are shown in Figure
5.10. The red curves are fitted normal distributions, and the statistics of the fitted
distribution for the four parameters are shown in Table 5.2. The fitted normal dis-
tribution will be very convenient in future UQ or SA. The pair-wise distributions in
Figure 5.10 show positive correlation between P1008 and P1012, and negative cor-
relation between P1012 and P1022, which is consistent with the non-hierarchical
model. However, the magnitude of the correlations in the hierarchical model is
smaller than that of the non-hierarchical model. Further studies focusing on the
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Figure 5.10: Joint and marginal posterior distributions of physical model
parameters by the hierarchical model
Table 5.2: Fitted distribution for each physical model parameter
Parameter Distribution Distribution Parameter 1 Distribution Parameter 2
P1008 Normal µ = 1.63 σ = 0.66
P1012 Normal µ = 1.32 σ = 0.18
P1022 Normal µ = 0.89 σ = 0.12
P1028 Normal µ = 1.26 σ = 0.15
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As a comparison to Figure 5.7 by the non-hierarchical model, Figure 5.11 shows
the posteriors using the same 3 datasets mentioned in the previous section. We can
see that the non-hierarchical model is more robust to the data selection effect. The
reason is that the hierarchical model is not sensitive to outliers. If a global variable
is assumed, then every single data have the same contribution to the likelihood, and
the likelihood can be sensitive to some extreme data. Hierarchical model allows
variability within calibration parameters so it is not sensitive to outliers and can
generate consistent results given enough data.
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Posterior using dataset 3
Figure 5.11: Comparison of posteriors by hierarchical model using different
datasets (Dataset 1: all data, Dataset 2: random half of Dataset 1, Dataset 3: the
other half of Dataset 1)
As a final validation of the obtained posteriors, we can check if the mode pre-
diction can be improved using the calibrated distributions. This process is usually
referred as posterior predictive check (PPC). The general idea is to conduct a for-
ward UQ process: using the posteriors as the distributions of inputs, and propagat-
ing these uncertainties through the computer code. Mean and the 95% confidence
interval of the code responses can be evaluated to validate the results.
Validation of the posteriors (or forward UQ results) is shown in Figure 5.12.
The input samples are drawn from the fitted normal distribution shown in Table
5.2. The 95% confidence interval can be seen as the uncertainties in the model re-
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sponses caused by the parametric uncertainty. We can see that the Void Fraction 1
has relatively larger uncertainty than other locations, and experimental cases with
smaller IDs generally have larger uncertainties than those with larger experimental
IDs. This can be related to the fact that the inlet pressure increases with the experi-
mental ID, and it is widely known that the TH simulations under low pressures can
be problematic.
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Figure 5.12: Comparison of TRACE posterior means (red dots) and TRACE
output with prior nominal values (blue squares). The error bars represent the 95%
confidence interval of the model responses for each case.
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Figure 5.12 also validated the obtained posteriors in that the agreement between
simulation results and experimental data is improved. This can be directly observed
from the Void Fraction 1 and Void Fraction 4. The errors between experiment
and two models (original model and calibrated model) are reported in Table 5.3.
Original model is the model using the nominal value of calibration parameters (1.0),
and the calibrated model is the model using the posterior samples of calibration
parameters. It can be seen from Table 5.3 that the calibrated model show better
agreement than the original model for 3 out of 4 measurement locations.









Mean Squared Error [%]
Void Fraction 1 3.93 2.67
Void Fraction 2 2.88 3.51
Void Fraction 3 5.09 4.77
Void Fraction 4 4.03 3.77
Mean Absolute Error [%]
Void Fraction 1 1.18 0.99
Void Fraction 2 1.19 1.60
Void Fraction 3 1.84 1.71
Void Fraction 4 1.51 1.31
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Chapter 6
Application to Time-Dependent Problems
In this chapter, we will apply the Bayesian calibration framework to time-dependent
problems. Time-dependent problems differ from steady-state problems in that the
model prediction outputs are generally highly correlated and have high dimensions.
A large number of outputs in time-dependent systems will cause high computational
expenses if these high-dimension and correlated outputs are to be considered indi-
vidually. So special attention needs to be paid when constructing surrogate models
for time-dependent problems. In this work, we continue our use of Gaussian Pro-
cesses and will enhance the efficiency of constructing surrogate models by using
Principal Component Analysis. The GP + PCA method has been explained in de-
tail in Chapter 2. In addition, in order to enable more efficient posterior sampling,
HMC or NUTS method can be used. But it would require the derivative of the sur-
rogate model, which is not easy to obtain from the GP + PCA model. We propose
to use a novel Neural Network model for the time series regression problem, which
not only provides good computational accuracy but also allows convenient calcula-
tion of derivatives which allows us to use efficient MCMC algorithms to enhance
the efficiency of the overall framework. The details about surrogate construction
will be explained in Section 6.3.
The other difference between the time-dependent problem and steady-state prob-
lem during the Bayesian calibration process is that the data points at different time-
steps are not independently distributed anymore. They may follow a multivariate
normal distribution where the covariance matrix is not a simple diagonal matrix,
meaning there could be correlations among different time steps. This poses new
challenges to us since the covariance is an important part of the formulation of
the posterior distribution and cannot be obtained directly. In this work, we use a
simulation-based method to “simulate” new realizations of time series, so we can
obtain covariance information to be used in posterior sampling. This part of the
work will be introduced in Section 6.4.
Finally, after the above two important issues in time-dependent problems have
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been addressed, we will apply our hierarchical framework to the transient exper-
iments in PSBT benchmark. The transient experiments in the PSBT and corre-
sponding TRACE prediction results will be introduced in Section 6.1. The results
of hierarchical Bayesian calibration will be presented in Section 6.5.
6.1 Validation of TRACE based on Transient
Experiments in PSBT Benchmark
The void distribution benchmark in PSBT includes transient bundle benchmark,
which can be applied to system TH codes to assess their capabilities of predicting
the void generation during transients [2]. The experimental data in these transients
include X-ray densitometer measurements of void fraction (chordal averaged) at
three axial elevations. The averaging is over the four central subchannels. Data is
collected for four transient scenarios: Power Increase (PI), Flow Reduction (FR),
depressurization (DP), Temperature Increase (TI), and at three different assembly
types 5, 6, and 7. All 5, 6, and 7 assemblies are 5 × 5 rob bundles while 5 and 6
have typical cells and 7 has thimble cells. They also have different axial and radial
power distributions.
In this work, we managed to build TRACE models for power increase, flow re-
duction, and temperature increase transients for all three assemblies. Figure 6.1
shows the variation of boundary conditions in 7T-flow reduction transient: during
the flow reduction transient, flow rate was reduced and other boundary conditions
were maintained at the same level.
Figure 6.2, 6.3, and 6.4 show comparisons between TRACE predicted void frac-
tion and measured void fraction for the three assemblies, respectively. Dots repre-
sent experiment measurements and lines are TRACE simulations. We can see that
in some cases, TRACE performs well and have good agreement with experimental
data, while there are also obvious model discrepancies in some transients.
6.2 Preliminary Sensitivity Analysis
Since the transient and the steady-state experiments share same assemblies and sim-
ilar boundary conditions, it is reasonable to use the same physical model parameters
as we have selected in Chapter 3. The four parameters are listed in Table 6.1.
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Figure 6.1: Boundary conditions during the 7T-flow reduction transient























































Figure 6.2: Transients simulation in Assembly 5. (Dots: Experiment, Lines:
Simulation)
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Figure 6.3: Transients simulation in Assembly 6. (Dots: Experiment, Lines:
Simulation)
Table 6.1: List of 4 selected physical model parameters in TRACE
Parameter
Number Definition
P1008 Single phase liquid to wall heat transfer coefficient
P1012 Subcooled boiling heat transfer coefficient
P1022 Wall drag coefficient
P1028 Interfacial drag (bubbly/slug Rod Bundle-Bestion) coefficient
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Figure 6.4: Transients simulation in Assembly 7. (Dots: Experiment, Lines:
Simulation)
6.3 Construction and Validation of Surrogate Model
6.3.1 GP and PCA Model
A surrogate model needs to be built for each transient. In this section, we take 6T-
flow reduction transient as an example to illustrate how the surrogate model is built
and validated. In Chapter 2, we have explained in detail the process of building the
GP + PCA model for the time series regression model. Now we will go through the
process using the 6T-FR transient as an example.
In the 6T-FR transient, there are 40 time steps and 3 outputs, so the output di-
mension is 3 × 40 = 120. Now we firstly use PCA as a dimension reduction tool
to reduce the original dimension (120) to a much smaller number, and this num-
ber is just the number of principal components we will select. 400 samples are
firstly drawn using LHS in the range of θ ∈ (0, 5) as the training set. PCA is then
conducted on this 400 × 120 matrix and the ratio of explained variance versus the
number of principal components is shown in Figure 6.5. We can see that 4 prin-
ciple components can lead to a very good 0.999 percentage of the variance, which
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means that the selected 4 PCs are a good enough representation of the original 120
dimensional data.
























Figure 6.5: Ratio of explained variance v.s. number of principal components
To further analyze the effect of the number of PCs, we can transform the re-
duced data back to the original space, and see if there is any discrepancy between
the transformed data and the original data. Mathematically, this is equivalent to
comparing P−1B∗ with original data matrix A. (Recall that in PCA, A = P−1B,
P ∗A = B∗ and B∗ is the matrix after dimension reduction. See equation 2.14.)
The comparison results for one of the samples are shown in Figure 6.6, where 2, 3,
and 4 PCs are tested. In the upper plot of Figure 6.6, we can see the red squares are
slightly different than the dotted lines, indicating a loss of accuracy using 2 PCs.
The results with 3PCs show better agreement but slight difference can still be ob-
served. When 4 PCs are used, we can see that the transformed data and the original
date agree almost perfectly.
The same analysis needs to be conducted for the other 8 transients because they
have different profiles and may need more PCs to achieve good accuracy. Results
will not be repeated here for simplicity. Finally, we found out that 5 PCs are enough
for very good accuracy for all transients, and we will use 5 PCs as the output to
train GP regression models. We have successfully reduced the output dimension
from 120 to 5 using PCA thanks to the correlations in the time-dependent data.
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Figure 6.6: Comparison between original data (TRACE) and back-transformed
data using 2, 3, and 4 PCs. The discrepancy between the curves are decreasing as
more PCs are used.
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Using the 5 PCs, we can train GP models whose inputs are physical models
parameters and outputs are these PCs. Now we can quantify the accuracy of the
combined GP + PCA model as a whole. 50 randomly selected samples are used
as a testing set. The error is calculated as the difference between original TRACE
simulation results and the predicted results by GP + PCA model, on the testing
set. Note that each sample corresponds to a time series so the error is calculated
for multiple time points in a series. The mean absolute error versus the number
of training samples is plotted in Figure 6.7. We can see that after 200 samples,
the errors are below 1% and the curve remains relatively flat. But 400 samples
lead to the lowest MAE so we will use 400 samples for this study. This may seem
computationally expensive to draw so many samples from TRACE, however, since
this is a one-time expense and the transients simulations don’t take a very long time
so it is acceptable to sacrifice several hours to achieve better accuracy.































Figure 6.7: Convergence study of GP PCA model
6.3.2 Artificial Neural Network Model
Although GP+PCA model showed very good predictive performance on the high-
dimension high-correlation output, it has two disadvantages: (1) the model structure
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is complex and not friendly to users; (2) it is not easy to calculate the derivative of
the model responses with respective to inputs, which is required in NUTS algorithm
for efficient posterior sampling. Following the introduction of ANN in Chapter 2,
we developed an ANN model, which is capable of handling high-dimension output,
has a straightforward model structure, and provides convenient derivative informa-
tion.
The downside of ANN is that its model structure is so flexible that it requires
a lot of tuning work in order to find an optimal structure for the given task. The
current problem requires a 4-dimensional input and 120-dimensional output (for
7T-FR transient only, output shape may be different for other transients). So we
employ a fully connected NN with 4 nodes in the first(input) layer and 120 nodes in
the last(output) layer and use linear activation function in the output layer since it is
a regression problem. The structure of the hidden layers are determined by several
trials and errors, the structure that leads to the best overall prediction performance
in the validation set is selected. The final model has two hidden layers with 32
nodes in each, so the final NN model is connected by 4× 32× 32× 120 nodes. L2
norm is applied to reduce the overfitting issue of the NN model.
The model is trained on the same 400 samples used for GP+PCA in the previous
section, extra 50 random samples are used as the validation set. Figure 6.8 shows
the training history of the ANN model, and we can see that both regression MAE
and MSE decreased to a low level after a certain number of iterations. The error in
the validation set (dotted lines) also converged and overfitting didn’t occur.
The performance of the ANN model and GP+PCA model are compared in the
convergence study shown in Figure 6.9. MAEs of void fraction predictions are com-
pared using different number of samples for training. We can see that the GP+PCA
model outperforms the ANN model when there are less than 250 samples, while the
ANN model showed better predictive capability with more data.
6.4 Posterior Sampling with Covariance Information
6.4.1 Covariance in Time-Dependent Data
Now that we have solved the issue regarding surrogate models for time-dependent
data, let’s go back to the model updating equation to review some assumptions.
In the model updating equation when model discrepancy is not considered, the
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Figure 6.8: Training history of ANN






























Figure 6.9: Convergence study for GP+PCA and ANN
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experimental observations actually follow multivariate normal distribution X ∼
N (µ,Σ),X ∈ Rk, where µ can be considered as the true noise-free value pro-
vided by simulation model, and Σ is the covariance matrix, which contains uncer-










Traditionally, we have been treating Σ as a diagonal matrix, meaning that we
assumed X is independently normally distributed and ignored cov(Xi, Xj) when
i 6= j. This is a valid assumption in most steady-state experiments, since measure-
ments were usually conducted independently. However, in transient cases, there can
be high correlation between the measurement errors at different time steps, caus-
ing Σ to be non-diagonal. The correlated measurement error has been studied in
many fields such as hydrologic models [99], Meteorology models [100], etc. There
can be various reasons for the error correlation, such as spatially and temporally
correlated anomalies in the underlying physical phenomena, multiple observations
derived from a single measurement, etc [99]. The correlated observation error in
the transient experiments in the PSBT benchmark can be observed from Figure
6.2, 6.3, and 6.4. For example, in the flow reduction transient in Figure 6.4, the
boundary conditions are stable after around 163s, so the void fractions measured
at three locations are expected to be also stable (normally distributed at certain lev-
els). However, we can see clear serial correlation in those time series, indicating
correlated errors.
The off-diagonal element in covariance matrix is calculated by Σi,j = E[(Xi −
µi)(Xj − µj)], which requires a bunch of samples of the measured time series data.
The samples cannot be obtained realistically since experiments cannot be repeated,
but we can “simulate” the experiment process and the error by our simulation model
TRACE, using the uncertainty information from boundary conditions. Since the
measured uncertainty in boundary conditions is known to us, we can propagate its
uncertainty through the code and treat the resulting model responses’ uncertainty as
a proxy of the real measurement uncertainty in time series. Since the code is deter-
ministic we also need to add independently distributed error to it during the calibra-
tion process. It should be noted that this method can be seen as an over-estimation
of the covariance matrix, because the correlation would exist in the whole time
series using this method. However, from what we can observe in Figure 6.4, the
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correlations only exist in multiple time steps and not the whole time series. There
are also other methods available for estimating the observation covariance matrix,
but none are without fault [101][102].
Figure 6.10 shows the uncertainty of void fraction caused by boundary conditions
uncertainties in 5T-Flow Reduction transient. Using this ensemble of time-series
realizations, we can calculate the covariance matrix to be used in the posterior dis-
tribution.





















Figure 6.10: Simulated uncertainty in 5T-Flow Reduction transient
The heatmap of the covariance matrix calculated by samples of the ’Lower’ out-
put (yellow curves) in Figure 6.10 is shown in Figure 6.11. We can see that the
correlations between time steps do exist and we should take that into consideration.
Same procedure are applied to the other 8 transients and covariance matrix
6.4.2 Posterior Sampling Results and Validation
Now we can use the obtained covariance matrix in the formulation of posterior, and
sample posterior distributions using the MCMC algorithm. In this section, we will
demonstrate the calibration results using a single transient 7T-Flow Reduction, and
compare the results when covariance is included and not included.
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Figure 6.11: Heatmap of covariance matrix using data from the Lower
measurement location in Figure 6.10.
Because of the usage of the ANN model, the efficient NUTS algorithm can be
used for posterior sampling. We firstly show results when covariance is not con-
sidered. In this case, the procedure is exactly the same as calibrating steady-state
data. In this transient experiment, 151 data points are available, so we can simply
calibrate the physical model parameters against these data, with the covariance ma-
trix being diagonal. Figure 6.12 shows posterior distributions and trace plots of the
4 physical model parameters, and Figure 6.13 shows the pair-wise joint distribu-
tion among the four parameters. We can see that the chain is converged and mixes
well. Two parameters ‘P1008’ and ‘P1022’ tend to 0 which can be an indication of
model discrepancy. ‘P1028’ the wall drag coefficient also deviates far away from
its nominal values. Here the range of ‘P1028’ is larger than the original range of
(0,5) because the iterative re-sampling procedure introduced in 2 is used to ensure
the posterior can be fully included. Correlation of input parameters exist between
‘P1008’ and ‘P1012’, and between ‘P1012’ and ‘1028’, as can be seen in Figure
6.13.
Now we include the covariance matrix in the posterior sampling, the posterior
distributions, trace plots and pair-wise joint distributions are shown in Figure 6.14
and 6.15. We can see the results are very different from Figure 6.12 and 6.13, where
covariance is not considered. Now significant input correlation only exist between
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’P1008’ and ‘P1012’, which is the same as we have observed in steady-state cases
in Chapter 3.
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Figure 6.13: Pair-wise joint distribution calibrated by 7T-FR, covariance not
considered
105
0 1 2 3 4 5
P1008




0.0 0.5 1.0 1.5 2.0 2.5
P1012




2.5 3.0 3.5 4.0 4.5 5.0
P1022





0.00 0.25 0.50 0.75 1.00 1.25 1.50
P1028


























0.5 1.0 1.5 2.0 2.5
P1012
3.0 3.5 4.0 4.5
P1022
Figure 6.15: Pair-wise joint distribution calibrated by 7T-FR, covariance is
considered
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In order to determine which result is more reasonable and should be used, in Fig-
ure 6.16 we compare the model responses using different physical model param-
eters: (1) θprior = 1 (black dotted line), (2) θpost1 when covariance is considered
(blue line with circles), and (3) θpost2 when covariance is not considered (orange
dotted lines). Experiment data (red circles) is also included for comparison.
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Figure 6.16: Comparison of model responses with different calibration parameters
Comparing the results with and without covariance in Figure 6.16, we can see that
the result with covariance information tends to be closer to the experiment during
transition periods, when covariance is small (see Figure 6.11). While the result
without covariance information simply finds the curve that may lead to the smallest
overall error level. For example in the left figure, the curve without covariance
chooses to “fit” the tail part of the time series, but fails to follow the transition
period when void fraction is increasing at around 160s. So now we can better
understand the role of the covariance matrix in Bayesian calibration of time series
data: it encourages us to put more “weight” on the overall shape of the time series
rather than focusing on reducing averaged error.
6.5 Hierarchical Framework for Time-Dependent
Problems
We have demonstrated the effects of covariance information on the results of cal-
ibration through one transient case. However, as we see in Figure 6.16, the large
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model discrepancy may lead to significant over-fitting issue: the posterior distri-
bution of θ obtained from one transient would not help achieve better agreement
between simulation and experiment for other transient cases. In light of this situa-
tion, we propose to use the hierarchical model to avoid over-fitting.
Similar to the hierarchical structure shown in Chapter 6 Figure 5.5, we assume
that calibration parameter θ can be different for each group. In this scenario, each
group represents one transient case, and there are 9 transients in all, we use 5 of
them as the training (calibration) set and the other 4 of them as the testing set. Five
transients randomly selected for training are: ‘5T-FR’,‘5T-PI’,‘6T-FR’,‘6T-TI’,‘7T-
FR’. The priors of parameters are defined below:
µ P1008 ∼ Unif(0, 5)
σ P1008 ∼ Unif(0, 1)
P1008 ∼ N (µ P1008, σ P1008)
Using the NUTS method we are able to obtain converged posterior samples for
all the hyperparameters (shared parameter) and per-group parameters. Figure 6.17
shows the posterior distribution for all hyperparameters, and Figure 6.18 shows the
posterior for each per-group parameter and their trace plots. The cluster-specific
parameter have relatively large differences, as we can see in Figure 6.18. This is
possibly due to the large model discrepancy in some cases, some parameter are
overfitting the model discrepancy instead of showing their own distributions. The
hierarchical model actually takes the overfitting issue into consideration by allow-
ing these parameters to be in a common distribution, and we can take this distri-
bution as our updated knowledge about those parameters, which is a conservative
measure and can avoid overfitting. For example, for parameter ‘P1008’, we can
use N (µ P1008, σ P1008) as the posterior, where µ P1008 and σ P1008) can be
obtained by their posterior samples.
Now we can validate the posteriors using the validation set, the validation method
is the same as we have been using in previous sections. Since multiple time series
are more difficult to visualize, we directly compare the distribution of errors (Exp.
void fraction − Simu. void fraction) using calibrated values off the calibration
parameter θ. The comparison results for training set and for the validation set are
shown in Figure 6.19 and 6.20, respectively. We can see that the error distribution is
slightly improved in the training set, and is significantly improved in the testing set.
The fact that the calibrated model performance in the validation set is better than
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in the training set demonstrates the capability to avoid overfitting in hierarchical
models.













































Figure 6.17: Posterior distributions of shared parameters in the hierarchical model
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Figure 6.18: Posterior distributions of per-group parameters in the hierarchical
model
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Figure 6.19: Comparison of error distributions in the training set
110
−0.3 −0.2 −0.1 0.0 0.1 0.2 0.3






Original Error Dist. Testing Cases
Calibrated Error Dist. Testing Cases
Figure 6.20: Comparison of error distributions in the validation set
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Chapter 7
Summary and Future Work
7.1 Summary
Input uncertainty is an essential element in performing probabilistic uncertainty
analysis in BEPU approaches. A majority of the present BEPU methodologies
are based on the propagation of uncertainties from inputs to outputs of predictive
models, so the determination and justification of the uncertainty range associated
with each uncertain parameters are necessary. The parametric uncertainty caused by
empirical equations of state and constitutive equations (closure laws) in TH codes
has been primarily addressed by “expert judgment” or “user self-evaluation”.
The thesis aims at developing a systematic approach for quantifying the input
parametric uncertainties in nuclear TH codes to address the “lack of input uncer-
tainty information” issue. The methodology mainly consists of three statistical
tools: Sensitivity Analysis, surrogate model, and Bayesian inference. Efficient al-
gorithms for the three tasks are explored and demonstrated by real TH examples.
The hierarchical framework proposed in this work aims to address the overfitting
issue occurred in traditional Bayesian Calibrations, and is demonstrated to be more
robust to outliers, have less user effect, and able to model potential variability in cal-
ibration parameters. The comprehensive framework also requires no hand-tuning
during the MCMC sampling stage, which is an advantage in future industrial appli-
cations.
The variance-based Sobol method provides an intuitive tool for quantifying in-
fluential input parameters. The Sobol method based SA is conducted for TRACE
physical model parameters in BFBT and PSBT benchmarks, respectively. 4 param-
eters that have impacts on QoIs are selected for calibration and will be treated as
the input of the surrogate model.
Surrogate models are convenient tools to overcome the long time consumed by
TH code runs. Various regression models can be used to construct the surrogate.
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Gaussian Processes have been widely used in the Bayesian calibration community
due to its probabilistic nature and it capability of regressing complex input-output
relationships using limited parameters (because GP is a non-parametric method).
In this work, in order to extend the framework transient problems, a combined GP
and PCA method as a surrogate is developed for the high-dimension and high-
correlation output. An ANN model is also employed here and is compared to
GP+PCA model in a convergence study. The ANN model not only provides con-
venient derivative information for efficient posterior sampling but also shows lower
regression error when the sample size is sufficient.
Under the hierarchical framework of Bayesian calibration, the number of param-
eters to be calibrated significantly increases as cluster-specific parameters also need
to be considered. This high dimension calibration problem poses a new challenge to
traditional MCMC algorithms. NUTS is recommended to be used in this scenario
due to its superior sampling efficiency and the fact that it requires no hand-tuning,
which is a valuable property as many MCMC algorithm usually requires a lot of
user experiences and hand-tuning to reach convergence.
The steady-state void distribution data in the BFBT and PSBT benchmarks, and
transient void distribution data in the PSBT benchmark are used as the observed
data for calibrating the TRACE physical model parameters. The modular Bayesian
approach is applied to the steady-state PSBT data, and the hierarchical model is
used in steady-state BFBT and transient PSBT data. The input uncertainties of
physical model parameters are successfully quantified and validated in the three
applications. The resulting input uncertainties are shown to be more consistent
with available experimental data and can be used to replace the expert judgment in
future forward UQ or SA analysis.
7.2 Future Work
• The framework should have the capability of including as many observations
as possible. However, due to the high computing demand by hierarchical
model and MCMC algorithms, the current framework would take several
hours for calibrating if hundreds of groups in the hierarchical structure are
specified. More efficient MCMC algorithms such as Variational Inference
(VI) should be explored and validated. However, VI is an approximation
method and its accuracy cannot be guaranteed in many applications. A more
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efficient and scalable framework should be considered in future.
• Model discrepancy always poses challenging issues for computer code. Cal-
ibration of computer code under the existence of model discrepancy is even
more dangerous and needs special attention. The model updating equation
has a fundamental assumption that the model discrepancy is a function of
control parameters, which can be unrealistic in many scenarios. The Mod-
ular Bayesian for model discrepancy modeling can help avoid overfitting in
calibration, but it may also cause identifiability issues: any different combi-
nations of the model discrepancy and parameter variability can account for
the same amount of error between code simulation and experimental obser-
vation, making the true values of the calibration parameters not identifiable.
Proper modeling of the model discrepancy is a key solution, but it is also dif-
ficult because it would no longer be considered as model discrepancy if we
knew how to model it.
• In many transient experiments, multiple responses are observed. The frame-
work can be extended to multiple response problems so that more information
from experiments can be used for calibration.
• In the current framework, the TRACE code is considered as a black box and
only multipliers for physical model parameters are used for calibration. Fu-
ture work can focus on opening up the black box if the computer model allows
so that more complex function forms of the closures can be studied in the cal-
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Appendix A
List of TRACE Physical Model Parameters
Table A.1: List of TRACE physical model parameters
ID Type Description
1000 multiplicative Liquid to interface bubbly-slug HTC
1001 multiplicative Liquid to interface annular-mist HTC
1002 multiplicative Liquid to interface transition HTC
1003 multiplicative Liquid to interface stratified HTC
1004 multiplicative Vapor to interface bubbly-slug HTC
1005 multiplicative Vapor to interface annular-mist HTC
1006 multiplicative Vapor to interface transition HTC
1007 multiplicative Vapor to interface stratified HTC
1008 multiplicative Single phase liquid to wall HTC
1009 multiplicative Single phase vapor to wall HTC
1010 multiplicative





Dispersed flow film boiling HTC
1012 multiplicative Subcooled boiling HTC
1013 multiplicative Nucleate boiling HTC
1014 multiplicative Departure from nucleate boiling / critical heat flux
1015 multiplicative Transition boiling heat transfer coefficient
1016 multiplicative Gap conductance coefficient
1017 multiplicative Fuel thermal conductivity
1018 multiplicative Cladding metal-water reaction rate coefficient
1019 multiplicative Rod internal pressure coefficient
1020 multiplicative Burst temperature coefficient
1021 multiplicative Burst strain coefficient
1022 multiplicative Wall drag coefficient
1023 multiplicative Form loss coefficient
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Table A.1: List of TRACE physical model parameters (cont.)
ID Type Description
1024 multiplicative Interfacial drag (bubbly) coefficient
1027 multiplicative Interfacial drag (droplet) coefficient
1028 multiplicative
Interfacial drag (bubbly/slug Rod Bundle -
Bestion) coefficient
1029 multiplicative Interfacial drag (bubbly/slug Vessel) coefficient
1030 multiplicative Interfacial drag (annular/mist Vessel) coefficient
1031 multiplicative
Interfacial drag (dispersed flow film boiling) coef-
ficient
1032 multiplicative Interfacial drag (inverted slug flow) coefficient
1033 multiplicative Interfacial drag (inverted annular flow) coefficient
1034 multiplicative Flooding coefficient temperature coefficient
1035 multiplicative Flooding coefficient length coefficient
1036 multiplicative Vapor to wall inverted annular HTC
1037 multiplicative Liquid to wall inverted annular HTC
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Appendix B
Dirichlet Distribution as Conjugate Prior of the
Categorical Distribution
The Dirichlet distribution is parameterized by positive scalars αi, i = 1, 2, ..K
where K ≥ 2. The support of the Dirichlet distribution is the (K − 1)-dimensional
simplex SK . The probability density of x = (x1, ..., xK) where x ∈ SK follows:








Categorical distribution is a discrete distribution with the probability mass func-
tion:
f(x = i) = pi (B.2)
where p = (p1, ..., pK) ∈ SK . Now suppose D is the available dataset and θ is
the parameter to be estimated. θ can be considered as a 1-D scalar without loss of
generality. Now given:
p1, ...pK ∼ Dir(α1, ..., αK)
y ∼ Cat(p1, ..., pK)
The posterior can be obtained as follows [103]:
f(θ | D) ∝ f(θ,D)




= f(p1, ..., pK | α1, ..., αK)
∏
yi∈D

























Comparing with the pdf of Dirichlet distribution in Equation B.1, we can see that
they have the same form, except that:




So we have f(θ | D) = Dir(α′1, ..., α′K): the posterior is still a Dirichlet distri-
bution with different parameters. So, Dirichlet distribution is a conjugate prior for
the categorical distribution.
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