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1. はじめに
昨今，情報幾何学という研究分野が注目を集めている．情報幾何学とは確率分布関数の空間に対




ものか，ということについて文献 [3, 5]を整理する形で述べる．次に第 4節ではこの分野の基本的
な公式である α接続係数の表式についてその詳述を試みる．これは [3]の証明を補ったものである．
第 5節では量子系の状態空間についての記述について紹介し，情報幾何学に関連した今後の展望に





集合M が n次元 Cr 級多様体であるとは，M が可算基を持つ Hausdorff空間で，適当な添え






(ii) 各 α ∈ Aに対し，像 ψα(Uα)は Rn の開集合で，ψα : Uα → ψα(Uα)が同相写像．





なお，上記定義で各写像 ψα を局所座標系といい，開集合 Uα との組をすべて集めたもの
{(Uα, ψα)}α∈A をアトラスという．直感的には，多様体とは局所的に Rn の部分空間，すなわち
“地図”と同一視でき，“地図”どうしが重なっているところでは微分可能な形でその読み替えが可能
な集合と考えることができる．
さて，多様体M 上の関数の性質は，付随した局所座標系 (Uα, ψα)で特徴づけられる．多様体M
上で定義された関数 f : M → Rに対して，f ◦ ψ−1α : ψα(Uα)→ Rが C∞ 級であったとする．こ
のことがすべての座標近傍 (Uα, ψα)について言えるとき，f はM 上の C∞級関数という．多様体
M 上の C∞ 級関数全体の集合を C∞(M)と書く．
定義
多様体M 上の点 pにおける接ベクトルXpとは，各 f ∈ C∞(M)に対して実数Xp(f)を対応
させる写像であって，以下の 2つの性質を満たすものである．
(i) 線形性
Xp(af + bg) = aXp(f) + bXp(g)
(ii) Leibniz則
Xp(fg) = Xp(f)g(p) + f(p)Xp(g)





には内積を介してその双対空間が導入できる [6]ので，それを (TpM)∗ と書くことにする．
多様体M の各点 pに対し，点 pにおける接ベクトルXp を 1つ付随させる対応X = {Xp}p∈M
をM 上のベクトル場という．
定義
多様体M 上の点 pにおける (r, s)型テンソル Fp とは，点 pにおける接ベクトル空間を TpM，
その双対空間を (TpM)∗ とするとき，
Fp : (TpM)
∗ × · · · × (TpM)∗︸ ︷︷ ︸
r個





とである．いま，各 i = 1, · · · , rについて ξi, ηi ∈ (TpM)∗，各 j = 1, · · · , sについてXj , Yj ∈ TpM
とし，f, g, h, k ∈ C∞(M)とするとき，
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Fp(ξ1, · · · , fξi + gηi, · · · , ξr, X1, · · · , Xs)
= fFp(ξ1, · · · , ξi, · · · , ξr, X1, · · · , Xs) + gFp(ξ1, · · · , ηi, · · · , ξr, X1, · · · , Xs) (2.2)
および
Fp(ξ1, · · · , ξr, X1, · · · , hXj + kYj , · · · , Xs)
= hFp(ξ1, · · · , ξr, X1, · · · , Xj , · · · , Xs) + kFp(ξ1, · · · , ξr, X1, · · · , Yj , · · · , Xs) (2.3)
定義
Mをm次元Cr級多様体，Nをn次元Cr級多様体とする (r ∈ N)．微分可能な写像Φ : M → N
について，M , N の局所座標系をそれぞれ (x1, · · · , xn), (y1, · · · , yn)と書き，
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
y1 = Φ1(x1, · · · , xm)
...
yn = Φn(x1, · · · , xm)
(2.4)





















Sn−1 = {p : Ωn → R++,
∑
ω∈Ωn
p(ω) = 1} (3.1)
ここで，Ωn = {1, 2, · · · , n}であり，1つ 1つの要素は根元事象を表している．つまり根元事象を
自然数でラベリングしているのである．また，R++ = {x ∈ R; x > 0}である．Sn−1 の各点 pが
確率分布関数に対応していることに注意せよ．p ∈ Sn−1 に対して，(p(1), · · · , p(n)) ∈ Rn なので，
Sn−1 は Rn において超曲面
n∑
i=1






写像 Φ : Sn−1 → Sm−1 が Ωn から Ωm へのある条件付き確率分布 Q によって，Φ(p) =∑
ω∈Ωn
Q(·|ω)p(ω) とあらわされるとき，Φ を Markov 準同型とよぶ．Markov 準同型 Φ :
Sn−1 → Sm−1 に対し，合成写像 Ψ ◦ Φ が Sn−1 上の恒等写像となるような Markov 準同
型 Ψ : Sm−1 → Sn−1 が存在するとき，ΦをMarkov埋め込みと呼ぶ．
Markov埋め込みの具体例をいくつか構成してみよう.
(例 1) n = 2, m = 2のとき
p ∈ S2−1 とすれば，p : Ω2 → R++ であるから，Ω2 = {1, 2}とすると，p = (p(1), p(2))と指
定される．ここで S2−1 の定義より p(1) > 0, p(2) > 0, p(1) + p(2) = 1である．















と定義すれば，Φ1 > 0, Φ2 > 0, Φ1 +Φ2 = 1となっていて，この対応 ΦはMarkov準同型となっ
















Ψ ◦ Φは S2−1 における恒等写像になっているから，対応 (3.2)はMarkov埋め込みである．
(例 2) n = 2, m = 4の場合
p ∈ S2−1 とすれば，(例１)と同様，p = (p(1), p(2))と指定される．ここで p(1) + p(2) = 1で
ある．



























0 < s < 1, 0 < t < 1 (3.4)
と定義すれば，Φi > 0 (i = 1, 2, 3, 4), Φ1 + Φ2 + Φ3 + Φ4 = 1 となっていて，この対応 Φ は






























は，(i) データラベルの入れ替え，および (ii) データの同一視，という説明がなされている．ここ
で，(i)の「データラベルの入れ替え」とは，上記の (例 1)に対応するもので，どのデータを何番目
のデータとして扱うかを選択することである．(ii)の「データの同一視」で想定しているのは，上
記の (例 2)に対応するもので，例えば 2つのデータがノイズなどで区別できなくなり 1つのデータ





なわち ∂i = ∂∂xi などである．
まず，“Markov埋め込みに対する不変性”を定義する．
定義
写像 Φ : Sn−1 → Sm−1 を 1つのMarkov埋め込みとする．Sn−1 上の (0, 2)型テンソル g[n]p
と Sm−1上の (0, 2)型テンソル g
[m]
Φ(p) がMarkov埋め込み Φに対して不変であるとは，X, Y
を Sn−1 のベクトル場として，
g[n]p (X,Y ) = g
[m]
Φ(p)(Φ∗X,Φ∗Y ) (3.6)
となるときをいう．ここで，Φ∗ は (2.5)で定義された写像 Φの微分である．
なお，この (3.6)式は本来，
g[n]p (Xp, Yp) = g
[m]
Φ(p)((Φ∗)pXp, (Φ∗)pYp) (3.7)
のように，評価される点 p ∈ Sn−1 を明示させるべきである．なぜなら，例えば左辺の g[n]p は点
p ∈ Sn−1 における (0, 2)型テンソルなので，(2.1)式の定義で見たように，












p(ω)(X log p(ω))(Y log p(ω)) (3.9)
とあらわされ，Markov埋め込みに対して不変なアファイン接続∇(α) は




により実数 αと 1対 1に対応する．ただし，∇は計量 (3.9)により
gp(∇∂i∂j , ∂k) =
1
2






p(ω)(X log p(ω))(Y log p(ω))(Z log p(ω))
(3.12)
で定義される (0, 3)型対称テンソルである．
(3.9)式で与えられる計量 gはFisher計量と呼ばれる．添え字 pは多様体Sn−1上の点 pにおける計
量ないしは接続という意味である. Riemann計量とは (0, 2)型テンソルであって，多様体の各点で正
定値対称双線形形式となっているものである．そしてアファイン接続とは（ある意味で方向を持った）
多様体上の微分のことである．詳しくは多様体の教科書（たとえば [6]）を参照のこと．ここで (3.9)式
に現れるX log p(ω)について説明を補足する．p ∈ Sn−1は (p(1), · · · , p(n)) ∈ Rnと同一視でき，こ
れはRnに値をとる多様体Sn−1上のベクトル値関数である．同様に，log p = (log p(1), . . . , log p(n))
も Rn に値をとる多様体 Sn−1 上のベクトル値関数で，この関数にベクトル場X を作用させて得ら































ij,k = gp(∇(α)∂i ∂j , ∂k)
= gp(∇(0)∂i ∂j , ∂k)−
α
2
Sp(∂i, ∂j , ∂k) (4.2)
これと (3.12)および (4.1)を見比べて，
gp(∇(0)∂i ∂j , ∂k) =
1
2
Sp(∂i, ∂j , ∂k) +
n∑
ω=1









{∂igp(∂j , ∂k) + ∂jgp(∂i, ∂k)− ∂kgp(∂i, ∂j)} (4.4)
ここで，(3.9)式より gp(∂j , ∂k) =
∑
p(∂j l)(∂kl)であるから，

























{(4.5)式+ (4.6)式− (4.7)式 }とすれば，
























= Sp(∂i, ∂j , ∂k) (4.9)
となるから，結局，
gp(∇(0)∂i ∂j , ∂k) =
1
2












量子系の状態空間は Hilbert空間H上の Hermite作用素全体の集合を Lh(H)と書くとき3)，
S = {ρ ∈ Lh(H); ρ  0, Trρ = 1} (5.1)
とあらわされる．そして量子系が状態 ρにあるとき，測定 Πを行った結果4) としてデータ xi が得
られる確率は







ての研究がさかんに行われている [9, 10]．量子系における熱力学の第 2法則の理解に向けて，この
2) 双対な接続それぞれについて曲率 R も捩率 T もゼロ．ここで，接続に対応した共変微分を ∇ としたとき，
R(X,Y, Z) = ∇X(∇Y Z) − ∇Y (∇XY ) − ∇[X,Y ]Z, T (X,Y ) = ∇XY − ∇Y X − [X,Y ] である．ただし，
[X,Y ] = XY − Y X．
3) ここでは有限系を仮定する．
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