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Abstract 
 
The  ionomer-membrane  interface  in a  membrane electrode assembly connects  the catalyst and 
membrane  and  allows  hydrated  protons  to  move  between  the  catalyst  and  membrane.  The 
continuous operation of the polymer membrane electrolyte fuel cell at high temperature and/or in 
frequent  freeze/thaw  cycles  leads  to  membrane  degradation  and  delamination  of  the  interface, 
which lower the proton conductivity. In this dissertation, we modeled the chemical degradation 
and proton conductivity of perfluorosulfonic acid (PFSA) ionomers by ab initio calculations and 
macroscopic  modeling.  All  ab initio  calculations  were  performed  using  Gaussian  03  suites  of 
program  by  employing  B3LYP/6-311++G**  method/basis  set.  The  macroscopic  modeling 
involves nonequilibrium thermodynamics. The results show that PFSA membranes can degrade 
both  via  side-chain  and  backbone  in  the  presence  of  hydroxyl  radical.  The  energetics  of 
homolytic bond cleavage show that the C–S bond in the side-chain is the weakest link and breaks 
exothermally  in  the  presence  of  hydroxyl  radical.  The  C–S  bond  in  the  membrane  fragment 
radical can break at  low activation energy. The side-chain degradation also leads to the split of 
the  backbone  into  two  parts.  The  backbone  degradation  starts  with  the  reaction  of  –COOH 
impurities in the backbone with the hydroxyl radical, which has the lowest activation energy, and 
follows an “unzipping mechanism”. The reactions in this mechanism are exothermic. 
  The  channels  in  the  interface  were  modeled  as  cylindrical  pores  and  the  anionic  charges 
were fixed on the pore wall. The analytical expression of proton conductivity was derived from 
the  evolution  equations  for  mass  and  momentum  of  hydronium  ions  by  using  an  order  of 
magnitude  analysis.  The  results  show  that  the  conductivity  increases  with  increasing  water 
vi 
 
content and pore radius. The conductivity usually increases on decreasing the separation distance 
between sulfonates on the length and decreases with decreasing sulfonates separation distance on 
the circumference. The conductivity of  the two pores, one of  the  interface and the other of  the 
membrane,  is  closer  to  the  conductivity  of  the  pore  with  the  lowest  conductivity  and  its 
magnitude depends on the relative radius and length of the pores. 
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Chapter 1. Introduction  
 
Energy is an essential part of our day-to-day life activities. Without it, we cannot imagine our 
lives. The availability of sources of energy is a measure of the economic power of a country. The 
countries  with  abundant  sources  of  energy  are  the  leaders  in  the  world’s  economy  and 
technology.  Energy  in  the  form  of  electricity  is  used  everywhere  from  household,  such  as 
lighting, heating, and appliances, to industrial, transportation, and construction purposes. Fuels in 
the form of solid, liquid and gas are mostly used to generate electricity with some fraction from 
wind,  solar  power  and  hydroelectric  dams.  Traditionally,  we  burn  fuels  to  produce  electricity, 
which  is  limited  by  the  fuel  efficiency.  The  fuel  efficiency  of  any  process  is  measured  by  the 
fraction  of  the  work  converted  from  the  total  chemical  energy  contained  in  the  fuel.  Besides 
limitations on efficiency, the combustion of fuels produces a wide range of harmful gases, such 
as  CO2,  CO  and  NO2,  which  pollute  the  air  and  contribute  to  the  greenhouse  effect.  Thus,  a 
major  issue  in  today’s  world  is  the  search  for  an  alternate  way  to  generate  power  from  a 
renewable fuel source at higher efficiency and lower emission of pollutants. 
A fuel cell converts the chemical potential energy of the fuel  into electrical energy and heat 
by the electrochemical process.1 It is a combination of two electrodes, anode and cathode, and an 
electrolyte. The fuel and oxidizing agent (oxidant) are fed at the anode and cathode of the cell, 
respectively.  The  reactions,  which  generate  the  electricity,  occur  at  the  electrodes. The  charge 
carriers move through the electrolyte membrane and electrons pass through the external circuit to 
which the load is connected.  
A fuel cell should not be confused with a battery. A battery stores the electrical energy in the 
form  of  the  chemical  energy,  and  it  is  a  thermodynamically  closed  system;  i.e.,  no  mass  is 
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transferred into or out of the system, whereas, in a fuel cell, reactants (fuel and oxidant) are fed 
externally,  and  it  is  a  thermodynamically  open  system.  A  fuel  cell  produces  a  small  direct 
current; hence, for large-scale application, where a large current is required, a series of fuel cells 
are combined together as a stack.  
There are  five types of  fuel cells detailed  in  literature. According to the type of electrolyte, 
the fuel cells are categorized as: (1) Alkaline fuel cell, (2) Phosphoric acid fuel cell, (3) Polymer 
electrolyte membrane  (PEM)  fuel cell,  (4) Molten carbonate  fuel cell,  and  (5) Solid oxide  fuel 
cell. A schematic of a typical  fuel cell  is shown  in Figure 1-1. A variety of  fuels and oxidants 
can be used in the operation of a fuel cell. A hydrogen-based fuel cell uses hydrogen gas as the 
fuel and oxygen gas as the oxidant. 
 
Figure 1-1. A schematic diagram of a fuel cell. 
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Among  all  above  types  of  fuel  cells,  the  PEM  fuel  cell  has  drawn  particular  attention  of 
world-wide  researchers  because  of  its  wide  range  of  applications,  such  as  in  automobiles,  in 
portable  devices  (mobile  phones  and  laptops),  and  in  stationary  power  generation.2-4  In  these 
usages, the operating temperature  is between 20 - 90 °C, and the performance of the PEM fuel 
cell  is  optimal.  The  cell  has  a  short  start-up  time  and  provides  a  quick  response  to  the  power 
demands  of  systems  in  this  temperature  range.  In  a  PEM  fuel  cell,  a  polymer  electrolyte 
membrane  is  used  as  the  electrolyte.  There  are  two  major  types  of  PEM  fuel  cell  used  for 
commercial purposes: direct methanol  fuel cell, where methanol  is used as  fuel, and hydrogen-
based PEM fuel cell, where hydrogen gas is used as fuel. In both fuel cells, oxygen gas is used as 
the oxidant.  In the latter fuel cell, the membrane must be acidic in nature, so that it can donate 
protons  at  sufficient  degrees  of  hydration.  The  hydrated  protons  move  within  the  pores of  the 
membrane,  hence,  the  membrane  is  also  referred  to  as  a  “proton-exchange  membrane”. 
Therefore,  the acronym ‘PEM’ also  stands  for  the proton exchange  membrane of  the  fuel cell. 
Henceforth, we will use the term “PEM fuel cell” in the context of a hydrogen-based PEM fuel 
cell.  Our  main  focus  in  this  dissertation  is  on  the  membrane  constituent:  its  durability  and 
interfacial conductivity.  In  the  following sections, we will discuss  the chronological usage and 
development  of  the  fuel  cell,  as  well  as  the  design  and  operation  of  the  PEM  fuel  cell.  In 
subsequent chapters, we will discuss the durability issues of perfluorosulfonic acid ionomers (a 
specific PEM) and the conductivity of the membrane-ionomer interface. 
1.1 Chronological development of the fuel cell 
We  present  a  brief  history  of  the  development  of  the  fuel  cell  and  its  uses  in  various 
applications n this section. This information is taken from Wikipedia, and is concisely presented 
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in  two  articles,  written  by  George  Wand  and  published  in  Fuel  Cell  Today.5,  6  Here,  we  are 
summarizing these works briefly. The major developments are discussed below.  
1839  -  The  principle  of  the  fuel  cell  can  be  traced  back  to  an  article  by  a  Swiss/German 
scientist, Christian Friedrich Schönbein.7 He reported a distinctive odor, produced at the positive 
electrode during the electrolysis of water, to the  local Naturforschung Gesellschaft of Basel on 
13th March, 1839.8 The odor was due to the presence of new product “ozone” of his experiments.  
1839  -  Sir  William  Robert  Grove  conducted  a  series  of  experiments by  running  electricity 
through water to generate hydrogen and oxygen gases. He also predicted the reverse process to 
create electricity and,  later on, built the first fuel cell. He is considered to be the “Father of the 
Fuel Cell”.9 
1889 - The chemists Ludwig Mond and Charles Langer attempted to build a device using air 
and industrial coal gas. This was the first time that the terminology “Fuel Cell” was used for this 
device. 
1932  -  Dr.  Francis  Thomas  Bacon,  an  engineer  at  Cambridge  University  in  England, 
modified the original design of Mond and Langer and manufactured the first alkaline fuel cell. It 
is now referred to as the “Bacon Cell”. 
1955  -  W.  Thomas Grubb,  a  chemist  working  at  General  Electric  (GE),  designed  the  first 
PEM fuel cell using a sulfonated polystyrene ion-exchange membrane as an electrolyte.10  
1958 - Leonard Niedrach, another GE chemist, deposited platinum (Pt) onto the membrane. 
Pt  functions  as  a  catalyst  in  the  PEM  fuel  cell.  The  combined  efforts  of  Grubb  and  Niedrach 
culminated  in  the  development  of  the  'Grubb-Niedrach  fuel  cell'.  General  Electric  further 
developed this technology with NASA, and it was used in the Gemini space project. This was the 
first commercial usage of a fuel cell.10 
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1959 - Francis Thomas Bacon successfully developed a 6 kW stationary fuel cell, which was 
powerful enough to operate an electric welding machine. 
1959  -  A  team  led  by  Harry  Karl  Ihrig,  an  American  engineer  in  the  Allis-Chalmers 
Manufacturing Company, built a 15 kW fuel cell tractor for agricultural use by combining 1008 
cells. He demonstrated the world’s first fuel cell vehicle at farm shows across the United States. 
Potassium  hydroxide  was  used  as  the  electrolyte  and  compressed  hydrogen  and  oxygen  gases 
were used as reactants. 
1960s  -  The  aircraft  and  engine  manufacturer  Pratt  and  Whitney  obtained  a  license  of  the 
patented “Bacon cell” for use  in the U.S. space program. NASA used this alkaline fuel cell for 
the Apollo space missions and subsequent Apollo-Soyuz, Skylab, and Space Shuttle missions. 
1966  -  GE  used  a  Nafion®  membrane  from  DuPont  for  the  PEM  fuel  cell.  A  Nafion® 
membrane  is  a  perfluorosulfonic  acid  membrane,  and  it  was  proved  to  be  superior  in 
performance and durability to a sulfonated polystyrene membrane.11 
Mid-1970s - GE continued working on PEM fuel cells and developed PEM water electrolysis 
technology  for  undersea  life  support.  This  technology  was  used  in  the  US  Navy  Oxygen 
Generating Plant. 
Early 1980s - The British Royal Navy adopted fuel cell technology for oxygen gas generation 
for their submarine fleet. 
Late  1980s  and  early  1990s  -  Los  Alamos  National  Lab  and  Texas  A&M  University 
performed experiments to find ways to reduce the amount of platinum required on the electrodes 
of PEM fuel cells. 
1989 - Ballard Systems, a Canadian company, introduced a 5 kW hydrogen and air PEM fuel 
cell stack. 
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1991 – General Public Utilities (GPU) and Ballard started the operation of a 250 kW plant at 
Crane Naval Air Station in Indiana. 
1991 - The first hydrogen fuel cell car was unveiled by Roger Billings in Pennsylvania. 
1993 - Ballad systems developed the first marketable PEM fuel cell-powered bus. 
1995 - Ballard Systems tested PEM fuel cells in buses in Vancouver and Chicago, and, later 
on, experimental vehicles were also made by Daimler-Chrysler. 
June 1998 - Plug Power's PEM unit in Albany, New York, began powering a home using a 5 
kW PEM fuel cell as a demonstration project. 
Early  2000  -  AeroVironment  used  the  PEM  technology  to  provide  nighttime  power  to  its 
solar-powered  Helios,  a  long-duration  aircraft,  to  fly  for  six  months  continuously.  During 
daytime, Helios used a photovoltaic cell for energy. The energy storage system also used the sun 
to power a PEM electrolyzer that split water into hydrogen and oxygen. At night, the PEM fuel 
cell  combined  oxygen  from  the  atmosphere  with  hydrogen  stored  on  the  aircraft  to  provide 
power for the aircraft propulsion and avionics.  
Lately,  many automobile companies,  such  as Honda, General Motors,  and Daimler,  started 
manufacturing  hydrogen  gas-based  fuel  cell  vehicles  for  demonstration  purposes.  The  FCX 
Clarity,  a  currently  produced  Honda  automobile,  is  retailed  in  the  Los  Angeles  Area,  where 
hydrogen filling gas stations are available.  
1.2 Design and operation of a PEM fuel cell 
A  typical  PEM  fuel  cell  is  an  assembly  of  seven  layers:  two  bipolar  plates  (BP),  two  gas 
diffusion  layers  (GDL),  two  electrodes,  and  one  polymer  electrolyte  membrane  (PEM).  The 
design  and  operating  parameters  of  these  layers  can  be  found  elsewhere.11,  12  A  schematic 
diagram of a PEM fuel cell is shown in Figure 1-2. A bipolar plate is a conductive plate in a fuel 
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cell  stack  that acts as an anode for one cell  and  a cathode for  the next cell.  It  can be made of 
metal,  carbon,  or  a  conductive  composite  polymer  (usually  incorporating  carbon).  It  has  a 
number  of  functions,  such  as  even  distribution  of  gases,  prevention  of  gas  escape,  electrical 
connection between anode and cathode, and current collection.13, 14 A GDL can be fabricated by 
using  either carbon  cloth or  carbon paper. These  are porous materials  that allow gases  to pass 
through  to  the  catalyst  layer  on  the  anode  and  the  cathode.  Since  carbon  is  conductive,  it 
facilitates the transport of electrons from electrodes to the BP.  
 
Figure 1-2. A schematic diagram of an operating PEM fuel cell. 
 
Carbon-based electrodes are often used  in  the PEM  fuel cell.  All electrochemical  reactions 
occur at the electrodes. Normally, these reactions occur slowly at room temperature. Electrodes 
are coated with the platinum catalyst, which speeds up these reactions. At the anode, hydrogen 
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gas adsorbs on the catalyst and oxidizes to generate protons and electrons. This reaction is also 
called the hydrogen oxidation reaction (HOR).   
  2H 2H 2e
     (1.1) 
Electrons  pass  through  the  external  circuit  to  which  a  load  is  connected  and  protons  in 
hydrated form (as hydronium ions) pass through the membrane. Electrons and protons react with 
the  oxygen  gas  at  the  cathode  to  produce  water.  This  reaction  is  referred  to  as  an  oxygen 
reduction reaction (ORR), and in presented in Eq. (1.2). 
  2 24H 4e O 2H O
      (1.2) 
The  membrane acts as an  electrolyte. Various kinds of polymer  electrolyte  membranes are 
used in the PEM fuel cell, as described in the preceding subsection. The work presented in this 
dissertation  is  related  to  PFSA  membranes,  such  as  Nafion®,  3M,  and  short-side  chain  (SSC) 
membranes.  The  membrane  not  only  acts  as  an  electrolyte,  but  it  also  prevents  mixing  of  the 
gases, which could cause local combustion of the hydrogen gas on the electrode. The membrane 
allows  only  hydrated  protons  (hydronium  ions)  to  pass  through,  and  prevents  electrons  from 
doing so, which would result  in an “electrical short circuit”. In conclusion, a membrane acts as 
an  electrolyte  and  avoids  the  occurrences  of  chemical  and  electrical  short  circuits  during  the 
operation of a PEM fuel cell. 
1.3 Polymer electrolyte membrane (PEM) 
Many PEMs are available for the manufacturing of PEM fuel cells for various applications, 
such  as  for  portable  devices,  transportation,  and  stationary  power  generation.  A  good  PEM 
should have high proton conductivity,  low electron conductivity,  low permeability  for  fuel and 
oxidant,  low water  transport  through diffusion and electro-osmosis,  as well  as good oxidative, 
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hydrolytic, and mechanical stability both in dry and hydrated states. It should also require a low 
cost  for  the  commercial  utilization,  and  should  be  suitable  for  the  fabrication  of  a  membrane 
electrode assembly (MEA).3  
These membranes can be sorted into five major categories: (1) per-fluorinated,  (2) partially 
fluorinated, (3) non-fluorinated, (4) acid-base blends, and (5) composite membranes.3, 4 Among 
these,  perfluorosulfonic  acid  (PFSA)  membranes,  such  as  Nafion®,  3M,  and  short  side-chain 
(SSC)  membranes,  are  widely  used  in  most  commercial  systems,  owing  to  their  mechanical, 
chemical, and thermal stabilities, as well as their very good proton conductivities.2, 15 Nafion®, 
developed  and  produced  by  DuPont,  was  first  used  in  NASA’s  Gemini  and  Apollo  space 
exploration mission in 1960’s. 3M and SSC membranes are homologues of Nafion®.  The first 
SSC membrane was developed by Dow Chemical Company in 1980’s for chlorine production16 
and, currently,  it  is commercialized by Solvay Solexis as Hyflon®.17-20 These membranes have 
similar polytetrafluoroethylene  (PTFE) backbones, which are  hydrophobic  in  nature. The side-
chain  of  PFSA  membranes  consists  of  a  sulfonic  acid  group,  ether  linkage,  and  fluorinated 
ethylene  groups.  Due  to  acidic  groups  in  the  side-chains,  they  are  hydrophilic.  A  common 
chemical  formula  of  PFSA  membranes  is  shown  in  Figure 1-3,  where  m  =1  and  n  =  2  for 
Nafion®, m=0 and n = 4 for 3M, and m = 0 and n = 2 for SSC. The molecular weight of PFSA 
membranes mainly depends on the values of x and y in the backbone. Actual molecular weights 
of these membranes are not mentioned in literature. For a Nafion® membrane, it varies between 
105-106 Da (Da or Dalton is a unit of weight which is equal to one-twelfth the weight of an atom 
of 12C).21  
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Figure 1-3. A common chemical structure of PFSA membranes. 
 
These membranes are produced by the copolymerization of tetrafluoroethylene (TFE) with a 
per-fluorinated vinyl ether monomer containing a sulfonyl fluoride end-group in the side-chain. 
The  sulfonyl  fluoride  groups  are  converted  to  sulfonic  acid  groups  by  hydrolysis.22,  23  The 
reactions of  the synthesis of a Nafion®  membrane co-monomer are shown  in  Figure 1-4. The 
polymerization of the co-monomers and subsequent hydrolysis produce the Nafion® membrane. 
22 A Nafion®  membrane was  first developed and produced  for  the chlor-alkali  process, which 
was used to produce the chlorine gas by the electrolysis of a brine solution.3, 24 It is now used as 
an electrolyte in the PEM fuel cell due to its excellent durability and proton conductivity under 
sufficiently  hydrated  conditions,  as  well  as  its  mechanical  properties.  In  a  PEM  fuel  cell,  a 
thinner Nafion® membrane  is used as compared  to the chlor-alkali process to achieve a higher 
proton conductivity with its good mechanical properties.5 
As shown in Figure 1-3, PFSA membranes have two parts: a backbone and side-chain. The 
backbone, as the word suggests, provides the mechanical and physical strength in the membrane 
against mechanical degradation. The TFE  monomers  in  the backbone  form crystallites  and  the 
sulfonic  acid  groups  aggregate  to  form  the  ion  clusters.23  If  the  membrane  is  sufficiently 
hydrated,  the sulfonic acid  end-groups  in  the  side-chains  lose protons. The  morphology of  the 
membrane  changes  upon  hydration,  and  the  membrane  matrix  separates  into  two  phases: 
hydrophobic  TFE  monomers  and  hydrophilic  water  containing  ion  clusters.21,  25,  26  There  are 
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different models for the clusters, which will be presented in the later part of the dissertation. The 
connected water clusters provide the pathway for the proton conduction. 
 
 
Figure 1-4. Synthesis process of a Nafion® membrane comonomer. 
 
PFSA membranes of different equivalent weights are produced and used in commercial fuel-
cell  systems.  For  example,  Nafion®  membranes  are  available  with  many  equivalent  weights, 
such as 900, 1100 and 1200.3  The equivalent weight of a PFSA membrane is defined by the ratio 
of the weight of a dry membrane in grams and the number of moles of sulfonic acid groups.27 It 
can be controlled by changing the number of –CF2 groups along the backbone. The sulfonic acid 
content of a membrane depends on the values of x and y as shown in Figure 1-3. The membrane 
with higher content of acidic end groups,  i.e., the lower equivalent weight, absorbs more water 
and, as a result, this membrane swells more. This provides higher proton conductivity but at the 
expense of the mechanical strength of the membrane. The higher water absorption capacity and 
the  lower amount of TFE  in  the  backbone  lower  the crystallinity of  the  membrane, which can 
2 2 3CF CF SO  2 2FSO CF COF
2 2F C CF
2O SO
2 2FSO CF COF 3 2F CFC CF
O
2+
F
2 2 2 2FSO CF CF OCFCF OCFCFO
3CF 3CF
2 3Na CO Δ
2 2 2 2 2FSO CF CF OCFCF OCF CF
3CF
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result in the complete dissolution of the membrane in water.21 The lower content of sulfonic acid 
groups  in  the  membrane  does  not  provide  good  connectivity  of  the  water  clusters,  thus, 
decreasing the proton conductivity. PFSA membranes are also resistant to chemical attack from 
the  reacting  gases  because  of  the  high  content  of  the  C–F  bonds  in  their  backbones  and  side-
chains. 
The  two  main  issues of  PFSA  membranes  are  discussed  in  the  dissertation:  durability  and 
proton  conductivity.  The  durability  of  the  membrane  has  been  studied  in  terms  of  chemical 
degradation. These membranes start degrading after ~5000 hrs of operation, and the degradation 
rate increases at high temperature and low water content. The degradation of the membrane can 
be  reduced  if  a  thicker  membrane  is  used,  at  the  cost of  higher  membrane  expense  and  lower 
proton conductivity. The proton conductivity of  the  interface of  the  membrane,  formed on  the 
both  sides of  the  membrane  in an MEA, plays a  critical  role  in  the overall  conductivity of  the 
system. The causes of the chemical degradation of PFSA membranes and resulting products, and 
degradation  mechanism  are  widely  discussed  in  literature,  and  we  will  also  discuss  them  in 
Chapter 2. The conductivity and transport models for the transport of water and hydronium ions 
through a  membrane will  be discussed  in Chapter 3. The  motivation  for  the present work will 
also be discussed in the respective chapters. 
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Chapter 2. Membrane degradation 
 
The  cost  and  the  lifetime  of  the  PEM  fuel  cell  mainly  depend  on  the  membrane  electrode 
assembly, which is a combination of a membrane, electrodes and catalyst. The membrane in the 
cell  functions as  an electrolyte.  It  allows  hydrated protons  to pass  through and does  not allow 
electrons  to do so. The  membrane also  separates  hydrogen and oxygen gases  and prevents  the 
crossover of the gases to the other side of the membrane. The electron transport of the membrane 
and  gas  crossover  can  affect  the  performance  of  the  device.  They  can  also  result  in  electrical 
short circuit and local combustion, respectively, in the PEM fuel cell and can generate heat or a 
strong oxidizing radical species, which can cause mechanical, thermal and chemical degradation 
of the membrane.   
The  mechanical  and  chemical  durability  of  the  membrane  is  a  major  concern  in  the 
commercialization  of  PEM  fuel  cells.28  According  to  the  guidelines  of  the  US  Department  of 
Energy  (DOE),  the PEM fuel cell  should  last  for  at  least 5000 hr  in operation  for  automobiles 
and 20,000 hr for the stationary application.29 During this period of time, there should not be any 
change in the cell voltage or current density of the PEM fuel cell either it can affect the operation 
of the systems. A PEM fuel cell shows a gradual declination of performance (current density and 
cell  voltage)  after  ~5000  hrs,  of  operation  which  occurs  mainly  due  to  the  degradation  of  the 
membrane. The performance of a membrane can be affected by mechanical, thermal or chemical 
degradation.30, 31 Mechanical degradation of a membrane mostly occurs during the manufacture 
of a  membrane electrode assembly  (MEA). During  this process,  the  membrane  is  subjected  to 
high  pressure  (0.4  MPa),  and  the  assembly  is  treated  at  high  temperature  (100  °C).  This  can 
cause micro-cracks or tears in the membrane. Membrane can also creep over the catalyst  in the 
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electrodes  and  decrease  the  performance of  the  device.  Thermal  degradation  of  the  membrane 
can  occur  if  the  PEM  fuel  cell  is  operated  at  temperatures  greater  than  90  °C.  Chemical 
degradation of a membrane can occur by operational  factors, such as  impurities  in the  fuel and 
oxidants, operating temperature and pressure, high withdrawing current from the cell and/or by 
chemical attacks of the reactive oxidizing agents formed during operation.29, 32  
2.1 Factors affecting the durability of PFSA membranes 
The  durability  tests  of  membranes  are  often  performed  with  similar  or  harsh  operating 
conditions as  the actual PEM fuel cell. The US DOE has provided durability test protocols  for 
the testing of newly developed  fuel cell components.33-35 These protocols guide testing the cell 
components under harsh operating conditions that accelerate the degradation. PFSA membranes 
have mostly C–F bonds  in their backbones and side-chains, as shown  in Figure 1-3. Chemical 
degradation of these membranes yields fluoride ions [F-(aqueous)], and these ions are measured 
in the effluent water during testing at  the anodes. The  fluoride release rate (FRR)  is a standard 
parameter  to  assess  the  rate  of  the  chemical  degradation  of  PFSA  membranes.36-39  The 
experimental operating parameters that affect the lifetime of PFSA membranes will be discussed 
in the following subsections. 
2.1.1 External Load 
A PEM fuel cell can be tested either in the open circuit voltage (OCV) condition or in normal 
operating condition (or under load condition). Normal operating conditions refer to the situation 
where current is drawn from the fuel cell to operate electrical equipment or machines. No current 
is drawn from the fuel cell under OCV conditions, but both fuel and oxygen are fed to the device. 
Experimental studies show that the chemical degradation of PFSA membranes increases with the 
decrease in the drawn current and is maximum under OCV conditions.40, 41 
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2.1.2 Relative Humidity 
A  PFSA  membrane  is  always  hydrated  when  used  as  the  electrolyte  in  a  PEM  fuel  cell 
because  the proton conductivity of  the  membrane critically depends on  the water content. The 
membrane absorbs water and swells up. This affects the mechanical properties of the membrane 
adversely,  but  the  chemical  degradation  of  PFSA  membrane  decreases  with  increasing  water 
content.40-46 However, Aoki et al.  found an  increased  fluoride  ion emission  from the PEM fuel 
cells with increasing relative humidity of H2 and O2 gases.
47  
2.1.3 Temperature 
Operating  temperature  of  the  PEM  fuel  cell  affects  the  membrane  both  mechanically  and 
chemically. Operating at temperatures greater than 90 °C may lead to membrane break down, or 
there can be pin-hole  formation and/or morphological changes  in the membrane.41, 43, 46, 48 This 
can  lead  to  the  electrical  and  chemical  short  circuiting  of  the  PEM  fuel  cell  and  will  hasten 
membrane  degradation.  The  rate  of  the  chemical  degradation  mechanism  increases  with 
temperature;  thus,  high operating  temperature  leads  to a high  fluoride emission  from  the PEM 
fuel cell.46, 49 
2.1.4 Other factors 
Apart from the above operating factors, some others factors, such as partial pressures of H2 
and  O2  gases,  contamination  of  the  membrane  and  catalyst,  and  start-stop  cycles,  also  causes 
chemical degradation of PFSA  membranes.  Increasing  the partial pressure of H2 and O2 gases 
increases the FRR from the PEM fuel cell.50-52  The presence of the metal ion impurities, such as 
Fe2+ and Cu2+ in the membrane, also enhances the degradation rates.43, 53-60 These impurities can 
appear  due  to  rusting  of  metallic  bipolar  plates.  The  metal  ions  generate  a  strong  oxidizing 
medium in the operating fuel cell, which causes chemical degradation of PFSA membranes. The 
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mechanism of  the  formation of  the oxidizing  medium  in  the presence of  metal  ions  impurities 
will be discussed in detail in Section 2.3. 
2.2 Chemical degradation of PFSA membranes 
The mechanism of the chemical degradation of PFSA membranes under the above mentioned 
operating  conditions  is  not  fully  understood.  Originally,  it  was  thought  that  the  membrane 
degradation occurs due to the exposure of  the membrane to an oxidizing medium on the anode 
side and to a reducing medium on the cathode side of  the PEM cell. It was speculated that the 
crossover  of  H2  or  O2  to  the  opposite  side  of  the  cell  might  cause  the  degradation  of  the 
membrane affecting the efficiency. However, it has been proven that the crossing of the gasses is 
relatively slow and the loss in efficiency is only from 1-3%.40, 43, 44, 47, 51, 61, 62 Nevertheless, the 
crossover  of  gases  might  lead  to  the  exothermic  combustion  of  H2,  which  can  cause  pin-hole 
formation in the membrane and can damage the membrane, physically.43 
Liu  et al.  studied  the  chemical  degradation  of  PFSA  membranes  extensively.63  They 
performed tests under OCV conditions exposing the membrane to H2/O2, N2/O2 and H2/N2 gas 
mediums at anode/cathode (respectively) in the presence and absence of Pt catalyst. They found 
that chemical degradation of a PFSA membrane is possible only when a membrane is exposed to 
H2 and O2 gases in the presence of a Pt catalyst. The chemical degradation of PFSA membranes 
in the presence of hydrogen peroxide (H2O2) and related oxidative radicals such as hydroperoxyl 
(•OOH) and hydroxyl (•OH) in the fuel cell has been thoroughly discussed in literature and, now, 
it  has  been  widely  accepted  that  the  presence  of  these  reactive  radicals  causes  the  chemical 
degradation of PFSA membranes.28, 57, 64 
The formation of H2O2 has been confirmed by examining the exhaust gas of fuel cells.
65 The 
drain water has also been tested during cell operation to check for the presence of H2O2.
43 Direct 
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examination  of  the  membrane  of  an  operating  fuel  cell  also  confirms  this.66  Chen  and  Fuller 
quantified the amount of H2O2 in a Nafion® membrane by a spectrophotometric method using a 
multilayer MEA.67 This group has also presented a model for the formation of H2O2 in the PEM 
fuel  cell.68  The  presence  of  oxidative  radicals  in  the  PEM  fuel  cell  was  also  examined  using 
different  methods  including  fluorescence  using  coumarin  molecules,  which  react  with  the 
hydroxyl  radicals  to  form  a  highly  fluorescent  product,  umbelliferone,69-71  spin-trapping  by 
electron  spin  resonance  (ESR)  spectroscopy,  in  which  5,5-dimethyl-1-pyrroline  N-oxide 
(DMPO) is used a spin-trapping reagent72-74 and ab initio calculations.75 
2.3 Formation of oxidative medium in PEM fuel cell 
The chemical degradation of a PFSA  membrane  is understood to be due  to  its exposure  to 
oxidizing  species  including  H2O2,  •OOH  and  •OH.  The  formation  of  H2O2  occurs  due  to 
crossover of a gas to the other side of the membrane and its reaction with the other gas at the Pt 
catalyst  surface.  The  presence  of  H2O2  was detected  both  on  anode  and  cathode  sides.  At  the 
cathode,  H2O2  forms  from  the  reduction  of  oxygen  gas  by  protons  transported  through  the 
membrane and the electrons from the external circuit.76  
  2 2 2O 2H 2e H O
      (2.1) 
This reaction occurs at an electrode potential 0.68 V. At higher electrode (cathode) potentials 
(> 0.68 V), it is possible that H2O2 will not be formed but will be reduced to hydroxyl radials or 
to  water.  Under  OCV  conditions,  there  is  no  current  withdrawn,  and  the  cathode  potential  is 
higher (> 0.9 V); hence, formation of H2O2 at the cathode is negligible. Another mechanism was 
proposed by Laconti and, now, it is widely accepted.28 According to research, the hydrogen gas 
is adsorbed on the Pt catalyst at the anode and resides  in atomic  form (i.e., Pt–H). The oxygen 
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gas permeates through the membrane from the cathode side and is reduced at the Pt catalyst by 
atomic hydrogen to form H2O2. The reactions of the H2O2 formation may be written as: 
  2H 2 Pt 2Pt H     (2.2) 
  2Pt H O OOH      (2.3) 
  2 2OOH Pt H H O     (2.4) 
The above reactions produce •OOH and H2O2, which are oxidizing in nature. H2O2 may also 
dissociate into the oxidizing radicals •OOH and •OH. The presence of metallic impurities such as 
Fe2+  and  Cu2+  in  the  membrane  accelerates  the  formation  of  these  reactive  radicals,  and 
membrane degradation  has  been observed  to occur  at an enhanced rate.43 The  reactions of  the 
formation of oxidative radicals are shown in Eqs. (2.5) - (2.9): 
  2 32 2H O Fe OH OH Fe
        (2.5) 
  2 3Fe OH Fe OH       (2.6) 
  2 2 2H O OH OOH H O      (2.7) 
  2 3Fe OOH Fe HOO       (2.8) 
  3 2 2Fe OOH Fe H O
        (2.9) 
The effect of the different operating conditions of a PEM fuel cell, described in Section 2.1, 
can  be  explained  by  the  formation  of  an  oxidizing  medium.  When  a  PEM  fuel  cell  is  in 
operation,  water  is  generated  at  the  cathode,  which  increases  the  relative  humidity  of  the 
membrane (at the cathode side). Even if the relative humidity of the fuel and oxygen is constant, 
the membrane water content will  increase with increasing current density from the cell.41 Thus, 
the  higher  water  content  of  the  membrane  in  an  operating  PEM  fuel  cell  reduces  membrane 
degradation. Under OCV conditions,  there  is  no current,  and water  is not  formed. The  relative 
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humidity  of  the  membrane  remains  constant.  The  concentration  of  H2O2  in  the  PEM  fuel  cell 
operating under dry conditions was observed to be higher.77 Under low humidity conditions, the 
accumulation of  sulfate  ions  and  Fe2+  ions occurs  in  the  membrane,78 which are washed away 
under high humidity conditions. The boiling point of H2O2 (150 °C) is higher than that of water, 
and  so  it  was  suggested  that  the  degradation  of  the  membrane  is  due  to  the  accumulation  of 
impurities  and  H2O2  in  the  membrane  under  low  humidity  conditions.  The  higher  operating 
temperature  of  a  PEM  fuel  cell  decreases  the  relative  humidity  and  increases  the  rate  of 
formation  of  oxidizing  species  in  the  cell;  thus,  increasing  the  rate  of  degradation  of  the 
membrane.38, 46, 49, 79  
2.4 Membrane degradation mechanism 
The  ionomer  membrane  has  two  components:  the  backbone  and  the  side-chains.  The 
degradation of the membrane can originate from either or both parts in the presence of oxidizing 
species. To study the products generated during the degradation of PFSA membranes, the Fenton 
test is often employed as an accelerated durability test. Fenton’s reagent is a solution of hydrogen 
peroxide (H2O2) and iron metal. H2O2 dissociates into •OH and •OOH radicals in the presence of 
iron ions and creates a strong oxidizing agent. The solution mimics the oxidizing environment in 
a PEM fuel cell. The solution of the Fenton’s reagent is characterized by the following reactions: 
  2 32 2Fe H O Fe OH OH
        (2.10) 
  3 22 2Fe H O Fe OOH H
        (2.11) 
The  membrane  and  the  products  in  the  drain  water  have  been  tested  for  the  products 
generated  during  degradation  after  long  term  durability  testing  and  ex situ  model  testing. 
Chemical  degradation  of  PFSA  membranes  yields  fluoride  ions,  sulfonate  ions  and  low 
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molecular weight perfluoro fragments, which were verified by examining drain water during the 
operation of  the PEM fuel cell. The cathode outlet gas had also been tested by direct gas mass 
spectroscopy under OCV conditions, and the formation of HF, H2O2, CO2, SO, SO2, H2SO2 and 
H2SO3 was observed.
65  Healy et al. used mass spectroscopy to determine the complete chemical 
structure of  the products in drain water.38 They  found high molecular weight products, such as 
HOOC–CF(CF3)O(CF2)2SO3H  and  CF3CF2O(CF2)2SO3H,  which  were  attributed  to  the 
degradation  of  the  side-chain  of  the  ionomers.  Fourier  transfer  IR  (FTIR)  spectroscopy  of  the 
products  showed  CF2,  CO,  C–F,  C–O–C,  C–C  and  –SO3
-  bands  in  the  spectra.53,  57,  80,  81  The 
backbone degradation contributes C–C peaks and the side-chain degradation gives C–O–C and –
SO3
- peaks  in the spectra. Endoh et al., using micro-FTIR, found that  the anode degradation  is 
more severe than the cathode degradation.82 They also proposed that the membrane degradation 
proceeds in two steps: an unzipping reaction at  the polymer end-groups and the scission of  the 
backbone of the membranes. Electron spin resonance (ESR) spectroscopy has been successfully 
used along with 5,5-dimethyl-1-pyrroline N-oxide (DMPO), N-tert-butyl-α-phenylnitrone (PBN) 
and 2-methyl-2-nitrosopropane (MNP) as spin-trapping reagents to detect the radicals generated 
during the membrane degradation.56, 73, 83 They observed carbon and oxygen centered radicals in 
the products and confirmed the attack of •OH on the sulfonic acid groups in the side-chain and 
on  the  carboxylic  acid  groups  in  the  backbone  initiating  the  degradation  of  the  membranes. 
Solid-state 19F and  13C NMR spectroscopy  measurements of  the  membrane  before and after  in 
situ  fuel  cell  tests  demonstrated  that  the  membranes  degrade  predominantly  in  the  side-chain 
containing SO3H, CF3, OCF3 and CF groups.
84-86 They  also  found  that PFSA  membranes with 
shorter side-chains (Hyflon®) are less susceptible than Nafion® to the attack by radicals due to 
the absence of a second tertiary carbon in the side-chain. 
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As  mentioned  in  the  previous  section,  a  highly  oxidizing  medium  of  •OH  and  •OOH  and 
H2O2 is generated during operation of a PEM fuel cell. Of these oxidizing agents, •OH has the 
highest  reduction  potential,  rendering  it  the  most  aggressive  one.87    In  the  present  work, 
membrane degradation is examined in the context of side-chain and backbone degradation due to 
•OH radicals. 
2.4.1 Backbone degradation 
PFSA  ionomers have  both C–C and C–F  bonds  in  the  backbone. The  backbone  has no α–
hydrogen atoms, which are susceptible to attack by reactive radicals. Due to the absence of an α–
hydrogen,  backbone  of  these  ionomers  should  be  stable  against  the  radical  attack.88  However, 
during  the  manufacturing  process  of  a  PFSA  membrane,  it  is  possible  that  carboxylic  acid  (–
COOH) end-groups are present in the polymer. An in situ infrared spectro-electrochemical study 
showed  that  these  end-groups  are  unstable  in  an  oxidizing  medium89  and  can  initiate  the 
degradation of  the membrane via the abstraction of H atoms by hydroxyl radicals.23,  29,  79,  90,  91 
This mechanism of degradation is often referred to as the ‘unzipping mechanism’. It occurs in a 
series of  reactions during which  small  molecules,  such as HF, CO2 and H2O,  are  formed. The 
unzipping mechanism occurs via the following reactions: 
  f 2 f 2 2 2R CF COOH OH R CF CO H O         (2.12) 
  f 2 f 2R CF OH R CF OH       (2.13) 
  f 2 fR CF OH R COF HF      (2.14) 
  f 2 f R COF H O R COOH HF       (2.15) 
At the end of one series of reactions, a –COOH group is regenerated, which can then cycle back 
through the same mechanism. This propagation continues along the backbone of the membrane 
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breaking it into lower molecular weight oligomeric fragments. Simulation results suggest that the 
backbone unzipping process is particularly prevalent under high humidity conditions.45 
2.4.2 Side-chain degradation 
The chemical formulae of PFSA membranes are shown in Figure 1-3. The side-chains of 3 
different PFSA membranes are shown in Figure 2-1. 
 
 
Figure 2-1. Side-chain fragments of PFSA membranes: (a) Nafion®; (b) 3M; and (c) Short-side-
chain (SSC). Blue, dark grey, red, yellow and light grey colors represent F, C, O, S and H atoms, 
respectively. 
 
The  side-chain  of  all  PFSA  ionomers  terminate  with  a  sulfonic  acid  group  (–SO3H).  All 
ionomers have ether  linkages and fluorinated ethylene groups. Nafion® also has a substituted –
CF3 group in its side-chain.  
 
(a)  (b) (c)
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A study of the relative bond dissociation energies of PFSA ionomers using density functional 
theory (DFT) indicated that the C–S bond is the weakest bond among all the bonds in the side-
chain and backbone of a neutral polymer molecule; however, the C–S bond is stronger when the 
molecule  is  ionized  while  it  weakens  the  C–O  bond  connecting  the  side-chain  with  the 
backbone.92  An  in situ  infrared  spectro-electrochemical  study  showed  that  the  side-chain 
degradation starts with the loss of sulfonic acid groups in the side-chains.89 Experimental studies 
showed that the side-chain degradation is more predominant than the backbone degradation84 and 
it increases in low humidity conditions of the membrane.45 The ionomer with a shorter side-chain 
is more stable in the oxidizing medium of the operating PEM fuel cell.  
2.5 Motivation for the degradation study 
Up to this point, we know and understand from the experimental results in the literature that 
PFSA  membranes degrade  in  the presence of  the oxidizing  medium of H2O2,  •OH and  •OOH. 
Among these oxidizing agents, •OH is the most aggressive and reactive. This radical is the most 
responsible  candidate  for  the  membrane  degradation.  The  mechanism  of  the  backbone 
degradation is widely understood by the abstraction of the hydrogen atom from the –COOH end-
group  and,  then,  it  follows  the  unzipping  mechanism  as  presented  in  Subsection  2.4.1.  The 
reactions  generate  the  small  molecules  that  are  similar  to  those  observed  in  the  experimental 
studies. We still do not know the kinetics and energetics of these reactions and the effect of the 
operating conditions on the rate of these reactions. In this study, we will examine each reaction 
of the unzipping mechanism via its transition state. The transition state structure and its energy 
will provide the information about the activation energy of the reaction. The rate of the reaction 
depends  on  the  reaction  constant,  which  is  a  function  of  activation  energy  and  the  operating 
temperature according to the Arrhenius equation. 
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The degradation mechanism of the side-chain of PFSA membranes has not been studied  in 
detail. Experimental results  indicate that  the side-chain  is more vulnerable to the radical attack 
than  the  backbone,  and  the  degradation  starts  with  the  loss  of  the  sulfonic  end-groups.  These 
results have also been supported by ab initio calculations that indicate that the C–S bond is the 
weakest  link  in  the side-chain. Low humidity conditions accelerate  the side-chain degradation. 
The  mechanism  of  side-chain  degradation  and  the  rate  of  the  reactions  involved  in  the 
mechanism  are  not  understood  and  are  the  impetus  for  the  study  of  the  homolytic  bond 
dissociation  of  the  side-chain  of  three  different  PFSA  membrane  fragments,  shown  in  Figure 
2-1. The bond dissociation energy will indicate the bond strength and will help in identifying the 
weak  link  in the side-chain. The reaction of  the side-chains with •OH radicals will also help  in 
understanding  the  mechanism  of  chemical  degradation.  The  energetics  of  the  reactions  will 
provide information concerning the feasibility of the reactions. The value of activation energy of 
the reactions will be computed through identification of transition state structures. 
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Chapter 3. Transport Modeling 
 
In a PEM fuel cell, protons and electrons are generated at the anode due to the oxidation of 
the  hydrogen  gas.  Electrons  move  through  the  external  circuit  and  protons,  in  hydrated  form, 
move  through  the  membrane  and  react  with  electrons  and  oxygen  at  the  cathode  to  produce 
water. The reactions are expressed in Eqs. (1.1) and (1.2). The hydrogen gas is introduced at the 
anode with a trace of moisture to aid the hydration of protons. The transport of protons and water 
through the membrane is the key to the performance of a PEM fuel cell and the applicability of 
the membrane in the cell. The membrane is sandwiched between the electrodes. This assembly of 
membrane  and  electrodes  is  called  the  “membrane  electrode  assembly”  (MEA).  An  MEA 
consists of electrodes, membrane, catalyst and ionomer. The ionomer is of the same material as 
of the membrane to keep the morphology of the interface similar to that of the membrane.  
One of the methods to form an MEA is a glue method.93 The membrane is painted on both 
sides with an ionomer ink, which is a solution of membrane ionomer and Pt/carbon catalyst, and 
is sandwiched between the electrodes. The assembly  is conditioned at 60 °C under pressure of 
0.4 MPa for 30 min. Finally,  the MEA is thermally treated at 100 °C for 1 hr  to evaporate the 
solvent completely. This causes the change in the morphology and conductivity of the membrane 
at the  interfaces on both sides. An  ionomer-membrane  interface  is  formed on both sides of  the 
membrane, and is shown in Figure 3-1.  
It  has  been  shown  by  experiments  that  a  thicker  membrane  can  cause  an  interfacial 
delamination under freeze/thaw cycles.94, 95 Due to delamination, interfacial resistance increases 
and proton conductivity decreases.96 The proton conductivity in the membrane is lower than it is 
in water, and the delamination of the interface further lowers the conductivity. Hence, the study 
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of the transport phenomena of water and protons through the interfacial regions and of interfacial 
conductivity  would  potentially  provide  significant  insight  for  understanding  the  delamination 
process. A number of studies have been performed for the conductivity and transport of species 
through  perfluorosulfonic  acid  (PFSA)  membranes,  but  modeling  of  the  conductivity  and 
transport through the interface is a missing link. 
 
 
Figure 3-1. Membrane-ionomer interfaces. 
 
The  ionomer  ink  in  the  MEA  manufacturing  is  composed  of  the  same  material  as  the 
membrane. For example, a Nafion® solution along with Pt/C catalyst  is used for the MEA of a 
Nafion® PEM fuel cell. The chemical  structure of  the  ionomers  in the side-chains  is similar  to 
that of the membrane; thus, the morphology and pore structures in the interface should be similar 
to  those  in  the  membrane  itself,  although  the  pore  sizes  might  be  different  from  those  in  the 
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membrane. Protons and water enter into the pores of the membrane via the pores in the ionomer-
membrane  interface at  the anode side,  and at  the cathode side,  they enter  into the pores  in  the 
interface from the pores in the membrane. The proton conductivity of the pores in the interface 
will affect the proton conductivity of the membrane.  
3.1 Morphologies of the interface 
As  the  ionomer  used  in  the  MEA  is  of  the  same  material  as  that  of  the  membrane,  the 
morphology of the interface should be similar. A number of experimental studies, such as small-
angle  X-ray  scattering  (SAXS),  small-angle  neutron  scattering  (SANS)  and  wide-angle  X-ray 
(WAXD) diffraction, have been performed to understand the morphology of PFSA membranes, 
and several models to interpret the morphology have been discussed in the literature.  One of the 
oldest models was proposed by Gierke et al.,  and  the  morphology of Nafion®  membrane was 
studied  by  wide-  and  small-angle  X-ray  scattering.97-99 They  observed  that  the  sulfonic  anions 
clustered  in  the  solvated  membrane,  and  the  size  of  the  clusters  depended  on  the  equivalent 
weight  of  the  membrane,  solvent,  and  cations  formed  within  the  cluster.  They  modeled  the 
clusters  as  spheres,  and  their  sizes  were  estimated  by  solvent  absorption  studies.  Around  the 
same time, Fujimura et al. studied the internal molecular structure of PFSA ionomers with SAXS 
and WAXD experiments and found the clusters to be lamellar crystals.100 The size of the clusters 
was found to be dependent on the temperature, equivalent weight of the membrane, and cations 
and  anions present  within  the  clusters.  Litt’s  lamellar  model  of  a  Nafion®  membrane  showed 
that  it  had  similar  behavior  to  most  polymers.101  He  proposed  that  the  membrane  had  polar 
sulfonic acid domains with a locally planar surface area between the non-polar planar domains, 
and water collected in the polar domains, which support the ionic conductivity in the membrane. 
The polar domains expand with the absorption of water. Haubold et al. studied the nano-structure 
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and  swelling  behavior  of  a  Nafion®  membrane  by  performing  SAXS  experiments.102  They 
proposed a model for the nano-structure of the cross-liked channel system within the membrane 
as discrete sandwich-like  structure elements, which possessed a  shell  region and an embedded 
core region. The shell region contained the side-chains of  the membrane and swelled on water 
absorption,  and,  consequently,  the  core  region  shrunk.  Rubatat  et al.  probed  the  structure of  a 
swollen Nafion® membrane by performing SAXS and SANS experiments.103 They described the 
hydrated  membrane  in  terms  of  elongated  polymeric  aggregates  and  modeled  these  aggregate 
bundles as rod-like particles. Kreuer proposed a channel network model for Nafion® and other 
sulfonated  polyetherketone  (PEK)  membranes.104  The  microstructures  in  the  membrane 
separated  into  hydrophobic  and  hydrophilic  regions.  The  hydrophilic  regions  contained  the 
sulfonic acid functional groups and were connected through channels.  
Apart from the experimental research, some simulation work has also been done with respect 
to those  results. A parallel  cylindrical  model  for water nano-channels  in a Nafion®  membrane 
was  proposed  by  Schmidt-Rohr  and  Chen.105  They  simulated  the  previously  published  SAXS 
data of a hydrated Nafion® membrane and concluded that the characteristic ionomer peak of the 
membrane  arose  from  the  long,  parallel,  cylindrical  channels.  The  diameter  of  the  channels 
varied between 1.8 – 3.5 nm, with an average of 2.4 nm at 20% water content. Recently, Wu et 
al.  investigated  the  morphology  of  hydrated  PFSA  membranes,  using  dissipative  particle 
dynamics (DPD) simulations, as a function of equivalent weight and the degree of hydration of 
ionomer. They showed that the water channels were well connected at higher hydration levels. 
In the present transport model, we have assumed that the Nafion® membrane  interface  is a 
distribution of cylindrical pores. The structure of  the pore  is  taken as  assumed  by Paddison et 
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al..106 The sulfonate ions at the end of the side-chains were assumed to be uniformly distributed 
along the pore wall.  
3.2 Transport models 
A number of experimental and theoretical studies have been performed on the conductivity in 
pores  and  transport  of  species  through  perfluorosulfonic  acid  (PFSA)  membranes,  but  the 
transport  through  the  interface  is  a  missing  link.  The  membrane  transport  models  available  in 
literature can primarily be divided into three categories: hydraulic, diffusion, and binary friction 
models.27 These models are briefly described below. 
3.2.1 Hydraulic model 
The hydraulic model deals with the transport of species  in the  fluid phase according to the 
Nernst-Planck  equation,  which  gives  the  expression  of  the  flux  of  the  species  in  terms  of 
migration, diffusion, and convection of the species, and the transport of the fluid by Schloegl’s 
equation;  i.e.,  electric potential  and pressure gradients generate convection within  the pores of 
the ion-exchange membrane. The relevant equations are 
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where  N PiN

  is the molecular flux of the species i according in the Nernst-Planck equation,  iz , 
Di and ic  are the mole fraction, diffusivity, and molar concentration, respectively, of the species 
i. F is the Faraday constant, Rg is the universal gas constant, T is the temperature in Kelvin,   is 
the electric potential,  sv  is the velocity of fluid described by Shloegl’s equation,  f
z , and fc  are 
the  mole  fraction  and  molar  concentration,  respectively,  of  the  fluid,    is  the  viscosity  of  the 
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fluid, p is the pressure,  k  and  pk  
are the electrokinetic permeability and hydraulic permeability, 
respectively, of the membrane. 
Verbrugge and Hill,107 and later on Bernardi and Verbrugge,108 formulated the above model 
by assuming that the membrane is fully hydrated and that the species are completely dissolved in 
the pore fluid. They also assumed that the concentration and velocity of protons in the membrane 
are constants; thus, the concentration gradient is not a driving force for the proton diffusion. The 
proton  transport  occurs  under  the  influence  of  the  external  electric  field,  and  the  proton 
conductivity,  , was determined by: 
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where 
H
D   is the diffusion constant of protons in water, and  HC   is the proton concentration in 
the  pore of  the  membrane.  Eikerling  et al.109  extended  the  above  model  by  varying  the  water 
content  in  the  membrane.  They  also  took  into  account  for  the  dependency  of  conductivity, 
permeability, and electroosmotic drag on the local water content of the membrane; however, the 
model is not valid for membranes with low water content (  < 2, where    is the water content). 
At  low water contents, water molecules are  localized on the sulfonate groups, and water  is not 
well  connected  across  the  membrane.  In  this  case,  a  pressure  gradient  has  no  effect  on  the 
transport of  the  species.  At  low  water  contents,  species  are  transported  due  to  a  concentration 
gradient only. 
3.2.2 Diffusion model 
The  diffusion  model for  the  transport of  species  through  the  membrane  was  developed  by 
Springer et al..110 The transport of water through a complete PEM fuel cell with a 117 Nafion® 
membrane  was  assumed  to  be  isothermal,  one-dimensional,  and  at  steady  state.  The  model 
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considers  the equilibrium condition  between  membrane water and electrode water vapor at  the 
membrane/electrode interfaces. Electroosmotic drag and diffusion were considered as the driving 
forces  for  the  water  transport  in  the  membrane.  They  developed  the  model  parameters  as  a 
function of water content based on  their  experimental data using a curve  fit. These parameters 
have no physical meaning. The model for conductivity measurement was expressed as a function 
of the water content of the membrane,  , by: 
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  
   
  
  (3.4) 
  30 0.005139 0.00326, ( 1)       (3.5) 
where Tcell is the cell temperature (°C) and  30  is the conductivity at 30 °C. This model is useful 
in determining  the  membrane  resistance as a  function of  current density at higher/intermediate 
water content conditions. When the membrane is fully hydrated, there is no water gradient across 
the  membrane.  In  this  condition,  the  model  fails  to  predict  the  transport.  The  effect  of  the 
membrane morphology on the conductivity is also not accounted for in the model, so this model 
is limited to 117 Nafion® membranes only. 
3.2.3 Binary friction model 
Kerkhof developed  a  binary  friction  model  (BFM)  for  the  species  transport  through  the 
membrane.111 This model is based on the electrochemical potential gradient of the species arising 
due  to  species-species  and  species-medium  interactions.  The  model  applies  Stefan-Maxwell 
equations to the species flowing through the pore structure of the membrane: 
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32 
 
where  ei  is the electrochemical potential of species i, Xi is the mole fraction of species, i = 
i
t
c
c
 
with  t ic c ,  the  total  molar  concentration,  eijD   is  the  effective  Stefan-Maxwell  interaction 
coefficient between species i and j,  eiMD  is the effective interaction coefficient between species i 
and the porous medium, and Ni is the molar flux of species, i.  
The effect of the porosity and tortuosity of the membrane pore is considered in the transport 
parameters ( eijD  
and  eiMD ) by using a correction parameter (porosity/tortuosity). The dependency 
of  the structure of  the porous medium on  the  transport of  the  species  is  not considered  in  this 
model. 
Similarly  to the BFM, a dusty gas model  (DGM)  is  also  mentioned  in  the  literature which 
describes  the  flow  of  gas  through  a  porous  media.112  This  model  erroneously  accounts  for  an 
additional viscous term as compared to the BFM model, which,  implicitly, accounts for viscous 
transport. A detailed discussion of the model is presented in Fimrite et al..113  
Based on the DGM model, Thampan et al. developed a model for the conductivity of protons 
in  hydrated Nafion® or  similar  membranes.114 The expression of  the conductivity  is  similar  to 
that in Eq. (3.3), and reads as: 
   
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   

 
   
 
  (3.7)   
where     is  the  volume  fraction  of  water  in  the  hydrated  membrane,  0   is  the  percolation 
threshold volume fraction of water in the hydrated membrane, q is the Bruggeman exponent,  01  
is the equivalent conductance of hydronium ions at infinite dilution,   is the ratio of the mutual 
diffusion  coefficient  for  hydronium  ion  and  water  to  the  diffusion  coefficient  due  to  the 
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interaction of hydronium ion and membrane,  ,0HAc  is the concentration of membrane acid groups, 
and   is the degree of acid-group dissociation. 
There  are  some  microscopic  models  in  the  literature  that  are  also  used  to  determine  the 
transport  properties  of  the  membrane.  The  microscopic  transport  models  can  be  divided  into 
three  major  categories:  molecular  dynamics,  statistical  mechanics,  and  macroscopic  models 
applicable  to  the  microscopic  pore  of  the  membranes.115  These  models  are  described  in  the 
following subsections: 
3.2.4 Molecular dynamics model 
This  model  is  used  to  estimate  the  self-diffusivity  of  a  particle.  The  molecular  dynamics 
(MD) model  solves Newton’s equations of  motion  to determine  the positions and  velocities of 
the atoms as functions of time.116-120 The mean-square displacement of the particles is calculated 
from  the  positions,  and  the  self-diffusivity  of  the  particle  is  determined  using  the  Einstein 
relation, which relates the self-diffusion constant, D, in three-dimensional space as a function of 
mean-square displacement,   
2
0 0( ) ( )r t t r t  ,  and the observation time, t: 
 
 
2
0 0( ) ( )1
lim
6 t
r t t r t
D
t
 
   (3.8) 
3.2.5 Statistical mechanical model 
This model utilizes a non-equilibrium statistical mechanical framework to compute the self-
diffusion coefficient of a hydronium ion in a water-filled pore of a PEM.15, 106, 121 The model  is 
described here in detail because we used the pore structure and interaction potentials in the pore, 
as assumed in this model, as a basis for our transport model.  
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The diffusion coefficient of  the  hydronium  ion,  D ,  in  the  membrane was calculated  from 
the friction coefficient using the Einstein relation: 
  B
k T
D

   (3.9) 
where  Bk   is  the  Boltzmann constant and    =  friction coefficient of  the  hydronium  ion. This 
was calculated from the average force experienced by the hydronium ion moving in the pore by 
  .F v      (3.10) 
where  v  is the velocity of the hydronium ion in the pore, which was assumed to be constant.  
The pore of the PEM was assumed to possess a cylindrical geometry with length L and cross-
sectional  radius  R,  filled  with  N  water  molecules,  each  possessing  a  dipole  moment   .  The 
dissociated  sulfonic  acid  functional  groups  (–SO3
–)  in  the  pore  were  modeled  as  n  radially 
symmetric,  axially  periodic  arrays  of  fixed  anions.  The  average  force  experienced  by  the 
hydronium ion was calculated using the distribution function by 
  ( ) ( , ) ( , , )F r drdpF r r r p r        (3.11) 
where  r   and  r  are  the  position  vectors  of  the  hydronium  ion  and  N  water  molecules, 
respectively, and p  is the conjugate momentum vector of  the water molecules. The distribution 
function used in the above equation was obtained as a solution of the time evolution or Liouville 
equation 
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where  0L   is the Liouville operator for the system with the coordinate reference system moving 
with the constant velocity  v . The Liouville operator is defined by the Poisson bracket 
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  0 0{ ( , , , ), }L i H r p r t    (3.13)   
where  0H  is the Hamiltonian within the pore. The total energy of the pore consists of the kinetic 
energy of the all water molecules and the net  interaction potential energy,  ( , )V r r , due to two-
body interactions of water molecules, hydronium ions, and the side-chain sites:  
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where  m  is  the  mass  and  iv   the  velocity  of  the  i
th  water  molecule.  The  interaction  potential 
energy between two hydronium  ions was considered as a Coulombic  interaction. A hydronium 
ion-water  interaction was  taken  as a charge-dipole  interaction,  the water-water  interaction as a 
dipole-dipole interaction, and the interaction of sulfonate in the side-chains with a hydronium ion 
and a water molecule was taken as the interaction of charge and dipole, respectively, with respect 
to a cylinder of charges, where  charges are distributed on  the  length and circumference of  the 
cylinder  in  a  regular  fashion.  The  water  molecules  in  the  pore  were  considered  to  be  a 
continuum.  
3.2.6 Macroscopic model 
There  are  also  some  macroscopic  models  that  were  used  for  the  microscopic  pores  of  the 
membrane.122-126 Berg and Ladipo presented the analytical expression of the proton conductivity 
and water drag in the Nafion® membrane pore.125 The membrane was assumed to be a collection 
of parallel  cylindrical pores,  and  the pore wall was assumed  to have a constant  surface charge 
density. The  flow  in  the pore was assumed  to be  fully developed. The electric potential  in  the 
pore was presented as a solution of the Poisson-Boltzmann equation: 
  0
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where   is the electric potential due to sulfonate ion presence in the side-chains, q is the charge 
on  a  proton,  r   is  the  non-dimensional  distance  in  the  radial  direction,     is  the  relative 
permittivity of the medium,  0  the permittivity of the vacuum, and  0c  is the proton concentration 
at  the  center  of  the  pore.    The  distribution  of  protons  in  the  radial  direction  was  determined 
thermodynamically  and  was,  subsequently,  used  to  compute  the  velocity  profile  in  the  radial 
direction and the mass  flow rate due to the electro-osmotic  flow, driven by an external electric 
field,  extE . The proton conductivity was expressed as 
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  (3.16)   
where  ( )c r  and  ( )u r  are the concentration and velocity of the proton at a radial distance r, and R 
is the radius of the membrane pore. 
Colinart  et al.  also  presented  an  analytical  expression  of  the  ionic  conductivity  in  a  single 
capillary  of  PFSA  membranes.126  They  presented  a  microscopic  model  for  the  transport  of 
charges  and  water  in  a  single  capillary  and  scaled  it  up  to  the  dimension  of  the  membrane  to 
obtain the analytical expression of  the macroscopic properties of  the membrane. They assumed 
the membrane to be a capillary network, and the sulfonic groups were distributed uniformly on 
the pore wall with constant surface charge density  s . An electrical double layer (EDL) existed 
near  the pore wall due  to the  interaction of hydronium  ions with  the surface charges, which  is 
composed of a rigid layer or Helmholtz single adsorbed layer, where the movement of the charge 
is  negligible,  and a Gouy-Chapman diffuse  layer, which controls  the proton conduction of  the 
pore. In this diffuse layer, they assumed that the ions were point charges, the interaction of pore 
wall  with  the  ions  was  Coulombic,  that  there  was  no  interaction  between  ions,  and  that  the 
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electrical  permittivity  of  water  was  constant.  The  charges  in  the  diffuse  layer  followed  the 
Poisson-Boltzmann distribution, and the laminar flow of the fluid was due to an applied pressure 
drop  across  the  tube  and  the  external  electric  field.    The  mean  velocity  of  the  solution, 
f
u ,  
was: 
 
f p b E
w w
K dp K d
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dx dx
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     (3.17) 
where  EK   is  the  hydraulic  permeability,  pK  
is  the  electro-kinetic  permeability,  w   is  the 
dynamic  viscosity of water,  bp   is  the  bulk pressure and    is  the external electrical  potential. 
The flux averaged over the cross section of the pore, 
f
H
N  , was: 
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where 
H
c    is  the  proton  concentration  in  the  diffusion  layer, 
*
pu  
is  the  non-dimensional 
Poiseuille  velocity profile,    *Eu   is  the  non-dimensional  electro-osmotic  velocity,  0r   is  the pore 
radius, and  eff  is the effective surface charge density. The ionic conductivity in the pore is: 
  *
f f
w E H
EH H
w g
FDK
F c u c
R T


 

 
 
  
  
  (3.19) 
where  w  and    are the porosity and tortuosity of  the membrane,  respectively, and  
f
H
c    is 
the averaged proton concentration over the fluid phase. 
3.3 Motivation for the present model 
An  interface  is  formed  in the MEA on both sides of  the membrane and plays an  important 
role  in  the  transport of  the  protons  and  water.  The  delamination  of  the  interface  occurs  in  the 
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freeze/thaw  cycle  and  adversely  affects  the  conductivity  and  performance  of  the  MEA.  The 
ionomer ink used in the MEA is of the same material as the membrane; thus, the pore structure in 
the interface should be similar to that in the membrane. To understand the transport mechanism 
in the interface and, hence, proton conductivity, we need to consider the transport of species  in 
both the ionomer and membrane, simultaneously. In all the above models, only transport through 
the membrane is considered. In this dissertation, we will model the proton transport through the 
interfacial region. 
The interface is very thin; thus, the gradient of water in the interface can be neglected. At this 
limit, the diffusion model fails. To understand the transport mechanism in a small region, we will 
have  to  examine  it  from  a  microscopic  point  of  view  and  will  have  to  take  all  microscopic 
transport  parameters  into  account.  The  microscopic  models,  thus  far,  have  been  used  to 
determine the proton diffusivity. Paddison et al. have considered all interaction potential energies 
within a pore to estimate the diffusivity of a proton.106 The proton concentration in the pore was 
assumed to be very low and only one proton was assumed in the pore.  Taking a clue from their 
work,  we  can  calculate  all  microscopic  interaction  potential  energies  within  a  pore.  These 
energies  can  be  converted  to  the  macroscopic  energies  as  functions  of  macroscopic 
variables/properties of the pore, which are missing in all transport models, and the Hamiltonian 
in  the  pore  can  be  determined.  The  evolution  equations  of  the  variables/properties  can  be 
formulated using  non-equilibrium  thermodynamics. These equations can be solved analytically 
or  numerically  to  understand  the  proton  transport  in  the  interface  and  to  determine  the  proton 
conductivity of the interface. 
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Chapter 4. Calculation Methods and Mathematical Modeling 
 
Two  different  types  of  calculation  are  described  in  this  chapter:  electronic  structure 
calculations using ab initio quantum chemistry methods to study the degradation mechanism of 
PFSA membranes, and a proton transport model using statistical thermodynamics.  
4.1 Ab initio quantum chemistry calculations 
 Methods  and  basis  sets  described  in  this  section  are  briefly  taken  from  books  by  Ira  N. 
Levine127 and Frank Jensen.128 The electronic structure calculations are based on the solution of 
the time-independent Schrödinger equation, 
  Hˆ E    (4.1) 
where  Hˆ  is the Hamiltonian operator,   is the wave function and E is the energy eigenvalue.  
The  wave  function,   ,  describes  the  state  of  a  system  and  is  a  function  of  particles’ 
coordinates. The probability of finding particles  in the state   can be interpreted as the square 
of the wave function 
2
 , which is equal to  *  .  *   is the complex conjugate of  . The 
probability  of  determining  a  particle  over  a  three  dimensional  space  leads  to  a  normalization 
requirement of the wave function: 
   
2
, ,x y z dxdydz
  
  
     (4.2) 
There is also an orthogonal requirement for the wave functions  m  and  n  (m ≠ n) due to 
the particle only occupying one state at a given moment in time:  
  *m ndxdydz 
  
  
     (4.3) 
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The  wave  function  should  also  be  single-valued,  continuous,  quadratically  integrable,  and 
antisymmetric with respect to the interchange of electrons.  
The Hamiltonian operator  is defined as a sum of kinetic and potential energies of electrons 
and  nuclei  of  a  system.  The  total  Hamiltonian  operator  totH   consists  of  five  terms:  kinetic 
energies of electrons and nuclei, potential energies due to electron-electron, nucleus-nucleus and 
electron-nucleus interactions, and may be expressed as 
  tot e n ee nn enH T T V V V       (4.4) 
where  T  and  V  represent  kinetic  and  potential  energies,  respectively,  and  subscripts  e  and  n 
represent  electron  and  nucleus,  respectively.  Vab  represents  the  potential  energy  due  to  the 
interaction of particles a and b. The total Hamiltonian of a system of Ne electrons and Nn nuclei 
can be expanded into: 
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  (4.5) 
where i and j refer to electron and k and l refer to nucleus. The constant     is Planck’s constant 
(h)  divided  by  2π,  m  is  the  mass  of  a  electron,  kM   is  the  mass  of  the  k
th  nucleus,  2   is  the 
Laplacian operator, e is the electronic charge,  kZ  is the atomic number of k
th nucleus, and rab is 
the distance between particles a and b. The Laplacian operator in Cartesian coordinates has the 
form 
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  (4.6) 
The total Hamiltonian in Eq. (4.5) can be expressed in the atomic units by setting the numerical 
value of the constants  , m and e to 1: 
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The atomic unit of terms in Eq. (4.7) is Hartree (Ha), which is equal to 627.509 kcal/mol.  
4.1.1 Born-Oppenheimer Approximation 
The expression of  the total Hamiltonian  in Eq. (4.7)  implies that  the particles do not move 
independently  due  to  correlation  effects  (i.e.,  the  attraction  and  repulsion  of  particles).  Hence, 
finding  an  analytical  solution  of  the  Schrödinger  equation  even  for  a  system  as  simple  as  a 
hydrogen molecule is a formidable task, and approximation is necessary. Since nuclei are much 
heavier  than  electrons,  the  electrons  move  much  faster  than  the  nuclei.  Hence,  to  a  good 
approximation as far as the electrons are concerned, the nuclei can be regarded as fixed while the 
electrons carry out their motion, and the electrons respond instantaneously to the change  in the 
positions of the nuclei. This suggests that it is possible to decouple the motion of electrons from 
the  motion  of  nuclei.  This  is  the  Born-Oppenheimer (BO) approximation,129  which  when 
applied to compute the electronic energy, Ee, results in the electronic Schrodinger equation:  
     r ; r r ; re e i k e e i kH E    (4.8) 
where  eH   and  e   are  the  electronic  Hamiltonian  and  wave  function,  respectively.  ri   and  rk  
represent the electronic and nuclear positions, respectively.  
For  fixed  positions  of  nuclei,  the  kinetic  energies  of  nuclei  are  ignored  and  the  nucleus-
nucleus repulsion becomes a constant, which is solely dependent on the nuclear position  rk . The 
electronic  wave  function,  e ,  is  a  function  of  electronic  positions  ri   only,  while  the  nuclear 
positions are parameters. Thus, the electronic Hamiltonian is 
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We add nuclear  interaction energy, Enn,  to obtain the total energy of  the system, and  it has the 
form 
 
n nN N
k l
tot e
k l k kl
Z Z
E E
r
    (4.10) 
The solution of the Schrödinger equation within the BO approximation with different nuclear 
positions  samples  the  potential  energy  surface  (PES)  and  allows  the  determination  of  the 
optimized geometry via the energy minimization procedure. 
The  electronic  Hamiltonian  operator  can  be  simplified  by  introducing  a  compact  set  of 
notations:  
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nN
k
i i
k ik
ij
ij
Z
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r
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r
   


  (4.11) 
ih  is the one-electron operator describing the motion of electron i in the field of nuclei, and  ij
g  is 
the  two-electron  operator  corresponding  to  electron-electron  interaction.  Thus,  the  electronic 
Hamiltonian He can then be expressed as: 
 
e e eN N N
e i ij
i i j i
H h g

      (4.12) 
4.1.2 Hartree Approximation130 
The Coulombic electron-electron interaction term in Eq. (4.8) makes difficult to separate the 
electronic Schrödinger equation independently and solve it analytically for an electron. The next 
approximation  critical  for  most  of  the  quantum  chemical  calculations  is  Hartree 
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approximation130,  which  states  that  each  electron  moves  in  its  own  orbital  only  feeling  the 
average  field  generated  by  all  other  electrons.  This  leads  to  a  Hartree  product  where  the  N-
electron  wave  function  may  be  expressed  as  the  product  of  N  independent  spin-orbitals, 
according to 
         1 1 2 2 1 1x x x xN N - N NΨ χ χ ...χ χ   (4.13) 
where   xi iχ  represents a spin-orbital occupied by one electron and consists of a spatial part - 
 ri i  and a spin part -      or     . A spin-orbital represents a molecular/atomic orbital  if 
the  system  is  a  molecule/atom.  The  major  limitation  of  the  form  of  the  wave  function  in  Eq. 
(4.13) is that it does not satisfy the Pauli exclusion principle, which states that no two electrons 
in a system can have all quantum states equal. In other words, the electronic wave function must 
be  antisymmetric  with  respect  to  the  interchange  of  coordinates  of  any  two  electrons  in  the 
system.  So,  despite  the  convenience  of  the  above  form  of  the  wave  function,  we  see  that  the 
Hartree product is too approximate and does not satisfy the basic requirements for the necessary 
function we need. An approximate wave function of a many-particle system can be constructed 
as a Slater determinant (SD).131 The columns in a Slater determinant are single-electron wave 
functions, while the electron coordinates are along the rows.  
4.1.3 Slater determinant and its energy 
For  two-electron  systems,  the  normalized  wave  function  in  the  form  of  Slater  determinant 
can be written as: 
    1 1 2 11 2 1 1 2 2 1 2 2 1
1 2 2 2
(x ) (x )1 1
(x ;x ) (x ) (x ) (x ) (x )
(x ) (x )2 2
 
    
 
     (4.14) 
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where the spin-orbitals must be orthonormal,  i.e.  |i j ij   .    If  the two electrons are put at 
the  same  position  with  same  spin;  i.e.,  1   =  2 ,  there  would  be  two  identical  columns  in  the 
determinant, which would produce   = 0. This satisfies the Pauli exclusion principle. For an N-
electron system, the determinant can be written as: 
 
1 1 2 1 1
1 2 2 2 2
1 2
(x ) (x ) (x )
(x ) (x ) (x )1
(x ) (x ) (x )
N
N
N N N N
N!
  
  

  



   

  (4.15) 
where the coefficient 
1
N!
 is the normalization factor.  
The Slater determinant can  be  further  simplified  by employing permutation operator P  and 
antisymmetrizing operator A. If  the diagonal product of  the determinant  is denoted as   , then 
Eq. (4.15) gives: 
       1 1 2 2x x ... xN NA A          (4.16) 
where  
   
1
0
1
1
N
p p
p
A P
N!


    (4.17) 
The antisymmetrizing operator A makes the wave function   antisymmetric to satisfy the Pauli 
exclusion principle. It may be shown that A commutes with H, and that A acting twice gives the 
same as A acting once, multiplied with the square root of N factorial: 
 
AH HA
AA N!A


  (4.18) 
We need to calculate the energy associated with the wave function resulting from the Slater 
determinant.  This  utilizes  the  variational  theorem  which  states  that  the  expectation  value  of  a 
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Hamiltonian operator H with respect to a wave  function divided by norm of the wave  function 
provides the energy E of the wave function, i.e. 
 
| |
|
H
E
 
 
   (4.19) 
According to the variational principle, any trial wave function  trial  has energy greater or equal 
to the exact energy E.127 The equality holds for the energy of an exact wave function. By making 
use of the simplified form of the electronic Hamiltonian from Eq. (4.12) and the wave function 
of Eq. (4.16), the electronic energy Ee can be calculated from  
  | | | |e e eE H A H A       (4.20) 
where  the  wave  function  is  normalized.  We  can  rewrite  the  above  equation  by  substituting  A 
from Eq. (4.17), giving 
   
1
0
| | 1 | |
N
p p
e e e
p
E N! H A H P   


     (4.21) 
For the one-electron operator acting on coordinate 1 (i.e.,  1h ), the energy is 
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

 
 
    

  (4.22) 
The only non-zero term in the above equation is the first term where p is zero; it is 
 
           
           
   
1 1 1 2 2 1 1 1 2 2
1 1 1 1 1 2 2 2 2
1 1 1 1 1 1
| | x x ... x | | x x ... x
x | | x x | x ... x | x
x | | x
N N N N
N N N N
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h h
       
     
 


 
  (4.23) 
Because  of  orthonormal  molecular  orbitals,  the  terms  with  the  permutation  operators  have  no 
contribution to the total energy. Thus we have 
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1 1 1
| |hE h h     (4.24) 
For the two-electron operator corresponding to coordinates 1 and 2 (i.e.,  12g ), the energy is  
   
12
12 1
12 12 12 12| | | | | | ... 1 | |
N N
gE g g P g P g P       
        (4.25) 
where the zeroth and first-order permutation terms yield the non-zero contributions as 
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  (4.26) 
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  (4.27) 
12J   is  called  the  Coulomb  integral,  which  represents  the  energy  of  Coulombic  interaction 
between  two  electrons  in  different  orbitals.  12K   is  the  exchange  integral  describing  the 
antisymmetrization effect that results from interchanging electron pairs. Therefore, the energy of 
electron-electron interactions can be defined as  
  | | | |
ijg ij ij ij ij
E g g P J K         (4.28) 
Combining Eqs. (4.24) and (4.28), we have the electronic Hartree-Fock energy,  HFE : 
   HF i ij ij
i i j i
E h J K

      (4.29) 
The symmetry conditions of matrices J and K reduce the above equation to   
   1
2
HF i ij ij
i i j
E h J K      (4.30) 
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4.1.4 Hartree-Fock equations  
This method uses the Slater determinant to calculate the total electronic energy of the system. 
Simply,  it  involves  the  optimization  of  the  spin-orbitals;  i.e.,  the  best  form  of  the  Slater 
determinant to estimate the lowest energy possible or a stationary point with respect to a change 
in the orbitals. This is usually accomplished by introducing some variations into the spin-orbital 
expression and computing the corresponding change in energy. One way to carry out this task is 
to  use  Lagrange’s  method  of  undetermined  multipliers  assuming  the  constraint  on  the 
orthonormality  of  i .  The  Lagrangian  remains  constant  under  the  change  in  the  orbitals.  The 
Lagrange function L is defined as: 
   |HF ij i j ij
i j i
L E    

     (4.31) 
where  ij   is a Lagrange multiplier, and     x x xi j i j d   
    is the overlap integral. The 
stationary requirement of the Lagrange function gives 
   | | 0HF ij i j i j
i j i
L E      

      (4.32) 
where the change in the Hartree-Fock energy can be deduced from Eq. (4.30): 
   1
2
HF i ij ij
i i j
E h J K         (4.33) 
Substitution of Eq. (4.33) into Eq. (4.32) yields 
       1 1 1
1
x x x 0
2
i ij ij ij i j
i i j i j i
h J K d      

         (4.34) 
After performing some  mathematical operations, we obtain an expression  for  the Hartree-Fock 
equations for an orbital  i : 
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  (4.35) 
The above equation is the Hartree-Fock (HF) equation, and it can be expressed in terms of one-
electron Coulomb and exchange operators   1xjJ  and   1xjK , respectively, as follows: 
         1 1 1 1 1(x ) x x x xj j i ij j
j j
h J K   
 
     
 
    (4.36) 
 1xjJ  and   1xjK  are defined by the following equations:  
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and  
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The two-electron operators  ijJ  and  ijK  can be expressed  in terms of one-electron operators  iJ  
and  iK , respectively, as 
       1 1 1 1x x x xij i j iJ J d     (4.39) 
and  
       1 1 1 1x x x xij i j jK K d     (4.40) 
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The  matrix  of  multipliers  ij   can  be  transformed  under  a  unitary  transformation  to  make  off-
diagonal  elements  approximately  zero  (i.e.,  0ij  ,  i j ),  and  the  diagonal  elements  can  be 
written as the elements of a diagonal matrix:  ij i  . The resulting equation is written as 
         1 1 1 1 1(x ) x x x xj j i i i
j
h J K   
 
     
 
   (4.41) 
A final form of Hartree-Fock equation is thus 
       1 1 1x x xi i iF      (4.42) 
where F is the Fock operator, which is defined as 
     1 1 1 1(x ) (x ) x xj j
j
F h J K       (4.43) 
The Fock operator is an effective single electron operator that includes kinetic energy and all 
interactions.  More  explicitly,  the  first  term  of  the  Fock  operator  is  associated  with  the  kinetic 
energy of a single electron and its attraction with nuclei of the system. The second term accounts 
for  the  electron-electron  interaction  due  to  all  other  electrons.  However,  the  Hartree-Fock 
treatment  employs  a  single  Slater  determinant  as  the  trial  function  only  to  calculate  the 
variational energy where the electron correlation is ignored.  
In  the  Hartree-Fock  equation  (4.42),  the  Lagrange  multipliers  can  be  interpreted  as  the 
molecular orbital (MO) energies;  i.e.,  i   is the orbital energy of  the molecular orbital   1xi , 
and can be obtained by calculating the expectation value of the Fock operator in the MO basis. A 
MO can be written as a Linear Combination of Atomic Orbitals (LCAO); i.e., an ith MO  i  can 
be expressed as 
  i ic 

    (4.44) 
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where  
  is the atomic orbital of atom   and  ic  are coefficients. Substituting Eq. (4.44) in Eq. 
(4.42), we can obtain the Hartree-Fock equations in the form of atomic orbitals:   
       1 1 1x x xi i iF c c   
 
      (4.45) 
Multiplying  from  the  left  on  both  sides of  Eq.  (4.45)  by   * 1x ,  and  subsequent  integration, 
yields the Roothaan-Hall equations:132, 133 
           * *1 1 1 1 1 1 1x x x x x x xi i ic F d c d     
 
         (4.46) 
These equations can be simplified by introducing Fock and overlap matrices  F  and 
S , and 
the equations can be written as 
  i i iF c S c   
 
    (4.47) 
where  F  and 
S  are given by 
       * 1 1 1 1x x x xF F d       (4.48) 
and 
     * 1 1 1x x xS d       (4.49) 
In matrix form, the Roothaan-Hall equations can be expressed as 
  Fc Sc=   (4.50) 
where  the  F  matrix  has  the  elements  of  the  Fock  matrix,  the S matrix  contains  the  overlap 
elements between  the  basis  functions,  c  is  a  coefficient  matrix,  and     is  a  diagonal  matrix  of 
orbital energies. For nontrivial solution of the Roothaan-Hall equations, we must have 
   det 0iF S     (4.51) 
51 
 
where ‘det’ represents determinant. This is a characteristic equation whose roots give the orbital 
energies  i . 
  The  Roothaan-Hall  equations  are  solved  iteratively  via  a  self-consistent  field  (SCF) 
method.  One  starts with  guesses  for  the  MO  expressions  as  linear  combinations of  the  atomic 
orbitals  or  basis  functions,  as  in  Eq.  (4.44).  The  initial  set  of  MOs  is  used  to  compute  one-
electron Coulomb and exchange operators by employing Eqs. (4.37) and (4.38), respectively, and 
these operators along with one-electron operator   1xh  are used to obtain the Fock operator by 
employing Eq. (4.43). The matrix elements of F and S are computed by employing Eqs.  (4.48) 
and (4.49), respectively. Eq. (4.51) is solved to give an initial set of  i ’s. These  i ’s are used to 
solve Eq. (4.50) for an improved set of coefficients, giving an improved set of MOs, which are 
then  used  to  compute  an  improved  Fock  operator,  and  so  on.  These  steps  continue  until  no 
further improvement in MO coefficients and energies occurs from one cycle to the next. 
  There  are  two  main  requirements  for  the  practical  application  of  a  method:  the  cost of 
computation  and  the  accuracy  of  the  results.  The  Hartree-Fock  method  uses  the  Slater 
determinant. The size of  the determinant  increases with the number of electrons  in the system, 
resulting  in  a  rapid  increase  in  computation  time.  This  method  uses  the  wave  function  as  a 
central quantity as it contains the full information of the system. An accurate solution requires a 
large  basis  set  as  an  approximation  for  the  MO  wave  function  given  in  Eq.  (4.44),  which 
increases the expense of the calculations. The HF method implies a mean-field approximation for 
the  calculation  of  the  Coulombic  and  electron  exchange  interactions,  but  ignores  the  electron 
correlation. An alternate method, density functional theory (DFT), takes into account the electron 
correlation to provide more accurate results; it is described in the subsequent sections.   
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4.1.5 Density Functional Theory 
The electronic wave  function of an n-electron system,  n , depends on all  spatial and  spin 
coordinates  of  n  electrons;  i.e.  3n  spatial  coordinates  and  n  spin  coordinates.  It  contains  more 
information  of  the  system  than  is  needed  and  is  lacking  in  direct  physical  significance.  The 
properties of a system can be calculated as a function of the wave function using the Schrödinger 
equation. The HF method does the same, but, computationally,  it  is a cumbersome task. Since, 
the electronic Hamiltonian operator,  eH ,  in Eq.(4.12), consists of one-electron energy ( ih ) and 
2-electron interaction energy ( ijg ), one finds that the molecular energy can be expressed in terms 
of integrals involving only six spatial coordinates. This problem can be solved by the knowledge 
of two-electron probability density; the probability of finding an electron at  1r  and an electron at 
2r . The probability density is the square of the wave function. It depends on fewer variables than 
the wave function.  
The  basis  for  the  DFT  is  the  proof  of  Hohenberg  and  Kohn  that  for  molecules  with  a 
nondegenerate  ground  state,  the  ground-state  molecular  energy,  wave  function,  and  all  other 
molecular electronic properties are uniquely determined by the ground-state electron density 134. 
In  other  words,  the  ground-state  electronic  energy  0E   is  a  functional  of  ground-state  electron 
density,  0 ,  and  is  written  as   0 0 0E E  ,  where  the  square  bracket  represents  a  functional 
relationship. A functional   F f  is an expression that associates a number with each function f.  
4.1.5.1 Hohenberg-Kohn (HK) theorems 
The electronic Hamiltonian can be rewritten from Eq. (4.9) as 
  2
1 , ,
1 1
(r )
2 r
n e eN N N
e i i
I i i j i j ij
H v
 
         (4.52) 
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v     (4.53) 
where  (r )iv  is  the  one-electron  interaction  potential  of  the  i
th  electron  with  the  nuclei.  Since 
nuclear coordinates are  fixed while solving  the  electronic Schrödinger equation,  (r )iv  depends 
on the spatial coordinates of electron  i only. This potential energy arises due to the  interaction 
with nuclear charges, external to the system of electrons; thus, in a DFT method, this potential is 
called  the  ‘external  potential’.    Hohenberg  and  Kohn134  proved  that  the  ground-state  electron 
probability density determines (1) the external potential  NeV  (to within an additive constant) for 
systems with a nondegenerate ground state, and (2) the number of electrons n:   
  0 0[ ] (r) (r) rNeV v d     (4.54) 
  0 (r) rn d    (4.55) 
The  total  ground-state  electronic  energy 0E   can  be  written  as  a  functional  of  the  ground-state 
density function by employing Eq. (4.52): 
  0 0 0 0 0[ ] [ ] [ ] [ ]e ee NeE T V V        (4.56) 
where  eT   and  eeV   are  the  ground-state  kinetic  energy  and  electron-electron  repulsion  energy 
functionals, respectively. In Eq. (4.56),  NeV  is known, but  eT  and  eeV   are unknown.  
  Hohenberg  and  Kohn proved another  theorem134 based on  the  variational  principle  that 
for every trial density function  (r)trial  that satisfies  (r)trial n   and  (r) 0trial   for all  r ,  
  0 0 0[ ] [ ]trialE E    (4.57) 
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The  equality  holds  if  (r)trial   is  equal  to  the  ground-state  density  function,  0 (r) ,  which 
minimizes  the  ground-state  energy  functional.  Kohn  and  Sham135  proposed  a  method  to 
approximate the kinetic and electron-electron repulsion functional. 
4.1.5.2 The Kohn-Sham method135 
The HK theorems state that all ground-state molecular properties can be calculated by having 
the knowledge of the ground-state electron density function. It does not require a molecular wave 
function, which contains all information about the molecule. But, the theorems do not provide a 
way to calculate the ground-state energy or even ground-state electron density of the molecule. 
The first task is to find the ground-state electron density which follows from the second theorem 
of  Hohenberg-Kohn;  i.e.,  the  integral  of  the  electron  density  is  equal  to  the  total  number  of 
electrons  of  the  system.    This  electron  density  uniquely  determines  the  external  potential 
according to the  first  theorem. The Kohn-Sham (KS) method helps  in determining the electron 
density and, thus, the energy of the molecule. 
To  estimate  good  approximations  of  the  kinetic  and  electron-electron  interaction  energy 
functionals,  this  method  considers  a  fictitious  system  s  of  n  noninteracting  electrons.  Each 
electron of the system experiences the same external potential-energy function  (r )s iv . The value 
of the external potential  is such that the ground-state electron density of the fictitious system is 
equal to the ground-state electron density of the molecule in consideration. The Hamiltonian of 
the system  sH  can be written as a sum of kinetic energies and external potentials of all electrons: 
  2 KS
1 1
1
(r )
2
n n
s i s i i
i i
H v h
 
 
     
 
    (4.58) 
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where  KS 2
1
(r )
2
i i ih v      and  is  one-electron  Kohn-Sham  Hamiltonian,  and  the  ground-state 
wave  function of  the system  is the antisymmetrized product (Slater determinant) of  the  lowest-
energy  KS  spin-orbitals  KSi of  the  system. 
KS
i   can  be  obtained  by  solving  a  Schrödinger 
equation for electron i using the KS Hamiltonian  KSih : 
  KS KS KS KSi i i ih      (4.59) 
where  KSi ’s are orbital energies.  
These  orbitals  can  be  used  to  calculate  the  kinetic  energy  functional  sT   and  the  electron 
density   ,  and  the  latter  can  be  applied  to  calculate  the  external  potential  functional  of  the 
system: 
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  [ ] (r) (r) rNe sV v d     (4.62) 
The total energy of the above fictitious system can be expressed using the functionals in Eq. 
(4.56).  A  real  system  also  contains  inter-electronic  repulsion  energy,  which  can  be  calculated 
using the classical Coulombic interaction as 
  1 2 1 2
12
(r ) (r )1
[ ] r r
2 r
J d d
 
     (4.63) 
Thus, the total energy of a real system can be expressed using Eqs. (4.60), (4.62) and (4.63): 
  [ ] [ ] [ ] [ ] [ ]s Ne xcE T J V E          (4.64) 
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where  xcE   is the exchange-correlation energy  functional, which accounts  for  the error made  in 
energy calculation from a fictitious system to a real system. It can be deduced using Eqs. (4.56) 
and (4.64), and can be written as 
     [ ] [ ] [ ] [ ] [ ]xc s NeE T T V J          (4.65) 
The  first  three  terms,  sT ,  J  and  NeV ,  in  the  energy  expression  given  in  Eq.  (4.64)  can  be 
evaluated by employing   . These three  functionals contribute the most to the energy. A small 
contribution is from the exchange-correlation functional,  xcE , which is the sum of the error made 
in  the calculation of  the kinetic energy and  electron-electron  interaction energy  because of  the 
consideration  of  a  non-interacting  fictitious  system,  and  its  value  is  not  easy  to  evaluate, 
accurately.  A  good  approximation  of  the  exchange-correlation  functional  xcE   is  required  to 
calculate accurate values of molecular properties by the KS method. A number of research works 
have been done  in the past  to evaluate  its most approximate value;  this  is discussed  in Section 
4.1.5.3.  
The evaluation of the minimum ground-state energy of a molecule by the KS method works 
in  the  following  way:  the  orthonormal  orbitals,  KSi ,  are  varied  and  electron  density  (r)   is 
determined by employing Eq. (4.61). This energy density must satisfy the constraint  rd n  . 
The  minimum energy will  be achieved  if  (r)   is  equal  to the ground-state density,   0 r ,  as 
given in Eq. (4.57). The KS orbitals that minimize the molecular ground-state energy satisfy 
  2 KS KS KS
1 ( )
(r ) (r ) (r )
2 r
nN
k
i xc i i i i i i
k ik i
Z r'
dr' v
r r'

  
 
      
 
    (4.66) 
57 
 
where  the  exchange-correlation  potential,  xcv ,  is  a  functional  derivative  of  the  exchange-
correlation energy functional,  xcE , and reads 
 
[ (r)]
(r)
(r)
xc
xc
E
v
 

   (4.67) 
4.1.5.3 Exchange-Correlation functionals 
 The  calculation  of  the  energy  of  a  molecule  by  applying  the  KS  method  requires  a 
knowledge of  xcE , and  its  functional derivative generates  xcv , as shown  in Eq. (4.67).  xcv   is a 
function  of  the  spatial  coordinates.  There  are  many  approximation  methods  available  in  the 
literature  to  calculate  the  value  of  xcE .  The  DFT  calculations  are  performed  using  an 
approximation method, and the calculated molecular properties are compared with experimental 
results to test the accuracy of the method.  Some of these approximation methods are described 
below. 
(1) The local-density approximation (LDA): This  approximation  method  treats  the  local 
electron density as a uniform electron gas and assumes that the density function changes slowly 
with  position.  The  exchange-correlation  functional  is  written  as  the  sum  of  exchange  and 
correlation parts: 
       LDAxc x cE E E      (4.68) 
The exchange energy is expressed by applying the Dirac formula; it reads as 
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The expression of the correlation part was derived by Vosko, Wilk, and Nusair (VWN)136 and  is 
a complicated function of   . 
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Eq. (4.69) assumes that α and β electron densities are equal, but  in general, they are not the 
same. In this case, the exchange energy is written in terms of their densities and it is called local 
‘spin density approximation’ (LSDA).  xE  reads as 
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(2) Gradient-corrected (generalized gradient approximation or GGA) functional:  LDA 
is valid only when the density function changes slowly with position. The GGA functional also 
includes the gradient of the electron density. The exchange energy functional (B88) proposed by 
Becke is quite popular and is the correction to the LSDA exchange energy:137 
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where 
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   and b  is a parameter determined by  fitting  the known data  for  the  rare gas 
atoms. The Becke’s functional improves LSDA results by two orders of magnitude.  
One of the gradient-corrected functionals for the correlation energy calculation was proposed 
by Lee, Yang and Parr (LYP)138 and reads as 
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and 
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In the above expressions, a, b, c and d are parameters, which are determined by fitting data for 
helium  atom.  The  Becke’s  exchange  functional  is  often  combined  with  LYP  correlation 
functional to produce ‘BLYP’ acronym. 
(3) Meta-GGA functionals: In this method, higher-order derivatives of the electron density 
function are introduced in the exchange and correlation functionals. Both functionals, or one of 
them, can also be assumed to depend on the orbital kinetic-energy density. These functionals are 
complicated and the reader is referred elsewhere.128  
(4) Hybrid functional: These  functionals  are  very  popular  and  widely  used.  A  hybrid 
functional  mixes  the  HF  exchange  energy,  calculated  by  Slater  determinant  composed  of  KS 
orbitals,  KSi , for a non-interacting system, together with GGA functionals given in Eqs. (4.71) 
and  (4.72).  One  of  the  most  popular  hybrid  GGA  functionals  is  B3LYP,136,  138-140  where  3 
indicates a three-parameter functional, and it has been extensively used in the present work. This 
functional is defined by 
   B3LYP LSDA exact B88 LSDA LSDA LYP(1 ) (1 )xc x x x x c cE a E aE b E E c E cE          (4.73) 
where  exactxE   is  the  HF  exchange  energy.  The  three  parameters,  a,  b  and  c  are  determined  by 
fitting the experimental molecular atomization energies, and the parameters values a = 0.20, b = 
0.72, and c = 0.81 were chosen to give good fits. 
4.1.6 Basis sets 
For the calculation of energy and other properties of the system using HF, DFT or any other 
method,  we  require  atomic  orbitals  (AO)  or,  in  other  words,  ‘basis  functions’  as  appearing  in 
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Eqs. (4.44) and (4.61). These basis functions are centered on the nuclei of atoms. A complete set 
of basis functions (requiring an infinite number of basis functions) can generate accurate results 
at  high  performance  cost,  which  is  unfeasible  in  practice.  A  good  choice of  a  set  of  adequate 
basis functions, which represent the molecular orbitals (MO), can provide a good approximation 
of  results  at  low  performance  cost.  Slater  Type  Orbitals  (STO)  and  Gaussian  Type  Orbitals 
(GTO) are commonly used in the electronic structure calculations. Each AO can be written as a 
linear combination (LC) of one or more STOs or GTOs. Each MO can be expressed as the linear 
combination  of  AO:  i ic 

  .  See  Eq.  (4.44).  An  STO  centered  at  an  atom  is  an 
exponentially decaying  function and shows a cusp at the nucleus. It can be written  in spherical 
coordinates as 
  1( ) n r mlR r Nr e Y
    (4.74) 
where  ( )R r   is  an  STO,  r  is  the  radial  distance  of  an  electron  from  the  nucleus,  N  is  the 
normalization  constant,  n  is  the  principle  quantum  number  of  an  orbital,     is  related  to  the 
effective  charge  and  is  equal  to 
Z s
n

,  where  Z  is  the  atomic  number  and s  is  the  screening 
constant,  mlY  is the angular part of orbital and depends on the polar coordinates. The calculation 
of electron-electron interaction integrals using STOs is very time consuming. A product of two 
STOs centered at two different atoms is difficult to express, whereas a product of two GTOs can 
be  expressed  in  terms of a  finite  sum of Gaussian  functions  centered at a point along  the axis 
connecting  them.  Thus  the  calculation  of  integrals  using  GTOs  is  less  time  consuming  (4-5 
orders less than that by STOs). A GTO does not show the cusp at  low radial distance from the 
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nucleus, but a linear combination (LC) of GTOs can be used to get the desired cusp. In this work, 
we have used GTOs; we will focus on these functions henceforth. 
 A GTO,  ijkg , is a Gaussian function and can be expressed in Cartesian coordinates as 
 
2i j k r
ijkg Nx y z e
   (4.75) 
where i, j and k are non-negative integers, x, y, z are Cartesian coordinates with the origin at the 
nucleus of the atom. The value of i + j + k gives the information of s, p, d or f-type Gaussians. If 
the value is 0, it is s-type Gaussian; if it is 1, 2 or 3 then it is p, d or f-type Gaussian, respectively. 
The number of combinations of  i,  j and k to produce a summation value (0, 1, 2 or 3) give the 
type of Gaussians required  for an AO (s, p, d or  f). For example,  i +  j + k = 1 will have three 
possible combinations i = 1 or  j = 1 or k = 1, which denote the three p-type (i.e. px, py and pz) 
Gaussians. 
  The Gaussian function shown in Eq. (4.75) is also called a primitive Gaussian, and a LC 
of these functions is used to represent a basis function or AO,   , which is called a contracted 
Gaussian-type function (CGTF). An atom has electrons in its inner-shell and in its valence shell. 
Each AO in these shells can be represented by a single CGTF or by a LC of CGTFs. If a single 
CGTF is used for an AO in both shells, it is called minimal basis set. A double-zeta (DZ) basis 
set has two CGTFs for each AO  in both shells, and  likewise  for a  triple-zeta  (TZ) basis set. A 
split-valence basis set has a different number of CFTFs for an AO of the valence shell. A split-
valence TZ basis set uses a LC of three CGTFs for an AO of the valence shell and one CGTF for 
an AO of inner shell. In a molecule, AOs are not spherical in shape; rather, they are distorted due 
to the polarization. GTOs having higher  l  (i +  j + k) value than the maximum  l of  the valence 
shell are added to account for the distortion or polarization. For example, a set of three 2p (2px, 
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2py  and  2pz)  functions  is  added  on  each  hydrogen  atom.  The  polarization  in  a  basis  set  is 
represented by ‘P’ or * sign. Diffuse functions (s, px, py, pz) are added on an atom to improve the 
accuracy of the electronic structure calculation of anions, molecules with lone pair or hydrogen-
bonded  dimmers,  which  have  electron  density  at  large  distances  from  the  nuclei.  A  diffuse 
function is represented by ‘+’; one ‘+’ represents diffuse functions on each non-hydrogen atom, 
and ‘++’ represents diffuse functions also on each hydrogen atom. 
J.  Pople  and  co-workers  developed  3-21G,  3-21G*,  6-31G*,  6-311++G**,  etc.,  series  of 
basis sets,141 which are widely used today. The 6-311++G** basis set is extensively used in the 
present work and in this set, the AO of the inner shell is represented by a single CGTF, which is 
a  linear combination of six primitive Gaussians. Each valence-shell AO  is represented by three 
basis functions: one CGTF, which is a linear combination of three primitive Gaussians, and two 
primitive  Gaussians.  Polarization  and  diffuse  functions  are  added  on  all  atoms  including 
hydrogen atoms. There are also some larger basis sets available which are used in high-level ab 
initio calculations, but are very expensive to use for a bigger molecule. 
4.2 Ab initio calculations to study membrane degradation 
In  the  study of  the  membrane degradation,  hybrid DFT was utilized with  the 6-311++G** 
basis  set.  The  Gaussian  03142  suite  of  programs  was  used  for  all  calculations.  Four  types  of 
calculations  were  carried  out  in  this  work:  (1)  full  optimization  of  radicals/anions/molecules 
followed  by  vibrational  frequencies,  (2)  determination  of  the  transition  states  (for  various 
reactions); (3) potential energy surface (PES) scans; and (4)  intrinsic reaction coordinate (IRC) 
calculations  for  reaction  pathways.  Optimization  of  the  molecules,  anions  and  radicals  was 
performed  without  any  symmetry  constraints.  Frequency  calculations  were  subsequently 
performed on the optimized structures. The energy of the optimized structure was corrected for 
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zero-point  vibrational  energy.  This  corrected  energy  of  the  optimized  structure  represents  the 
total  internal energy of  the component  in the gas phase. Transition states of  the reactions were 
located by either of two methods: (a) the optimization of the structure representing the peak point 
of a PES scan curve  by a  transition state  (TS) method; and  (b)  the synchronous  transit-guided 
quasi-Newton (STQN) method (QST2/QST3).143 The PES scan was performed on the reactants-
complex (or products-complex) by varying the distance of the departing atoms in the reactants-
complex  (or  products-complex),  which  could  lead  to  the  products-complex  (or  reactants-
complex). The structure  representing  the  maxima on  the PES curve was optimized using a TS 
method to determine the structure of the transition state. The determination of a transition state 
via  the  STQN  method  was  performed  using  the  geometries  of  the  reactant-complex  and  the 
product-complex  for  each  reaction.  The  transition  state  obtained  with  either  of  the  above 
methods was confirmed by the presence of one imaginary frequency in the frequency calculation. 
Finally, an IRC calculation144, 145 was performed for each reaction at its respective transition state 
to confirm the connection of the transition state to the reactant-complex and product-complexes. 
The  energy  of  homolytic  bond  cleavage,  the  energy  of  each  reaction,  and  the  activation 
energy  of  reaction  were  computed.  Homolytic  cleavage  of  a  bond  produces  two  radical 
components having one unpaired electron on the respective atom of each radical. The energy for 
homolytic bond cleavage was calculated according to Eradical1 + Eradical2 – Eionomer-fragment, where, 
Ex represents the internal energy of the component x. The energy of a reaction was calculated by 
Eproducts – Ereactants, where Eproducts/reactants  represents the summation of  the  internal energies of all 
products/reactants.  The  activation  energy  of  a  reaction  is  the  difference  between  the  internal 
energy  of  the  transition  state  (TS)  of  the  reaction  and  the  internal  energy  of  the  reactants-
complex  or  the  products-complex  (ETS  –  Ereactants-/products-complex).  The  internal  energy  of  the 
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reactants-/products-complex  is  the energy of  the system when all reactants (products) are at an 
optimal interaction distance to undergo the respective reaction. 
4.3 Non-equilibrium thermodynamics 
The modeling of the transport of species through the interface and the calculation of proton 
conductivity are performed using the non-equilibrium thermodynamics. The morphologies of the 
hydrated  membrane/interface  were  discussed  in  Section  3.1.  In  this  work,  the  interface  was 
modeled as a collection of parallel cylindrical pores.105 The structure of each pore was assumed 
to be that previously modeled in the work of Paddison et al..106, 121 The sulfonate groups in the 
side-chains were assumed to be uniformly distributed axially and radially along the pore walls. 
Sulfonic  acid  groups  undergo  dissociation  in  the  presence  of  water  forming  hydronium  ions, 
provided the membrane is sufficiently hydrated.  Thus, a water filled pore within the membrane 
has anionic (negative) charges on the wall and positive charges  in the aqueous medium. Water 
molecules  and  hydronium  ions  interact  also  with  the  charges  on  the  pore  wall.  The  various 
interactions  are  described  by  the  potentials  due  to  sulfonate-hydronium  ion  interactions; 
sulfonate-water  interactions;  hydronium  ion-hydronium  ion  interactions;  water-water 
interactions, and hydronium-water interactions. The forms of these potentials follow the previous 
work of Paddison et al.106 and are described in the following section.  
4.3.1 Interaction potential energies 
The charged species in the pore include: sulfonate ions and hydronium ions; their interaction 
is assumed to be Coulombic. Water has a fixed dipole, and its interaction with the charges was 
assumed to be a charge-dipole interaction. The water-water interaction was taken to be a dipole-
dipole interaction. Expressions for these interaction potential energies are shown below.  
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4.3.1.1 Sulfonates-hydronium ion/water interaction 
The charges on the pore walls were distributed uniformly in both axial and radial directions. 
This interaction is similar to the interaction of a unit charge with a cylinder of charges. Assume a 
charge is placed near a row of charges according to Figure 4-1. If a unit charge  1q   is placed in 
an electric  field due to a row of charges (unit charge  is  2q ) arranged along the z direction,  the 
potential energy of the charge  1q  changes periodically in the z direction. Grønbech-Jensen et al. 
derived an expression of the potential energy using Lekner summation.146  The potential energy, 
V, of a point charge can be written as 
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where  xyr   is  the  perpendicular  distance  of  charge  1q   from  the  row  of  charges  in  the  x  and  y 
directions,  zL   is  the separation distance  between  two consecutive charges  in a  row, and  0K   is 
modified Bessel function of second kind and zero order. 
 
Figure 4-1. Interaction of a charge with a row of charges.  1q  is interacting with a row of charges, 
having a unit charge  2q .  zL  is the separation distance between two consecutive charges and  xyr  
is the perpendicular distance of the charge  1q  from the line and z is its axial distance. 
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Hydronium  ions  and  water  molecules  move  through  the  pore  of  a  membrane/interface 
experiencing an electric field due to the negatively charged sulfonate anions (−SO3
–)  located at 
the termini of the side-chains. The pore is modeled as a cylindrical tube and is shown in Figure 
4-2.  The  pore  has  a  radius  R  and  length  L,  and  it  contains  1L LN N     and  cN   number  of 
sulfonates over the length and circumference, respectively. The separation distance between two 
consecutive charges along the length is  zL  ( LL N  ).  LN

 is the number of segments on the length. 
A  hydronium  ion, α,  in  the pore  interacts with  L cN N sulfonates,  LN  charges are  in one  row, 
and there are  cN  rows. 
 
Figure 4-2.  Interaction  of  a  charged  species,  α,  with  charges  on  the  ith  line  on  a  cylinder  of 
length  L  and  radius  R.  zL   and 
2
c
R
N

  are  the  separation  distances  between  two  consecutive 
charges  (sulfonates)  on  the  length  and  circumference,  respectively.  The  species  is  at  a  radial 
distance r and is at an angle  i  from the i
th line charge.  ,r ir   is the distance of the species from the 
line charge and is equal to   
1/22 2 2 cos( )iR r Rr   , where  [0, ], [0, 2 ]ir R    . 
 
Thus, the interaction potential energy,  pV , describing the interaction of the sulfonate groups 
with a hydronium ion, α, at a position (r, θ, z) in the pore is 
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where  1q   is  the charge on a  hydronium  ion,  2q   is  the charge on  a sulfonate anion,  ,r ir    is  the 
perpendicular distance of the hydronium ion from the ith line charge on the circumference of the 
pore, which is equal to 
 
 
1/22 2 2 cos( ) , [0, ], [0, 2 ]i iR r Rr r R        
(see Figure 4-2), and     is the permittivity of  the water  in the pore. The value of  the modified 
Bessel’s function  0K  decreases exponentially with the increase in the value of its argument, and 
is shown in Figure 4-3. The value of  0K  for n = 1 dominates in the summation of  0K  over n = 
[1,  cN ], so all other terms can be neglected; Eq. (4.77) becomes 
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The magnitude of the potential energy of a hydronium ion in the pore changes sinusoidally in 
the  z  direction,  and  in  the  (r,  θ)  direction,  its  value  depends  on  the  Bessel’s  function.  The 
magnitude  of  the  potential  energy  is  greatest  near  the  pore  wall  and  rapidly  decreases  as  the 
center  of  the  pore  is  approached.  The  second  term  in  Eq.  (4.78)  is  a  function  of  (r,  θ)  and  is 
constant in the z direction. The electric field at any point is the negative gradient of the potential; 
thus, the electric field in the z direction can be written as 
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Figure 4-3. Plot of the modified Bessel’s function 
 
The interaction potential energy of a water molecule with the charges on the wall was taken 
as a charge-dipole interaction and was calculated from the expression for the electric field due to 
the sulfonate groups on the pore wall [i.e., Eq. (4.79)]. The details of this interaction energy are 
described in Section 4.3.2.2. 
4.3.1.2 Charge-charge interaction 
A  hydronium  ion  is  positively  charged.  The  interaction  of  a  pair  of  hydronium  ions  is 
assumed to be Coulombic. Thus, the interaction potential energy,  V , between two hydronium 
ions inside a pore is 
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for  i j , where  i jr r  is the separation distance between any pair of hydronium ions, i and j. 
4.3.1.3 Charge-dipole interaction 
The interaction between a hydronium ion and a water molecule is considered to be a charge-
dipole interaction. The potential energy,  sV , between a hydronium ion, α, with charge  1q  is: 
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where  jr r   is the separation distance between a hydronium ion, α, and a water molecule,  j,   
is the angle between the position vector of a water molecule with respect to the hydronium ion 
and the dipole vector of the water molecule, and    is the magnitude of the dipole of moment of 
a water  molecule.  We assume  that  the water  molecules comprise a continuum  within  the pore 
(consider  the  thermal  distribution  of  water  molecules);  hence,  the  interaction  potential  energy 
can be written as an integration over the angle,  :  
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where A is a normalization constant. The term  1
2
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 
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is a small quantity in an aqueous 
medium and less than unity at room temperature and 3 Å of separation distance. The expression 
may be simplified by expanding the exponential and retaining only the linear terms, giving 
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4.3.1.4 Dipole-dipole interaction 
We assumed that the interaction between water molecules is described by as a dipole-dipole 
interaction. The  interaction energy between two water molecules,  ssV , within the continuum of 
water molecules is expressed as  
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All  of  above  interaction  potential  energies  are  converted  into  their  respective  average 
macroscopic energies  in the pore  in order to derive the transport equations of  the species using 
nonequilibrium thermodynamics. This procedure is described in the following section. 
4.3.2 Macroscopic potential energies 
We assumed that hydronium  ion and water densities vary only  in the z direction within the 
pore and hence, the interaction potential energies are only functions of the z direction.  
To calculate  the above  mentioned  interaction potential energies at  the continuum  level, we 
focus on a small element of the pore of length  zL ( LL N  ) at a distance of z from the left end of 
the tube as shown in Figure 4-4. The number of sulfonate groups at a given axial location in the 
pore  is  cN , and they are  located on the circumference of  the pore wall. Assume that  the water 
content of  the  interface  is   , which  is defined as  the  number of water  molecules per  sulfonic 
acid group. If the interface is sufficiently hydrated, all sulfonic acids will dissociate their protons 
to the water molecules forming hydronium ions. Thus, the number of hydronium ions within the 
pore element  is equal to the number of sulfonate groups,  cN , and is related to the macroscopic 
number  density  of  the  hydronium  ions  at  any  point  z  in  the  pore  element,   ,  with 
2 ( )R z dz   ( ( )z d rdrdz     ). 
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The number of water molecules  is   1cN     in the element (the remainder of  the  cN   
water molecules are associated with  hydronium  ions). The  total  number of water  molecules  in 
the element is related to the macroscopic number density of water molecules at any point z in the 
pore element,  s , with 
2 ( )sR z dz   ( ( )s z d rdrdz     ). A dissociated proton is assumed to 
exist as a hydronium ion and is free to interact with water molecules through the pore. The point 
charges,  2q , on the wall of the pore can be expressed in terms of the surface charge density  s , 
according to 
2 s
L c
RL
N N
 
.  
 
Figure 4-4. The  interacting species  in a pore element. The  interaction between two hydronium 
ions,  1   and  2 ,  in  an  element  of  the  tube  is  shown  here.  Red  and  white  circles  denote 
hydronium  ions  and  water  molecules,  respectively.  lz  is  the  axial  separation  distance  between 
them and lr  is the separation distance in the radial direction. lr can be expressed in terms of 
1
r  
and 
2
r , which are the radial distances of the two hydronium ions, and the angle between them.  
 
The  charge  on  the  hydronium  ion  is 
A
F
N
,  where  AN   is  Avogadro’s  number.  Hence,  the 
macroscopic  interaction potential energies  may  be derived using  the above  expressions  for  the 
microscopic energies and are described below. 
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4.3.2.1 Sulfonate-hydronium ion interaction 
The number of hydronium ions in a pore element is  cN . Hydronium ions may be anywhere in 
the pore element, and they are indistinguishable. Hence, the average interaction potential energy 
of a hydronium ion with the charges on the pore wall can be taken as equivalent to that of any 
hydronium ions. The total potential energy,  pV  , of the hydronium ions in the pore element in the 
field of charges due to the sulfonates anions is 
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The  number  density  of  the  hydronium  ions  at  any  point  z  in  the  pore  element  is   .  The 
potential energy  in the pore  is a  function of (r, θ, z) as shown  in Eq. (4.78). We have assumed 
that the density and velocity of the species in the pore change only in the z direction, and, hence, 
the  potential  energy  has  the  same  functional  dependence.  We  need  to  express  the  sulfonate-
hydronium ion potential energy as a function of z only. The modified Bessel’s function,  0K , and 
logarithmic term in Eq. (4.78) are functions of (r, θ). We can eliminate the dependency on r and 
θ by integrating and averaging over the pore’s cross-sectional area.  
Calculation of average 0K :  The  average  interaction  potential  energy  of  a  hydronium  ion 
with the ith sulfonate group is equal to the interaction potential energy of that hydronium ion with 
all other sulfonate groups in the element. Average  0K  for the i
th sulfonate group can be written as 
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and  
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Similarly, the logarithmic term can be averaged over the cross section of the pore as 
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We can now replace the microscopic variables by corresponding macroscopic variables, and 
the  total  interaction  potential  energy,  pV  ,  of  the  hydronium  ions  with  sulfonates  in  the  pore 
element is 
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4.3.2.2 Sulfonate-water interaction 
The number density of water molecules at any point z in the pore element is  s .  Considering 
that the variation of the electric field due to the sulfonate groups in the z direction and the dipole 
moment of water oriented  in  the direction of  the  field,  the electric  field and  the  total potential 
energy of the water molecules in the element can be expressed in terms of macroscopic variables 
according to 
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where  pzE  is the electric field at a point z in the pore element,  psV  is the total potential energy in 
the pore element,     is  the dipole  moment of a water  molecule,   is  the  water content  in  the 
pore element, and  sN  is the total number of water molecules in the pore element. 
4.3.2.3 Hydronium ion - hydronium ion interaction 
The  number  of  hydronium  ions  in  the  pore  element  is  cN .  These  hydronium  ions  are 
assumed  to  be  distributed  randomly  in  the  element  of  the  pore  as  shown  in  Figure 4-4.  cN  
hydronium ions constitute 
 1
2
c cN N   pairs in the pore element. The average potential energy of 
a pair  (say 1 and 2) of hydronium  ions depends on  the separation distance  between  them;  i.e., 
2 2
z rl l  [shown in Figure 4-4 and given in Eq. (4.80)]. The value of  zl  varies between [0,  zL ] 
and the value of  rl  can be calculated from  1r  and  2r , which are the radial distances of the two 
hydronium ions and can vary between [0, R] as mentioned in the section describing sulfonate – 
hydronium ion interaction. The total interaction potential energy of hydronium ions,  V , in the 
pore element can be derived from the average potential energy of a pair and can be expressed in 
terms of macroscopic variables as 
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(4.91) 
where  
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with  0 2rl R  ,  0 z zl L    and 
2 2
r zl l    6Å,  which  is  equal  to  the  sum  of  diameters  of  a  hydronium  ion  and  a  water 
molecule.    (It  is  assumed  that  any  pair  of  hydronium  ions  is  separated  by  at  least  one  water 
molecule in the pore element.).  rl  is the separation distance between the two hydronium ions in 
the radial direction and is equal to 
1 2 1 2 1 2
2 2 2 cosr r r r        , where  1 2   is the angle between 
them, lz is the axial separation distance between the two hydronium ions.  
4.3.2.4 Hydronium ion – water molecule interaction 
If  the  water  content of  the  interface  is   ,  each  hydronium  ion  will  interact  with  the  same 
number of water molecules,   1s cN N   , in the pore element (one of the water molecules is 
protonated  forming  a  hydronium  ion);  consequently,  they  will  experience  the  same  amount  of 
force on average. The total number of hydronium ions is  cN . The total potential energy,    sV , in 
the element due  to the  hydronium  ion-water  interaction, using Eq.  (4.83),  can  be expressed  in 
terms of macroscopic variables    and  s  as 
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where  
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  with  0 2rl R  ,  0 z zl L    and 
2 2
r zl l    3Å,  which  is  equal  to  the  diameter  of  a  water  molecule  or  a  hydronium  ion. 
2 2 2 cosr s s sl r r r r     , where  r  and  sr  are the radial distances of a hydronium ion and a 
water molecule, respectively, and  s  is the angle between them. 
4.3.2.5 Water-water interaction 
The number of water molecules in the pore element is sN ; they constitute 
( 1)
2
s sN N   pairs in 
the  pore  element.  The  average  potential  energy  of  a  pair  (e.g.  1  and  2)  of  water  molecules 
depends on the separation distance; i.e., 
1 2s s
r r , as given in Eq. (4.84). The values of 
1s
r  and 
2s
r
, which are the radial distances of two water molecules, can vary between [0, R], as discussed in 
Section  4.3.2.3.  The  total  interaction  potential  energy  of  water  molecules,  ssV ,  in  the  pore 
element  is  derived  from  the  average  potential  energy  of  a  pair,  and  is  written  in  terms  of  the 
macroscopic variables as 
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  (4.93) 
where 
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  with  0 2rl R  ,  0 z zl L    and 
2 2
r zl l    3Å,  which  is  equal  to  the  diameter  of  a  water  molecule. 
1 1 1 2 1 2
2 2 2 cosr s s s s s sl r r r r    , where  1 2s s  is the angle between two water molecules. 
4.3.2.6  Interaction with the external electric field 
An  external  field  is  applied  along  the  z  direction  as  derived  by  Qiao  and  Aluru.147  The 
potential energy due to this applied external field at any point inside the pore may be written in 
terms of the macroscopic variables as 
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where  ( )extV z is  the  applied  potential  and,  ,extV    and  ,ext sV   are  the  total  potential  energy  of  the 
hydronium  ions  and  water  molecules,  respectively,  in  the  pore  element  due  to  the  external 
electric field. 
4.3.3 Formulation of the chemical potential of the species148 
 The Hamiltonian of  the system consists of  the kinetic and potential energies of all  species 
and can be expressed as 
  3
'
[ ]k pH e e u d x

     (4.95) 
where  ke ,  pe , and  u  are the kinetic energy, external energy, and internal energy densities of the 
system at any position and time t. The kinetic energy density is a function of the momentum and 
mass densities of the system. The external energy density is a measure of the interaction potential 
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energy of the system with the external force and is a function of the mass density of the system 
and  the  strength  of  the  external  potential  field.  The  internal  energy  density  accounts  for  the 
energy of interaction among the species in the system and depends on the density of all species. 
The velocity and the generalized chemical potential,  gi , of a species i can be derived from the 
Hamiltonian and may be written as 
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where  iM   and  iv   are the momentum density and velocity, respectively, of species i  in the  
direction,  mi  is the mass density of the species, i, and  ˆpe  is the external field potential, which is 
related to  pe  by 
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The  Hamiltonian  in  the  pore  element  at  a  distance  z  can  be  expressed  in  terms  of  the  kinetic 
energies  of  the  hydronium  ions  and  water  molecules,  and  the  macroscopic  potential  energies 
according to 
 
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where  ( , , , )s sh M M    is the Hamiltonian density in the pore element,  M ,  Mw , and    are 
the  momentum  density,  molecular  weight,  and  number  density  of  the  hydronium  ions, 
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respectively, and  sM ,  sMw , and  s  are the momentum density, molecular weight, and number 
density of the water molecules, respectively, within the pore element. The momentum density of 
a  species  i  is  related  to  the  number  density  and  velocity  of  the  species  by  i i iM u .  The 
generalized chemical potential and its derivatives in the z direction for hydronium ions [i.e., Eqs. 
(4.100) - (4.102)] and water molecules [i.e., Eqs. (4.103) - (4.105)] can be deduced by inserting 
Eq. (4.97) into the above expression for the Hamiltonian, giving 
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4.3.4 Derivation of the evolution equations via nonequilibrium thermodynamics 
The  equations  of  motion  are  derived  using  the  bracket  methodology  of  nonequilibrium 
thermodynamics.148-151 This methodology allows the consistent, physical derivation of equations 
of  motion  for  complicated systems where  many  different physical processes are  interacting  by 
employing  a  rigorous  mathematical  framework  common  to  all  dynamical  phenomena.    This 
structure  is  embedded  within  two  complementary  bracket  structures:  the  Poisson  bracket  of 
traditional  classical  mechanics,  accounting  for  conservative,  reversible  processes,  and  the 
dissipation bracket, which accounts for irreversible phenomena.  The structure of these brackets 
ensures that all required thermodynamic principles are incorporated into the final set of evolution 
equations  for  the  system  variables,  while  maintaining  the  integrity  of  the  physical  interactions 
between multiple dynamical system processes. 
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In  the  present  case,  we  assume  constant  temperature,  and  define  the  relevant  Poisson  and 
dissipation brackets for a two-component system expressed in terms of an arbitrary functional of 
the system variables, F, and the Hamiltonian, Eq. (4.99):148  
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In these expressions, the functional derivatives are defined for an arbitrary variable, a, as 
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  (4.108) 
where the quantity h is defined according to Eq. (4.99).  The equations of motion for the problem 
variables  are  then  obtained  from  the  dynamical  equation  of  change  for  the  functional  F, 
expressed as 
     , ,
dF
F H F H
dt
    (4.109)  
4.3.5 Transport of hydronium ions and water molecules 
The  equations  for  mass  and  momentum  transport  of  the  species  can  be  written  in  3-
dimensional Euclidean space as 
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where *  represents  the species    or  s,     and     are  the dummy  variables,  and  ,*m   and  *,u   
represent  mass  density  and  velocity  in  the     direction  of  the  species,  respectively.  The 
generalized chemical potential of  the species,  *
g ,  are defined  in Eqs.  (4.100) and  (4.103)  and 
are  equal  to  2* *,
1
2
zu  ,  where  *   is  the  chemical  potential  of  the  species  *,  and 
,* *mp      .  *D  and    relate to the diffusivity of the species and the viscosity of water, 
respectively. The above equations can be further simplified for the transport of the species in the 
z direction as 
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*
D   in  the  above  equations  is  the  diffusion  coefficient  based  on  the  chemical  potential  of  the 
species. This can be related to the diffusion coefficient based on the number density (
*
D ) of the 
species  by  *
*
* ,*m
g
D Mw
D
R T



 ,  where  *Mw   and  ,*m   are  molecular  weight  and  average  mass 
density  of  the  species  in  the  pore,  respectively.  As 
*
D   is  an  implicit  function  of  the 
concentration of the species, we assumed 
*
D  is a constant. 2  is the viscosity of the fluid. The 
mass density of the species,  ,*m , can be used to derive their number densities as 
,*
*
*
m
AN
Mw

  . 
Eq. (4.111) can be deduced in terms of number density of the species accordingly as 
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The chemical potentials and their derivatives were substituted into the above equations and 
rendered dimensionless using  *
tV
t
L
 , 
z
z
L
 ,  *,*,
*
z
z
u
u
V
  and  **
*



 , where L  is the length of 
the pore,  *V  is the velocity of the species if the surface charge on the pore wall is zero, and  *  is 
the average number density of the species in the pore. The transport equations (number density 
and velocity) for hydronium ions were then derived as 
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and d is the diameter of the tube. Similarly, the transport equations (number density and velocity) 
for the water molecules were determined as 
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Chapter 5. Results: Membrane Degradation 
 
The cause and effects of  the chemical degradation of a  membrane was discussed earlier  in 
Chapter 2. PFSA membranes degrade  in the presence of reactive radicals, which are generated 
during the fuel cell operation, and the degradation accelerates at low humidity and high operating 
temperature. Among  the  various  reactive  species,  •OH radicals are  the  most aggressive due  to 
their high reduction potential. The membrane degradation may occur either at  the backbone or 
the side-chains when exposed to hydroxyl radicals. Both backbone and side-chain degradations 
were examined and are presented in the following sections. 
5.1 Backbone degradation 
The backbone of PFSA membranes is polytetrafluoroethylene (PTFE). The chemical formula 
of  these  ionomers  is shown  in Figure 2-1  and  reveals  that all  carbon atoms are  saturated with 
fluorine  in  the  backbone.  It  is  almost  impossible,  however,  for  PFSA  membranes  to  be 
synthesized with all carbon atoms fully fluorinated in the backbone. It is likely that the backbone 
contains some –COOH end-groups which result from the manufacturing process.  A carboxylic 
acid end-group is highly unstable in the oxidizing medium of the PEM fuel cell and can initiate 
the  degradation  of  the  polymeric  backbone.  The  chemical  reactions  involved  in  backbone 
degradation were presented earlier [(2.12) - (2.15)]. The Rf– group in those reactions represents 
the  PTFE  backbone.    In  the  present  study,  we  chose  a  model  compound  CF3CF2COOH, 
replacing Rf– by a –CF3 group. The reactions are therefore 
  3 2 3 2 2 2CF CF COOH    OH   CF CF    CO  H O       (5.1) 
  3 2 3 2CF CF OH CF CF OH     (5.2) 
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  3 2 3CF CF OH  CF COF   HF    (5.3) 
  3 2 3CF COF   H O CF COOH  HF     (5.4) 
Reaction  (5.1)  produces  H2O  due  to  the  abstraction  of  a  hydrogen  atom  by  •OH  and  the 
formation of a CO2 molecule through C–C bond cleavage. Hence, reaction (5.1) consists of two 
elementary reactions, the first yielding H2O and the second CO2: 
  3 2 3 2 2 2CF CF COOH    OH   CF CF CO    H O      (5.5) 
  3 2 2 3 2 2CF CF CO    CF CF    CO     (5.6) 
The  transition  states  were  determined  for  all  of  the  above  reactions  to  understand  the 
mechanism  and  the  rate  of  each  reaction.  In  reaction  (5.5),  the  path  for  the  formation  of  the 
products  may  be  understood  in  terms  of  the  removal  of  the  H  atom  from  CF3CF2COOH 
generating  CF3CF2CO2•.  The  H  atom  then  combines  with  •OH  to  form  a  H2O  molecule.  The 
removal of the H atom from CF3CF2COOH and its addition to •OH can be understood in terms 
of  a  change  in  the  potential  energy  of  the  system  (CF3CF2COO–H…•OH)  that  occurs  due  to 
change  in  the  O–H  distance.  A  potential  energy  scan  for  the  increase  of  the  O–H  distance  is 
shown  in  Figure A-1  in  the  APPENDIX  A.  The  scan  shows  that  the  energy  of  the  complex 
increases  as  the  O–H  distance  is  increased  forming  a  maxima.  Increasing  the  O–H  distance 
further decreases the potential energy of the system, and a water molecule forms. A schematic of 
the potential energy for the reaction is shown in Figure 5-1. The structures for the reactants, the 
reactants-complex, the transition state, the products-complex and the products are depicted, and 
their relative energies are presented, in Table 5-1. The energy of the reactants is taken as the sum 
of  the  energies of  the  optimized  structures  of  both  reactants,  [E(CF3CF2COOH)  and  E(•OH)], 
corrected  for  ZPE.  The  energy  of  the  reactants-complex  [E(CF3CF2COO–H…•OH)]  is  6.52 
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kcal/mol lower than the energy of the reactants (see Table 5-1). This  is due to the stabilization 
affected through interaction of the reactants. Similarly, when the products interact, the energy of 
the system is lower by 2.75 kcal/mol. A potential energy surface scan of the optimized structure 
of  the  reactants-complex  by  varying  the  O–H  distance  of  the  CF3CF2COO–H…•OH  complex 
indicates  that  the  energy  of  the  system  increases,  passing  through  a  maximum  value  and  then 
decreases. The  structure corresponding  to the  maximum  was  subsequently optimized using  the 
TS method in Gaussian 03. One imaginary frequency was computed confirming that the structure 
is  indeed a  transition state structure  (structure  (b)  in  Figure 5-1). The  energy of  the  transition 
state  structure  is  1.70  and  5.48  kcal/mol  higher  than  that  of  the  reactants-  and  products-
complexes,  respectively.  This  reaction  was  computed  to  be  exothermic.  The  energy  difference 
between structures (c) and (a) was computed to -7.54 kcal/mol and is taken as the energy of the 
reaction.  
An  intrinsic  reaction  coordinate  (IRC)  calculation  was  performed  at  the  transition  state 
structure. The plot of the IRC calculation is shown in Figure 5-2. In the transition state structure, 
the  H  atom  is  loosely  attached  to  the  O  atoms  of  CF3CF2COOH  and  •OH.  The  O–H 
(CF3CF2COO–H…•OH)  distance  decreases  from  1.20  to  1.02  Å  and  the  O–H 
(CF3CF2COOH…•OH) distance increases from 1.23 to 1.49 Å if the IRC plot is traversed to the 
left side of the transition state.  
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Figure 5-1. A schematic of  the potential energy surface for the occurrence of the reaction CF3CF2COOH + •OH → CF3CF2CO2• + 
H2O.  The  structures  shown  are:  (a)  reactants,  (a’)  reactants-complex,  (b)  transition  state,  (c’)  products-complex  and  (c)  products. 
These structures were optimized using B3LYP/6-311++G**. The transition state was confirmed by optimizing the structure with the 
highest energy of the potential energy surface curve at the B3LYP/6-311++G** level of theory. 
 
 
+
+
(a)
(a’)
(b)
(c’)
(c)
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Table 5-1. Relative energies of structures on potential energy surfaces.a 
Reactions  b∆Ea’a 
c∆Eba’ 
d∆Ebc’ 
e∆Ec’c 
f∆Ereaction 
CF3CF2COOH + •OH →  
                                      CF3CF2COO• + H2O 
-6.52  1.70  5.48  -2.75  -7.54 
CF3CF2COO• → CF3CF2• + CO2   
3.25  32.13  -0.36  -28.52 
CF3CF2• + •OH → CF3CF2OH         
-100.37 
CF3CF2OH → CF3COF + HF   
41.52  41.76  -2.50  2.26 
CF3COF + H2O → CF3COOH + HF  -3.05  34.34  43.86  -3.83  -8.75 
a All energies are in kcal/mol 
b Difference in energy of reactants-complex and energy of reactants 
c Difference in energy of transition state and energy of reactants-complex (activation energy from reactant side) 
d Difference in energy of transition state and energy of products-complex (activation energy from product side) 
e Difference in energy of products-complex and energy of products 
f Energy of reaction 
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Figure 5-2.  The  potential  energy  surface  for  the  reaction  CF3CF2COOH  +  •OH  →  CF3CF2CO2•  +  H2O  obtained  from  an  IRC 
calculation at the transition state. Atomic distances are in Angstrom (Å).   
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The  decrease  in  the  former  O–H  distance  confirms  the  formation  of  the  O–H  bond  in 
CF3CF2COOH. It also confirms that the transition state is connected to the reactants-complex of 
the  reaction. Similarly,  if  the plot  is  traversed  to the  right  side of  the  transition  state,  the O–H 
(CF3CF2COO–H…•OH)  distance  increases  from  1.20  to  1.60  Å  and  the  O–H 
(CF3CF2COOH…•OH) distance decreases from 1.23 to 1.00 Å.  The increase in the former O–H 
distance and  the decrease  in  the  later O–H distance confirm  the  formation of  the CF3CF2CO2• 
radical  and  H2O  molecule;  i.e.  the  products-complex.  Hence,  the  transition  state  structure 
connects  the  reactants  and  products  of  the  reaction.  As  shown  in  Figure 5-1,  the  activation 
energy  of  the  reaction  from  reactant  side  is  1.70  kcal/mol.  A  very  small  amount  of  energy  is 
required to activate the reaction and thus, to initiate the degradation of the backbone. 
A schematic of  the potential energy surface  for  reaction (5.6)  is shown  in Figure 5-3.   The 
potential  energy  variation  is  shown  with  respect  to  the  change  in  the  C–C  distance  of 
CF3CF2CO2•.    As  the  C–C  distance  increases,  the  potential  energy  of  the  radical  system 
increases and reaches its peak value. After that, the potential energy decreases and the C–C bond 
breaks. The O–C–O bond  angle of  the  radical  also  increases along  the potential energy curve, 
which  indicates  the  formation  of  the  CO2  molecule.  The  structure  corresponding  to  the  peak 
point was optimized using a TS method. Relative energies of the structures (a), (b), (c’) and (c) 
on the PES curve are given in Table 5-1. The transition state is 3.25 kcal/mol higher  in energy 
than the reactant (i.e., the activation energy for the reverse reaction).  
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Figure 5-3.  A  schematic  of  the  potential  energy  surface  for  the  occurrence  of  the  reaction  CF3CF2CO2•  →  CF3CF2•  +  CO2.  The 
structures shown are: (a) reactant, (b) transition state, (c’) products-complex and (c) products. These structures were optimized using 
B3LYP/6-311++G**. The transition state was confirmed by optimizing the structure with the highest energy of the potential energy 
surface curve at the B3LYP/6-311++G** level of theory. 
+
(a)
(b)
(c’)
(c)
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Figure 5-4.  The  potential  energy  curve  for  the  reaction  CF3CF2CO2•  →  CF3CF2• +  CO2  obtained  from  an  IRC calculation  at  the 
transition state. Atomic distances and bond angle are in Angstrom (Å) and degree (°), respectively. 
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Cleavage  of  the  C–C  bond  results  in  the  release  of  32.13  kcal/mol  of  energy  yielding  the 
products-complex.  A  very  small  amount  of  energy  (0.36  kcal/mol)  is  required  to  separate  the 
product  molecules  (CF3CF2•  and  CO2).  Overall,  the  reaction  is  exothermic  releasing  28.52 
kcal/mol of energy (see Table 5-1).The IRC plot for the above reaction is shown in Figure 5-4. 
The C–C bond distance and the O–C–O bond angle for the transition state structure are 1.61 Å 
and  130°,  respectively.  The  atomic  distance  and  the  bond  angle  both  decrease  to  1.57  Å  and 
125°,  respectively,  if  the  left  side of  the  IRC plot  is  traversed. This decrease  indicates  that  the 
transition  state  is connected  to  the  reactant of  the  reaction.  If  the  right  side of  the  IRC plot  is 
traversed, the atomic distance and the bond angle increase to 1.88 Å and 152°, respectively. The 
increase  in  the  atomic  distance  and  the  O–C–O  bond  angle  indicates  the  cleavage of  the  C–C 
bond and  formation of  the CO2 molecule and the transition state connects to the corresponding 
reactant and products of the reaction. 
Reaction  (5.2)  is  the  addition  of  two  unstable  radicals  CF3CF2•  and  •OH  yielding  a  stable 
molecule CF3CF2OH. The radical reaction is very fast without a transition state. The reaction is 
also highly exothermic and releases 100.37 kcal/mol of energy (see Table 5-1). This energy can 
help the slower reactions, described in the next few paragraphs, to cross their activation energy 
barriers. 
Reaction (5.3) is the decomposition of CF3CF2OH into CF3COF and HF. The H and F atoms 
leave the reactant yielding CF3COF and produce HF. The potential energy surface curve for this 
reaction  to  occur  is  largely  a  function  of  the  three  atomic  distances:  C–F,  O–H  and  H–F  in 
CF3CF2OH.  
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Figure 5-5. A schematic of the potential energy surface curve for the occurrence of the reaction CF3CF2OH → CF3COF + HF. The 
structures shown are: (a) reactant, (b) transition state, (c’) products-complex and (c) products. These structures were optimized using 
B3LYP/6-311++G**. The transition state was located using a STQN method. 
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Figure 5-6. The potential energy surface for the reaction CF3CF2OH → CF3COF + HF from an IRC calculation at the transition state. 
Atomic distances are in Angstrom (Å). 
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To  determine  the  transition  state  for  this  reaction,  a  QST2  method  using  geometries  of  the 
reactant  (CF3CF2OH) and  the products-complex  (CF3COF…HF) was employed. The  transition 
state structure was confirmed as the structure was found to possess one imaginary frequency. A 
schematic  plot  of  the  potential  energy  is  shown  in  Figure 5-5.  The  relative  energies  of  the 
structures  on  the  PES  are  given  in  Table 5-1.  The  activation  energy  is  almost  equal  on  the 
reactant and  the product  sides  (41.52 kcal/mol  from  the  reactant  side and 41.76 kcal/mol  from 
the  product  side).  A  relatively  higher  energy  is  required  to  activate  the  decomposition  of  the 
reactant. The reaction is endothermic, and net 2.26 kcal/mol energy is required. 
As  mentioned  above,  two  atoms,  H  and  F,  leave  the  reactant,  CF3CF2OH,  yielding  the 
products.  The  changing  atomic  distances  (O–H,  C–F  and  H–F)  are  shown  on  the  IRC  plot  in 
Figure 5-6. The figure shows that the O–H and C–F distances decrease from 1.20 and 1.80 Å to 
0.97 and 1.36 Å, respectively,  if the IRC plot is traversed to the left side of the transition state. 
Simultaneously, the H–F distance increases from 1.23 to 2.28 Å. This shows the formation of the 
O–H and C–F bonds leading to the reactant. If the IRC plot  is traversed to the right side of the 
transition state, the O–H and C–F distances increase from 1.20 and 1.80 Å to 2.02 and 2.10 Å, 
respectively. The H–F distance decreases from 1.23 to 0.98 Å. This indicates that cleavage of the 
O–H and C–F bonds and the  formation of an H–F bond yield the products-complex. Thus,  the 
IRC  calculation  shows  that  the  transition  state  structure  for  the  reaction  connects  to  the 
corresponding reactants and products.  
Reaction  (5.4)  is  the  hydrolyzation  of  CF3COF.  The  products  are  CF3COOH  and  HF.  The 
reactants and  the products were optimized  to obtain  the structure of  the  reactants-complex and 
the  products-complex,  respectively.  The  reactants-  and  products-complexes  are  3.05  and  3.83 
kcal/mol lower in energies than the energies of the respective reactants and products (see Table 
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5-1).  A  QST2  method  was  used  along  with  the  geometries  of  the  optimized  structures  of  the 
reactants-  and  products-complexes  to  obtain  the  transition  state  structure  for  the  reaction.  The 
activation  energies  from  the  reactant  and  product  sides  are  34.34  and  43.86  kcal/mol, 
respectively.  The  structures  for  the  reactants,  the  reactants-complex,  the  transition  state,  the 
products complex and the products are shown on the schematic of the potential energy surface in 
Figure 5-7 [structures (a)-(c)]. In this case also, the activation energy from the reactants side is 
higher, but it is lower than that found for reaction (5.3). The reaction is exothermic releasing 8.75 
kcal/mol of energy. 
To  confirm  the  connectivity  of  the  transition  state  to  the  reactants  and  products,  an  IRC 
calculation was performed at the transition state structure. The IRC plot is shown in Figure 5-8. 
The  C–F  and  O–H  atomic  distances  decrease  from  1.84  and  1.09  Å  to  1.36  and  0.96  Å, 
respectively and the C–O and H–F atomic distances increase from 1.65 and 1.32 Å to 2.20 and 
2.42  Å,  respectively,  if  the  IRC  plot  is  traversed  to  the  left  side  of  the  transition  state.  This 
confirms the  formation of  the reactants-complex. If  the plot  is traversed to the right side of  the 
transition state, the C–F and O–H bond distances increase from 1.84 and 1.09 Å to 2.34 and 2.19 
Å,  respectively. The C–O and H–F bond distances decrease  from 1.65 and 1.32 Å to 1.36 and 
0.93 Å, respectively. This confirms the formation of the products-complex. Hence, the transition 
state obtained by using the QST2 method connects the reactants- and products-complexes. 
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Figure 5-7. A schematic of the potential energy surface for reaction: CF3COF +H2O → CF3COOH + HF. The structures shown are: 
(a)  reactants;  (a’)  reactants-complex;  (b)  transition  state;  (c’) products-complex;  and  (c) products. These  structures were optimized 
using B3LYP/6-311++G** level of theory. The transition state was located using a STQN method. 
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Figure 5-8. The potential energy surface  for  reaction CF3COF +H2O → CF3COOH + HF from an IRC calculation at  the transition 
state. Atomic distances are in Angstrom (Å). 
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Most of the reactions in the backbone degradation mechanism are exothermic. Reactions (7a-
b) and (7a-b) have low activation energies and thus, rates of reactions should be fast. These two 
reactions  initiate  the  degradation  of  the  membrane  backbone  in  the  presence  of  •OH.  The 
reactions  (7c)  and  (7d)  require  higher energy  to activate and  thus,  rates of  reactions  should  be 
slow. The energy released in the reaction (7b) is higher than the activation energies of reactions 
(7c) and (7d). This can provide the energy necessary to activate the last two reactions. Thus, the 
unzipping mechanism given  in reactions (3a-3d) can continue the degradation of  the backbone. 
The rate of these reactions will increase if the fuel cell is operated at the high temperatures. 
5.2 Side-chain Degradation 
Three  different  PFSA  ionomers  were  examined.  These  polymers  were  Nafion®,  3M  and 
SSC. Side-chains for these ionomers are shown in Figure 2-1. Membranes in the PEM fuel cells 
are used in hydrated form to facilitate the conduction of protons. Hence, hydrated membranes are 
most likely to be in anionic form (–SO3
–) after dissociating a proton from the sulfonic acid group 
in  each  side-chain  forming  hydronium  ions  (H3O
+).  Side-chain  degradation  was  studied  by 
examining  the  bond  strength  of  all  bonds  in  the  ionomer  fragments  under  the  assumption  of 
homolytic bond cleavage. The homolytic bond dissociation energies for the bonds C–F, C–C, C–
O and C–S present in all the side-chains are presented in Table 5-2. The structural formulae of 
the various side-chains are abbreviated; the full structures of the side-chains are shown in Figure 
2-1.  The  energy  is  the  homolytic  dissociation  energy  for  the  highlighted  atoms.  The  table 
indicates that the energy of the C–F bonds varies from 99.6 to 113.4 kcal/mol. It clearly indicates 
that the C–F bond is the strongest. This is due to the high electronegativity of the fluorine atom. 
Hence, this bond is the least  likely to break in an oxidizing medium of the operating PEM fuel 
cell. The C–C and C–O bonds are slightly weaker. The energy  for homolytic bond cleavage of
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Table 5-2. Homolytic bond dissociation energies (B3LYP/6-311++G**) for ionomer fragments (Figure 2-1).a 
bIonomer fragment  C−F 
 
C−C 
 
C−O 
 
C−S 
Nafion®  F−CF2−CF(CF3)−  113.2  F3C−CF(CF3)−O−  75.9  (CF3)2FC−O−CF2−  66.9  −F2C−SO3
−  61.1 
 
(CF3)2(C−F)−O−  99.6  −O−F2C−CF(CF3)−  72.6  (CF3)2CF−O−CF2−  76.9     
 
−O−(C−F)F−CF(CF3)−  105.0  −CF2−(F3C−CF)−O−  76.0  −CF2−(CF3)FC−O−CF2−  77.5     
 
−CF2−(CF3)(C−F)−O−  100.5  −O−F2C−CF2−  85.0  −CF2−(CF3)CF−O−CF2−  80.8     
 
−CF2−(F−CF2)CF−O−  113.4             
 
−O−(C−F)F−CF2−  106.9             
 
−CF2−(C−F)F−SO3
−  105.4 
           
3M  F−CF2−CF(CF3)−  112.0  F3C−CF(CF3)−O−  73.9  (CF3)2FC−O−CF2−  67.3  −F2C−SO3
−  58.6 
 
(CF3)2(C−F)−O−  100.7  −O−F2C−CF2−  78.0  (CF3)2CF−O−CF2−  77.7     
 
−O−(C−F)F−CF2−  105.9  −O−CF2−F2C−CF2−  72.9         
 
−O−CF2−(C−F)F−CF2−  102.1  −CF2−CF2−F2C−CF2−  77.1         
 
−CF2−CF2−(C−F)F−CF2−  99.6             
 
−CF2−(C−F)F−SO3
−  102.5 
           
SSC  F−CF2−CF(CF3)−  111.1  F3C−CF(CF3)−O−  73.2  (CF3)2FC−O−CF2−  76.9  −F2C−SO3
−  61.2 
 
(CF3)2(C−F)−O−  99.9  −O−F2C−CF2−  84.9  (CF3)2CF−O−CF2−  79.5     
 
−O−(C−F)F−CF2−  106.4             
 
       −CF2−(C−F)F−SO3
−          105.9 
           
a All bond dissociation energies are in kcal/mol. 
b The structures of the side-chains of the membranes have been shortened. The full structures are shown in Figure 2-1. 
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the  C–C  bonds  varies  from  72.5  to  85.0  kcal/mol;  and  for  the  C–O  bonds,  from  67  to  81 
kcal/mol. The energy of  the homolytic bond cleavage of  the C‒S bond  is ~60 kcal/mol  for  the 
three  side-chains  and  is  the  weakest,  and  hence  is  the  most  likely  to  break  in  the  oxidizing 
medium of the operating PEM fuel cell. 
The PEM fuel cell operates in a strong oxidizing medium of H2O2, •OOH and •OH. Among 
these  oxidizing  agents,  •OH  is  the  most  reactive.  Here,  the  degradation  of  the  side-chain 
fragment was also  studied  via a  series of  reactions of  membrane anions  in  the presence of  the 
•OH medium. A membrane anion, if it reacts with a •OH, can yield a different type of products 
depending  on  which  bond  in  the  side-chain  fragments  a  •OH  attacks.  All  combinations  of 
possible products of  the  reaction of  the  membrane anion with a  •OH were considered,  and  the 
energy of  the  reaction  and Gibbs  free energy change were calculated. The  four  most probable 
reactions are shown in Figure 5-9. These reactions are exothermic and Gibbs free energy change 
is negative, but the reaction involving the C–S bond cleavage is the most probable among them 
because of  its  highest exothermicity  and  highest change  in Gibbs  free energy. Hence,  the  side 
chain  of  PFSA  membranes  should  start  degrading  with  the  cleavage  of  the  C–S  bond.  This 
finding supports that the C–S bond is the weakest link in the side-chain of PFSA membranes and 
the  cleavage  of  the  C–S  bond  initiates  the  degradation  of  the  side-chain.  The  sequence  of 
reactions  for  the  side-chain  degradation  of  the  PFSA  membranes  (Nafion®,  3M  and  SSC)  is 
given  in  reactions  [(5.7)  -  (5.18)].  The  C–S  bond  cleavage  of  a  Nafion®  membrane  in  the 
presence  of  a  •OH  leaves  the  membrane  with  a  hydroxyl  end-group  and  yields 
(CF3)2CFOCF2CF(CF3)O(CF2)2OH  as  shown  in  reaction  (5.7).  The  reaction  is  exothermic  and 
releases 38.27 kcal/mol of energy. 
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Figure 5-9. Reaction of Nafion®  fragment anion with  •OH. The  reaction produces an alcohol 
and  a  radical  product.  ΔE  and  ΔG  are  the  energy  of  reaction  and  Gibbs  free  energy  change, 
respectively.  The  reaction  involving  the  C–S  bond  cleavage  is  the  most  exothermic,  and  the 
Gibbs free energy is the maximum among all possible reactions. 
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ΔE = -38.27 kcal/mol
ΔG = -40.03 kcal/mol
ΔE = -28.17 kcal/mol
ΔG = -32.93 kcal/mol
ΔE = -29.43 kcal/mol
ΔG = -34.13 kcal/mol
ΔE = -28.16 kcal/mol
ΔG = -31.65 kcal/mol
Nafion® 
fragment anion 
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Nafion®: 
3 2 2 3 2 2 3 3 2 2 3 2 2 3(CF ) CFOCF CF(CF )O(CF ) SO  + 昈 H  (CF ) CFOCF CF(CF )O(CF ) OH + 昐O
  (5.7) 
  rE 38.27 kcal / mol    
   3 2 2 3 2 2 3 2 3 2 22(CF ) CFOCF CF(CF )O(CF ) OH  + 昈 H CF CFOCF OH牋 CF CF O(CF ) OH    (5.8) 
  rE 29.84kcal / mol      
     3 2 3 22 2CF CFOCF OH牋 CF CFOH CF O    (5.9) 
  rE 8.21kcal / mol      
    牋牋牋牋3 3 3 22燙F CFOH 2(昈H) CF OH + CF CFO + H O    (5.10) 
  rE 116.97 kcal / mol    
The  membrane  fragment  (CF3)2CFOCF2CF(CF3)O(CF2)2OH  can  further  react  with  a  •OH 
and can yield various combinations of products according to the cleavage of different kinds of 
bonds in the fragment (such as C–C, C–O bonds in the fragment). The most probable reaction is 
the one given as reaction (5.8). This reaction shows that the fragment has the weakest link at the 
C–C bond of tertiary carbon having –CF3 group as a pendant. The reaction yields an alcohol and 
a  radical  product  with  the  release  of  29.84  kcal/mol  of  energy.  For  these  reactants,  the  above 
products are the best probable combination of an alcohol and a radical. The radical product has a 
lone  electron  on  the  secondary  carbon  atom,  which  is  attached  with  the  more  electronegative 
atom, oxygen, which pulls the electron density of the carbon atom towards itself.  This makes the 
radical  product  more  stable  than  other  possible  radical  products.  The  alcohol  product, 
(CF3)2CFOCF2OH,  has  two oxygen  atoms on  the  same carbon, which  makes  it unstable  if  the 
membrane  is  not  sufficiently  hydrated  and,  hence,  it  decomposes  exothermically  into 
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(CF3)2CFOH and CF2O with the release of 8.21 kcal/mol of energy, as shown in reaction (5.9). 
The fragment (CF3)2CFOH is a part of the backbone and it, further, reacts with another hydroxyl 
radical as shown in reaction (5.10). As a result, the backbone of the membrane breaks into two 
parts with  the  release  of  116.97  kcal/mol  of  energy.  The  backbone  fragments  are  CF3OH  and 
CF3CFO. The  membrane  backbone  fragments end with  the –OH and –CFO groups, which are 
unstable in the •OH medium; these fragments can degrade further in the oxidizing medium.  
Four  most  probable  reactions  of  3M  membrane  fragment  anion  with  hydroxyl  radical  are 
shown  in  Figure A-2  (see  APPENDIX  A.).  The  energies of  reactions  and  Gibb’s  free  energy 
changes are also mentioned. The reaction involving the C–S bond cleavage is the most probable. 
The sequence of reactions for the side-chain degradation of a 3M membrane is shown below.  
3M membrane: 
  3 2 2 4 3 3 2 2 4 3(CF ) CFO(CF ) SO   +   OH   (CF ) CFO(CF ) OH  +   SO
     (5.11) 
  rE 37.70kcal / mol    
  3 2 2 4 3 3 2 4(CF ) CFO(CF ) OH  +   OH CF OH CF CFO(CF ) OH     (5.12)   
  rE 30.31kcal / mol    
   3 2 4 3 2 4CF CFO(CF ) OH OH   HOCF CF O(CF ) OH     (5.13) 
  rE 95.02kcal / mol    
   3 2 4 3 2 4HOCF CF O(CF ) OH  CF CFO  HO(CF ) OH    (5.14) 
  rE 4.50kcal / mol    
Reaction  (5.11)  shows  the C–S bond cleavage of a 3M membrane  in  the presence of  •OH. 
The reaction is exothermic in nature and releases 39.70 kcal/mol of energy. This reaction leaves 
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the  side-chain  with  a  –OH  end  group  and  yields  an  alcohol  fragment,  (CF3)2CFO(CF2)4OH. 
Unlike  Nafion®,  the  3M  membrane  takes  different  path  after  the  C–S  bond  cleavage.  The 
alcohol product of  reaction  (5a),  (CF3)2CFO(CF2)4OH,  is  the part of  the side-chain attached  to 
the membrane backbone. It further reacts with a •OH, and the backbone breaks into two parts, as 
shown  in  reaction  (5.12).  The  reaction  releases  30.31  kcal/mol  of  energy.    One  part  of  the 
backbone  terminates  with  a  –OH  group  and  yields CF3OH.  The  other  part  is  a  radical  on  the 
secondary  carbon.  This  radical  combines  with  another  •OH  to  yield  a  diol, 
HOCF(CF3)O(CF2)4OH,  with  the  release  of  95.02  kcal/mol  of  energy,  as  shown  in  reaction 
(5.13). This product  is unstable  if  the membrane  is not sufficiently hydrated, because a carbon 
atom  is  bonded  with  two  oxygen  atoms.  It  can  further  decompose  into  CF3CFO  and 
HO(CF2)4OH,  and  can  release  4.50  kcal/mol  of  energy,  as  shown  in  reaction  (5.14).  The 
fragment CF3CFO is a part of the backbone and can further degrade in the oxidizing medium of a 
fuel cell. The other fragment HO(CF2)4OH is a diol and is a part of the side-chain detached from 
the  backbone  of  the  membrane.  This  diol  can  also  break  further  into  smaller  molecules  in  the 
presence of the oxidizing medium. 
Four most probable reactions of SSC membrane fragment anion with hydroxyl radical along 
with  the  energy  of  reaction  and  Gibb’s  free  energy  change  are  shown  in  Figure A-3  (see 
APPENDIX A.). The  reaction  involving  the C–S bond cleavage  is  the  most probable  reaction. 
The  degradation  of  the  side-chain  of  a  SSC  membrane  is  similar  to  the  degradation  of  a  3M 
membrane. The reaction sequence is shown in reactions [(5.15) - (5.18)].  
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SSC membrane: 
  3 2 2 2 3 3 2 2 2 3(CF ) CFO(CF ) SO   +   OH   (CF ) CFO(CF ) OH  +   SO
     (5.15) 
  rE 39.10kcal / mol    
  3 2 2 2 3 3 2 2(CF ) CFO(CF ) OH  +   OH CF OH CF CFO(CF ) OH     (5.16) 
  rE 30.43kcal / mol    
   3 2 2 3 2 2CF CFO(CF ) OH OH   HOCF CF O(CF ) OH     (5.17)   
  rE 94.52kcal / mol    
   3 2 2 3 2 2HOCF CF O(CF ) OH  CF CFO   HO(CF ) OH    (5.18)   
  rE 4.07 kcal / mol    
All  the  above  reactions  are  exothermic  in  nature  and  release  39.10,  30.43,  94.52  and  4.07 
kcal/mol of energy, respectively. 
The  degradation  reactions  shown  above  suggest  that  the  side-chain  of  PFSA  membranes 
breaks into smaller molecules in the presence of the •OH medium of the operating PEM fuel cell. 
The products of the degradation reactions are similar to the molecules found by Ghassemzadeh, 
et al.  in  their  experimental  studies.84    One  of  the  reactions  in  the  sequence  of  the  side-chain 
degradation  reactions  causes  scission  in  the  membrane  backbone  and,  as  a  consequence,  the 
backbone ends with the –OH and –CFO end-groups. These end-groups are highly unstable in the 
oxidizing  medium  of  the  operating  fuel  cell  and  can  produce  a  –COOH  end-group  in  the 
backbone  of  PFSA  membranes  after  oxidation.  Backbones  having  –COOH  end-groups  are 
unstable  in  the  •OH  medium  and  can  participate  in  the  backbone  degradation  mechanism  as 
described in Section 5.1. 
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5.2.1 Kinetics of the C–S bond cleavage mechanism 
In  the above section, we  found  that  the C–S bond  is  the weakest bond  in  the side-chain of 
PFSA  membranes. The degradation of  side-chain will  start with  the cleavage of  the C–S  bond 
and  will  produce  SO3  containing  compounds,  such  as  SO3,  H2SO4,  HSO4
–  and  •SO3
–.  A  few 
experimental results show the presence of  these compounds  in the degradation products during 
fuel  cell  testing.86,  89,  152  Some  degradation  models2,  153  and  experimental  results86  support  the 
cleavage  of  other  bonds  generating  sulfonic  acid  ending  perfluoro-compounds.  To  study  the 
mechanism of the C–S bond cleavage through its transition state structure, we selected the side-
chain  of  a  SSC  membrane,  CF3O(CF2)2SO3H,  because  this  fragment  is  the  smallest,  and  the 
electronic structure calculation for it is easier than for the side-chain of the other two membranes. 
This fragment is also a part of the side-chain of Nafion® and a 3M membrane; hence, the C–S 
bond degradation mechanism for these membranes should follow the same pathway as for a SSC 
membrane.  A  PFSA  membrane  in  hydrated  form  loses  protons  to  the  surrounding  water 
molecules and resides in anionic form. The calculation of homolytic bond cleavage energy of the 
bonds in this anionic fragment shows that the energy for the C–S bond is the lowest and is equal 
to 60.57 kcal/mol. This energy for all other bonds in the fragment is more than 84 kcal/mol. This 
indicates  that  the  C–S  bond  is  the  weakest  bond  and  is  most  likely  to  break  as  in  the  case  of 
PFSA membrane anion fragments. This anionic fragment can also react with a reactive •OH and 
can  either  lead  to  the  cleavage  of  C–S  bond  or  produce  a  fragment  radical,  CF3O(CF2)2SO3•, 
which can further  lead to the C–S bond cleavage via decomposition. The following subsections 
provide the details of the C–S bond cleavage mechanism by the above mentioned reactions. 
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5.2.1.1 Reaction of CF3O(CF2)2SO3
– with •OH 
The  reaction  of  CF3O(CF2)2SO3
– with  •OH  produces  CF3O(CF2)2OH  and  •SO3
–.  The 
schematic of the reaction mechanism along with the relative potential energies of the reactants, 
transition state and products are shown in Figure 5-10. The structure of reactants- (or products-) 
complex is obtained by bringing the optimized structures of the reactants (or products) closer and 
optimizing them. The transition state structure was obtained by employing a QST3 method, and 
the geometries of the reactants-complex and products-complex were used.  The figure shows that 
the  transition  state  is  44.10  and  100.45  kcal/mol  higher  than  reactants  and  products  complex, 
respectively,  on  the  energy  scale.  The  reaction  is  exothermic  and  releases  39.70  kcal/mol  of 
energy. 
To confirm the connectivity of  the obtained structure of  the transition state to the reactants 
and  products,  an  IRC  calculation  was  performed  on  its  structure  and  the  result  is  shown  in 
Figure 5-11.  If  the  left side of  the curve  from the transition state is traversed  in the  figure, the 
atomic distance between C and O increases from 2.05 to 2.59 Å and the distance between C and 
S decreases from 2.70 to 2.40 Å. This shows that the •OH is moving away and –SO3
– is coming 
closer  to CF3O(CF2)2;  the transition state is connecting to the reactants. If the right side of  the 
curve is traversed, the atomic distance between C and O decreases from 2.05 to 1.31 Å to form 
the C–O bond;  i.e., CF3O(CF2)2OH molecule, and the distance between C and S increases from 
2.70  to  3.30  Å  to  form  •SO3
–.  This  confirms  the  connectivity  of  the  obtained  structure  of  the 
transition state to the products. 
The  higher  value  of  activation  energy  shows  that  this  reaction  is  very  slow.  Hence,  it  is 
almost impossible to break C–S bond via this mechanism. 
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Figure 5-10. A schematic diagram of the potential energy surface for the reaction CF3O(CF2)2SO3
– + •OH → CF3O(CF2)2OH+ •SO3
–. 
The structures shown are  the  reactants,  reactants-complex,  transition state, products-complex and products along with  their  relative 
energy. All structures were optimized at B3LYP/6-311++G** level of theory. 
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Figure 5-11. The potential energy surface for CF3O(CF2)2SO3
– + •OH → CF3O(CF2)2OH+ •SO3
– obtained from an IRC calculation at 
the transition state. Atomic distances are in Angstrom (Å). 
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5.2.1.2 Decomposition of CF3O(CF2)2SO3• 
The anionic fragment, CF3O(CF2)2SO3
–, can react with •OH via the abstraction of an electron 
that  will  generate  CF3O(CF2)2SO3• and  OH
–.86  The  hydroxide  ion  will  be  neutralized  by  the 
acidic  medium  in  the  membrane  forming  H2O. The  radical  fragment  can  decompose  with  the 
cleavage  of  the  C–S  bond  producing  CF3O(CF2)2•  and  SO3.  This  mechanism  is  in  agreement 
with  the ESR experiments on UV-induced Fenton  treated membranes producing –O(CF2)2SO3• 
and –O(CF2)2•.
54, 154 The structure of SO3  is pyramidal  in CF3O(CF2)2SO3• and  is planar  in the 
SO3 molecule. 
To understand the mechanism of the structural change of SO3 and, thus, the cleavage of the 
C–S  bond  in  the  radical  fragment,  a  potential  energy  scan  was  performed  on  the  optimized 
fragment radical, CF3O(CF2)2SO3•, by increasing the C–S bond distance. The scanned energy is 
shown in Figure 5-12. The figure shows that the potential energy increases with the increase in 
the atomic distance and achieves a plateau. The structure of  the SO3  fragment does not change 
even  if  the  C–S  distance  is  above  4.5  Å.  The  scanned  potential  energy  curve  does  not  give 
enough information for the reaction mechanism. To understand the mechanism in better way, the 
potential  energy  of  the  optimized  products-complex,  CF3O(CF2)2•…SO3,  was  performed  by 
decreasing the C–S atomic distance. The scanned potential energy is shown in Figure 5-13. The 
change  in  the  structures  from  (5)  to  (1)  of  the  products-complex  is  also  shown.  Structure  (5) 
represents the structure of the optimized products-complex. If the atomic distance between C and 
S  is reduced,  the  lateral movement of  the SO3 occurs, and the potential energy of  the complex 
increases.  
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Figure 5-12. The potential energy surface scan of CF
3
O(CF
2
)
2
SO
3
• by increasing the C–S bond distance. The structures represent the 
initial and final points on the scan curve. 
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Figure 5-13. The potential energy profile for change of C–S bond distance in CF
3
O(CF
2
)
2
SO
3
•. The scan shows the lateral change in 
symmetry  of  SO3  from  pyramid  to  planar  as  the  C–S  bond  is  broken.  The  structures  on  the  curve  represent  the  structures  of  the 
complex, CF
3
O(CF
2
)
2
•…SO
3
, at the points denoted by red circles. 
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The  energy  attains  local  maxima  for  structure  (4).  Further  decrement  of  the  C–S  atomic 
distance  lowers  the potential  energy, and at  structure  (3),  the energy attains  local  minima. The 
structural change of  the products-complex  from (5)  to  (3)  shows  the  lateral  movement of SO3 
along with axial movement. The structure of SO3 does not change in the course of its movement. 
If  the  C–S  atomic  distance  is  further  decreased,  only  axial  movement  of  SO3  occurs.  The 
potential energy  increases and attains other  local maxima, which  is also a global  maximum,  at 
structure  (2).  The  potential  energy  decreases  sharply  if  the  C–S  distance  is  further  decreased 
from this structure. This  is due to the change of  the structure of SO3 from pyramidal  to planar. 
The structure (1) is the structure of the radical fragment CF3O(CF2)2SO3•. The figure shows that 
~11  kcal/mol  energy  is  required  to  attain  the  configuration  of  structure  (2)  from  structure  (1), 
which can lead to the cleavage of the C–S bond in the membrane fragment.  
The activation energy in this case is ~11 kcal/mol and this energy is required to change the 
structure of SO3 from pyramidal to planar shape. The activation energy is much lower than that 
of  the  first  mechanism,  but  still  it  is  higher  for  this  reaction  to  occur.  It  seems  that  this 
mechanism is energetically possible, but is kinetically hindered.  
The C–S bond cleavage mechanism produces an alcohol product, CF3O(CF2)2OH, with the 
reaction of the radical fragment, CF3O(CF2)2•, and an hydroxyl radical. This alcohol is similar to 
the products generated in reactions (5.7), (5.11) and (5.15), and also similar to the product in the 
backbone  degradation  mechanism  in  reaction  (5.2).  Other  than  the  degradation  mechanism 
discussed above, this alcohol fragment can also follow the degradation mechanism similar to the 
unzipping mechanism. The reactions of the this mechanism can be written as 
  3 2 2 3 2CF O(CF ) OH CF OCF CFO HF    (5.19) 
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  3 2 2 3 2CF OCF CFO H O CF OCF COOH HF     (5.20) 
  3 2 3 2 2 2CF OCF COOH OH CF OCF CO H O       (5.21) 
  3 2 3 2CF OCF OH CF OCF OH     (5.22) 
  3 2 3CF OCF OH CF OH FCFO    (5.23) 
The change of the potential energy during a reaction and corresponding IRC calculation for 
these reactions are shown in Figure A-4 - Figure A-13 in the APPENDIX A. 
The degradation study shows that backbone degradation starts with the reaction of –COOH 
end-groups  and  follows  unzipping  mechanism.  The  reactions  are  exothermic,  and  energy 
released  can  help  the  slower  reactions  to  cross  the  energy  barriers.  The  products  of  the 
mechanism  are  similar  to  the  degradation  products  during  fuel  cell  testing.  Side-chain 
degradation  starts  with  the  cleavage  of  C S  bond,  which  is  the  weakest  bond,  producing  an 
alcohol  fragment. This  fragment  is unstable  in the oxidizing medium can  follow the unzipping 
mechanism and can degrade like backbone. 
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Chapter 6. Results: Modeling of Proton Transport through a Pore  
 
The interface is very thin compared to the membrane. It is safe to assume that the density of 
water is constant along the pore length ( s  = constant) and that its flux is zero within the pore at 
the continuum  level ( ,s zu  
= 0). In this case,  the transport equations  for hydronium  ions  in Eqs. 
(4.113)  and  (4.114)  can  be  solved  analytically  at  steady  state  using  an  order  of  magnitude 
analysis. The approximation of the terms in the transport equations has been performed by using 
the  appropriate  values  of  the  parameters  and  constants,  as  determined  by  experiment  and 
fundamental  theory,  and  by  evaluating  and  comparing  the  relative  values  of  non-dimensional 
parameters.  The values of all required parameters and constants are mentioned in the following 
section. 
6.1  Values of constants and non-dimensional parameters 
D

  Proton diffusion coefficient in water in membrane pore  
= 8.0×10-6 cm2/s at   = 10
15, 104,  
2  = Viscosity of water (at 298 K) = 8.91×10-4 N-s/m2, 
0
1
4
 = 9×109 Jm2/C2,  
T = 298 K, 
Bk  = Boltzmann constant = 1.38×10
-23 J/K, 
NA = Avogadro’s number = 6.022×10
23 particles/mol, 
  = Dipole moment of a water molecule = 6.17×10-30 C-m,   
sr  = Radius of a water molecule = 1.5 Å, 
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r = Radius of a hydronium ion = 1.5 Å, 
F = Faraday constant = 96485 C/mol, 
Rg = Universal gas constant =  A BN k  = 8.314 J/mol/K, 
Mw  = Molecular weight of hydronium ion = 19 g/mol, 
sMw  = Molecular weight of water molecule = 18 g/mol, 
water  = Density of water = 1 g/cc, 
s  = Surface charge density on the pore = 
2
L c
A
N N F
RLN
 , 
,ext zE  = 2000 V/m. 
125 
V  = Velocity of hydronium ion at the entrance of the pore. This value was calculated using 
the Nernst-Einstein equation, which relates the diffusivity of hydronium ion through a medium to 
its steady-state velocity by  
  ,ext z
g
D
V FE
R T

    (6.1) 
  = Number density of hydronium ions in the pore =  2
L c
A
N N
R LN
. 
For a pore with specification NL = 10, Nc = 6, and    = 10, L = 80 Å, the radius of the pore 
can be calculated by assuming that the pore  is fully filled with water.  The calculated values of 
radius,  surface  charge  density,  the  density  and  velocity  of  hydronium  ions,  and  the  non-
dimensional parameters are given below. 
R = 8.5 Å 
s  = -0.226 C/m
2 
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  = 3.35×10
27 number of hydronium ions/m3 
V  = 6.2×10
-3 cm/s 
Di  = 4.80×10
-11 
Hh  = 1.23×10
14 
Hy  = -2.82×10
12 
Me  = -1.23×10
16 
Re  = 1.24×10
-8 
En  = 2.08×10
10 
The above values of the non-dimensional parameters have been used in the next two sections 
to analyze the transport equations and to obtain the density and velocity variations of hydronium 
ions in the pore using an order of magnitude analysis.  
6.2 Density variation in the pore 
The magnitude of the terms in the transport equations can be estimated by using the values of 
the dimensionless parameters  Di ,  Hh ,  Hy ,  Me ,  Re ,  and  En . At  steady  state,  the  first 
and second terms on the right side of Eq. (4.113) are negligible  in magnitude  in comparison to 
the  rest of  the  terms. The density of water was assumed  to be constant;  i.e.,  the  fourth  term  is 
zero. The non-dimensional density of hydronium ions can be derived by integrating the equation 
and can be written as 
 
 
 
, ,
cos 2
(4 )
c z
L
L
Me K N R L
N z az b
Hh N



 

   

     (6.2)   
where a and b are the constants of integration.  
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Two  boundary  conditions  are  required  to  determine  these  constants.  We  assumed  that  the 
density gradient at the entrance of the pore is zero (the flux of the hydronium ions at the entrance 
is  due  to  the  gradient  in  its  chemical  potential)  and,  as  a  result,  a  =  0.  A  pore  is  electrically 
neutral; therefore, the total number of hydronium ions should always be equal to the number of 
sulfonate  ions  in  the  pore.  The  integration  of  the  density  function  in  Eq.  (6.2)  along  the  pore 
length will result in a unit value; i.e., b = 1. Thus, the density variation of the hydronium ions can 
be written as 
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which shows that the density varies sinusoidally in the pore and depends on the concentration of 
sulfonates  and  hydronium  ions,  separation  distance  between  consecutive  sulfonates,  and  the 
radius  of  the  pore.  This  expression  is  similar  to  the  expression  of  the  potential  energy  due  to 
sulfonates  on  the  pore  [see  Eq.  (4.85)].  As  Me   is  related  to  the  interaction  of  the  sulfonate 
groups  with  the  hydronium  ions  and  is  negative,  the  density  is  maximum  in  the  pore  in  the 
vicinity of where the density of sulfonates  is maximum.  The minimum and maximum density 
regions within the pore also depend on the ratio of the magnitude of  Me  and  Hh ; i.e., surface 
charge density on the pore wall and the density of hydronium ions.  
6.3 Velocity variation in the pore  
The  expression  of  the  density  variation  in  Eq.  (6.3)  can  be  applied  to  Eq.  (4.114)  at  the 
steady-state condition, yielding 
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The first term in Eq. (6.4) is ten orders of magnitude smaller than the second term and seven 
orders  of  magnitude  smaller  than  the  third  term;  hence,  this  term  can  be  neglected  from  the 
equation.  The  non-dimensional  velocity  variation  along  the  pore  length  can  be  derived  by 
integrating the above equation and written as 
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where  A  and  B  are  the  constants  of  integration.  Two  boundary  conditions  are  required  to 
determine  these  constants.  We  do  not  have  any  knowledge  of  the  velocity  gradient  at  the 
entrance of the pore; rather, we know that the flux of hydronium ions should be constant along 
the pore according to the mass conservation principle. We will show in the next section that we 
do not need any information concerning A  in order to calculate the flux and conductivity in the 
pore. We know the velocity at the entrance of the pore is V , which is the steady-state velocity of 
the hydronium ion achieved under the effect of the external electric field; this can be determined 
using the Nernst-Einstein equation. Hence,  , ( 0)zu z    = 1. The value of B can be determined by 
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and, accordingly, the dimensionless velocity of hydronium ions in the pore can be written as 
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which  shows  that  the  velocity  also  varies  sinusoidally  in  the  pore  and  depends  on  the 
concentration of sulfonates and hydronium ions, separation distance between sulfonates, applied 
electric  field,  viscosity  of  the  fluid,  and  length  and  radius of  the  pore.  The  nature  of  velocity 
profile  also  depends  on  the  velocity  gradient,  A,  at  the  entrance  of  the  pore.  The  mass 
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conservation of hydronium ions states that the flux of hydronium ions within the pore should be 
constant in the axial direction. The velocity variation within the pore should vary out of phase to 
the number density variation; thus, the velocity is minimum where number density is maximum 
and is maximum where number density is minimum.  
6.4 Calculation of the flux and conductivity in a pore 
The number density and velocity of hydronium ions change sinusoidally within the pore, but 
the flux is constant along the pore. The non-dimensional flux of hydronium ions in the pore can 
be determined by the number density and velocity variation along the pore, and can be written as 
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which  is a  function of  the z direction. The constant flux constraint eliminates the z variation of 
the flux in Eq. (6.8), and thus 
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This equation can be further simplified by replacing the non-dimensional parameters by their 
respective definitions, and the dimensionless flux is then 
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where η is the viscosity of water (equal to 2κ), and, accordingly, the flux within the pore can be 
written as: 
 
 
 , 2
, ,2
1
, ,
g c zs
z
L c c z
R T K N R LL
u V
N N F R D b N R L

   
 

 
 
 
   
 
  (6.11)   
124 
 
 The  above  equation  shows  that  the  flux  is  constant  within  the  pore  and  its  magnitude 
depends on the pore specifications, fluid properties, and external field. The multiplier,  V  , in 
the above expression is the flux of hydronium ions through the pore as if there were no sulfonate 
anions on the pore wall. The second term in this equation is negative because the surface charge 
density on the wall,  s , is negative, which shows that the introduction of surface charges on the 
pore wall decreases the flux of hydronium ions through the pore. Parameters   , ,c zK N R L  and 
 , ,c zb N R L   represent  the  interaction  of  hydronium  ions  with  sulfonate  ions  and  other 
hydronium ions in the pore element, respectively, and depend on the radius of the pore and the 
separation distance between two consecutive sulfonates. These parameters also appeared above 
in  Eqs.  (4.87)  and  (4.91),  respectively,  and  can  be  calculated  with  the  knowledge  of  pore 
specifications. The flux is directly related to the current density, j, by: 
  ,z
A
F
j u
N
    (6.12) 
The proton conductivity of the pore is related to the current density and external electric field 
in the pore by the expression: 
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Substituting Eqs. (6.12) and (6.13) into Eq. (6.11), the conductivity of the pore can be written as  
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where  
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and  can  be  achieved  by  substituting  Eq.  (6.1)  in  Eq.  (6.13).  This  expression  [Eq.  (6.15)]  is 
similar  to  the  conductivity  expression  of  Eq.  (3.3),  and  it  is  the  conductivity  of  the  pore  as  if 
there  were  no  sulfonates  present  on  the  wall.  The  sulfonate  anions  on  the  wall  reduce  the 
conductivity, and its value depends on the morphology of the interface. We can use the definition 
of surface charge density in Eq. (6.14), and the conductivity expression can further be simplified 
as 
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which shows that the reduction in the conductivity due to presence of sulfonate ions on the pore 
wall  strongly depends on  the pore  radius and  the  separation distance between  two consecutive 
sulfonates. 
In the above expressions of the conductivity, the diffusion constant of hydronium ions in the 
membrane-water,  D

,  is  a  function  of  water  content.  It  can  be  related  to  the  diffusion 
coefficient of hydronium ions in bulk water, sD , and porosity and tortuosity of the membrane 
by 
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where  w  and   are the porosity and tortuosity of the membrane, respectively. The porosity and 
tortuosity  depend  on  the  internal  structure  and  water  content  of  the  membrane.  The  effective 
tortuosity can be introduced by replacing Eq. (6.17) by Eq. (6.18),114 
  1 sD K D    (6.18) 
where  
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which also appeared in Eq. (3.7).  w  and  0w  are the porosity of the membrane at water contents 
  and  0 , respectively.  0  is the minimum water content of the membrane below which proton 
diffusion  does  not  occur  in  the  membrane  due  to  lack  of  connectivity  of  the  water  phase. 
Consequently,  0w  is also called as the threshold porosity, and   0w w   is the volume fraction 
of  the  water  phase  through  which  diffusion  is  occurring.114,  155    The  value  of  the  Bruggeman 
exponent typically used is q = 1.5,114, 156, 157 or it is used as a fitting parameter.158 The porosity of 
the membrane at water content   can be related to the partial molar volumes of a dry membrane 
and water by114 
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where  mV   and sV   are  the partial  molar  volumes of  the dry  membrane  and water,  respectively. 
The molar volume of dry membrane can be approximated as the ratio of equivalent weight of the 
membrane and density of the dry membrane:114  
  m
m
EW
V

   (6.21) 
where  EW  is  the  equivalent  weight  of  membrane  and  is  defined  as  the  ratio  of  weight  of  dry 
membrane in grams and moles of sulfonic acid groups in the membrane, and  m  is the density of 
the dry membrane. For the Nafion 117 membrane, EW = 1100 g/mol and  m  = 2.05 g/cm;
114, 158 
thus,  mV  = 536.6 cm
3/mol. The partial molar volume of water,  sV  = 18.016 cm
3/mol. The value 
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of  minimum  water  content,  0 ,  is  taken  as  1.9  to  calculate  the  threshold  porosity  of  the 
membrane.114, 158  
The  size  of  a  hydronium  ion  is  almost  the  same  as  a  water  molecule,  hence,  they  can  be 
assumed to be identical particles. The Stokes-Einstein equation for the self-diffusion of identical 
particles assumes the complete slip condition 159 and the expression of the self-diffusion reads: 
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where  sD   is  described  by  Eq.  (6.17). The  following  subsections discuss  the  effect  of  radius, 
water content, and sulfonate distribution over the pore wall on the conductivity.  
6.5 Effect of radius, water content, and sulfonate distribution on the conductivity 
The expression of conductivity of Eq. (6.16) shows that the proton conductivity depends on 
the morphology of the membrane, which depends on the water content. The morphology of the 
membrane  includes  the  pore  size  (length  and  radius),  number  of  sulfonate  groups on  the  pore 
wall, tortuosity, and porosity of the membrane. The interaction of hydronium ions with sulfonate 
ions on the pore wall and with hydronium ions depends on the pore size, surface charge density 
on  the  pore  wall,  and  concentration  of  hydronium  ions  within  the  pore.  The  conductivity 
decreases  with  increasing  sulfonate-hydronium  interaction  and  increases  with  increasing 
hydronium-hydronium interaction. The effect of all above factors on the proton conductivity of a 
pore is discussed in following subsections. 
6.5.1 L cN N  = 36,   = 6, 12, 18 and R  = 6, 8, 10 Å 
To examine the effect of pore radius on the conductivity, we first consider pores of different 
radius with fixed water content and fixed number of sulfonate ions on the pore wall. We assume 
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that the water content,   = 6, and total number of sulfonate groups in the pore is 36; i.e., NL×Nc 
= 36. We also assume that the pores are filled with water and,  thus, each pore has 36×6 = 216 
water molecules. These conditions imply that the volume of the pores is equal. (The volume of a 
water-filled pore  is directly proportional  to NL×Nc× .) The pore with the higher radius will be 
smaller  in  length. The number of hydronium  ions in a pore  is equal  to the number of sulfonate 
ions; i.e., the concentration of hydronium ions in all pores is same. Three pores of radii 6, 8, and 
10  Å  were  chosen  to  examine  the  effect  of  the  pore  radius  on  the  conductivity,  and  the 
conductivity of  these pores  is presented  in  Table 6-1. Lz  and Lr  in  the  table are  the separation 
distance between two consecutive sulfonates on the length and circumference, respectively, and 
Ls is the average separation distance in the pore. These distances can been expressed by 
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The magnitude of Lr determines the local concentration of sulfonate ions on the circumference of 
the  pore;  thus,  the  local  interaction  (attraction)  force  of  sulfonates  with  hydronium  ions.  The 
smaller value of Lr results  in the stronger  local attractive force, and in this case, smaller proton 
conductivity is expected. On the other hand, the magnitude of Lz determines the local hydronium 
ion-hydronium ion interaction force in z direction. The smaller value of Lz results  in the higher 
repulsive  forces  among  hydronium  ions  along  the  pore  length,  and  in  this  case,  higher  proton 
conductivity is expected. Table 6-1 presents the conductivity of these three pores, and each pore 
has three different charge distributions (NL, Nc) = (4, 9), (6, 6) and (9, 4) over the pore wall. A 
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zero conductivity value in the table implies that the local attractive force is very strong and the 
hydronium-hydronium interaction is very weak so that the hydronium ions cannot pass through 
the pore. Increasing the number of sulfonates on the circumference decreases the magnitude of Lr 
according to Eq. (6.24) and, as a result, decreases the conductivity. On the other hand, increasing 
the number of sulfonates on the length of the pore decreases the magnitude of Lz according to Eq. 
(6.23) and, as a result,  increases the conductivity of  the pore. This result  is  illustrated in Table 
6-1, which shows that the conductivity for the sulfonate distribution (4, 9) over the pore wall has 
lower conductivity than that for the (6, 6) and (9, 4) distribution schemes over the pore wall.  
The water content and number of sulfonates in all the pores in Table 6-1 are the same; i.e., 
the volumes of the pores are same. The pore of radius 10 Å is smaller in length than the pores of 
radii 6 and 8 Å. The table shows that for a given sulfonate distribution scheme, Lz is smaller and 
Lr  is  bigger  in  magnitude  for  the  pore of  radius  10  Å  in  comparison  with  those  for other  two 
pores.   Thus,  the pore with a smaller radius provides a stronger surface charge  interaction with 
hydronium  ions and weaker  hydronium-hydronium  interaction  in  z direction;  thus  the pore has 
lower conductivity. The table clarifies that a pore of radius 10 Å has a higher conductivity than 
the pores of radii 6 Å and 8 Å for a given sulfonate distribution scheme. 
To examine the effect of water content on the conductivity, we  increased the water content 
from 6 to 12 and 18. The number of sulfonates on the pore wall was kept fixed at 36, as in Table 
6-1.  Increasing  the water content  in  the pore of a  fixed  radius will  increase  the  volume of  the 
pores,  twice  in  the  case  of     =  12  and  thrice  in  the  case  of     =  18,  in  comparison  with  the 
volume of  the pore at water  content    = 6. Accordingly,  the densities of hydronium  ions will 
decrease  by  one  half  and  one  third,  respectively,  and  the  length  of  the  pores  will  double  and 
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triple,  respectively. All other parameters and conductivities of  these pores at water contents 12 
and 18 are shown in Table 6-2 and Table 6-3, respectively.  
  
Table 6-1.  Conductivity  of  pores of  radii,  R   =  6, 8,  and  10Å,     =  6,  L cN N   =  36  and  
=5.58E+27 hydronium ions/m3a 
NL Nc Lz
b  Lr
b Ls
b σb  Lz
c Lr
c Ls
c σc  Lz
d  Lr
d Ls
d σd  
4  9  19.0  4.2  7.9  0  10.7  5.6  6.9  0  6.9  7.0  7.0  0.0225 
6  6  11.4  6.3  8.6  0  6.4  8.4  7.5  0.0199  4.1  10.5  7.6  0.0274 
9  4  7.1  9.4  7.9  0.0065  4.0  12.6  6.9  0.0265  2.6  15.7  7.0  0.0287 
a Lz, Lr and Ls are in Å, and in σ is in S/cm. 
b Data for R = 6 Å, L = 57.1 Å and Ωs = -0.2679 C/m
2. 
c Data for R = 8 Å, L = 32.1Å and Ωs = -0.3574 C/m
2. 
d Data for R = 10 Å, L = 20.6 Å and Ωs = -0.4456 C/m
2. 
 
The tables show that the conductivity increases with increasing water content in a pore of a 
fixed  radius.  It  is  also  controlled  by  the  pore  radius  and  the  separation  distance  between  the 
sulfonates  on  the  circumference  and  the  length  of  the  pore.  For  pores of  the  same  radius,  the 
length of the pore will increase with increasing water content. For example, for pores of radius 6 
Å,  lengths are 57.1, 114.2 and 171.3 Å at water contents    = 6, 12 and 18,  respectively. As a 
result,  Lr’s  are  the  same  for  all  three  pores,  but  the  corresponding  Lz’s  increase  with  the 
increasing  length;  i.e.,  the  local  attraction  force  between  sulfonate  ions  and  hydronium  ions 
remains almost constant, but the hydronium ion-hydronium ion repulsion decreases. This lowers 
the conductivity.  For pores of R = 6 Å, the conductivity of the pore  is either zero or decreases 
with  increasing  water  content  because  of  higher  value  of  Lz.  The  tables  also  show  that  the 
increasing  the  pore  radius  from  R  =  6  Å  to  R  =  12  and  18  Å  increases  the  values  of  Lr  and 
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decreases the values of Lz, and, thus, decreases the local attraction force and increases the local 
repulsion  force. Consequently,  the conductivity of  the pores of higher  radius  is  higher at  fixed 
water content and fixed sulfonate distribution scheme. 
 
Table 6-2. Conductivity of pores of radii,  R  = 6, 8, and 10Å,    = 12,  L cN N  = 36 and  
=2.79E+27 hydronium ions/m3a 
NL Nc Lz
b  Lr
b Ls
b σb  Lz
c Lr
c Ls
c σc  Lz
d  Lr
d Ls
d σd  
4  9  38.1  4.2  12.7  0  21.4  5.6  9.5  0  13.7  7.0  8.7  0.0316 
6  6  22.8  6.3  13.8  0  12.8  8.4  10.4  0.0276  8.2  10.5  9.4  0.0415 
9  4  14.3  9.4  12.7  0.0047  8.0  12.6  9.5  0.0401  5.1  15.7  8.7  0.0437 
a Lz, Lr and Ls are in Å, and in σ is in S/cm. 
b Data for R = 6 Å, L = 114.2 Å and Ωs = -0.1340 C/m2. 
c Data for R = 8 Å, L = 64.2 Å and Ωs = -0.1787 C/m
2. 
d Data for R = 10 Å, L = 41.1 Å and Ωs = -0.2233 C/m2. 
 
Table 6-3. Conductivity of pores of radii,  R  = 6, 8, and 10Å,    = 18,  L cN N  = 36 and  
=1.86E+27 hydronium ions/m3a 
NL Nc Lz
b  Lr
b Ls
b σb  Lz
c Lr
c Ls
c σc  Lz
d  Lr
d Ls
d σd  
4  9  57.1  4.2  17.4  0  32.1  5.6  12.2  0  20.6  7.0  10.4  0.0283 
6  6  34.3  6.3  19.0  0  19.3  8.4  13.3  0.0228  12.3  10.5  11.3  0.0443 
9  4  21.4  9.4  17.4  0  12.0  12.6  12.2  0.0423  7.7  15.7  10.4  0.0477 
a Lz, Lr and Ls are in Å, and in σ is in S/cm. 
b Data for R = 6 Å, L = 171.3 Å and Ωs = -0.0893 C/m
2. 
c Data for R = 8 Å, L = 96.3 Å and Ωs = -0.1191 C/m
2. 
d Data for R = 10 Å, L = 61.7 Å and Ωs = -0.1488 C/m
2. 
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The  variation  of  conductivity  with  water  content  for  the  pores of  radii  8  and  10  Å  is  also 
shown in Figure 6-1 for further discussion. Data of the pores of radii 8 and 10 Å are presented as 
open and filled symbols, respectively. The total number of sulfonates in the pores is fixed and is 
equal to 36. Diamond, square and triangle symbols represent data for three sulfonate distribution 
schemes  on  the  pore  wall:  (4,  9),  (6,  6)  and  (9,  4),  respectively.  The  numerical  values  in  the 
legends present the respective values of (NL, Nc, R). 
 
 
Figure 6-1. Variation of conductivity with water content. Data of the pores of radii 8 and 10 Å 
are presented as open and filled symbols, respectively. Total number of sulfonates in the pores is 
fixed and is equal to 36. Diamond, square, and triangle symbols represent data for three different 
sulfonate  distribution  schemes  on  the  pore  wall:  (4,  9),  (6,  6)  and  (9,  4),  respectively.  The 
numerical values in the legends are (NL, Nc, R). 
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The  experimental  results  show  that  the  conductivity  of  the  membrane  increases  with 
increasing water content 160. For the pore of radius 8 Å and sulfonate distribution (6, 6) and the 
pore of radius 10 Å and sulfonate distribution (4, 9), the conductivity decreases on increasing the 
water content in the pore from    = 12 to 18, as shown in Figure 6-1, which is opposite to the 
trend reported in literature. In the case of the pore of radius 8 Å and sulfonate distribution (6, 6), 
Lr remains at 8.4 Å on increasing the water content from 12 to 18, but Lz increases from 12.8 to 
19.3 Å. Similarly, in case of the pore of radius 10 Å and sulfonate distribution (4, 9), Lr remains 
at  7  Å  on  increasing  the  water  content  from  12  to  18,  but  Lz  increases  from  13.7  to  20.6  Å. 
Consequently,  in  both  cases,  the  local  force  of  attraction  of  hydronium  ions  and  sulfonates 
remains  the  same  and  the  hydronium-hydronium  interaction  decreases,  thus,  the  conductivity 
decreases on increasing water content according to the expression in parentheses in Eq. (6.16).  
6.5.2 L cN N  = 72,   = 6, 12, 18, 24 and R  = 10, 12, 14 Å 
As  mentioned  in  the  previous  subsection,  the  volume  of  a  water-filled  pore  is  directly 
proportional  to  NL×Nc× .  If  two  pores  have  same  water  content,  the  pore  with  the  higher 
number of sulfonate  ions on the pore wall has a  larger volume;  i.e.,  the volume of a pore with 
NL×Nc  =  72  and     =  6  will  be  twice  that  of  a  pore  with  NL×Nc  =  36  and     =  6.  In  this 
subsection, we investigated the conductivity of the pores of different radii and water contents; all 
pores have the same number of sulfonates on the wall, 72. These pores are bigger in volume than 
the pores considered in the previous subsection. The conductivities of the pores of radii 10, 12, 
and 14 Å with water content,   = 6 are presented in Table 6-4. 
The volume of the pores in Table 6-4 is twice that of the pores in Table 6-1. The number of 
sulfonate  groups  is  also  doubled.  Hence,  the  concentration  of  hydronium  ions  in  both  cases 
remains  the  same  at  5.58E+27  hydronium  ions/m3.  Four  sulfonate  distribution  schemes  are 
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considered here. Results show that a higher number of sulfonates on the circumference decreases 
the conductivity due to the higher  local attraction force of sulfonates with hydronium ions. The 
sulfonate distribution  (6, 12)  has  the  lowest Lr  and  highest Lz  among all  sulfonate distribution 
schemes; hence, it has the lowest conductivity. In general, if the pores have equal radius, then a 
pore of lower Lr value than its Ls has lower proton conductivity than the pore of higher Lr than its 
Ls value. This  is consistent with the pores of all radii and the results in the previous subsection. 
At any particular distribution scheme, the pore with the higher radius has the higher conductivity 
because of lower Lz and higher Lr. 
 
Table 6-4. Conductivity of pores of  radii, R = 10, 12, and 14  Å,    = 6, NL×Nc = 72 and  
=5.58E+27 hydronium ions/m3a 
NL Nc Lz
b  Lr
b Ls
b σb  Lz
c Lr
c Ls
c σc  Lz
d  Lr
d Ls
d σd  
6  12  8.2  5.2  6.1  0.0168  5.7  6.3  6.1  0.0259  4.2  7.3  6.4  0.0281 
8  9  5.9  7.0  6.5  0.024  4.1  8.4  6.5  0.0279  3.0  9.8  6.8  0.0287 
9  8  5.1  7.9  6.5  0.0256  3.6  9.4  6.5  0.0283  2.6  11.0  6.8  0.0289 
12  6  3.7  10.5  6.1  0.0277  2.6  12.6  6.1  0.0288  1.9  14.7  6.4  0.029 
a Lz, Lr and Ls are in Å, and in σ is in S/cm. 
b Data for R = 10 Å, L = 41.1 Å and Ωs = -0.4467 C/m
2. 
c Data for R = 12 Å, L = 28.5 Å and Ωs = -0.5368 C/m
2. 
d Data for R = 14 Å, L = 21.0 Å and Ωs = -0.6244 C/m
2. 
 
The conductivity of the pores with higher water contents,    = 12, 18, and 24, are presented 
in  Table 6-5,  Table 6-6,  and  Table 6-7,  respectively.  The  results  in  the  tables  show  that  the 
pores with higher water contents have higher conductivities if the pores are of the same radius. 
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Table 6-5. Conductivity of pores of radii, R = 10, 12, and 14 Å,    = 12, NL×Nc = 72 and  
=2.79E+27 hydronium ions/m3a 
NL Nc Lz
b  Lr
b Ls
b σb  Lz
c Lr
c Ls
c σc  Lz
d  Lr
d Ls
d σd  
6  12  16.4  5.2  8.5  0.0191  11.4  6.3  7.8  0.0384  8.4  7.3  7.6  0.0427 
8  9  11.7  7.0  9.1  0.0352  8.2  8.4  8.3  0.0423  6.0  9.8  8.1  0.0438 
9  8  10.3  7.9  9.1  0.0382  7.1  9.4  8.3  0.043  5.2  11.0  8.1  0.0441 
12  6  7.5  10.5  8.5  0.042  5.2  12.6  7.8  0.0439  3.8  14.7  7.6  0.0444 
a Lz, Lr and Ls are in Å, and in σ is in S/cm. 
b Data for R = 10 Å, L = 82.2 Å and Ωs = -0.2233 C/m
2. 
c Data for R = 12 Å, L = 57.1 Å and Ωs = -0.2679 C/m
2. 
d Data for R = 14 Å, L = 41.9 Å and Ωs = -0.3129 C/m
2. 
 
Table 6-6. Conductivity of pores of radii, R = 10, 12, and 14 Å,    = 18, NL×Nc = 72 and  
=1.86E+27 hydronium ions/m3a 
NL Nc Lz
b  Lr
b Ls
b σb  Lz
c Lr
c Ls
c σc  Lz
d  Lr
d Ls
d σd  
6  12  24.7  5.2  10.9  0.0085  17.1  6.3  9.5  0.0392  12.6  7.3  8.9  0.046 
8  9  17.6  7.0  11.6  0.0341  12.2  8.4  10.1  0.0454  9.0  9.8  9.4  0.0478 
9  8  15.4  7.9  11.6  0.039  10.7  9.4  10.1  0.0465  7.9  11.0  9.4  0.0482 
12  6  11.2  10.5  10.9  0.0451  7.8  12.6  9.5  0.048  5.7  14.7  8.9  0.0486 
a Lz, Lr and Ls are in Å, and in σ is in S/cm. 
b Data for R = 10 Å, L = 123.3 Å and Ωs = -0.1489 C/m
2. 
c Data for R = 12 Å, L = 85.6 Å and Ωs = -0.1787 C/m
2. 
d Data for R = 14 Å, L = 62.9 Å and Ωs = -0.2085 C/m
2. 
 
The variation of conductivity of pores with water content  is also shown  in Figure 6-2. The 
conductivity data of  the pores of  radii  10, 12, and 14  Å are presented  in  white, black and  red 
symbols,  respectively. The  total  number of  sulfonates  in  the pores  is  fixed and  is equal  to 72. 
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Diamond,  square,  triangle,  and  circle  symbols  represent  data  for  four  sulfonate  distribution 
schemes on the pore wall: (6, 12), (8, 9), (9, 8), and (12, 6), respectively. The numerical values 
are denoted in the legend is (NL, Nc, R). 
 
Table 6-7. Conductivity of pores of radii, R = 10, 12, and 14 Å,    = 24, NL×Nc = 72 and  
=1.39E+27 hydronium ions/m3a 
NL Nc Lz
b  Lr
b Ls
b σb  Lz
c Lr
c Ls
c σc  Lz
d  Lr
d Ls
d σd  
6  12  32.9  5.2  13.4  0  22.8  6.3  11.2  0.0357  16.8  7.3  10.1  0.0454 
8  9  23.5  7.0  14.2  0.0289  16.3  8.4  11.8  0.0445  12.0  9.8  10.7  0.0479 
9  8  20.6  7.9  14.2  0.0357  14.3  9.4  11.8  0.0461  10.5  11.0  10.7  0.0484 
12  6  14.9  10.5  13.4  0.0442  10.4  12.6  11.2  0.0481  7.6  14.7  10.1  0.049 
a Lz, Lr and Ls are in Å, and in σ is in S/cm. 
b Data for R = 10 Å, L = 164.4 Å and Ωs = -0.1117 C/m
2. 
c Data for R = 12 Å, L = 114.2 Å and Ωs = -0.1340 C/m
2. 
d Data for R = 14 Å, L = 83.9 Å and Ωs = -0.1563 C/m
2. 
 
Results show that the conductivity of  the pore of radius 10 Å  is decreasing with  increasing 
water  content  after  a  certain  value  of  water  content  for  all  sulfonate  distribution  schemes.  For 
schemes (6, 12) and (8, 9), this value of water content is 12, and for schemes (9, 8) and (12, 6), 
the  value  is  18.  In  all  distribution  schemes,  the  values of  Lr  are  constant,  but  the  values of  Lz 
increase rapidly with increasing water content. The values of Lr’s are smaller than the respective 
values of Ls’s, and the difference between them also increases.  As a result, the local sulfonate-
hydronium  interaction  increases  and  the  hydronium-hydronium  interaction  decreases  with 
increasing water content, and thus, the conductivity decreases. 
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Figure 6-2. Variation of conductivity with water content of pores. Data of the pores of radii 10, 
12,  and  14  Å  are  presented  in  white,  black  and  red  symbols,  respectively.  Total  number  of 
sulfonates in the pores is fixed and is equal to 72. Diamond, square, triangle, and circle symbols 
represent data for four different sulfonate distributions on the pore wall: (6, 12), (8, 9), (9, 8), and 
(12, 6), respectively. The numerical values as denoted in the legend are (NL, Nc, R). 
 
For the pore of radius 12 Å, the conductivity decreases on increasing the water content in the 
pore at    = 18  for all  sulfonate distribution schemes, except for  (12, 6). In case of  the (12, 6) 
distribution scheme, the values of Lr and Ls are 12.6 and 11.2 Å, respectively; Lr  is bigger than 
Ls.  Thus,  for  this  scheme  only,  the  conductivity  of  the  pore  increases  with  increasing  water 
content. The conductivity of the pore of radius 14 Å also decreases after    = 18 for (6, 12) with 
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increasing  water  content.  For  all  other  cases,  the  conductivity  variation  with  water  content 
follows  the  trend  of  the  experimental  results.  The  results  also  show  that  the  effect  of  a  lower 
value of Lr on the proton conductivity is greater in the pore of smaller radius. 
 
6.5.3 L cN N  = 108,   = 6, 12, 18, 24 and R  = 14, 16, 18 Å 
This  subsection deals with  the conductivity of  the pores having 108 sulfonates on  the pore 
wall. Accordingly, the volume of the pores also changes. The pores have radii 14, 16, and 18 Å 
and each pore is examined at four water content levels 6, 12, 18, and 24. The conductivity data of 
these pores at these water contents are presented in Table 6-8, Table 6-9, Table 6-10, and Table 
6-11, respectively. The volume of the pores detailed in each table is constant. The concentration 
of  hydronium  ions  in  a  pore  is  inversely  proportional  to  its  volume.  The  concentrations  are 
5.581027, 2.291027, 1.861027 and 1.391027 hydronium  ions/m3 at water contents 6,  12,  18, 
and  24,  respectively.  The  results  are  consistent  with  those  in  the  previous  subsections.  In  this 
case, the change in the conductivity value with sulfonate distribution over the pore wall is not as 
significant as  in the previous cases. This  is  likely because of higher radius of  the pores, which 
reduces the sulfonate interaction force with the hydronium ions. The conductivity of the pores of 
radius 18 Å is the highest at a fixed water content and fixed sulfonate distribution scheme. 
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Table 6-8. Conductivity of pores of radii, R = 14, 16, and 18 Å,    = 6, NL×Nc = 108 and  
=5.58E+27 hydronium ions/m3a 
NL Nc Lz
b  Lr
b Ls
b σb  Lz
c Lr
c Ls
c σc  Lz
d  Lr
d Ls
d σd  
6  12  6.3  4.9  5.2  0.0259  4.8  5.6  5.4  0.0279  3.8  6.3  5.7  0.0286 
8  9  3.9  7.3  6.0  0.0282  3.0  8.4  6.2  0.0288  2.4  9.4  6.6  0.0290 
9  8  2.9  9.8  6.0  0.0288  2.2  11.2  6.2  0.029  1.7  12.6  6.6  0.0291 
12  6  1.9  14.7  5.2  0.029  1.4  16.8  5.4  0.0291  1.1  18.8  5.7  0.0291 
a Lz, Lr and Ls are in Å, and in σ is in S/cm. 
b Data for R = 14 Å, L = 31.5 Å and Ωs = -0.6244 C/m
2. 
c Data for R = 16 Å, L = 24.1 Å and Ωs = -0.7141 C/m
2. 
d Data for R = 18 Å, L = 19.0 Å and Ωs = -0.8052 C/m
2. 
 
Table 6-9. Conductivity of pores of radii, R = 14, 16, and 18 Å,    = 12, NL×Nc = 108 and  
=2.79E+27 hydronium ions/m3a 
NL Nc Lz
b  Lr
b Ls
b σb  Lz
c Lr
c Ls
c σc  Lz
d  Lr
d Ls
d σd  
6  12  12.6  4.9  6.6  0.0381  9.6  5.6  6.5  0.0423  7.6  6.3  6.6  0.0436 
8  9  7.9  7.3  7.5  0.0429  6.0  8.4  7.4  0.044  4.8  9.4  7.6  0.0443 
9  8  5.7  9.8  7.5  0.0439  4.4  11.2  7.4  0.0443  3.5  12.6  7.6  0.0445 
12  6  3.7  14.7  6.6  0.0444  2.8  16.8  6.5  0.0445  2.2  18.8  6.6  0.0446 
a Lz, Lr and Ls are in Å, and in σ is in S/cm. 
b Data for R = 14 Å, L = 62.9 Å and Ωs = -0.3127 C/m
2. 
c Data for R = 16 Å, L = 48.2 Å and Ωs = -0.3571 C/m
2. 
d Data for R = 18 Å, L = 38.1 Å and Ωs = -0.4015 C/m
2. 
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Table 6-10. Conductivity of pores of radii, R = 14, 16, and 18 Å,    = 18, NL×Nc = 108 and  
=1.86E+27 hydronium ions/m3a 
NL Nc Lz
b  Lr
b Ls
b σb  Lz
c Lr
c Ls
c σc  Lz
d  Lr
d Ls
d σd  
6  12  18.9  4.9  7.9  0.0384  14.5  5.6  7.5  0.0453  11.4  6.3  7.4  0.0475 
8  9  11.8  7.3  9.1  0.0464  9.0  8.4  8.6  0.048  7.1  9.4  8.5  0.0485 
9  8  8.6  9.8  9.1  0.0479  6.6  11.2  8.6  0.0486  5.2  12.6  8.5  0.0488 
12  6  5.6  14.7  7.9  0.0486  4.3  16.8  7.5  0.0488  3.4  18.8  7.4  0.0489 
a Lz, Lr and Ls are in Å, and in σ is in S/cm. 
b Data for R = 14 Å, L = 94.4 Å and Ωs = -0.2084 C/m
2. 
c Data for R = 16 Å, L = 72.3 Å and Ωs = -0.2380 C/m
2. 
d Data for R = 18 Å, L = 57.1 Å and Ωs = -0.2679 C/m
2. 
 
Table 6-11. Conductivity of pores of radii, R = 14, 16, and 18 Å,     = 18, NL×Nc = 108 and  
=1.39E+27 hydronium ions/m3a 
NL Nc Lz
b  Lr
b Ls
b σb  Lz
c Lr
c Ls
c σc  Lz
d  Lr
d Ls
d σd  
6  12  25.2  4.9  9.3  0.0345  19.3  5.6  8.6  0.0442  15.2  6.3  8.2  0.0474 
8  9  15.7  7.3  10.7  0.0459  12.0  8.4  9.8  0.0482  9.5  9.4  9.5  0.0489 
9  8  11.4  9.8  10.7  0.0481  8.8  11.2  9.8  0.0489  6.9  12.6  9.5  0.0492 
12  6  7.4  14.7  9.3  0.049  5.7  16.8  8.6  0.0493  4.5  18.8  8.2  0.0494 
a Lz, Lr and Ls are in Å, and in σ is in S/cm. 
b Data for R = 14 Å, L = 125.8 Å and Ωs = -0.1563 C/m
2. 
c Data for R = 16 Å, L = 96.3 Å and Ωs = -0.1787 C/m
2. 
d Data for R = 18 Å, L = 76.1 Å and Ωs = -0.201 C/m
2. 
 
The  conductivity  variation  with  water  content  of  pores  is  also  shown  in  Figure 6-3.  The 
conductivity data of  the pores of  radii  14, 16, and 18  Å are presented  in  white, black and  red 
symbols, respectively. The total number of sulfonates in the pores  is  fixed and  is equal  to 108. 
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Diamond,  square,  triangle,  and  circle  symbols  represent  data  for  four  sulfonate  distribution 
schemes on the pore wall: (6, 18), (9, 12), (12, 9), and (18, 6), respectively. The numerical values 
in the legends are (NL, Nc, R). 
The conductivity of  the all pores  for the sulfonate distribution scheme (18, 6)  is decreasing 
with  increasing water content after    = 18. The reasons are described  in detail  in  the previous 
subsections.  
 
Figure 6-3. Variation of conductivity with water content of pores. Data of the pores of radii 14, 
16, and 18 Å are presented  in white, black and red symbols, respectively. The total number of 
sulfonates in the pores is fixed and is equal to 108. Diamond, square, triangle, and circle symbols 
represent data for four different sulfonate distributions on the pore wall: (6, 18), (9, 12), (12, 9), 
and (18, 6), respectively. The numerical values in the legends are (NL, Nc, R). 
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6.5.4 Effect of LN  on conductivity: cN  = 6,   = 6, 12, 18 and R  = 10, 14 Å 
This  section describes  the conductivity of  the pores, which have the same radius,  the same 
number of sulfonates on the circumference, and the same distance between two sulfonates on the 
length of the pores. In this case, the volume of a pore will depend on the number of sulfonates on 
the length, NL, and water content,  , of the pore. At fixed water content, increasing the value of 
NL by two will double the volume and thus, will double the length of the pore.  
The variation of conductivity with NL  is shown in Figure 6-4. The conductivity data for the 
pores of radii 10 and 14 Å are presented  in triangles and squares,  respectively. The number of 
sulfonates on the circumference is fixed and is equal to 6. Each pore is considered at three water 
contents, 6, 12, and 18, and is shown in white, black, and red filled markers, respectively, in the 
figure. The numerical values in the legends are ( , R). 
The figure shows that the conductivity of the pores of radius 10 Å and of same water content 
is almost the same if the value of NL is doubled from 6 to 12. The similar trend can be noticed for 
the pores of radius 14 Å if the value of NL  is increased from 12 to 18. The slight change in the 
conductivity data is due to a slight change in the value of Lz  in the pore. For a pore of  length L 
and  NL  sulfonates,  Lz  is   1L
L
N 
,  and  for  a  pore  of  length  2L  and  2NL  sulfonates,  Lz  is 
 
2
2 1L
L
N 
; hence,  the value of Lz differs slightly. The results shows that the conductivity of 
the pore does not changes  significantly with NL or with the  length of  the pore at a fixed radius 
and fixed water content. 
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Figure 6-4. Variation of conductivity with the number of  sulfonates on the  length of  the pore, 
NL. Data of  the pores of radii 10 and 14 Å are presented as  triangles and squares,  respectively. 
The  number  of  sulfonates  on  the  circumference  is  fixed  and  equal  to  6.  White,  black  and  red 
filled symbols represent data for three different water contents 6, 12, and 18, respectively, in the 
pore. The numerical values in the legends are ( , R). 
  
6.6 Calculation of the flux and conductivity in two pores in series 
The species enter and leave the membrane via an interface at the anode side and cathode side 
of  the membrane,  respectively. The pores  in the  interface can be different  in radius and  length 
from the pores in the membrane. The ionomer used in the MEA is of the same material as in the 
membrane; the distribution of sulfonate ions on the pore wall will therefore be similar. The water 
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content of the pores will also be the same. These two different kinds of pore can be assumed to 
be in series and can be depicted as shown in Figure 6-5. Each pore has NL and Nc sulfonates on 
its  length  and  circumference,  respectively,  and  the  water  content  is   .  The  same  number  of 
sulfonates and water content in the pores result in equivalent volume of the pores, if the pores are 
completely  filled  with  water.  The  material  balance  in  each  pore  dictates  that  the  number  of 
hydronium ions per unit time entering into each pore under the influence of external field, Eext, 
will be the same. If the fluxes of hydronium ions in the pores are ρ
1
u
1 and  ρ2u2, respectively, and 
the cross-sectional areas are A1 and A2, respectively, the material balance will read: 
  1 1 1 2 2 2u A u A    (6.26) 
 
 
Figure 6-5.  The  pores  of  interface  and  membrane  are  in  series.  Each  pore  has  NL  and  Nc 
sulfonates  on  length  and  circumference,  respectively.  The water  content  is   .  The number  of 
hydronium ions per unit time entering the pores are same; i.e.,  1 1 1 2 2 2u A u A  . 
 
The  radii and  lengths of  the pores are R1 and R2,  and L1 and L2,  respectively. The  electric 
current, i, in the pores can be written as 
  1 1 1 2 2 2
A A
F F
i u A u A
N N
     (6.27) 
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and the total conductivity of the pores,  T ,  in series can be expressed, according to Eq. (6.13), 
as 
 
1 ext
T
E
i
A

   (6.28) 
where  A  is  the  resultant  cross-sectional  area  of  the  combined  pores  and  can  be  related  to  the 
cross-sectional area and length of the individual pores as: 
  1 1 2 2
A L A L
A
L

   (6.29) 
where  1 2L L L  . Eq. (6.28) can be rewritten in other form as: 
 
1 ext
T
E LL
A i
   (6.30) 
The  total  potential  drop  across  the  pores  is  the  summation  of  potential  drops  across  the 
individual pores, i.e.  1 2ext ext extE L E L E L  . Eq. (6.30) can be, further, reduced by employing Eq. 
(6.27) to 
  1 2
1 1 1 2 2 2
1 ext ext
T
A A
E L E LL
F FA u A u A
N N
  
    (6.31) 
Eq. (6.13) can be applied to the above expression and the equation can be written as 
  1 2
1 2
1 1 1
T T T
L LL
A A A  
 
  
 
  (6.32) 
which implies that the total resistance of the pores in series is the summation of the resistances of 
the  two  pores.  The  above  expression  can  be  deduced  by  using  the  definition  of  L  and  A  to 
achieve the expression of total conductivity as 
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2 2
1 2 2 1
1 22
1 2 1 1 2 2
1 1
T
L L A A
L L
L A A    
  
      
  
  (6.33) 
which can further written in terms of radius of the pores as 
 
2 2 2 2
1 2 2 1
1 22 2 2
1 2 1 1 2 2
1 1
T
L L R R
L L
L R R    
  
      
  
  (6.34) 
  Let  us  assume  that  both  membrane  and  ionomer  have  water  content  12,  the  radii  of  the 
pores are 12 and 10  Å and  number of  sulfonates  in each pore  is 72.  In  this case,  the  resultant 
conductivity of the pores can be calculated using Eq. (6.34). The conductivity of these two pores 
in series is shown in Table 6-12. The results show that the resultant conductivity of the pores can 
be lower than the conductivity of individual pore or between the conductivities of the pores, but 
the  value  is  nearer  to  the  lowest  conductivity.  In  other  words,  the  pore  with  the  lowest 
conductivity controls the resultant conductivity. 
  
Table 6-12. Conductivity of two pores of radii, R = 10 and 12 Å in series. Both pores have water 
content,   = 12 and  L cN N  = 72
a. 
NL Nc Lz
b  Lr
b Ls
b σb  Lz
c Lr
c Ls
c σc  σT
d  
6  12  82.2  16.4  5.2  0.0191  11.4  6.3  7.8  0.0384  0.0221 
8  9  82.2  11.7  7.0  0.0352  8.2  8.4  8.3  0.0423  0.0361 
9  8  82.2  10.3  7.9  0.0382  7.1  9.4  8.3  0.043  0.0384 
12  6  82.2  7.5  10.5  0.042  5.2  12.6  7.8  0.0439  0.0413 
a Lz, Lr and Ls are in Å, and in σ and σT are in S/cm. 
b Data for R = 10 Å, L = 82.2 Å and Ωs = -0.2233 C/m
2. 
c Data for R = 12 Å, L = 57.1 Å and Ωs = -0.2679 C/m
2. 
d Resultant conductivity of 2 pores in series. 
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Chapter 7. Conclusions 
 
A polymer electrolyte membrane (PEM) fuel cell is a device which can help to meet the ever-
growing  energy  demand  of  today’s world  for  transportation,  household,  and  industrial  usages. 
An  membrane  electrode  assembly  (MEA)  is  the  heart  of  the  fuel  cell  and  controls  its 
performance,  lifetime  and  cost.  It  is  manufactured  by  applying  an  ionomer  ink  of  the  same 
material  as  the  membrane  on  the  both  sides  of  the  membrane  and  by  pressing  between  the 
electrodes. An ionomer-membrane interface is formed on the both sides of the membrane. 
 The PEM fuel cell uses hydrogen gas as  fuel and oxygen gas as a reducing agent, and the 
gases  are  introduced  at  anode  and  cathode,  respectively.  The  hydrogen  gas  is  oxidized  at  the 
anode  and  generates  protons  and  electrons.  Electrons  pass  through  the  external  circuit  and 
protons, in hydrated form, move through the interface and membrane, and react with oxygen gas 
at the cathode to produce water, which is the only byproduct of the fuel cell. The operation of the 
PEM fuel  cell  at high  temperature and/or  in  frequent  freeze/thaw cycles  causes  the  membrane 
degradation and delamination of  the  interface. The degradation and the delamination  lower the 
conductivity of the membrane. The efficiency and cost of the PEM fuel cell majorly depend on 
the MEA assembly. Hence,  it  is extremely  important  to understand the degradation mechanism 
and  the  transport of  the  species  through  the  interface.  In  this present  work,  we dealt  with  the 
chemical degradation and proton transport in PFSA ionomers. 
  The  chemical  degradation  of  the  membrane  was  studied  via  ab initio  calculations.  An  ab 
initio  calculation  solves  the  time-independent  Schrödinger  equation  to  obtain  the  minimum 
energy structure of a molecule at specified nuclear position of the atoms. The Gaussian 03 suite 
of programs was used for all calculations for the reactions of the degradation mechanism. Four 
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types  of  calculations  were  carried  out  for  this  work:  (1)  optimization  of 
radicals/anions/molecules along with  frequency calculation,  (2)  location of  the transition states, 
(3) potential energy surface (PES) scan and (4) intrinsic reaction coordinate (IRC) calculation for 
reactions.    The  above  calculations  were  performed  by  employing  hybrid  density  functional 
(DFT) theory with Becke’s 3 parameter functional (B3LYP) and 6-311++G** basis set.  
The  proton  transport  through  a  pore of  the  interface was  studied  by  a  macroscopic  model. 
The internal energy of a system depended on the relative positions of the interacting species, and 
it was calculated at the microscopic level for an element of the system. The microscopic energies 
were transformed  into corresponding macroscopic energies. The Hamiltonian accounted for the 
total potential and kinetic energy of the system, and the transport of the species in the system was 
derived using non-equilibrium thermodynamics.  
The results showed that the chemical degradation of PFSA ionomers can start with the side-
chain or backbone of a PFSA membrane. The side-chain degradation starts with the cleavage of 
the C–S bond. The C–S bond cleavage occurs due to the decomposition of the membrane radical 
fragment, which is generated by the abstraction of an electron from the sulfonic anion end group 
of the side-chain of a PFSA membrane by a •OH. After a few steps of further degradation of the 
side-chain,  it  leaves  the backbone, which splits  into two  fragments. These  backbone  fragments 
contain the reactive groups, which can further react with the oxidizing medium in the operating 
PEM fuel cell. The  backbone degradation starts with  the abstraction of  the H atom  from  the –
COOH end group by a •OH and then the “unzipping mechanism” commences. The mechanism 
reproduces the –COOH end-group in the backbone at  the end of one series of reactions. These 
reactions  are  exothermic.  The  activation  energies  for  the  first  two  reactions  in  the  unzipping 
mechanism are very  low; these reactions are very  fast. The activation energies  for  the  last  two 
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reactions are high; these reactions are slow. However, the activation energies for these reactions 
can be compensated by the radical addition reaction, which is highly exothermic. If the PEM fuel 
cell  is operated at high temperature, the slower reaction  in the unzipping mechanism can cross 
the  activation  barrier  and  can  accelerate  the  degradation  of  the  membrane.  To  reduce  the 
degradation  of  the  membrane,  it  is  necessary  to  operate  the  cell  at  lower  temperature  or  to 
remove  the generated heat,  if  any,  at  the cathode side during  the  formation of water. It  is also 
recommended  that  the  fuel  cell  should  be  operated  with  the  membrane  in  the  fully  hydrated 
condition to reduce membrane degradation. 
The  interface  in  a  hydrated  Nafion®  membrane  was  modeled  as  a  collection  of  parallel 
channels of different radii. All channels were assumed to be filled with water.  Like a membrane, 
the  interface  has  sulfonic  acid  end-groups  in  the  side  chains  that  form  sulfonate  anions  after 
losing  protons,  if  the  interface  is  sufficiently  hydrated.  The  channels  were  assumed  to  be 
cylindrical tubes, and the anionic charges were assumed to be spread uniformly over the length 
and circumference of the pore. The interface is very thin as compared to the membrane; thus, the 
variations  in  the  water  density  and  velocity  were  assumed  to  be  negligible.  The  analytical 
expressions for the variation of density, velocity, and flux of the hydronium ions along the length 
of the tube were deduced. The density of the hydronium ions changes sinusoidally according to 
the potential energy due to the sulfonate groups and the maximum occurs near to the sulfonate 
groups. The expression for velocity shows that the velocity is also a function of the z direction, 
but an exact expression could not be derived without the knowledge of  the velocity gradient at 
the entrance of the pore. Nevertheless, the velocity can also be qualitatively approximated from 
the no-flux condition (based on conservation of total charge), and is also periodic but exhibits a 
minimum near to the sulfonic acids end-groups, with a maximum in between axial  locations of 
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end-groups. The conductivity  is  related  to the  flux,  and  its  expression was also derived which 
relates  the conductivity of a pore to the conductivity as  if  there were no sulfonates on the pore 
wall.  The  expression  says  that  the  conductivity  decreases  with  the  introduction  of  sulfonate 
anions and its value depends on the morphology of the interface. 
The conductivity of the pore was investigated for pores of different radii, water contents and 
sulfonates  distribution  schemes.  The  results  showed  that  the  conductivity  increased  with 
increasing  water  content  and  increasing  pore  radius.  The  conductivity  also  increased  with  the 
increasing number of sulfonates on the length of the pore and decreased with increasing number 
of sulfonate groups on the circumference. In a pore of fixed radius, the increasing water content 
increased the separation distance between the sulfonate groups on the pore and, thus, decreased 
the conductivity in some cases, especially, in the case of a pore with a small radius. The results 
showed  that at  fixed  radius,  fixed  number of  sulfonate groups on the circumference,  and  fixed 
water  content,  the  conductivity  of  a  pore  was  independent of  the  number  of  sulfonates  on  the 
length, in other words, independent of the length of the pore. The conductivity of two pores, one 
of the interface and other of the membrane, was also investigated. The resultant conductivity is 
closer  to the conductivity of  the pore with  lowest conductivity and the magnitude depended on 
the  relative  radius and  length of  the pore with  the pore with  higher conductivity. This  implies 
that the interfacial region controls the proton conductivity. 
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APPENDIX A. Figures  
 
Figure A-1. Potential energy surface of CF3CF2COO–H…•OH obtained by increasing the O–H 
distance. The structural change in the complex during the scan is shown by the structures at the 
red  circles  on  the  curve.  The  change  in  the  potential  energy  shows  the  formation  of 
CF3CF2COO•…HOH products-complex. 
 
 
 
 
 
 
172 
 
 
Figure A-2. Reaction of 3M ionomer  fragment anion with  •OH. ΔE and ΔG are the energy of 
reaction  and  Gibbs  free  energy  change,  respectively.  The  reactions  show  that  the  reaction 
involving the C–S bond cleavage is the most exothermic and the Gibbs free energy is maximum 
among all possible reactions. 
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Figure A-3. Reaction of SSC ionomer fragment anion with •OH. ΔE and ΔG are the energy of 
reaction  and  Gibbs  free  energy  change,  respectively.  The  reactions  show  that  the  reaction 
involving the C–S bond cleavage is the most exothermic and the Gibbs free energy is maximum 
among all possible reactions. 
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Figure A-4. A schematic of  the potential energy surface curve  for  the reaction CF
3
O(CF
2
)
2
OH 
→ CF
3
OCF
2
CFO + HF. All structures were optimized at B3LYP/6-311++G** level of theory. 
+
Reactant
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Figure A-5. The potential  energy surface  for CF
3
O(CF
2
)
2
OH → CF
3
OCF
2
CFO + HF obtained 
from an IRC calculation at the transition state. Atomic distances are in Angstrom (Å). 
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Figure A-6.  A  schematic  diagram  of  the  potential  energy  surface  for  the  reaction 
CF
3
OCF
2
CFO+H2O  →  CF3OCF2COOH  +  HF.  All  structures  were  optimized  at  B3LYP/6-
311++G** level of theory.  
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Figure A-7.  The  potential  energy  surface  for  CF
3
OCF
2
CFO+H2O  →  CF3OCF2COOH  +  HF 
obtained from an IRC calculation at the transition state. Atomic distances are Angstrom (Å). 
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Figure A-8.  A  schematic  diagram  of  the  potential  energy  surface  for  the  reaction 
CF
3
OCF
2
COOH  + •OH → CF
3
OCF
2
• + CO2 + H2O. TS1 and TS2 are transition state structures 
for  the  formation  of  H2O  and  CO2,  respectively.  All  structures  were  optimized  at  B3LYP/6-
311++G** level of theory. 
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Figure A-9.  The  potential  energy  surface  CF
3
OCF
2
COOH  +  •OH  →  CF
3
OCF
2
COO•  +  H2O 
obtained from an IRC calculation at the transition state. Atomic distances are in Angstrom (Å). 
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Figure A-10.  The  potential  energy  surface  for  CF
3
OCF
2
COO•  +  H2O  →  CF3OCF2•  +  CO2  + 
H2O obtained from an IRC calculation at the transition state. Atomic distances are in Angstrom 
(Å). 
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Figure A-11.  Energy  change  during  the  radical  addition  reaction,  CF
3
OCF
2
•  +  •OH  → 
CF
3
OCF
2
OH. 
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Figure A-12. A schematic diagram of the potential energy surface for the reaction CF
3
OCF
2
OH 
→ CF
3
OH + FCFO. All structures were optimized at B3LYP/6-311++G** level of theory. 
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Figure A-13. The potential energy surface  for CF
3
OCF
2
OH → CF
3
OH + FCFO obtained  from 
an IRC calculation at the transition state. Atomic distances are in Angstrom (Å). 
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Electronic structures calculations were undertaken on two perfluorosulfonic acids (CF3SO3H and CF3O
(CF2)2SO3H) with varying number of hydrating water molecules to assess the effects of the enhanced electron
withdrawing afforded by an additional CF2 group: the side chain of the short-side-chain (SSC) PFSA
membrane. Both Becke's 3-parameter hybrid functional (B3LYP) and the extended hybrid functional (X3LYP)
employing the 6-311G** split valence Gaussian basis set with and without the inclusion of diffuse functions
were performed to determine the impact on proton dissociation and separation as a function of the degree of
the hydration of the acids. The calculations underscore the increased acidity of CF3O(CF2)2SO3H due to the
enhanced electron withdrawing of the β –CF2– but did not reveal any differences in the strength of the
binding of the water molecules over that computed for CF3SO3H. The calculated structural parameters
obtained from optimized geometries of both acids with from 1 to 4 water molecules revealed that the
inclusion of diffuse functions has negligible effects. Furthermore, the results obtained with the X3LYP
functional were nearly identical to those obtained with the B3LYP functional.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Over the past two decades, considerable interest in eliminating the
overwhelming dependence on fossil fuels as an energy source has
steadily increased. This has led to an intense search for clean, renewable
sources of energy. Onepromising solution lies in theutilization of proton
exchange membrane (PEM) fuel cells as efficient energy conversion
devices due to their wide range of applicability and minimal environ-
mental impact [1,2]. The PEM is critical to the operation of a fuel cell as it
functions as the separator of the electrodes and reactant gases, the
electrolyte, and the internal ion conductor [3]. Efficient operation of
these devices thus strongly depends on the properties and functionality
of themembrane electrolyte. Furthermore, the employment of PEM fuel
cells in various applications (vehicular, stationary, portable) places
explicit demands on the PEM, including: long-time chemical and
thermal stability at temperatures up to 120 °C and good proton
conductivity (≥10−1 Scm−1) under low humidity conditions (25–50%
relative humidity) [4].
Perfluorosulfonic acid (PFSA) ionomers, such as Nafion®, are
currently the most commonly used fuel cell electrolytes. PFSA
membranes consist of a polytetrafluoroethylene (PTFE) backbone
functionalized with pendant side chains each terminated with a single
sulfonic acid (SO3H) group. The chemical structure, properties, and
functionality in PFSA and other PEMs are an ongoing area of research
[3,5–14]. This work has contributed to the fundamental understanding
of existingmaterials, aswell as thedevelopmentof novelmaterials, such
as, polymers with structural and chemical variations to the polymer
backbone and/or side chains and protogenic groups [15–17]. Extensive
experimental testing of PEM fuel cells under relatively dry conditions
will undoubtedly assist in the improvement of these materials but a
molecular-level understandingof themechanismsofproton transport is
needed for the overall success of these materials. Specifically,
investigation of the effects of hydration and side chain functionality
on proton dissociation through the formation of contact ion pairs and
separation of the proton into a solvent separated state will provide
fundamental understanding that should lead to advances in the field.
Efforts using various multi-scale modeling techniques have contrib-
uted to a better understanding of morphological phenomena and
chemical functionalities of PFSAmembranes, aswell as, molecular-level
structural properties and local interactions [3,10,18]. Coarse-grained
modeling methods are utilized to examine systems at long time and
length scales to be representative ofmultiplehydrophilic domainsof the
material [19–23]. The morphology evolution and eventual phase
separation has been examined for a variety of ionomer systems with
mesoscale modeling using dissipative particle dynamics (DPD) simula-
tions [20,24–26]. Of additional interest in mesoscale modeling is the
application of self-consistent mean-field (SCMF) simulations to inves-
tigate the affect temperature and water content have on phase
separation and morphology in PFSA membranes [23]. Classical
molecular dynamics (MD) simulations have been utilized to study
hydration and transport properties of proton exchange membranes
[27–36] but on systems considerably smaller in size. Empirical valence
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bond (EVB) schemes have been employed to include the structural
diffusion of protons (i.e., Grotthuss hopping) and has been used for
simulating solvation and transport of hydrated protons in PEMs [37,38].
On an even smaller scale, ab initio molecular dynamics (AIMD)
simulations have been utilized to investigate proton transfer and
dynamics in model systems where the positions of all the atoms are
either known or set a priori [39–43].
Although various molecular mechanics methods are used to
understand macroscopic properties of PEM membranes, they fail to
provide a complete description of proton transport at a molecular level.
Electronic structure calculationsmay not only be used to generate force-
field parameters for molecular mechanics methods, but also help in
understanding fundamental aspects in polymeric membrane materials
such as structural and chemical properties of the polymeric backbone
and/or side chains, and proton transfer mechanisms under minimal
hydration conditions. Some of the earliest work in this area focused
solely on the primary hydration in single fluorinated sulfonic acid
systems [44,45]. In addition to triflic acid [46–49], other single functional
acid groups were studied with electronic structure calculations,
including aromatic sulfonic acids [50], sulfonyl imides [51], carboxylic
acid [52], imidazole [53], phosphoric acid [54], andphosphonic acid [55].
Investigations were also undertaken on systems involving more than
one acidic group including oligomeric fragments of the short side chain
(SSC) PFSA membranes [56–59]. These results elucidated the important
correlation between conformational changes (i.e. flexibility) of side
chains and the transfer and stabilization of dissociated protons as a
function of the degree of hydration and separation of the protogenic
groups. For the polymeric fragments involving two pendant side chains,
backbone conformation [57,58], and separation of side chains [56] are
important factors impacting the dissociation and transfer of the protons.
These studies of oligomeric fragments of the SSC PFSA membrane
showed that the formation of a connected hydrogen bond network
among thewater molecules is largely dependent upon the separation of
the sulfonic acid groups. Itwasalsoobserved that the Zundel ionplays an
important role in facilitating proton transfer in these systems. In order to
simulate larger polymeric systems with multiple pendant side chains,
theONIOMmethodwas employed [59]. This study provided insight into
the effects of the conformations of the side chain and backbones have on
the dissociation and separation of the protons. In an investigation of
single perfluoro and aromatic (p-toluene) sulfonic acid systems [50], it
was observed that the stability of the conjugate base (i.e. the sulfonate
anion in these systems) did affect proton dissociation and separation.
Recently, a computational study focusing on the consequence of
introducing different functional groups on the alpha site of single
phosphonic acidmolecules confirmed that the trifluoromethyl acid tend
to bind water molecules tighter than other substituent acids due to the
stronger electron withdrawing effect [60]. However, the effect of the
electron withdrawing group at the beta site to the sulfonic acid is still
unclear.
In the present study, we report a quantitative comparison of
proton hydration and transfer in two different PFSA acids: triflic acid
(CF3SO3H) and its beta-site substituent acid (CF3O(CF2)2SO3H) (the
side chain of the SSC PFSA ionomer), with from 1 to 6 hydrating water
molecules. The structural parameters and binding energies per water
molecule for both systems are calculated. In addition, the partial
charge distribution is obtained and compared. We also assess the
influence resulting from the use of different hybrid density functional
theory and inclusion of augmented diffuse function basis set.
2. Computational methods
All electronic structure calculations of the ionomeric fragments were
performed using the GAUSSIAN 03 suite of programs [61]. Full geometry
optimizations, using conjugate gradient methods [62], were performed
on both CF3SO3H and CF3O(CF2)2SO3H initially using Hartree Fock theory
with the6-31G** split valencebasis set [63]without symmetry constrains.
The resulting structures were then refined through optimizations
performed with density functional theory (DFT) with both Becke's 3-
parameter hybrid functional (B3LYP) [64,65] and the extended hybrid
functional (X3LYP) [66]. Additional optimizations were then carried out
at the B3LYP/6-311G** and X3LYP/6-311G** levels of theory [67]. Finally,
optimizations were performed with the inclusion of diffuse basis
functions [68] at the B3LYP/6-311G**++andX3LYP/6-311G**++ levels
of theory. Subsequent to the optimization of ‘dry’ systems (i.e. without
addition of any water molecules), water molecules were incrementally
added to the optimizedHF/6-31G** systemat a variety of initial positions,
typically four after primary hydration, and full optimization was
performed using the protocol described above. It should be noted, that
only the data from the optimized global minimum energy structures
determined are included. Vibrational frequencies and zero point energies
(ZPEs) were determined for the systems at the B3LYP/6-311G**(/6-
311G**++) and theX3LYP/6-311G**(/6-311G**++) levels. The binding
energies of water molecules to the ionomeric fragments were computed
using both uncorrected and ZPE corrected minimum electronic energies.
Additionally, partial charges distributions and electrostatic potentials for
each of multi-hydrated systems were obtained according to the CHelpG
scheme at these levels of theory [69]. All calculations were performed by
employing the above described scheme without including the effect of a
dielectric medium or solvent.
3. Results and discussion
3.1. 1–3 Water molecules
Optimized structures of both the CF3SO3H and CF3O(CF2)2SO3H
(SSC side chain) acids were obtained with the addition of water
molecules as described above. Structural parameters including the
O―H bond length (i.e. the distance between the oxygen of the
sulfonic acid/sulfonate and the acidic proton) and the O···H···OH2
distance (i.e. the distance between the oxygen of the sulfonic acid/
sulfonate and the oxygen of the water molecule/hydronium ion) are
presented in Tables 1 and 2 for the triflic acid and the SSC side chain
systems, respectively. Uncorrected and ZPE corrected binding ener-
gies are presented in Tables 3 and 4 for the triflic acid and SSC side
chain, respectively. The equilibrium structures of both acids without
the addition of any water molecules exhibits a nearly uniform O―H
bond length of 0.97 Å irrespective of the level of theory and basis set
used. Upon addition of a single water molecule, this O―H bond length
increased to ~1.01 Å at the B3LYP and X3LYP levels of theory with and
without the implementation of the diffuse functions. A negligible
difference between the results obtained for the O···H···OH2 distance
was also observed when diffuse functions were added to the basis set.
The resultant fully optimized structures, shown in Figs. 1a (CF3SO3H)
and 2a (CF3O(CF2)2SO3H) at the X3LYP/6-311G**++ level, exhibit
the water molecule acting as both a hydrogen bond acceptor and
Table 1
Structural parameters of CF3SO3H+nH2Oa.
n H2O B3LYP X3LYP
r
(–SO2O···H)
r
(–SO2O···H···OH2)
r
(–SO2O···H)
r
(–SO2O···H···OH2)
0 0.97 (0.97)b – 0.97 (0.97)b –
1 1.01 (1.00) 2.61 (2.64)b 1.01 (1.00) 2.60 (2.63)b
2 1.05 (1.04) 2.53 (2.54) 1.05 (1.04) 2.50 (2.53)
3 1.57 (1.55) 2.56 (2.55) 1.58 (1.55) 2.555 (2.55)
4 1.56 (1.54) 2.56 (2.55) 1.56 (1.54) 2.56 (2.55)
4* 3.66 (3.70) 3.90 (3.93) 3.65 (3.70) 3.89 (3.92)
5 3.68 (3.70) 3.97 (3.98) 3.67 (3.69) 3.96 (3.97)
6 3.91(3.87) 4.32 (4.23) 3.91 (3.87) 4.305 (4.22)
a All reported values are in and were obtained with the 6-311G** basis set.
b Values in parenthesis were obtained with inclusion of diffuse functions, i.e.
/6-311G**++.
7C. Wang et al. / Solid State Ionics 199–200 (2011) 6–13
donor to the acid moiety in a ‘ring-like’ hydrogen bond network. The
values for the triflic acid system are in complete agreement with prior
calculations performed at the B3LYP/6-31G** level [50].
The addition of a second water molecule also resulted in nearly
identical structural parameters between the two acid systems at each
level of theory and basis set. Again, there was negligible difference in
the structural parameters obtained with either functional, and the
inclusion of diffuse functions on the basis set changes resulted in
structural parameters that differed by≤0.1 Å, a negligible amount.
The fully optimized structures obtained at all levels again reveal a
‘ring-like’ hydrogen bond networkwith onewatermolecule accepting
the hydrogen bond from the O―H of the sulfonic acid and acting as a
hydrogen bond donor to the other water molecule which is also a
hydrogen bond donor to a different oxygen atom of the acid group.
These structures are shown in Figs. 1b and 2b for the triflic acid and
SSC side chain systems at the X3LYP/6-311G**++ level, respectively.
Proton dissociation was not observed to occur with either acid at this
level of hydration, but the O―H bond length of the sulfonic acid group
has increased to approximately 1.05 Å.
Proton dissociation is first observed, at all levels of theory tested,
upon addition of a third water molecule in both the CF3SO3H and
the CF3O(CF2)2SO3H systems, as shown in Figs. 1c and 2c at the X3LYP/
6-311G**++ level, respectively. The optimized structures of each sys-
tem continue to show similar geometries in the region containing
the sulfonate group and the water molecules/hydronium ion. Again, no
differences in the structural parameters were observed with the diffuse
functions or in the change of functionals. Furthermore, these parameters
maintain nearly the exact same results when comparing the SSC
side chain and the triflic acid systems. It is shown that two of the oxygen
atoms of the sulfonate group are now involved in a hydrogen bond with
two individual water molecules, and the remaining oxygen and, now,
hydronium ion are involved in a contact ion pair. Furthermore, the
hydronium ion is also hydrogen bonded to the two water molecules
maintaining a ‘ring-like’ network of hydrogen bonds. Dissociation results
from stabilization of excess positive charge through the hydrogen bonds
and the delocalization of excess electron density due to the electron
withdrawing groups attached to the sulfonate group.
Of additional interest are the results obtained for the total charge
residing on the oxygen atoms in both systems (see Figs. 9 and 10).
Each level of theory tested resulted in a nearly perfect agreement for
this parameter upon proton dissociation. This differs from the results
obtained for the fragments with the addition of one and two
molecules, as well as at increasing hydration, where a noticeable
difference between the charges obtained with and without the
inclusion of diffuse functions was observed. The total charge on the
sulfonate oxygen atoms in the SSC side chain was calculated to be less
than that on the (now) triflate anion. This is actually the case for the
results obtained at each level of hydration tested (excluding the ‘dry’
fragment); however, upon addition of three water molecules the
difference becomes more apparent and continues as additional water
molecules are added. This suggests that the presence of the additional
electron withdrawing groups located in the beta position with respect
to the sulfonate group have a nontrivial effect on the delocalization of
excess electron density. Thus, the SSC side chain is presumably the
stronger of the two acid moieties at least in the gas phase. It should be
noted that the inclusion of diffuse functions does appear to have an
effect on the ZPE corrected binding energies reported in Tables 3 and 4
for the triflic acid system and the SSC side chain system (as graphically
depicted Figs. 7 and 8), respectively, upon proton dissociation. The
observed trend in binding energies at this point showed little change
for both systems at all levels of theory (albeit the triflic acid system
with the addition of two water molecules does not exactly obey the
trend, but the difference is insignificant). However, the addition of a
third water molecule demonstrates a noticeable difference between
calculations performed with and without diffuse functions, but no
change in the trend between the two different functionals. Calcula-
tions performed with inclusion of diffuse functions showed a small
decrease in the binding energy, while those without diffuse functions
result in a slight increase.
Table 2
Structural parameters of CF3O(CF2)2SO3H+nH2Oa.
n H2O B3LYP X3LYP
r
(–SO2O···H)
r
(–SO2O···H···OH2)
r
(–SO2O···H)
r
(–SO2O···H···OH2)
0 0.97 (0.97)b – 0.97 (0.97)b –
1 1.02 (1.00) 2.60 (2.64)b 1.02 (1.01) 2.60 (2.63)b
2 1.06 (1.03) 2.50 (2.54) 1.06 (1.04) 2.49 (2.53)
3 1.58 (1.57) 2.57 (2.56) 1.58 (1.57) 2.56 (2.56)
4 1.56 (1.55) 2.56 (2.55) 1.65 (1.56) 2.62 (2.57)
4* 3.39 (3.71) 3.61 (3.93) 3.36 (3.71) 3.58 (3.92)
5 3.69 (3.81) 3.93 (4.07) 3.64 (3.74) 3.92 (4.06)
6 3.72 (3.89) 4.06 (4.20) 3.70 (3.88) 4.02 (4.19)
a All reported values are in and were obtained with the 6-311G** basis set.
b Values in parenthesis were obtained with inclusion of diffuse functions, i.e.
/6-311G**++.
Table 3
Binding energies of CF3SO3Ha.
B3LYP X3LYP
n H2O ΔEb ΔEZPEc ΔEb ΔEZPEc
1 −16.98
(−13.11)d
−14.61
(−10.89)d
−17.79
(−13.84)d
−15.40
(−11.61)d
2 −16.75
(−13.16)
−14.44
(−10.89)
−17.53
(−13.88)
−15.22
(−11.62)
3 −17.54
(−13.13)
−14.85
(−10.53)
−18.41
(−13.92)
−15.71
(−11.33)
4 −17.38
(−13.43)
−14.77
(−10.90)
−18.19
(−14.17)
−15.57
(−11.64)
4* −17.61
(−13.65)
−14.99
(−11.13)
−18.43
(−14.42)
−15.82
(−11.90)
5 −17.995
(−13.15)
−15.11
(−10.39)
−18.90
(−13.95)
−15.98 (
−11.18)
6 −17.88
(−13.42)
−14.98
(−10.73)
−18.75
(−14.19)
−15.84
(−11.50)
a All values reported in kcal/mol obtained using the 6-311G** basis set.
b Binding energy based on uncorrected total electronic energies.
c Binding energy based on ZPE corrected total electronic energies.
d Values in parenthesis were obtained with the inclusion of diffuse functions, i.e.
/6-311G**++.
Table 4
Binding energies of CF3O(CF2)2SO3H (kcal/mol)a.
B3LYP X3LYP
n H2O ΔEb ΔEZPEc ΔEb ΔEZPEc
1 −16.85
(−12.99)d
−14.49
(−10.87)d
−17.70
(−13.74)d
−15.32
(−11.60)d
2 −16.38
(−12.88)
−14.08
(−10.73)
−17.18
(−13.61)
−14.87
(−11.47)
3 −17.46
(−13.04)
−14.78
(−10.48)
−18.34
(−13.84)
−15.65
(−11.28)
4 −17.24
(−13.46)
−14.51
(−10.96)
−18.56
(−13.84)
−15.66
(−11.10)
4* −17.78
(−13.69)
−15.14
(−11.18)
−18.61
(−14.46)
−15.97
(−11.95)
5 −17.99
(−13.34)
−15.12
(−10.58)
−18.88
(−14.13)
−15.99
(−11.37)
6 −17.72
(−13.44)
−14.95
(−10.77)
−18.58
(−14.21)
−15.80
(−11.54)
a All values reported in kcal/mol obtained using the 6-311G** basis set.
b Binding energy based on uncorrected total electronic energies.
c Binding energy based on ZPE corrected total electronic energies.
d Values in parenthesis were obtained with the inclusion of diffuse functions, i.e.
/6-311G**++.
8 C. Wang et al. / Solid State Ionics 199–200 (2011) 6–13
3.2. 4 Water molecules
The results presented for each system with the addition of four
water molecules was obtained in two distinct ways. The first
(designated in the data as n=4) follows the protocol outlined in
Computational methods by simply adding an additional water
molecule to the systems optimized with three water molecules. The
second set (designated in the data as n=4*) was obtained by
completing the optimizations up to six water molecules and then
removing twowater molecules and then re-optimizing the structures.
The 4* triflic acid system was favored by ~1 kcal/mol at each level
of theory tested. This system was also favored for the SSC side chain
by: 2.36 kcal/mol at the B3LYP/6-311G** level; 0.78 kcal/mol at the
B3LYP/6-311G**++ level; 2.23 kcal/mol at the X3LYP/6-311G**
level; and 0.88 kcal/mol at the X3LYP/6-311G**++ level (Fig. 5).
The fully optimized structures for each system obtained by the two
methods result are very similar. The structures obtained via the
method described in Computational methods (4) are shown for the
CF3SO3H and the CF3O(CF2)2SO3H systems in Figs. 3a and 4a, while the
4* systems are shown in Figs. 3b and 4b, respectively. The structural
parameters obtained in the systematic approach remain extremely
similar between the systems, with little change observed between the
B3LYP and X3LYP functionals with or without diffuse functions. The
ZPE corrected energies calculated for these results, however, diverge
from the typical trend that has been observed (see Fig. 8) in the larger
SSC side chain system. The results obtained with diffuse functions
appear to converge at this hydration, while those calculated in
systems without diffuse functions diverge. The structural parameters
in the 4* system, alternatively, vary between the SSC side chain and
triflic acid systems. The parameters in the 4* SSC side chain system
results in significant differences upon addition of the diffuse
functions, but the differences in these values for the 4* triflic acid
system remain essentially negligible. However, each level of theory
tested gave qualitatively similar results. As shown, the systematically
obtained structures contain a hydronium ion hydrogen bonded to two
water molecules and an oxygen atom of the sulfonate group
maintaining a contact ion pair. One of these water molecules is not
directly hydrogen bonded to the sulfonate group; but interacts with
another water molecule via a hydrogen bond creating an additional
link in the ‘ring-like’ hydrogen bond network. The 4* system resulted
in the removal of the contact ion pair as the excess proton is fully
separated; the hydronium ion forms an Eigen cation as it is hydrogen
bonded to three water molecules with an average O···O distance of
2.54 Å in both systems. The water molecules are also individually
hydrogen bonded to different oxygen atoms of the sulfonate group.
Examination of the total excess negative charge residing on the
sulfonate oxygen atoms in the hypothetical system reveals a
noticeable difference between the systems, as well as, differences in
the levels of theories at which they are tested. As mentioned before,
less total negative charge resides on the oxygen atoms of the CF3O
(CF2)2SO3H system than in the CF3SO3H system at all levels of
hydration. This difference is seen to a greater extent in the 4* system.
Fig. 1. Fully optimized (X3LYP/6-311G**++) global minimum energy structures of CF3SO3H with: (a) the addition of a single water molecule which acts as both a hydrogen bond
acceptor and donor to the sulfonic acid; (b) the addition of two water molecules which further extends the ‘ring-like’ hydrogen bond network; and (c) the addition of three water
molecules where dissociation of the proton is first observed upon formation of a contact ion pair between the hydronium ion and the triflate. The colored spheres represent different
atom types in the structures where: grey—carbon, red—oxygen, yellow—fluorine, orange—sulfur, and white—hydrogen.
Fig. 2. Fully optimized (X3LYP/6-311G**++) global minimum energy structures of CF3O(CF2)2SO3H with: (a) the addition of a single water molecule resulting in a hydrogen bond
acceptor and donor as seen in the triflic acid system; (b) the addition of two water molecules continuing a ‘ring-like’ hydrogen bond network; (c) the addition of three water
molecules where dissociation of the acidic proton is observed as a contact ion pair is formed.
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The calculations performed with the inclusion of diffuse functions all
resulted in the 4* system representing the maximum value of excess
charge on the sulfonate oxygen atoms. Not surprisingly, the 4* system
also gives themaximum ZPE corrected binding energy calculatedwith
diffuse functions as the excess negative charge results in more tightly
bound water molecules to the sulfonate group. Different results are
observed when diffuse functions are omitted. The total excess
negative charge on the sulfonate group of the 4* system is still the
maximum value found in the triflic acid system (with respect to other
calculations at the same level of theory), but it does not correspond to
the maximum ZPE corrected binding energy for calculations
performed with either the B3LYP or the X3LYP functionals. Further-
more, calculations performed without diffuse functions on the SSC
side chain for the 4* system did not result in the maximum value for
the total excess negative charge on the sulfonate oxygen atoms. This
suggests that the presence of the longer chain in the CF3O(CF2)2SO3H
system is more sensitive to the effect of diffuse functions than that
observed in the CF3SO3H system after proton dissociation has
occurred. It is known that the addition of diffuse function does not
affect the neutral systems but may have a noticeable effect on ion
pairs [68,70,71]. This effect can also be seen from the energetic data
presented in Tables 3 and 4. The maximum binding energy difference
(~4.7 kcal/mol) is observed in systems where the dissociated proton
moves to the next hydration shell and is stabilized by forming an
Eigen cation (i.e. n=5). The CHelpG calculations performed at the
6-311G**++ level always gives less negative total charges of oxygen
atoms for multi-hydrated systems except for systems with four water
molecules (i.e. n=4, 4*). It is also noticed that this discrepancy
observed with inclusion of diffuse functions becomes negligible for
the systems with no more than three water molecules (as seen in
Figs. 9 and 10).
3.3. 5 and 6 Water molecules
The addition of a fifth water molecule brings about a significant
change in each system. Namely, the hydronium ion no longer exists as a
contact ion pair with the sulfonate anion. Instead, an Eigen cation forms
hydrogen bonded to three separate water molecules. The resultant
optimized geometries at the X3LYP/6-311G**++ level for CF3SO3H and
CF3O(CF2)2SO3H are shown in Figs. 3a and 6a, respectively. This is
similar to the results obtained previously with four water molecules
(n=4*). The greater increase in theO···H···OH2distance indicates the
complete separation of the dissociated proton from the –SO3− due to the
addition of an excess water molecule. The protonated water molecule
binds slightly stronger to CF3O(CF2)2SO3− than to CF3SO3−, which is
confirmed by the smaller O···H···OH2 separation and greater binding
energies of the former (see Tables 1–4). Not surprisingly, the atomic
charge distributions computed for both systems at all levels of theory
encounter a noticeable increase when a fifth water molecule is added.
The excess positive charge is delocalized on water molecules forming
the Eigen cation. As discussed previously, the addition of electron
withdrawing groups at beta positions leads to less negative charge
residing on the oxygen atoms of SO3− (see Figs. 9 and 10). The
calculations with the B3LYP and X3LYP functionals give practically
identical geometries in the triflic acid systems. Specifically, both O···H
and O···H···OH2 distances are decreased by merely 0.01 Å with the
X3LYP functional in above systems. For the CF3O(CF2)2SO3H molecule,
however, the O···H distance is shortened by over 0.05 Å when the
X3LYP functional is utilized. Moreover, the addition of diffuse functions
has made a significant change to CF3O(CF2)2SO3H, by increasing the
O···H and O···H···OH2 distances 0.11 Å and 0.14 Å with X3LYP,
respectively. Similar to the systems with one, two, and four water
molecules, the variation in the charge distribution among the different
calculations becomes more pronounced with the presence of an
additional electron withdrawing group.
Finally, after adding a sixth water molecule, the protonated water
molecule is further separated from the sulfonate anion. Similarly, CF3O
Fig. 3. Fully optimized (X3LYP/6-311G**++) global minimum energy structures of
CF3SO3H with the addition of four explicit water molecules: (a) obtained via systematic
addition of water molecules where the hydrogen bond network is expanded; (b) the 4*
system was obtained by removing water molecules from a system with five water
molecules (see text for explanation) where the acidic proton is in a solvent-separated
state.
Fig. 4. Fully optimized (X3LYP/6-311G**++) global minimum energy structures of
CF3O(CF2)2SO3H : (a) obtained via systematic addition of water molecules where the
hydrogen bond network expands similarly to the triflate system; (b) the 4* system was
obtained by removing water molecules from a system with five water molecules (see
text for explanation) forming a contact ion pair again in a similar manner to the triflate
system.
Fig. 5. Fully optimized (X3LYP/6-311G**++) global minimum energy structures of
CF3SO3H with: (a) the addition of five water molecules where the acidic proton is no
longer exists as a contact ion pair but is completely separated now as an Eigen cation as
the additional water molecules fill the first hydration shell; (b) the addition of six water
molecules reveals further separation of the hydrated proton from the –SO3– .
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(CF2)2SO3− brings the hydronium ion closer than CF3SO3− as revealed by
the separation of Eigen/sulfonate ion pair listed in Tables 1 and 2. For
triflic acid systems, again, the different functional methods with same
basis sets give the almost indistinguishable equilibrium geometries and
similar charge distributions. Nevertheless, the CF3O(CF2)2SO3Hmolecule
seems to be more sensitive to the augmented diffuse function as the
O···H and O···H···OH2 distances are both lengthened by ~0.15 Å as
opposed to ~0.05 Å for triflic acid. The trends in the computed binding
energy are found to be independent of the type of functional used.
However, with the inclusion of diffuse functions in the basis set, the
reverse trend occurs: the binding energy calculated without the diffuse
functions increases after adding the sixth water molecule and decreases
when diffuse functions are included.
It is important to realize that our calculations on the primary
hydration of the two PFSA acids only assessed the differences of the
presence of a –CF2– group located β to the sulfonic acid. Presently
available PFSA membranes typically have an ether group in the side
chain positioned γ to –SO3H. Although we have not specifically
elucidated the effects of this –O– linkage on proton hydration and
transfer we can infer that this would be negligible in comparison to
the electron withdrawing effects of the α and β –CF2– groups.
The present results are completely consistent with the majority of
prior work examining the primary hydration and proton transfer of
perfluorosulfonic acids with electronic structure calculations and
BOMD simulations [44,46,47,49,50]. It should be also noted that all
these theoretical results of proton dissociation with 2 or 3 water
molecules and separation of the dissociated proton with a cluster
consisting of 5 to 6 water molecules are in agreement with early FT-IR
spectroscopy [71]. It is therefore surprising that a very recent set of
electronic structure calculations of triflic acid reported qualitatively
different results with dissociation and subsequent separation of the
proton not occurring until after 4 and 10 water molecules were added
Fig. 6. Fully optimized (X3LYP/6-311G**++) global minimum energy structures of
CF3O(CF2)2SO3H with: (a) the addition of five water molecules showing the formation
of a contact ion pair with the proton existing as an Eigen cation as the additional water
molecules fill the first hydration shell; (b) the addition of six water molecules reveals
further separation of the hydrated proton from the –SO3−.
Fig. 7. ZPE corrected binding energies as a function of the number of added water
molecules to CF3SO3H. The inclusion of the diffuse functions always results in a lower
magnitude of the binding energy. Also, the energy gap between systems calculated
using different functionals remains relatively constant for systems both with and
without diffuse functions.
Fig. 8. ZPE corrected binding energies against the number of water molecules added for
the CF3O(CF2)2SO3H system. The inclusion of the diffuse functions always results in a
lower magnitude of the binding energy. Also, the energy gap between systems
calculated using different functionals remains relatively constant for systems both with
and without diffuse functions, but this trend does deviate to a greater extent than the
triflic acid system.
Fig. 9. Total atomic charge on the oxygen atoms of the sulfonate/sulfonic acid group in
the CF3SO3H system as a function of water molecules added computed with the CHelpG
routine of Gaussian 09.
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[48]. These authors attributed this to the use of the X3LYP functional
and inclusion of the diffuse functions. However, the present work
clearly indicates that the difference in their results to those of others is
not due to the choice of methodology.
4. Conclusions
Our study of two PFSA molecules (CF3SO3H and CF3O(CF2)2SO3H)
indicates that the effects of introducing electronwithdrawing groups on
the beta position of the sulfonic acid is relatively minor when compare
to the effects resulting from substitution at the alpha position. These
effects become somewhat more significant after the self-dissociation of
the proton (i.e., after three water molecules are added). The enhanced
electron withdrawing group of CF3O(CF2)2SO3H increases the acidity of
themolecule through stabilization of the corresponding conjugate base,
but does not result in significant changes to the binding of the water
molecules. A comparison of the structural parameters obtained from
optimizedgeometries of bothCF3SO3HandCF3O(CF2)2SO3Hwith from1
to 4 added water molecules indicates that the inclusion of diffuse
functions has negligible effects. The only discernible structural
difference, however, occurs subsequent to the formation of the first
hydration shell around the conjugate base (SO3−) where the protonwas
stabilized as an Eigen ion bonded to three water molecules. For both
systems, the structural data obtainedwith theX3LYP functional is nearly
identical to that with B3LYP. The X3LYP ZPE corrected binding energies
indicate are approximately 0.8 kcal/mol higher than obtained with
B3LYP. The slightly lower negative charge residing on the oxygen atoms
of the sulfonate ion in CF3O(CF2)2SO3H indicates the enhanced acidity
due to the electron withdrawing effects of the –CF2– group. Thus, the
acidic proton on CF3O(CF2)2SO3H is more likely to dissociate from the
sulfonic acid and form an Eigen ion, at least in isolated systems. The
calculations for the CF3O(CF2)2SO3H systems reveal that they are more
sensitive to the presence of diffuse functions.
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