Introduction
============

The typical academic\'s day involves many long hours at one\'s desk, reading the literature and writing articles. Picture yourself in London in January: it is cold, gray, and wet. Engrossed in reading, sitting at your desk for hours without exercise, you get chilled in your drafty office. What do you do? Simple: pull on a sweater, which you handily keep hanging on the back of your office door. But 20 min later, you realize that the sweater isn\'t enough; you\'re still cold. Again, no problem: just turn up the office radiator, and take a quick coffee break. Now you can work on, happy and comfortable. However, a few hours later, your office feels stuffy and warm, and you\'re getting sleepy. Now what? Easy: you pull off your sweater, and once again comfortable, keep reading, hardly having noticed the interruption. What we\'ve described above is a familiar experience, whether you live in London or Boston: you respond to the fluctuations in temperature in your surroundings.

Although important for brain function, maintenance of body temperature is not the type of homeostasis we will review in this article. The homeostatic plasticity mechanisms we will review concern a neuron\'s activity, its synaptic drive, and its spiking output. This is a relatively young field, and evidence for these homeostatic plasticity mechanisms in the central nervous system (CNS) has been in the literature for just over a decade. Thus, many details of these mechanisms are still being elucidated.

What is the brain regulating with homeostatic plasticity mechanisms? There is now quite good evidence that homeostatic plasticity mechanisms regulate a neuron\'s output -- its firing rate -- in such a way to keep it relatively stable. Why does the brain need such mechanisms? There are many changes the brain can undergo -- for instance, Hebbian plasticity mechanisms and developmentally associated plasticity -- that can alter a neuron\'s input dramatically, pushing its output into an unstable regime. Homeostatic plasticity mechanisms counter things like this with the net result being a neuron whose activity is maintained in an optimal range.

To illustrate, take spike-timing-dependent plasticity (STDP). This is an attractive learning rule that seems to capture the essence of Donald Hebb\'s postulate about the cellular basis of learning, namely that "cells that fire together wire together" (Hebb, [@B65]; Caporale and Dan, [@B28]). Though it appears that many forms of STDP exist at different synapse types (Abbott and Nelson, [@B1]; Caporale and Dan, [@B28]), in the archetypical form of STDP, spikes occurring in the presynaptic cell a few milliseconds before those in the postsynaptic cell trigger long-term potentiation (LTP), whereas the opposite temporal order results in long-term depression (LTD) (Markram et al., [@B90]; Bi and Poo, [@B16]; Debanne et al., [@B38]; Zhang et al., [@B168]). Encompassing both synaptic strengthening and synaptic weakening mechanisms, STDP may appear sufficient for neuronal stability, for instance, if that could be achieved through balanced and opposite changes in synaptic strength of different inputs. Although there may be cases when STDP can promote stability (discussed in Section ["Balanced STDP"](#s2){ref-type="sec"}), there are also clear cases when it is insufficient. For instance, at high frequencies, STDP favors LTP regardless of precise spike timing (Sjostrom et al., [@B133]; Froemke et al., [@B56]). A regime in which LTP is favored would lack stability and move neurons out of their ideal functional regime (Tsodyks, [@B146]). To illustrate, picture two neurons that experience correlated pre- and postsynaptic firing at high frequencies, leading to LTP of the synaptic connection between them. Strengthening their synaptic connection will make it even more likely that they will experience correlated pre- and postsynaptic firing in the future, which would lead to yet more LTP. As the strength of the connection increases, the postsynaptic cell\'s firing rate will slowly increase, since it is being driven more and more by this input. This will cause other presynaptic partners, whose activity has hitherto been uncorrelated with the postsynaptic cell\'s activity, to become correlated with postsynaptic firing. This means that they will also undergo LTP, and their synapses will be strengthened as well. The postsynaptic cell\'s firing will rapidly and dramatically increase, eventually rendering the neuron unable to transmit meaningful information, but allowing it to potentiate all its synapses, a positive feedback loop that is termed "runaway potentiation" (Figure [1](#F1){ref-type="fig"}A). And the effect would spread: increasing firing rates would cause a cascade of runaway potentiation to travel from neuron to neuron, shifting the entire network\'s activity into an unstable regime and possibly into pathology. And yet for the vast majority of healthy people, our brains never experience such extreme activity regimes, but keep their activity well within an optimal range. How do our brains achieve this feat?

When you feel cold, a range of homeostatic adaptations can occur: you may get "goose bumps," shiver, or change your behavior or environment. In a similar vein, there are multiple forms of homeostatic plasticity that can work to stabilize a neuron\'s output. We will discuss the major ones in this review, including synaptic scaling, homeostatic intrinsic plasticity, and metaplasticity, as well as stability mechanisms that are intrinsic to STDP. These different homeostatic mechanisms will intersect with Hebbian plasticity differently, and thus may have profoundly different effects on a neuron\'s subsequent action within a circuit.

![**Runaway LTP and synaptic scaling**. **(A)** Hebbian plasticity mechanisms can be unstable, as illustrated here with runaway potentiation. One synapse undergoes LTP (left), making it more likely that it will drive the postsynaptic cell, leading to more LTP (middle). As the postsynaptic cell\'s firing increases, other synapses can now undergo LTP (right) that would not otherwise, leading to runaway potentiation and the loss of the postsynaptic neuron\'s capacity to store information in its synaptic weights. **(B)**. Long-term changes in postsynaptic activity is the signal for synaptic scaling, which acts homeostatically to bring the postsynaptic cell\'s activity back to its optimal range. Synaptic scaling is illustrated by multiplicative changes in AMPA receptor content at synapses.](fnsyn-02-00005-g001){#F1}

Synaptic Scaling {#s1}
================

One adaptive mechanism possessed by many neurons to promote stability is synaptic scaling. Synaptic scaling appears to be a particularly parsimonious cellular stability mechanism. It directly regulates the strength of synapses -- the same synapses that, undergoing synaptic plasticity like STDP, are likely to be among the sources of destabilization of a neuron\'s firing rate. With scaling, a neuron can keep its synapses within some optimal size range, which might be energetically advantageous. Synaptic scaling has been widely observed in the brain: including in cortical (Turrigiano et al., [@B150]; Watt et al., [@B158]), hippocampal (Lissin et al., [@B82]; Burrone et al., [@B25]; Thiagarajan et al., [@B142]), and spinal neurons (O\'Brien et al., [@B105]), with the result that synaptic scaling is one of the best-studied homeostatic plasticity mechanisms to date.

Basic experimental evidence
---------------------------

Synaptic scaling generally occurs on a much slower timescale than Hebbian plasticity mechanisms like STDP: from hours to days (Ibata et al., [@B67]). Much of the work to date on synaptic scaling has utilized primary cultured neurons as a model system: dissociated neurons from a mixed population of excitatory and inhibitory neurons in culture form synapses and develop spontaneous activity. Since these networks are grown on culture dishes, global activity levels can be easily modulated pharmacologically; additionally, it is straightforward to measure synaptic strengths either electrophysiologically or immunocytochemically in real time.

When global activity levels are lowered with either antagonists of excitatory synaptic transmission or tetrodotoxin (TTX), which blocks spiking activity, neurons scale their excitatory synapses up in strength (O\'Brien et al., [@B105]; Turrigiano et al., [@B150]; Watt et al., [@B158]; Thiagarajan et al., [@B142]; Shepherd et al., [@B129]). This scaling takes the form of larger currents in response to spontaneous and/or evoked vesicle release (Figure [1](#F1){ref-type="fig"}B). It is an adaptive response, meaning that its effect should lead the neuron to move its firing rate back to its functional regime, although neurons will not be able to compensate for the complete block of firing due to TTX. Synaptic scaling occurs gradually over hours to days (Turrigiano et al., [@B150]), but can be observed as early as 4 h after activity is blocked (Ibata et al., [@B67]). Synergistic, homeostatic changes at inhibitory synapses have also been observed (Kilman et al., [@B75]; Maffei et al., [@B86], [@B85]; Swanwick et al., [@B141]); however, this will focus on excitatory synapses.

As is true of temperature homeostasis, synaptic scaling is bidirectional, and neurons can respond to lowered neuronal activity as well as enhanced neuronal activity by altering the strength of their synapses. When inhibition mediated by the GABA~A~ receptor is blocked in cultured neurons with drugs like bicuculline, this causes about a three-fold increase in the firing rates of excitatory neurons (Turrigiano et al., [@B150]). However, when this blockade is maintained for long time periods of 24--48 h, neurons slowly and progressively scale the strength of their synapses down, moving the firing rates of individual neurons back into their optimal range (Figure [1](#F1){ref-type="fig"}B) (Lissin et al., [@B82]; Turrigiano et al., [@B150]). Similar effects on a neuron\'s synapses are observed in spinal cultures when inhibition mediated by glycinergic neurons is blocked with strychnine (O\'Brien et al., [@B105]).

One major difference between synaptic scaling and Hebbian forms of synaptic plasticity is that, in most experiments, the changes underlying synaptic scaling appear to occur across the entire population of a neuron\'s synapses (Turrigiano et al., [@B150]; Harms and Craig, [@B63]; Thiagarajan et al., [@B142]; Ibata et al., [@B67]), rather than, as is normally true of LTP for instance, only a small fraction of a neuron\'s inputs (Engert and Bonhoeffer, [@B50]). In this case, synaptic weights are scaled multiplicatively, which means that the relative differences in strength between any two inputs will be maintained (Figure [1](#F1){ref-type="fig"}B). Functionally, this is important, since our current best understanding of processes like learning and memory in the brain suggest that memories are encoded in the relative differences in strength between inputs (Malenka and Nicoll, [@B88]; Neves et al., [@B104]).

However, some studies suggest that it is also possible for scaling-like processes to occur at a more local level, perhaps even at individual synapses (Sutton et al., [@B139]; Branco et al., [@B21]; Hou et al., [@B66]). Two points remain uncertain. First, there is the question of whether these local forms of scaling are the same as the global form that has typically been called "synaptic scaling." In certain respects, the experiments supporting local scaling are difficult to reconcile with those supporting global scaling (e.g., compare Hou et al., [@B66], to Ehlers et al., [@B49]). And local scaling may be mediated by different physical mechanisms, sensitive to spontaneous rather than spike-evoked vesicle release (Sutton and Schuman, [@B140]). Second, it is not clear how local scaling coexists with Hebbian plasticity. The concern is that local scaling might counteract learning by erasing the relative differences in synaptic strength previously produced by LTP and LTD. A possible answer to this concern was offered by Rabinowitch and Segev ([@B115]). Noting that neighboring synapses on a single dendritic branch are not electrically isolated from each other, they argued that signals triggering homeostatic scaling at any one synapse would also affect synapses in close proximity. Multiplicative scaling would then still pertain, but the functional unit would be the dendritic compartment rather than the whole neuron. Rabinowitch and Segev further argued that local scaling of this type offers two distinct advantages: it prevents any one dendritic branch from dominating over the others and it allows for the selection of spatial patterns of inputs that are particularly efficacious in controlling neuronal output.

Although the culture preparation has proven to be ideally suited to characterizing synaptic scaling mechanisms, it is nonetheless somewhat removed from the intact animal. However, there is good evidence that synaptic scaling occurs *in vivo* (Desai et al., [@B41]; Maffei et al., [@B86]; Goel and Lee, [@B60]). In these studies, neurons of rodent visual cortex were deprived of normal activity for hours or days by either eyelid suture or intraocular TTX injection. Subsequent *ex vivo* recordings revealed that these manipulations produced homeostatic synaptic adaptations resulting in enhanced excitability in neurons of layers 2/3 and 4.

Detecting activity
------------------

What is being regulated? Is it the firing rate of individual neurons, the levels of synaptic activation, or some property of the network as a whole? In principle all of these are possible -- because the design of most of the experiments has not allowed for a clean separation of cellular, synaptic, and network parameters -- but the first (or something closely related) seems most likely. Burrone and colleagues were able to address this question elegantly, by overexpressing a potassium channel (Kir2.1) to lower activity in a small fraction of neurons in a culture dish (Burrone and Murthy, [@B24]). They found that synaptic inputs onto a neuron were scaled up when the neuron\'s firing rate was reduced, and that this synaptic scaling brought its firing rate back to near control levels. This result provided strong evidence that homeostatic synaptic scaling occurs at the level of individual neurons, and suggests that the strength of input that a neuron receives is titrated to keep its output stable. This study illustrates the complexity of homeostatic mechanisms, since changes in postsynaptic activity were precisely balanced by presynaptic changes in synaptic release dynamics. Furthermore, these changes happened only once synapses had been already established, and in fact opposite effects were observed when activity levels were reduced in younger cultures, when synapses were still forming. This is consistent with a recurring trend in the field of homeostatic plasticity: different mechanisms exist at different developmental stages.

What is the signal for synaptic scaling? Burrone\'s work shows that a neuron\'s own firing rate seems to be the key signal regulated, but what aspect of it is most important? Firing rate can be integrated over different time periods, for instance, and may look different in different parts of the neuron: its axon versus its dendrites, for instance. Furthermore, how a neuron reads this out, how it measures its own firing rate remains poorly understood. One recent study addressed the question of where activity is measured in a cell. By microperfusing TTX either onto a neuron\'s soma or onto its primary apical dendrite, Ibata et al. ([@B67]) demonstrated that somatic action potentials are required for synaptic scaling, and that blocking action potentials locally in the dendrite does not cause detectable alterations in synaptic strengths, either within the activity-blocked region or on dendritic regions outside of it. However, a study by Branco et al. ([@B21]) shows that presynaptic release probability can be homeostatically controlled by depolarization of the local dendritic branch. How can we account for these apparently conflicting results? Perhaps synaptic scaling expressed through pre- and postsynaptic mechanisms are triggered by different signals that have different loci of origin.

One of the usual suspects when considering activity signals is internal calcium, an ion whose concentration is tightly regulated in neurons, and is known to play a critical role in many cellular processes. Indeed, Ibata et al. ([@B67]) found that blocking somatic calcium transients had an effect on synaptic strengths similar to that of spiking activity. Furthermore, they found that activity deprivation caused decreased expression of the nuclear Ca^2+^-calmodulin-dependent kinase CaMKIV, and that this likely had its effect through protein transcription. Thiagarajan et al. ([@B142]) have also found that homeostatic synaptic alterations are linked to reductions in calcium entry in the postsynaptic cell.

This would appear to make good intuitive sense: a neuron somehow integrates its calcium levels as a read-out for activity, leading to alterations in gene expression in the soma that is then directed to synapses. In this way, the same signal -- however, with different location and integrated over a different timescale -- could be responsible for both Hebbian synaptic plasticity (Amici et al., [@B5]) and synaptic scaling (Ibata et al., [@B67]). However elegant and satisfying this may be from a design perspective, it is probably an incomplete picture of synaptic plasticity. As is often the case in biological systems, the truth is somewhat more complicated. Indeed, there may be multiple signaling mechanisms involved in signaling in homeostatic plasticity. In particular, there is evidence that a number of molecules that are released into the extracellular space can affect scaling and may well mediate it in some cases (Rutherford et al., [@B127]; Stellwagen and Malenka, [@B138]; Aoto et al., [@B6]). These molecules can diffuse over distances spanning small numbers of neurons.

Perhaps the most surprising result of this sort in recent years was made by Stellwagen and Malenka ([@B138]), when they showed that a soluble released factor, a molecule called tumor necrosis factor alpha (TNFα) was required for synaptic scaling. What made this finding so surprising was that TNFα was released from glial cells rather than neurons. In hindsight, this finding makes sense: glial cells are abundant in the CNS, are intimately related to neurons, and have mechanisms in place to measure a neuron\'s activity levels (Haydon, [@B64]). These experiments were performed in cultured neurons that are grown on beds of glial cells, a typical procedure for culturing neurons (Smith, [@B135]). However, it will be interesting to determine if in the intact neuron, it is a particular class of glial cells -- perhaps one that preferentially associates with neuronal soma -- that is responsible for mediating this signal for synaptic scaling. This work also suggests that in diseases that affect glial cells, pathogenesis may arise through feedback to synapses via this synaptic scaling mechanism (McCoy and Tansey, [@B92]).

Brain-derived neurotrophic factor (BDNF) is another soluble factor implicated in synaptic scaling (Rutherford et al., [@B127]). BDNF is produced in excitatory pyramidal neurons, and its expression and release depend on neuronal activity (Poo, [@B111]). Since soluble release factors participate in synaptic scaling, the relative physical locations of neurons and glia will partly determine whether neurons respond only to their own activity or also that of their neighbors. If a neuron is isolated and receives signals via BDNF in a mostly autocrine fashion, it is likely to respond to its own activity exclusively. Yet if the glial cells that insulated it from its neighbors were perturbed, it may begin to respond to more widespread changes in activity. Similarly, if glial cells sense a neuron\'s activity levels and signal back to it by releasing TNFα, then the precise location and spread of those glial cells will be critical in determining just what activity is being sensed. Interestingly, BDNF is also implicated in LTP, where it is thought to be required for expression of the late, protein-dependent phase of LTP (Minichiello, [@B94]), or alternatively, synaptic tagging (Lu et al., [@B83]). How can a molecule be involved in two opposing processes: Hebbian and homeostatic plasticity? It could be that differences in release location or volume of BDNF determine whether homeostatic or Hebbian mechanisms are engaged. An alternative explanation is that BDNF is permissive for both processes, while other signals determine the type of plasticity expressed.

The usefulness of a cell autonomous signal, such as calcium, seems clear: it provides a straightforward means of implementing single-cell homeostasis (LeMasson et al., [@B79]). But why should there be cell non-autonomous (diffusable) signals as well? One idea is that they help to implement network-level homeostasis (Maffei and Fontanini, [@B84]). Single neurons obviously do not operate in isolation but as members of neural circuits. While it is possible, in principle, to maintain stable circuit behavior even without a coordinating signal between neurons (Renart et al., [@B118]), in practice, coordination might make for more robust regulation. Evidence that this is so comes from studies of the effects of sensory deprivation in visual cortex (Desai et al., [@B41]; Maffei et al., [@B86]; Maffei and Turrigiano, [@B87]). Rather than a simple upregulation of excitatory synapses, deprivation triggers a number of different homeostatic responses, which vary depending upon cortical layer, developmental age, cell identity, and the specific deprivation protocol employed. It has not actually been established that these responses are coordinated -- much less what the coordinating signals are -- but it is difficult picture how this system would work otherwise.

Expression mechanisms
---------------------

How are synapses altered during synaptic scaling? This has been one of the most well studied aspects of synaptic scaling to date, and has been reviewed elsewhere extensively (Turrigiano, [@B149]). Here we will limit ourselves to aspects of the question that intersect most directly with Hebbian plasticity.

Several groups have found evidence for postsynaptic changes in the densities of both AMPA receptors (Lissin et al., [@B82]; O\'Brien et al., [@B105]; Turrigiano et al., [@B150]; Wierenga et al., [@B159]; Shepherd et al., [@B129]; Stellwagen and Malenka, [@B138]) and NMDA receptors (Rao and Craig, [@B117]; Watt et al., [@B158]; Mu et al., [@B100]). While there is broad agreement that AMPA receptor numbers are regulated, there are conflicting reports about the subunit composition of the affected receptors. Some researchers have observed changes in GluR2-containing receptors (O\'Brien et al., [@B105]; Cingolani et al., [@B33]), others in GluR1-containing receptors (Ju et al., [@B70]; Thiagarajan et al., [@B142]), and still others in both (Wierenga et al., [@B159]).

AMPA and NMDA appear to be proportionally regulated by activity in cortical neurons (Watt et al., [@B158]). While we might expect that processes like LTP and LTD, which appear to affect AMPA receptors preferentially, would degrade this relationship (Lisman, [@B80]), this is apparently not always the case. Watt et al. ([@B157]) demonstrated that, at neocortical synapses, LTP of AMPA currents, whether induced chemically or by an STDP protocol, is followed by LTP of NMDA currents on a slower timescale (hours versus minutes). Most importantly, the late NMDA potentiation is done in such a way that the original NMDA-to-AMPA ratio is regained (Watt et al., [@B157]). This highlights the importance of timescale in our understanding of how mechanisms like Hebbian and homeostatic plasticity interact.

In addition to postsynaptic changes, homeostatic presynaptic changes have also been observed (Murthy et al., [@B101]; Burrone et al., [@B25]; De Gois et al., [@B39]; Erickson et al., [@B51]; Wierenga et al., [@B160]; Branco et al., [@B21]). Some of the differences in expression location may reflect developmental differences: Wierenga and colleagues showed that in neurons in culture for less than 3 weeks, synaptic scaling is expressed purely postsynaptically, whereas in older cultures, both pre- and postsynaptic alterations contribute (Wierenga et al., [@B160]). This suggests that neurons may possess several different mechanisms for synaptic scaling, and that the precise expression mechanism utilized will depend on several factors, including developmental stage.

You may be forgiven if you are experiencing a sense of déjà vu at this moment; research into the expression mechanisms of synaptic scaling have interesting parallels with the LTP and LTD fields (Lisman, [@B80]; Duguid and Sjostrom, [@B47]), both in the "pre- versus postsynaptic" debate, and in the apparent resolution of this debate, that neurons may use either or both loci. Furthermore, many of the players in both the LTP and synaptic scaling fields are the same: calcium acts as the signal that is ultimately expressed as a change in AMPA receptors at synapses. Indeed, these are not the only similarities. Several other intracellular signaling molecules have been implicated in synaptic scaling that also may play a role in LTP or LTD, such as Arc (Rial Verde et al., [@B120]; Shepherd et al., [@B129]), polo-like kinase 2 (Plk2) and CDK5 (Seeburg et al., [@B128]), and CaMKIV (Ibata et al., [@B67]). Additionally, trans-synaptic signaling molecules like β3 Integrin (Cingolani et al., [@B33]) and MHC1 (Goddard et al., [@B59]) have been implicated in mediating synaptic scaling. How these signaling mechanisms interact remains to be determined.

Homeostatic Intrinsic Plasticity
================================

The intrinsic electrical properties of neurons are determined largely by their expression of voltage- and calcium-gated ion channels. The diversity of these channels in mammalian central neurons is staggering: no fewer than 36 separate genes are required to account for the principal subunits of the potassium channels alone (Vacher et al., [@B151]). How the brain actually uses this diversity is among the most puzzling questions in neuroscience. It is made especially challenging by the fact that a neuron\'s complement of ion channels is not simply dictated by a set of genetic instructions, nor is it hard-wired during early childhood. Rather, like its synapses, a neuron\'s intrinsic electrical properties evolve throughout life, often under the influence of activity-dependent plasticity (Zhang and Linden, [@B169]; Frick and Johnston, [@B55]). Indeed, many of the same experimental protocols used to study synaptic plasticity (including STDP) also produce intrinsic plasticity.

Basic experimental evidence
---------------------------

The most straightforward way for changes in intrinsic properties to help neurons and circuits maintain appropriate levels of electrical activity is through overall shifts in cellular excitability. In particular, the gain and/or threshold of individual neurons might be adjusted to match whatever average synaptic input they receive. Consider an idealized *f*--*I* curve (Figure [2](#F2){ref-type="fig"}A), which relates a neuron\'s output (firing rate) to its input (synaptic current). If the average input is too low, the neuron will hardly ever fire, because of the spike threshold; if it is too high, the firing rate will saturate, because there is some physical limit on how fast a neuron can fire. Between the two extremes is a sensitive region, in which the neuron\'s output really does reflect its input. A robust strategy for firing rate stability, when there are large or long-lasting fluctuations in average input, is to shift the position or slope of the *f*--*I* curve so that the sensitive region always corresponds well with the distribution of inputs. In this way, the neuron\'s dynamic range can be preserved.

![**Homeostatic intrinsic plasticity**. **(A)** A general way of adapting a neuron\'s intrinsic excitability in response to changes in the mean or variance of synaptic inputs is by adjusting the gain (slope) or threshold (x-intercept) of its *f*--*I* curve. At top-left are stylized *f*--*I* curves, relating input current to output firing rate. These are matched to the three synaptic input distributions shown below. Experimentally what one observes is at right. After prolonged activity deprivation, neurons become hyper-excitable -- for example, they fire more strongly in response to a given current step. After activity enhancement, they become hypo-excitable. **(B)** Distinctive properties of *I*~h~ make it interact with synaptic changes wrought by STDP. *I*~h~ activates in response to hyperpolarization, is partially active at resting potentials (≈ −60 mV), and its *E*~rev~ sits at the base of the activation curve, making it a stabilizing force. In pyramidal neurons, HCN channels are expressed mostly in apical dendrites, with a density that increases as one moves distally.](fnsyn-02-00005-g002){#F2}

This is a simple idea that nevertheless appears to hold (roughly) in a wide variety of real systems. Experimental evidence for the general strategy has been found in neocortex, hippocampus, striatum, and brainstem; in pyramidal neurons and interneurons; in mammalian brains and invertebrate brains; using tissue from juvenile animals and adult animals; after activity manipulation in cell cultures, slice cultures, and the intact brain (Turrigiano et al., [@B148]; Desai et al., [@B42],[@B43]; Aizenman et al., [@B4]; Nelson et al., [@B103]; Aptowicz et al., [@B8]; Gibson et al., [@B58]; Karmarkar and Buonomano, [@B73]; van Welie et al., [@B154]; Echegoyen et al., [@B48]; Pratt and Aizenman, [@B113]; Bartley et al., [@B12]; Maffei and Turrigiano, [@B87]; Azdad et al., [@B11]; Breton and Stuart, [@B22]; Mohapatra et al., [@B96]; Wilhelm et al., [@B161]; O\'Leary et al., [@B106]). A typical experiment is that of Karmarkar and Buonomano ([@B73]), who examined the intrinsic excitability of CA1 pyramidal neurons in organotypic slice cultures. This preparation, like other culture systems, exhibits pronounced spontaneous spiking activity even in the absence of external stimuli. The activity is driven by the cultures' dense excitatory and inhibitory connectivity. Karmarkar and Buonomano ([@B73]) were therefore able, by applying pharmacological blockers of either inhibition or excitation, to drive average spontaneous firing rates up or down for a period of days. At the end of this period, they assayed the excitability of individual neurons by measuring the number of spikes fired in response to current injections of different amplitudes, and used the measurements to construct *f*--*I* curves. What they found was similar to the idealized case (Figure [2](#F2){ref-type="fig"}A). Chronically reducing firing rates tilted the *f*--*I* curve up and to the left, whereas increasing them tilted it down and to the right. The changes in intrinsic excitability were accomplished without grossly deforming firing properties: individual spike waveforms were unaltered, as were the neurons' electrophysiological identities (i.e., regular spiking neurons did not become fast spiking or rhythmically bursting). Instead, what was tuned by the activity manipulations was sensitivity: neurons responded to low (or high) activity conditions by becoming more (or less) sensitive to whatever input they received, as one would want for homeostatic regulation.

What is being regulated? Or more precisely, what signal controls whether neuronal excitability is increased or decreased? As is true of synaptic scaling, the answer appears to be calcium influx due to spike firing and depolarization (LeMasson et al., [@B79]). For mammalian central neurons, the argument rests on the observations that activity-dependent shifts in excitability can be produced by directly depolarizing neurons with externally-applied potassium (van Welie et al., [@B155]; O\'Leary et al., [@B106]) or with puffs of glutamate (van Welie et al., [@B155]) and that homeostatic intrinsic plasticity can be prevented by blocking voltage-dependent calcium channels, other sources of calcium, and downstream calcium-related pathways (Fan et al., [@B52]; Frick and Johnston, [@B55]; Wu et al., [@B162]; O\'Leary et al., [@B106]). Intracellular calcium levels track average firing rates quite well under physiological conditions. Using them as an "activity signal" would make for a robust regulatory mechanism, because each neuron could self-regulate. It would also allow for some kind of coordination between homeostatic intrinsic plasticity and both Hebbian and homeostatic forms of synaptic plasticity, as all would depend (somehow) on shared calcium signals. However, as is also true of synaptic scaling, there may be separate extracellular signaling pathways. In particular, manipulating BDNF levels and receptor activation affects the induction of intrinsic plasticity in culture (Desai et al., [@B42]). Whether BDNF actually mediates network-level homeostasis under physiological conditions is not known.

While the similarity of results obtained in different preparations and under different experimental conditions is remarkable, there are important differences. One is in the timescale of effects. In some cases, intrinsic excitability alters in response to activity only after hours or days have passed (Desai et al., [@B43]; Aptowicz et al., [@B8]; Gibson et al., [@B58]). In others, homeostatic regulation of excitability is apparent after only minutes (Nelson et al., [@B103]; Misonou et al., [@B95]; Fan et al., [@B52]; van Welie et al., [@B153]). The reason for the variability is uncertain. Part of it may simply be a consequence of differences in experimental techniques and methodology, but part of it probably reflects real differences in the underlying physiology. The experiments showing slow intrinsic plasticity were designed mainly to explore how neurons and neural circuits might respond to the stability challenges posed by postnatal development, which is an inherently slow process. On the other hand, the experiments showing fast intrinsic plasticity were motivated more by the need to counter the destabilizing effects of Hebbian plasticity and of temporary fluctuations in synaptic input. In fact, several actually employed standard LTP protocols in order to demonstrate homeostatic regulation of intrinsic excitability (Fan et al., [@B52]; Brager and Johnston, [@B20]; Campanac et al., [@B26]).

The other major difference between the various experimental results is in the specific ion channels regulated by homeostatic processes. In mammalian systems alone, depending on the activity manipulation employed and the type of neurons studied, the channels carrying one or more of the following currents might be altered: transient sodium, sustained potassium, M-type potassium, long-lasting calcium, hyperpolarization-activated cyclic nucleotide (HCN), and leak (Desai et al., [@B43]; van Welie et al., [@B155]; Fan et al., [@B52]; Gibson et al., [@B58]; Trasande and Ramirez, [@B145]; Wu et al., [@B162]; Breton and Stuart, [@B22]). Moreover, activity manipulation affects not only channel density, but also localization and gating characteristics. Consequently, while the idealized regulation of Figure [2](#F2){ref-type="fig"}A (a simple shift of the *f*--*I* curve) is often true, the effects of homeostatic intrinsic plasticity can be quite complicated. In some cases, intrinsic plasticity involves not simply changes in gain or threshold but changes in spike frequency adaptation, afterpotentials, synaptic integration, local dendritic excitability, temporal firing patterns, and resonance characteristics (van Welie et al., [@B155]; Frick and Johnston, [@B55]; Trasande and Ramirez, [@B145]; Johnston and Narayanan, [@B69]). This diversity can be both good and bad, if the goal is neuronal and network stability. Some systems make excellent use of it. One of these is the crustacean stomatogastric ganglion (STG), a small circuit in which neurons have well-defined roles and stereotyped firing behavior (Marder and Bucher, [@B89]). Maintaining particular firing patterns (e.g., bursting or rhythmic activity) is crucial to circuit function; and the STG exhibits a broad range of homeostatic responses to perturbations that alter firing characteristics, adjusting inward and outward conductances in a coordinated way so as to restore function. But in other systems the diverse intrinsic changes can produce pathological states. Sensory deprivation of rat barrel cortex, by whisker trimming, downregulates HCN channel density in the dendrites of layer 5 pyramidal neurons (Breton and Stuart, [@B22]). This makes the dendrites more excitable, but it also increases the proportion of neurons that discharge strong bursts of action potentials. This might leave the system vulnerable to epileptic instability (Poolos, [@B112]). Indeed, such untoward effects of homeostatic plasticity have been hypothesized to contribute not only to epilepsy but to neuropsychiatric disorders (Ramocki and Zoghbi, [@B116]).

Relation to synaptic scaling
----------------------------

The experimental protocols used to induce homeostatic intrinsic plasticity have (with some exceptions) been identical to those used to induce synaptic scaling: chronic activity manipulation of cultured neurons and networks, sensory deprivation of cortex, pharmacological silencing of spiking activity in hippocampus. Even so, the relationship between the two types of homeostatic plasticity remains unclear. Why do they both exist? Are they expressed under the same circumstances? How do they work together? The answers to these questions are required if we are truly to understand how homeostatic regulation operates in real networks (Maffei and Fontanini, [@B84]).

An attractive idea is that synaptic scaling and homeostatic intrinsic plasticity operate in parallel as redundant regulatory mechanisms. Redundancy seems to be a ubiquitous design principle of biological systems (Tononi et al., [@B143]). Along these lines, a notable result is that of Maffei and Turrigiano ([@B87]). They studied the effects on the rodent monocular visual cortex of two forms of sensory deprivation: lid suture and intraocular injection of the sodium channel blocker TTX. Both disrupt normal visually-evoked drive to cortex, but whereas intraocular TTX eliminates all retinal activity, lid suture allows for the spontaneous firing of retinal ganglion cells. Maffei and Turrigiano found that layer 2/3 pyramidal neurons exhibited homeostatic responses to both types of deprivation, but that the nature of the responses differed. After lid suture, the intrinsic excitability of individual cells was upregulated; after intraocular TTX, the upregulation was instead that of excitatory synapses. Spontaneous retinal firing after lid suture is known to drive robust LTD in visual cortex (Rittenhouse et al., [@B121]). One explanation for the difference between intraocular TTX and lid suture is that, while synaptic scaling was able to produce a sufficient homeostatic response to the former, it was unable to overcome the strong LTD produced by the latter. Instead, a redundant homeostatic mechanism, intrinsic plasticity, was recruited.

Another attractive idea is that synaptic scaling and homeostatic intrinsic plasticity may be active at different developmental stages and may be engaged in a definite temporal order (Karmarkar and Buonomano, [@B73]; Echegoyen et al., [@B48]). Returning to the Karmarkar and Buonomano ([@B73]) experiments described above: using the same recordings with which they examined plasticity of intrinsic excitability, they also examined plasticity of inhibition. They found that both were expressed in immature cultures, with changes in intrinsic excitability always appearing first, followed some time later by changes in inhibition. However, in mature cultures, only intrinsic plasticity was expressed. To the extent that development of organotypic slices seems to mimic that of hippocampus *in vivo* (De Simoni et al., [@B44]), this raises the possibility that intrinsic plasticity is the dominant homeostatic process of the adult brain. This notion is also hinted at by the work of Echegoyen et al. ([@B48]) who subjected hippocampal networks *in vivo* to activity deprivation by sustained release of TTX via implanted polymer strips. These experiments showed that homeostatic intrinsic plasticity was robust in both juvenile and adult animals, but that effects on synaptic currents varied over development in ways that might not necessarily promote homeostasis. It may be that, in some cases, relying on homeostatic intrinsic plasticity is preferable to relying on synaptic scaling so as not to interfere with synaptically-stored information.

Perhaps the most attractive idea of all is that synaptic scaling and homeostatic intrinsic plasticity act synergistically. The term "homeostatic regulation" is a rather general one that can mean different things in different contexts. It can encompass tasks as distinct as controlling the firing rates of individual neurons or the activity of large networks, preserving uniform synaptic weight distributions (or at least ones in which weights do not cluster at extremes), and ensuring that the dynamic range of response properties matches that of inputs. Neither synaptic scaling nor homeostatic intrinsic plasticity, as complicated and flexible as they may be, seems well positioned to do all of these things by themselves. Lazar et al. ([@B78]) explored this idea in a thought-provoking computational model. They endowed a recurrent neural network with three forms of plasticity -- STDP, synaptic normalization (similar to scaling), and homeostatic intrinsic plasticity -- and investigated its ability to learn spatio-temporal patterns in its inputs. Not only did the network outperform comparable, optimally tuned static networks, but both types of homeostatic plasticity were necessary to maintain healthy dynamics. Without synaptic normalization, the network exhibited seizure-like bursts of activity, even when driven by random inputs. Without intrinsic plasticity, many neurons in the network fired at aberrantly high rates, while others fell silent. Only when both were included was the network able to make efficient use of its resources.

Interaction with STDP
---------------------

STDP is sensitive to several features of cellular excitability, including resting potential, firing frequency, and action potential backpropagation (reviewed by Sjostrom et al., [@B132]). We expect then that, rather than simply acting in parallel with synaptic plasticity, homeostatic intrinsic plasticity should be able to affect the induction of STDP itself. When a neuron\'s average activity is low, increasing intrinsic excitability (by whatever means) should make subsequent synaptic potentiation more likely. Conversely, when average activity is high, decreasing intrinsic excitability should instead make subsequent synaptic depression more likely. This plasticity of plasticity, which has been termed "metaplasticity," represents a way for plasticity of intrinsic properties to affect (indirectly) synaptic ones and a distinct method of homeostatic adaptation (Abraham, [@B2]). The idea has been treated most formally in the context of the Bienenstock, Cooper, and Munro (BCM) model of synaptic plasticity, which we discuss in the next section.

One class of the ion channels regulated by homeostatic plasticity, the HCN channels that carry the H current, display unique biophysical properties that make them especially suited to modulating STDP (Figure [2](#F2){ref-type="fig"}B) (Atkinson and Williams, [@B10]; Biel et al., [@B17]). Unlike "normal" voltage-gated channels, HCN channels are activated by membrane hyperpolarization rather than depolarization, with a reversal potential that sits near the base of the activation curve. They do not display voltage-dependent inactivation, and they are partially open at typical resting potentials. In both hippocampal CA1 and neocortical layer 5 pyramidal neurons, HCN channels are highly expressed along the apical dendrite, with a channel density that gets progressively greater with distance from the soma. Together, these properties endow HCN channels with several important physiological roles (Narayanan and Johnston, [@B102]; Atkinson and Williams, [@B10]; Biel et al., [@B17]): they help determine resting potential and input resistance, shape the time course of synaptic potentials and how they summate, and control the spread of synaptic potentials along the dendritic tree.

All of these roles suggest ways in which plasticity of the H current might affect STDP and vice versa (Kampa et al., [@B71]; Shin and Chetkovich, [@B130]; Campanac and Debanne, [@B27]; Sjostrom et al., [@B132]). For the case of homeostatic regulation, most are as yet unexplored. However, there has been relevant work using traditional rate-based LTP and LTD protocols in hippocampal CA1 neurons. Fan et al. ([@B52]) found that theta-burst pairing of Schaffer collateral inputs and postsynaptic firing not only resulted in robust LTP but also produced a general decrease in cellular excitability, which like LTP itself depended on NMDA activation and downstream calcium pathways. Brager and Johnston ([@B20]) complemented this finding by showing that LTD evoked by low-frequency pairing was instead accompanied by a general increase in cellular excitability. In both cases, the intrinsic plasticity was mediated by up- or downregulation of the H current and the attendant effects on input resistance. At first glance, these two results might seem to contradict experiments showing that LTP (or LTD) evoked by STDP produces a localized increase (or decrease) in excitability (Campanac and Debanne, [@B27]). However, the discrepancy might be resolved by the observation that the magnitude of LTP controls whether the H current is up- or downregulated (Campanac et al., [@B26]). Strong LTP results in upregulation, weak LTP in downregulation. In other words, homeostatic intrinsic plasticity may only kick in when synapses are near saturation, which is when one would expect homeostatic regulation to be most necessary (Roth-Alpermann et al., [@B122]).

Metaplasticity and the BCM Model of Synaptic Plasticity
=======================================================

Most studies of homeostatic plasticity, whether synaptic or intrinsic, have treated its actions as essentially independent of those of Hebbian plasticity. That is, the general picture has been one of homeostatic plasticity operating in parallel with LTP and LTD, complementing them, but mediated by distinct biophysical mechanisms and operating without any specific coordination. But, as we have noted, this dichotomy between the two types of plasticity is not strictly necessary. Indeed, one might argue that, from the standpoint of network function, the most stable kind of homeostatic regulation is one that is embedded in the rules of Hebbian plasticity itself. One way of doing this is by making the capacity of synapses to undergo Hebbian modification depend upon their history of use or upon the history of neuronal activity, an idea called metaplasticity (Abraham, [@B2]). The most influential attempt to understand plasticity in this way was made by BCM nearly 30 years ago (Bienenstock et al., [@B18]).

BCM rule
--------

In the BCM formulation, individual excitatory synapses can undergo both potentiation and depression (Figure [3](#F3){ref-type="fig"}A). Whether a synapse is strengthened or weakened by presynaptic activity depends upon whether postsynaptic activity is above or below a threshold. Synaptic input that drives postsynaptic firing to high levels results in an increase in synaptic strength, whereas input that produces only low levels of postsynaptic firing results in a decrease. The threshold firing rate -- the crossover point between LTP and LTD -- is itself a slow function of postsynaptic activity, moving so as to make LTP more likely when average activity is low and less likely when it is high. This sliding of the threshold can stabilize synaptic dynamics, if its dependence on activity is chosen appropriately. For example, a simple implementation of the BCM rule is: $$\text{τ}\frac{dw}{dt} = r_{\text{pre}}r_{\text{post}}\left( {r_{\text{post}} - \text{θ}_{\text{th}}} \right),$$ where *w* is the synaptic weight, τ is a time constant (a characteristic time for Hebbian modification), *r*~pre~ and *r*~post~ are the presynaptic and postsynaptic firing rates, and Θ~th~ is the threshold. The condition for stability is that Θ~th~ grows faster than linearly with a running average of postsynaptic firing rate. The average is taken on a timescale slower than that of fluctuations in activity patterns but faster than that of changes in synaptic weight distribution. Other formulations of the BCM idea, with somewhat different properties, have also been proposed (Artola and Singer, [@B9]; Law and Cooper, [@B77]; Toyoizumi et al., [@B144]).

![**BCM model**. **(A)** A standard implementation of the BCM rule is shown at left. Plasticity is a quadratic function of postsynaptic firing rate *r*~post~. When *r*~post~ is below a specified threshold, presynaptic firing induces LTD; when above, LTP. Prolonged periods of low or high activity slide the position of the threshold bidirectionally. An experimental demonstration of the rule at rat visual cortical synapses is illustrated at right (Kirkwood et al., [@B76]). The threshold stimulation frequency separating LTD and LTP shifted left after several days of dark rearing. **(B)** Whether the BCM model and STDP are compatible depends on the STDP update rule employed (Izhikevich and Desai, [@B68]). If neurons are only weakly correlated, assuming that all combinations of pre- and postsynaptic spikes (all-to-all) contribute to plasticity means that the distribution of relative times will be uniform, as illustrated in the leftmost figure. (The color scale indicates the (normalized) fraction of contributing spike pairs for each relative time.) The integral of the STDP learning window is negative and only depression results in the all-to-all case. On the other hand, if only nearest-neighbor pairs contribute to plasticity, its sign depends on *r*~post~. For low rates, the distribution of times is still mostly uniform, but for high rates, the distribution peaks near the origin. In the first case, net depression results, but in the second case, net potentiation results. Between the two rates sits a BCM-like threshold.](fnsyn-02-00005-g003){#F3}

Numerous experimental tests of the BCM model have been conducted over the years -- and it has stood up to them very well (Bear, [@B13]). Using rate-based protocols for induction of long-term plasticity, several different groups have confirmed the validity of key features of the BCM rule to synapses in both neocortex and hippocampus (Dudek and Bear, [@B46]; Kirkwood et al., [@B76]; Wang and Wagner, [@B156]; Abraham et al., [@B3]; Roth-Alpermann et al., [@B122]; Xu et al., [@B163]). Most importantly, they have demonstrated the existence of a threshold Θ~th~ that moves based on prior activity. To cite one example, when 2 days of dark rearing is used to decrease activity in rodent visual cortex, the threshold shifts so that LTP becomes easier to induce and LTD harder (Kirkwood et al., [@B76]; Philpot et al., [@B110]). More precisely, the minimum stimulation frequency necessary to produce LTP (at synapses connecting layer 4 to layer 2/3) is reduced, as is the amount of LTD produced by the smallest effective frequency (Figure [3](#F3){ref-type="fig"}A). Brief re-exposure to light rapidly reverses the shift in the modification threshold, indicating that the effect is bidirectional. To cite another example, when granule cells of the dentate gyrus in awake rats are activated by strong stimulation of the medial perforant path, it becomes more difficult to potentiate synapses from the neighboring (but separate) lateral perforant path (Abraham et al., [@B3]). Moreover, a similar effect can be obtained by directly activating granule cells via antidromic stimulation of their mossy fiber axons. This is an important finding because it shows that sliding of the threshold is a postsynaptic, cell-wide property and not restricted to the synapses previously activated. It is also worth pointing out that, in just these two examples, the timescale of threshold modification varies between days, in the first case, to minutes, in the second.

Mapping STDP onto BCM
---------------------

Since its introduction, the BCM rule has been widely used to model brain processes related to learning and experience-dependent development (Bear, [@B13]; Cooper et al., [@B35]; Abraham, [@B2]). Given its success, there has been considerable interest in understanding the relationship between BCM and STDP (Izhikevich and Desai, [@B68]; Burkitt et al., [@B23]; Pfister and Gerstner, [@B107]; Benuskova and Abraham, [@B15]). This is an aspect of a broader interest in understanding how traditional rate-based protocols for LTP and LTD are related to the newer timing-based protocols. If STDP rules can be mapped onto the BCM rule, the thinking goes, not only can a large body of experimental work be unified within a single conceptual framework, but network models based on STDP will inherit the useful competitive and stability properties that models based on BCM exhibit (Clopath et al., [@B34]). Efforts to combine STDP and BCM have typically fallen into one of two categories: phenomenology (reviewed by Morrison et al., [@B98]) or biophysics (Shouval et al., [@B131]; Yeung et al., [@B167]; Rubin et al., [@B125]).

The phenomenological efforts have sometimes adopted the strategy of beginning with a simple STDP rule and asking under what conditions it results in BCM-like plasticity. One builds up BCM from STDP by making the (not uncontested) assumption that spike timing is more fundamental to plasticity than spike rate (Lisman and Spruston, [@B81]). The simplest of these efforts is instructive, even if its applicability is limited (Izhikevich and Desai, [@B68]). Say that a neuron receives a large number of independent Poisson inputs and that each synapse evolves according to the rules of STDP. Is the end-result compatible with the BCM rule? The answer depends on how STDP is implemented (Figure [3](#F3){ref-type="fig"}B). Under a standard implementation (Song et al., [@B136]), for each presynaptic spike, one sums the contributions from all preceding and all succeeding postsynaptic spikes. But if we do this, the distribution of relative times will be nearly flat. We end up sampling the whole STDP curve uniformly, and the net effect on synaptic weight is simply proportional to its integral. At most neocortical synapses, this is negative (Feldman, [@B53]), resulting in net depression regardless of postsynaptic firing rate. However, if we instead restrict STDP to nearest-neighbor pairs (Sjostrom et al., [@B133]), then, for high firing rates, relative times will mostly be short. We effectively sample the STDP curve only near the origin. The LTP maximum is larger than the LTD minimum, and we get potentiation. For low firing rates, longer relative times will also be common, so we sample more of the tails of the STDP curve. The LTD part decays more slowly than the LTP part, and we get depression. By varying the postsynaptic firing rate, we can obtain a function that mimics the BCM rule, with the threshold expressed in terms of the STDP parameters. One might then mimic sliding of the threshold by varying the parameters (Benuskova and Abraham, [@B15]).

Simple pair-based STDP rules, even if complemented with additional constraints, are not able to capture much of the phenomenology of STDP (Morrison et al., [@B98]). They do not, for example, account for the results of experiments in which the repetition frequency of pairs of spikes was varied or those in which spikes were paired, not singly, but in triplets or quadruplets. For this reason, more elaborate phenomenological models have been proposed, including ones that incorporate interactions between more than two spikes, postulate a hidden variable modulating efficacy, or allow synapses to exist in multiple states (Appleby and Elliott, [@B7]; Froemke et al., [@B56]; Pfister and Gerstner, [@B107]). A notable result is that of Clopath and colleagues (Clopath et al., [@B34]). In their model, synaptic changes elicited by presynaptic spikes depended not on postsynaptic spikes as such, but on postsynaptic membrane potential. Homeostasis was implemented by making the amount of LTD depend on a slow average of membrane potential. This approach not only accounted for much of the empirical STDP data, but allowed, in the case of Poisson inputs, for a good mapping to the BCM rule.

At the other end of the spectrum from phenomenology lies biophysics: perhaps more fundamental but also more difficult. The starting point for any biophysical description of plasticity is calcium (Castellani et al., [@B30]; Karmarkar and Buonomano, [@B72]; Shouval et al., [@B131]; Yeung et al., [@B167]; Rubin et al., [@B125]). The general approach models calcium influx and dynamics (e.g., buffering mechanisms), and relates these to variables known to affect synaptic transmission (e.g., activation of calcium-dependent enzymes). This approach is challenging for a couple of reasons: the biophysical workings of these processes are not fully understood, necessitating an element of phenomenology in every case; and there is evidence that the induction and the expression of synaptic plasticity have multiple loci, presynaptic as well as postsynaptic (Duguid and Sjostrom, [@B47]; Corlew et al., [@B36]). Even so, the work to date has been intriguing. For example, Shouval and colleagues built a model of plasticity that used calcium currents mediated by NMDA receptors as an associative signal (Shouval et al., [@B131]; Yeung et al., [@B167]). The resulting model neuron was both sensitive to temporal correlations in spike trains, as one expects from STDP, and able to respond selectively to a set of input rate patterns, as one expects from BCM. Stability was provided by a slow, homeostatic regulation of NMDA receptor levels. This seems compatible with the effects of synaptic scaling on NMDA conductance (Watt et al., [@B158]), but it is a bit difficult to reconcile with evidence that NMDA and AMPA currents are coregulated by LTP (Watt et al., [@B157]). We consider this issue next.

What shifts the BCM threshold?
------------------------------

The feature of the BCM rule that enables homeostatic regulation is the fact that the threshold between potentiation and depression shifts as a function of average postsynaptic activity. What might cause such a shift? Several answers to this question have been offered (Abraham, [@B2]).

The most compelling evidence involves activity-dependent regulation of NMDA receptor subunit composition (Cho et al., [@B32]; McCoy et al., [@B93]). NMDA receptors are heteromers consisting of two obligatory NR1 subunits and two regulatory subunits, usually a combination of NR2A and NR2B (Yashiro and Philpot, [@B165]). Early in life, NR2B levels are much higher than NR2A levels. However, as the brain matures, the ratio of NR2A to NR2B increases dramatically, as does the ratio of NMDA receptors containing NR2A to those containing NR2B. This increased NR2A/NR2B ratio has multiple effects on synaptic transmission and plasticity, because NR2B-containing receptors have slower channel kinetics and produce longer-lasting EPSPs; allow more calcium influx per EPSP; are more mobile; and interact more strongly with proteins important in the induction of LTP. For the BCM model, the important point is that the NR2A/NR2B ratio is sensitive to both sensory experience and activity-dependent plasticity. The leftward shift in the LTP/LTD threshold after dark rearing, described above, is accompanied by a decrease in the ratio; the rightward return after re-exposure to light is, conversely, accompanied by an increase (Quinlan et al., [@B114]; Philpot et al., [@B110], [@B109]). A causal relationship between changes in the ratio and sliding of the threshold is indicated by experiments on mutant mice in which the NR2A subunit was knocked out; these mice failed to show a threshold shift after dark rearing (Philpot et al., [@B108]). Furthermore, activity-dependent regulation of the NR2A/NR2B ratio is not limited to developmental timescales: at Schaffer collateral synapses onto CA1 pyramidal neurons, the ratio can be moved up or down by priming stimulations, with corresponding effects on LTP and LTD, after only minutes (Xu et al., [@B164]).

Might synaptic scaling of NMDA conductances (see [Synaptic Scaling](#s1){ref-type="sec"}) contribute to sliding of the BCM threshold? It probably does. While both LTP and LTD require calcium influx through NMDA receptors, LTP is somewhat more sensitive to postsynaptic calcium than LTD, and in the developing neocortex LTD depends upon presynaptic rather than postsynaptic NMDA receptors (Sjostrom et al., [@B134]; Bender et al., [@B14]; Corlew et al., [@B37]). As a result, postsynaptic NMDA scaling might shift the balance between LTP and LTD, in a manner compatible with the BCM rule. However, NMDA scaling is unlikely to be the initial cause of threshold modification. NMDA and AMPA current amplitudes are coregulated by synaptic scaling in neocortical cultures, with no evidence that NMDA scaling precedes or triggers AMPA scaling (Watt et al., [@B158]). In fact, LTP of AMPA currents, whether induced pharmacologically or by STDP, is followed on a slower timescale by a corresponding increase in NMDA currents (Watt et al., [@B157]), which is the opposite of what the BCM model would suggest. Moreover, NMDA scaling does not affect the decay time constant of NMDA currents, as one would expect if the NR2A/NR2B ratio were being altered and as is observed in visual cortex after dark rearing (Watt et al., [@B158]; Philpot et al., [@B110]).

There are at least two other ways in which synaptic scaling and homeostatic intrinsic plasticity might affect the BCM threshold. These are in addition to and more direct than their general effects on average postsynaptic firing rate. One way is by regulating dendritic excitability. By this we mean such things as backpropagation of action potentials, generation of calcium bursts and dendritic spikes, and compartmentalization of the dendritic tree. All are believed to affect the induction of STDP at excitatory synapses (Kampa et al., [@B71]; Sjostrom et al., [@B132]), and all will be affected by the synaptic and intrinsic changes described in the previous two sections. The other way is simply by regulating average membrane conductance. Conductance is important to STDP because of its effect on EPSP kinetics (Fuenzalida et al., [@B57]). Intrinsic plasticity changes conductance more or less directly. Synaptic scaling does so through its effects on synaptic background activity, which is a ubiquitous feature of the brains of behaving animals and which, in pyramidal neurons, can increase average membrane conductance by as much as a factor of five (Destexhe et al., [@B45]). Crucially, postsynaptic conductance preferentially affects the LTP part of STDP; even high levels of conductance have only a minimal effect on timing-dependent LTD (Delgado et al., [@B40]). This asymmetry suggests that modulating conductance is an effective method of moving the threshold between LTP and LTD.

Balanced STDP {#s2}
=============

In the introduction, we noted that one motivation for studies of homeostatic plasticity is the concern that Hebbian networks are potentially unstable because of positive feedback loops. The concern is especially great when plasticity is based only on presynaptic--postsynaptic correlations. But for STDP at synapses that also express short-term plasticity, there may be ways, in some circumstances, to address this concern that do not require separate regulatory mechanisms. Here we describe two of them.

Redistribution of synaptic efficacy
-----------------------------------

Most experimental studies of STDP have quantified synaptic strength by measuring the postsynaptic response to a single presynaptic action potential or a single presynaptic stimulation. This is a useful metric because of its simplicity, but it neglects an important fact: neurons in the brains of behaving animals do not fire action potentials in isolation but as part of complex, irregular spike trains. Even among neocortical pyramidal cells, interspike intervals can be as short as 10 ms. This is easily short enough to engage non-Hebbian forms of short-term synaptic plasticity, including synaptic depression and facilitation, which can profoundly alter response properties (Zucker and Regehr, [@B170]).

In a landmark paper, Markram and Tsodyks ([@B91]) demonstrated how the interaction between short- and long-term plasticity might result in changes in the content, rather than the gain, of neural signals. Using intracellular recordings, they examined synapses between individual layer 5 pyramidal cells from juvenile rats. These synapses exhibited considerable frequency-dependent synaptic depression, which is likely mediated by depletion of the pool of readily releasable vesicles at each synaptic site. Inducing LTP with paired burst activity increased EPSP amplitude in response to single presynaptic spikes. However, it did not alter the steady-state response to moderate- and high-frequency (\>10 Hz) spike trains (Figure [4](#F4){ref-type="fig"}A). Markram and Tsodyks argued that the LTP had been expressed presynaptically, as an increase in the probability of vesicle release. When the presynaptic neuron fired a train of spikes, this simply depleted the readily releasable pool more quickly, as reflected in an increased (post-pairing) rate of frequency-dependent depression, but it did not affect the size of the pool or any postsynaptic properties. In other words, LTP "redistributed" efficacy to the first spikes in the train, while having a minimal effect on the last ones. Describing quite what this means for a complex spike train, which might include a broad distribution of interspike intervals, is difficult, but it certainly suggests a useful means of imposing stability (Carpenter and Milenova, [@B29]). As rates increase, synapses become more depressed; the level at which they settle is unchanged by LTP.

![**Balanced STDP**. **(A)** Synaptic depression might balance STDP. At strongly depressing synapses, presynaptically expressed STDP increases the amplitude of the first potential in response to a train of presynaptic stimuli, but not the steady-state response. Weakly depressing synapses lack this normalization mechanism. The illustrations are derived from the phenomenological model of Tsodyks and Markram ([@B147]). **(B)** LTD might balance LTP. A leaky integrate and fire neuron receives a large number of excitatory and inhibitory Poisson inputs. Initially, the excitatory weight distribution is static and nearly uniform, and it results in aberrantly fast and regular firing. But once STDP is turned on, firing slows and becomes irregular. Excitatory weights move toward the two extremes. Parameters used here are similar to those of Song et al. ([@B136]).](fnsyn-02-00005-g004){#F4}

How general a means of stabilization is this "redistribution of synaptic efficacy" phenomenon? The complementary effect (reduced short-term depression) has been observed after timing-dependent LTD in layer 5 neocortex (Sjostrom et al., [@B134]), and both effects have been observed at hippocampal CA1 synapses following certain protocols for LTP and LTD (Yasui et al., [@B166]). However, at some synapses, STDP appears to be mediated by postsynaptic changes in addition to, or instead of, presynaptic ones (Hardingham et al., [@B62]; Feldman, [@B54]). And many synapses either do not exhibit strong frequency-dependent depression or do so only early in development (Reyes and Sakmann, [@B119]; Zucker and Regehr, [@B170]). For these synapses, some other means of containing runaway potentiation, such as those we have described, would seem to be necessary.

LTP versus LTD
--------------

In principle, purely Hebbian forms of plasticity might be able, by themselves, to regulate total synaptic drive, if the effects of LTP can be countered by those of LTD (and vice versa). This requires a rather delicate balance, which is difficult to maintain for rate-based plasticity. But STDP\'s dependence on precise spike timing might allow for such a balance to be established and maintained.

In particular, this might happen if the STDP learning window is biased toward depression -- that is, if the area over the LTD part of the curve is larger than the area under the LTP part (Feldman, [@B53]; Sjostrom et al., [@B133]). The basic argument is simple and intuitive (Abbott and Nelson, [@B1]). Imagine that a neuron receives excessively large synaptic input, which causes it to fire excessively fast. Each presynaptic spike will have only a weak effect on postsynaptic firing and is as likely to be preceded by postsynaptic spikes as it is to be followed by them. Both LTP and LTD will be induced as a result. If we assume that all spike pairings contribute to synaptic change (i.e., not just nearest neighbors), then the net effect will be depression of all synapses, because LTD dominates over LTP. As synapses get weaker, the firing rate will drop, until the only postsynaptic spikes are driven by chance clustering in the timing of presynaptic spikes. The synapses from these presynaptic neurons will grow stronger, because now their spikes will, on average, precede the postsynaptic ones. The end-result is a stable postsynaptic firing rate and a synaptic weight distribution in which some synapses are very strong and the others are very weak (assuming an additive STDP update rule; Figure [4](#F4){ref-type="fig"}B) (Song et al., [@B136]).

As appealing as this argument is, simulation-based and analytical studies indicate that the approach has significant limitations (Song et al., [@B136]; van Rossum et al., [@B152]; Kempter et al., [@B74]; Rubin, [@B124]; Gutig et al., [@B61]; Morrison et al., [@B97]; Billings and van Rossum, [@B19]). Even for the simplified case of a single postsynaptic neuron receiving Poisson inputs, the final result depends quite a lot on the particular STDP implementation employed. Among the choices that matter: whether one adopts additive, multiplicative, or mixed update rules; how one treats multi-spike interactions; and whether one imposes hard bounds on the growth and decay of individual synapses. These choices determine the shape of the steady-state weight distribution, whether there is competition between synapses, and how stable synaptic weights are. Furthermore, some of the final results, like the bimodal weight distribution just described, contradict experimental data (Turrigiano et al., [@B150]; Song et al., [@B137]). Balancing LTP versus LTD should be useful for homeostasis, but present evidence suggests it is best complemented by additional mechanisms, such as lateral inhibition (Billings and van Rossum, [@B19]) or synaptic scaling (van Rossum et al., [@B152]).

Working Together
================

We have in this paper described multiple mechanisms for homeostatic regulation of firing rates. The list has been extensive while not being exhaustive. For example, we did not discuss anti-STDP (Rumsey and Abbott, [@B126]) or heterosynaptic LTP and LTD (Royer and Pare, [@B123]; Chistiakova and Volgushev, [@B31]), which are somewhat separate from STDP proper. An obvious question is: why are there so many mechanisms? The answer probably arises from a combination of things: (1) Somewhat different needs have been grouped together under the label of "homeostasis," namely preventing runaway potentiation due to Hebbian synaptic change, and maintaining dynamic range during periods of intense synaptogenesis and neural growth. (2) The stability challenges faced by the nervous system differ between brain areas and at different developmental ages, perhaps necessitating different responses. (3) In complicated neural circuits, homeostatic regulation might require multiple processes acting on different timescales and in different ways. Given the complexity, what we most need now are investigations in which multiple forms of plasticity, both homeostatic and Hebbian, interact in defined systems. This is challenging but several studies of this sort have been done. To end this paper, we highlight a particularly illuminating one.

The rodent visual cortex is unusual in that one of its zones is strictly monocular, while the binocular cells in the other zone are interspersed and not segregated into patches based on eye preference. Mrsic-Flogel et al. ([@B99]) exploited this organization to disentangle the effects of competition from those of activity deprivation. Using calcium imaging of individual cells, they quantified changes in response properties after short (2 days) and long (≥4 days) periods of monocular deprivation (MD). As expected, short MD durations decreased deprived-eye responses and long MD durations increased open-eye responses. But surprisingly, the longer MD durations also strengthened deprived-eye responses in neurons devoid of open-eye input; and binocular deprivation strengthened (not weakened) responsiveness to both eyes. Most strikingly, the bidirectional response adjustments in binocular cells after MD effectively preserved the net visual drive for each neuron. The most likely explanation for these results is that two distinct forces were at work: a Hebbian process (e.g., LTD of excitatory synapses) that weakened deprived-eye responses in binocular cells, and a non-Hebbian process that strengthened all responses. The first implemented competition between afferents from the two eyes; the second implemented homeostatic regulation in response to deprivation. Furthermore, the preservation of net visual drive suggests the two acted in complementary ways.

Thus, just as you have multiple mechanisms enabling you to cope with variations in temperature, ranging from the Sahara to the Arctic, a neuron is equipped with a range of different, and sometimes overlapping, homeostatic mechanisms that allow it to "maintain its cool" with its output, over a wide range of different input "environments".
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