Computer-aided detection (CAD) is a computerized procedure in medical science that supports the medical team's interpretations and decisions. CAD often uses information from a medical imaging modality such as Computed Tomography to detect suspicious lesions. Algorithms to detect these lesions are based on geometric models which can describe the local structures and thus provide potential region candidates. Geometrical descriptive models are very dependent on the data quality which may affect the false positive rates in CAD. In this paper we propose an efficient adaptive diffusion technique that adaptively controls the diffusion flux of the local structures in the data using robust statistics. The proposed method acts isotropically in the homogeneous regions and anisotropically in the vicinity of jump discontinuities. This method structurally enhances the data and makes the geometrical descriptive models robust. For the iterative solver, we use an efficient gradient descent flow solver based on a PDE formulation of the problem. The whole proposed strategy, which makes use of adaptive diffusion filter coupled with gradient descent flows has been developed and evaluated on clinical data in the application to colonic polyp detection in Computed Tomography Colonography.
INTRODUCTION
During the past decade, the evolution of computer power and developments in computerized image analysis have impacted upon the interpretation stage of the medical imaging examination by providing a valuable second opinion to the medical team, leading to early detection of many diseases. Nowadays, computer-aided detection (CAD) is used in many medical screening applications such as for colon, lung, breast, liver, prostate and brain lesions [1] [2] [3] [4] [5] . CAD technology has not only implications for medical applications, but has also been extended to many non-medical applications such as industrial imaging and analysis, e.g. geographic data or satellite data processing.
In general, CAD uses automated algorithms for decision making and is composed, in principle, of five stages: preprocessing, segmentation, detection, feature extraction and classification (see Figure 1 ). The preprocessing step usually consists of artifact correction and noise removal. The segmentation separates the organ of interest from the data. The detection step extracts potential candidates. The feature extraction step characterizes candidate regions by assessing which values are very similar to regions in the same category, and very different from regions in different categories. The last step, the classification, is based on a statistical method of supervised classification, and it seeks to distinguish features that are invariant. The latest CAD technologies can provide acceptable levels of sensitivity and specificity. However, CAD is still under active development, and the technology needs to be improved further.
The detection step is the core of CAD in medical imaging as it aims to reduce the amount of data to process by selecting only the high probability candidate regions in the segmented organ by extraction and clustering geometric features that characterize target lesions (see Figure 2 ). Geometrical methods developed for this stage include the use of a volumetric shape index and curvedness 6 , surface curvature with a rule-based filter 7 , the Hough transform 8 , and sphere fitting 9 . Unfortunately, in practice, the data is always accompanied by noise and removing it from the data is crucial. Recently, several researchers have investigated different approaches to remove the noise and enhance the quality of the data. These methods can be categorized into two classes: isotropic and anisotropic 10 .
The choice of an adequate smoothing method in medical imaging is a wide field of research in itself which depends on the medical image modality. A popular choice that is used extensively in CAD and other denoising problems is the Gaussian filter 11 . This smoothing method reduces high-frequency noise and is suitable for homogeneous objects, but for a heterogeneous medium, which may occur in shape analysis in medical applications, these methods are predisposed to favor oversmoothing of the data. In particular, they penalize structures present in the object. To overcome this difficulty, many techniques based on anisotropic approach were proposed. These techniques aim to preserve edges, but the images resulting from its application in the presence of noise are often piecewise constant; thus the finer details in the original object may not be recovered satisfactorily, and ramp structures give staircase effects that can destroy the structures present in a complex heterogeneous object. A solution that allows smooth transitions without penalizing edges and ramp structures could be achieved by using total variation-based methods 12 , or Perona Malik anisotropic filter 13 .
In this work we proceed by using a Huber adaptive diffusion method based on a robust statistic estimator [14] [15] [16] , coupled with a fast gradient descent flows solver. This method acts as an adaptive diffusion smoother process on the contrast of the object. It has characteristics as follows: it is isotropic (like Gaussian filtering) in homogeneous regions and where the solution gradient is small; and in the vicinity of an edge, it acts to smooth parallel to the edge, and not across it, thus preserving the integrity of the structures. One of the difficulties is to make a decision between flat or edge regions and it is the key step in this scheme, particularly in the presence of the outliers. One solution is to find a threshold on the intensities or on the gradient of the intensities through experimentation, but this needs to be calibrated in each scan configuration. In the present work we use the robust statistic estimator 14, 16 . This smoothing strategy will allow the geometrical model used in the detection step to perform accurately.
METHODOLOGY

Adaptive diffusion smoothing
Smoothing is a necessary part in medical image formation. Indeed, according to Shannon's theory, a digital image can be correctly represented by a discrete set of values only if it has been previously smoothed or filtered. Moreover, the smoothing stage may also solve other problems such as attenuating the accompanied noise and enhancing local structures for accurate post-processing as mentioned above in the introduction.
Diffusion methods are inspired from the physical diffusion phenomenon. Weickert 10 makes an interesting analogy between the physical background of diffusion and its application in image processing. Indeed this inference allows a good understanding of the diffusion process. In physics, diffusion is a process of equilibration Extraction of lesions using geometrical features
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Clustering of lesion candidates Figure 2 . Diagram of the detection scheme of concentration differences with mass conservation. Isotropic diffusion is a property that preserves its value when measured in different directions. Anisotropic diffusion is a property that has a different value when measured in different directions. In image processing the concentration corresponds to the grey value or the color index of the image.
In a previous work, we showed the potential of the use of adaptive diffusion techniques in a non-linear inverse problem for optical tomography 17, 18 . In this paper, we extend this framework for the filtering and enhancement problem in Computer Aided Detection. We will suggest and validate the Huber adaptive diffusion filter for Colon CAD application. It is based on the following generalized functional 17, 19, 20 :
where ψ(|∇x|) is scalar function whose gradient ψ (|∇x|) is the flux function and
is the diffusion function. σ is a scale that is adjusted in each iteration. Note that ψ should verify the following hypothesis 18, 19, 21 :
1. ψ is twice continuously differentiable and ψ(0) = 0.
ψ(s) is convex and is increasing function for all
In this work we choose ψ(s) = s.
Based on the assumption that the acquisition system is corrupted by a multivariate Gaussian additive noise and according to the maximum likelihood principle, the objective function based on adaptive diffusion filtering problem can then be given by the following objective function:
where x 0 is the observed initial image.
An automatic choice of the parameter σ that can make a distinction between flat and edge regions could be carried out by using a method based on the cumulated histogram 13 or on the local geometry 22 of the object at each iteration. The first part of Equation (1) is tantamount to the assumption that the spatial gradient of the object in homogeneous regions is drawn from a zero-mean Gaussian probability density function with a small variance. However, this is not true in the neighborhood of the edges where |∇x| contains large jumps. Thus, in the neighborhood of the boundaries |∇x| can be viewed as an outlier because it does not conform to the statistical assumptions. Thus, we can use robust statistics tools to automatically select the robust estimator σ to distinguish the boundaries (outliers) between piecewise constant regions (inliers) in the object 15, 20 :
where MAD(∇x) = median[|∇x − median|∇x||] denotes the median absolute deviation and the constant is the ratio of the standard deviation of a normal random variable to its median absolute deviation.
The Hubert smoother can be seen as a robust estimation procedure that estimates a piecewise smooth object from noisy input data. Figure 3 illustrates the choice of σ. The local diffusion function that ensures the isotropy/anisotropy criterion is closely related to the error norm of ψ and the influence function is proportional to the derivative ψ in robust statistic analysis. In our experience, this method seems to act as a compromise between Gaussian and a pure anisotropic filter with a fast convergence as the objective function is strictly convex. It is simple to implement and gives reconstructed images of high quality without destroying any shape information. Using the Euler-Lagrange variational principle, this minimizer may be interpreted as the steady state solution the following nonlinear elliptic partial differential equation, also known by the gradient descent flow of the adaptive diffusion filter:
this gradient term can be decomposed using local image structures, that is, the tangent and normal directions to the local iso-surface:
We denote by N = ∇x |∇x| , where |∇x| = 0, the unit normal vector in the direction of the gradient of the object and T = N ⊥ the hyperplane tangent to the local isosurface(see figure 4) . The (x NN , x T1,2T1,2 ) are the second derivatives of x in N -direction and T 1,2 -directions. 
Shape classification for lesion detection: shape index
Polyp lesions in the colon wall tend to appear in general as sphere-like structures. A shape analysis can differentiate lesions from among other anatomical structures. To this end, various methods have been developed, including the use of a volumetric shape index and curvedness, surface Gaussian (K) and Mean (H) curvatures with a rule-based filter, sphere fitting, and an overlapping surface normal method, each of which has been shown to be effective in detecting lesions. In this paper we use the shape classification (SC) based on shape index and curvedness approach to validate the adaptive diffusion smoother. 23 as an alternative of curvatures representation. Recall that the surface in terms of relative curvature remains invariant under changes in scale. Shape index SI is a number in the range [−1, 1]. This index covers all shapes except for the planar shape which has an indeterminate shape index. The shape index provides a continuous gradation between shapes, such as concave shapes (−1 < SI < −1/2), hyperboloid shapes (−1/2 < SI < 1/2) and convex shapes (1/2 < SI < 1).
Shape index and Curvedness approach was introduced by Koenderink
In CTC, polyps appear as convex objects that can be classified using volumetric shape index at each voxel p (x, y, z) and can be defined as:
where k 1,2 (p) are the principal curvatures at voxel p, which are defined as:
Beside the shape index, The curvedness (CV ) describes the magnitude the curvature of a surface at each voxel. It is a measure of how highly or gently curved a voxel is. At a point that has no curvedness the value becomes zero. Therefore, this variable may be used to recognize undefined or planar surfaces.
The calculation of the Gaussian and mean curvatures are based on the first and second fundamental forms in differential geometry. Shape index and curvedness is a very useful geometrical feature. Theoretically, it represents the local shape feature at each voxel while being independent of the image intensity. Every distinct shape, except for the plane (k 1,2 (p) = 0), corresponds to a unique shape index. For example, the shape index value is 1.00 indicating a sphere-like shape. Based on the definition, the volumetric shape index directly characterizes the topological shape of an iso-surface in the vicinity of each voxel without explicitly calculating the iso-surface. Using the shape index approach one can extract 3D geometric features that provide potential regions that have bulbous anatomical structures such as polyp lesions attached to the colon wall, where the region of interests are within an area of complicated anatomy and image intensities of different shapes are very similar to each other.
Segmentation and clustering of potential lesions
The potential geometrical features provided by shape index and curvedness filtering are often used as a seed region for segmentation of the entire region corresponding to the lesion candidate. Unfortunately, in practice, the polyp candidates using shape index classification may contain many regions at different locations, of the same lesion, and may include also a number of small structures that may be related to the the physiology of the lesion (e.g: large polyps or lateral spreading tumors) or simply to the image noise. Many methods for polyp segmentation and clustering suggested in the literature including combination of fuzzy clustering followed by a deformable model for finding the boundary of the soft-tissue clusters that represent polyp candidates 6, 24 . We adapt a simple and effective method that uses conditional morphological operators (erosion and dilation), which extract the entire region candidates of a lesion candidate by iteratively removing very small regions due to the noise and adding a layer of voxels to the surface of the seed region. The morphological structuring element size was calibrated to remove only very small volumes and the conditional morphological operations are based on the range of soft tissues intensities (-600 and 500 HU (Hounsfield Unit)). After applying morphological operators one need to merge the closest regions. Many methods can be used for the grouping task, spectral clustering-based approaches are generally non-parametric and very effective. We have adopted the popular mean-shift clustering method [25] [26] [27] [28] .
Mean shift is a mode detection procedure based on probability density gradient of the data without estimation the density. The mean-shift algorithm is used mainly to clustering multi detected regions by declaring each mode as representative of one cluster and assigning data point to the mode it converges to. This algorithm is deterministic and it depends only on one parameter that can be chosen automatically, the bandwidth (h) 29 . Therefore, the mean shift algorithm is nonparametric: it assumes neither a model for the shape clusters nor a prior knowledge of the number of clusters and the result depends only on the bandwidth.
Given n data points x i , i = 1, . . . , n on R d , the multivariate kernel density estimate obtained with kernel K(x) and window radius h is expressed by:
where the bandwidth h is positive scalar and K(x) is the kernel density. In this study we use the radially symmetric Gaussian kernel K(t) = e −x 2 . The modes of p can be determined by estimating the local maxima where the gradient of the probability density is null:
The kernel K(x) = e −x 2 yields the multivariate normal kernel:
where c is the corresponding normalization constant which assures K(x) integrates to 1 .
Thus, the gradient of the probability density can be expressed by:
The first term of the equation is proportional to the density estimate at x and the second term called the mean shift: 
Thus, the mean shift procedure can be obtain by the update equation as follows:
and is guaranteed to converge to a point where the gradient of density function is zero.
The mean shift iterations are simply fixed-point iterations towards stationary points. The volume that includes only the set of points that converge to the same mode after these fixed-point iterations is defined as the attraction basin and mean shift maps all the data samples to the local maxima of their corresponding attraction basin.
EXPERIMENTAL RESULTS
In order to show the advantage of the proposed method compared to the conventional Gaussian smoothing in CAD, particularly the enhancement of the detection step in CAD, we have compared the two methods on clinical data from computed tomography colonography (CTC). CAD for CTC aims to detect the locations of elevated polyps which may or not have developed into cancer. The CTC data in our experiment were obtained from 70 scans (prone and supine) from 35 subjects. The scan sizes were 512x512xN, where N is on average 430. The average voxel dimensions are 0.73mmx0.73mmx1mm. Three medical experts annotated the scans and identified 70 polyps, ranging in size from 5 to 10mm. In this study, we have studied the two algorithms performance on the extracted sub-volumes containing polyps and the results were analyzed at the detection stage without incorporating any classifier. Figure 5 shows the results of the extraction of lesion candidates with the adaptive diffusion filter and with the Gaussian filter using shape index features. Visually, these images clearly show that the proposed method has the effect of removing the noise in the flat regions and preserving and enhancing the local structures present in the object leading to better detection using shape index features. To show a quantitative analysis of the proposed method, we have evaluated the performances of two schemes by comparing the number of potential regions extracted after the detection step and the number of the detected polyps for each method. For Gaussian filtering scheme, we have a total of 100 false positives while the proposed method have only 88 false positives and with better detection sensitivity. Table 1 represents the summary of the results.
The higher sensitivity can be explained by the ability of the proposed strategy to detect polyps of different sizes including small lesions and the low false positives are the result of the robustness of our algorithm in reducing the noise. Thus, the proposed filtering algorithm can be used in both: low radiation dose CTC where the signal to noise ratio is low and in analyzing scans from different hospitals, configurations and over a period of time for large clinical studies.
CONCLUSION
This study presents improved polyp detection using an adaptive diffusion filter. Visual inspection of the shape index candidates' features and the quantitative comparison confirms the high quality of the adaptive diffusion filter compared to the conventional Gaussian filter. Moreover, this method helps to reduces the noise and recovers the structures present in the object and leads to a good estimation of bulbous features. This improvement could give robust and accurate shape features that contribute to a better detection in Colon CAD in particular and in other medical CAD systems in general. 
