Abstract-Most inverse classification algorithms address discrete attributes and can not deal with quantitative attributes. In order to overcome the disadvantage, the discretization algorithms are applied to the inverse classification algorithms, and the main idea is: firstly, a group of feature attributes are selected by using feature selection algorithm; then, the quantitative attributes are discretized by using discretization algorithms, and the inverted statistics are constructed on the training samples; finally, the test samples are analyzed in order to classify and estimate the missing values. Experimental results on IRIS and Ecoli datasets show that this method could find the class label effectively and estimate the missing values accurately. The performance of the equal-width histogram method is better in the inverse classification problem of quantitative attributes.
I. INTRODUCTION
The idea of inverse classification is that changes are made in the independent variables of a sample so that the sample can be classified into a more desirable class [1] [2] [3] . The inverse classification algorithm distinguishes itself from traditional classification algorithms with its inverse processing. The algorithm lays emphasis on analysis of the training samples and the test samples, with the class attributes completely defined. The values of attributes are adjusted till the desirable classification result is obtained.
The inverse classification algorithm was proposed by [3] which is a scalable and effective classification algorithm. In order to obtain the desirable classification result by adjusting the values of attributes, firstly, a group of key feature attributes are selected, then, the inverted statistics are constructed on the training data, finally, the test samples are analyzed in order to be classified and to estimate missing values. The training samples and test samples must be completely defined if they are used for classification; and features are incompletely defined and class attributes are completely defined in the test samples if they are used to estimate missing values. However, the training samples must have discrete values when the inverted statistics are constructed, and the test samples are discrete when the values of features are adjusted. To tackle this drawback, three methods are applied to convert the quantitative attributes into categorical form.
The performance of inverse classification on quantitative attributes is estimated, and the influences of discrete regions and discretization methods are analyzed.
II. DISCRETIZATION
The inverse classification algorithm assumes that all the attributes in the data set are discrete. The key of inverse classification on quantitative attributes is how to convert the quantitative attributes into categorical form. In this paper, three discrete algorithms namely, equal-width histogram (WH), equal-depth histogram (DH) and equal cumulative probability of Gaussian distribution (CGD) [4] are used to convert quantitative attributes into categorical form.
The main idea of RP is: assume that the dataset obeys the standard normal distribution, so the breakpoints split the Gaussian envelope into α equal-sized areas, and we can look up these breakpoints in a statistical table. For example, in Table 1 , the values of α changes from 2 to 9, and the corresponding breakpoints β are listed below.
Once the breakpoints are obtained, the data sets could be discretized by the following methods. Assume that the dataset S contains N records of dimensionality D . The process of discretization includes three steps:
Step 1: Normalization: Step 2: Standardization: 
Finally, we can discretize the data set by the K discrete regions.
III. INVERSE CLASSIFICATION PROBLEM AND ITS APPLICATIONS
The main idea of the inverse algorithm is: firstly, select a group of features and perform the discretization algorithms, then construct the inverted statistics on the training data; finally, analyze the inverted statistics in order to classify and compare the classification result with the desired class for estimating the missing values.
Feature selection to find the most relevant attributes to object categories can be achieves by PCA [2] , PSO [5] , SCC(Super Correlation Combination) [6] and so on. SCC is used in the experiments. The idea of correlation analysis is to compute the correlation information entropy which measures the correlation between the attributes. SCC method is applied to find the features which have larger correlation to class attributes.
The inverted statistics requires that the data is categorical and it shows the degree to which the classification result of different subspaces match with the desired class label and reflects the relationship between different discrete value and class attribute in training samples.
Assume , it is defined as follows:
cordID Re is index of the training data set, S is the class index, . Therefore, it is defined as follows:
as follows:
where the value of the
is equal to 1. This is the most discriminative case for classification.
A. Classification
The process of classification is a step to estimate missing attributes for inverse classification. Assume that features are completely defined in the test set, the range of values in test samples is defined as follows:
Definition 1: A test example T is said to be active in the q-th list from dimension i , if the value of test example T for dimension i belongs to the range for the q-th list of dimension i , otherwise the test example is inactive.
The set of data samples in the subspace intersection of the relevant lists for test sample T and set of dimensions S is determined by the intersection of the corresponding inverted lists. This intersection is denoted by ) , ( T S Q , which is defined as follows: The steps of classification are as follows:
Step 1: Assume the training data set DTrain contains N records of D dimensions. The training data set
Step 2: A group of features BTrain correlated to the class attribute is selected by SCC algorithm. The group of
Step 3: Convert BTrain into M categorical values.
Step 4: Construct the inverted statistics on the training data, calculate all inverted lists ) , ( q i L .
Step 5: Get the corresponding attributes Test from test data set. and convert Test into categorical form which contains d dimensions.
Step 6: Find all lists
Step 7: Compute every
is the fraction of records whose class label
Step
is the maximum, j C is used to define the class of test sample T .
B. Estimating the Missing Values
Assume that the class attributes are completely defined but the feature values are not in test set and the missing values are the correlation features. The key is to identify combinations of dimensions from the missing attribute statistics which are biased towards the desired class variable. Assume that the test sample T contains q missing attributes indexed by q i i ... 
The steps of classification are as follows:
Step 1: Assume the training data set DTrain contains N records of D dimensions. The training data set includes k classes, defined by
Step 2: A group of features BTrain correlated to the class attribute is selected by SCC algorithm. The group of features contain N records of d dimensions.
Step 5: Get the corresponding attribute Test from test data set, and convert these available attributes which are not missing attributes into categorical form.
Step 6: Compute all possible discrete combinations ) ... Step 
A. Descriptions of Data
Experimental data are IRIS dataset and Ecoli dataset from the UCI. The data set IRIS which is divided into 3 classes (class label is 1 to 3) includes 150 records. The first 75 records of IRIS are used as training data, and the rest as test data. Another data set Ecoli which is divided into 8 classes (class label is 1 to 8) includes 336 records. The first 186 records of IRIS are used as training data, and the rest as test data. The corresponding features are listed in Table 2 .
B. Experimental Evalution
The samples are divided into training data and test data. In order to evaluate the experiment results, accuracy, error rate and failure rate are used to evaluate the performance of classification, and average relative deviation and the maximal relative deviation are used to evaluate the performance of estimating the missing values.
The accuracy of classification is defined as:
where t N is the total number of test data set, a N is the number of test records correctly classified.
The classification error rate is defined as follows:
where t N is the number of test data set, a N is the number of misclassified test records.
The definition of failure rate is defined as:
where t N is the number of test data set, and f N is the number of test data which cannot be classified by the inverse classification algorithm.
The number of failings in estimating the missing values is defined as follow: Tr is the i-th actual value.
C. Experiment Results and Analysis
The test data is classified and the missing values are estimated by using the inverse classification algorithm. Three discrete algorithms are used to convert the quantitative attributes into categorical form.
Set threshold 5 . 0 = θ , and the missing variable of IRIS and Ecoli are the third and second attribute respectively by SCC algorithm. The correlation features are the third and fourth attribute for IRIS, and the second,third and eighth for Ecoli.
The classification results which are discretized respectively by algorithm WH, DH and CGD are shown in the Table 3 . It shows the accuracy, error rate and failure rate of classification of IRIS. The results of Ecoli are shown in Table 4 . We can see that the accuracy of the classification shows the downward trend after a certain peak value. The trend is obvious in the Table 4 . More test samples could not be matched with increasing number of the regions, because of the decline in classification accuracy when the failure rate increases. It shows that the accuracy is 97.43% when the number of the discrete regions is three by WH or the number of the discrete regions is four by CGD, and because of the number of test samples which cannot be classified is lager than that by CGD. Therefore the influence of failure rate is more than CGD from Table 3 . We can see that the accuracies are respectively 87.33%，89.33% and 85.33% by WH, DH and CGD when the number of the discrete regions is three from Table 4 . Although the accuracy is the highest by DH, the trend of decline by DH and CGD is obvious with increasing the number of the discrete regions. Failure rate is more than 30% when the number of the discrete regions is seven.
The results of estimating the missing variables discretized by WH, DH and CGD are shown in the Table  5 . It shows average relative deviation and the maximal relative deviation of IRIS. The results of Ecoli are shown in Table 6 . From Table 5 and Table 6 , we can see that the average relative deviation and the maximal relative deviation have a gentle trend with increasing number of the regions.
Estimating the missing values may fail by the inverse classification algorithm. Hence the number of test records which cannot be classified by the inverse classification algorithm should be considered when the average relative deviation and the maximal relative deviation are used to verify validity. The number of estimating failure with increasing number of the regions is illustrated in Figs.1 and 2. The number of estimating failure is directly proportional to the number of regions. The more the number of estimating failure, the less test samples reflected. Therefore estimating the missing values has little significance when the number of regions is lager than certain value.
It shows that the number of estimating failures has the trend of rapid increase when the number of regions is lager than seven from Figs.1. It also has little significance when the number of regions is lager than certain value. Hence we study the three discrete methods when the number of regions are in certain range. Set the maximum regions is seven. The average relative deviation is the lowest by DH, and the maximal relative deviation is the lowest by WH in Table 5 . The average relative deviation and maximal relative deviation are both the lowest by WH in Table 6 . V. CONCLUSIONS
The inverse classification method of quantitative attributes is proposed to solve the limitations of discrete attributes. The inverse classification algorithm analyzes both the training samples and test samples. It also considers the class attributes of test sample. Firstly, a group of features are selected by using feature selection algorithm. Then, three discretization algorithms, WH, DH and CGD are used to convert the quantitative attributes into categorical form and construct the inverted statistics on the training data in order to analyze the training sample. Finally, the test data is analyzed in order to be classified by inverted statistics and to estimate the missing values by comparing the classification result with the desired class. The attributes are considered in estimating the missing values if classification result is the same as the desired class. Experiments on IRIS and Ecoli datasets respectively show that this method could find the class label effectively. The results of classification and estimating the missing values after discretization by WH are better. The classification result is better when the number of regions is approximately equal to the number of class labels.
