in O(n log n) time, and this is optimal. Given a set of n planar points, a euclidean nemarest neighbor can be computed for each point in the set, in O(rz log n) time, which is also optimal. These results have been extended to optimal O(n log n) algorithms for both problems in arbitrary, but fixed, dimension, using an arbi-
(See Vaidya [7] .)
The Lj-metric is defined for t such that 1,< t < co.
In this metric, the distance dt (p, q) between two k- Smid* if 1< t < co,and for t = co,it is defined by '~(P) !?) '=~~?-~~lpi -%1.
--Important examples are the L1-metric, also known as the Manhattan-metric, the .L2-metric, which is the "usual" euclidean metric, and the L@-metric, which is also known as the maximum-norm.
In this paper, we consider the problem of maintain- For arbitrary updates on the minimal euclidean distance of a set of planar points, the first non-trivial result was by Overmars
[3], who gave an 0(n) time update algorithm. His method uses O(n log log n) space. Aggarwal et al. [1] showed that in a planar Voronoi diagram, points can be inserted and deleted in O(n) time. This also leads to an update time of o(n) for the minimal distance, using only O(n) space. In [5], a linear size data structure is given, that maintains the minimal Lt-distance of a set of n points in k-dimensional space in 0(n2/3 log n) time per update.
In the present paper, we sketch a proof of the following theorem.
(For a complete proof, the reader is referred to the full paper [6] 
Conclusions
We have given a data structure that maintains the minimal Lt-distance of a set of points in polylogarithmic time, when arbitrary updates are performed. This is the first structure that achieves a polylogarithmic update time.
In the k-dimensional case, the structure has size O(n(log n)k) and an update takes O((log n)kt2) amortized time.
As mentioned already, the best linear size data structure known at present, is given in [5] . This structure maintains the minimal Lt-distance in a kdimensional point set in 0(n213 log n) time, even in the worst case.
The basic open problem is, of course, to improve the above results. In particular, it would be interesting to have a data structure of linear size that maintains the minimal distance in polylogarithmic time. It would be interesting to know whether the technique introduced in this paper can be applied to related problems where the maximum or minimum of a two-
