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A clean noninteracting parabolic semimetal is characterized by quadratic band touching between the conduc-
tion and the valence bands at isolated diabolic points in the Brillouin zone and describes a fermionic quantum
critical system with dynamic exponent z=2. We consider the stability of such a semimetal against electronic
interaction and quenched disorder using a perturbative renormalization group analysis for two and three spatial
dimensions. For the noninteracting problem infinitesimally weak disorder leads to an Anderson insulator and a
diffusive metal respectively in two and three dimensions. On the other hand, the long range Coulomb interac-
tion causes an excitonic instability for the clean interacting problem towards a broken symmetry ground state in
both dimensions. Our weak coupling analysis of the combined effects of disorder and interaction suggests the
competition between a broken symmetry and a disorder controlled metallic or insulating states, but is inadequate
for describing the quantum phase transitions among them. We discuss the relevance of our results for bilayer
graphene and some 227 iridate compounds, and identify these materials as promising candidates for exploring
novel disorder and interaction controlled quantum critical phenomena.
PACS numbers: 71.10.Hf, 64.70.Tg, 64.60.Cn, 64.60.ae
I. INTRODUCTION
Recent years have witnessed a growing interest in
semimetallic systems in both two (2D) and three (3D) spa-
tial dimensions, which support gapless quasiparticle excita-
tions only in the vicinity of isolated band touching points
in the Brillouin zone (BZ). Around such a diabolic point lo-
cated at k = K0, the dispersion relations of the low energy
quasiparticles become ǫ±(k) ∼ |k −K0|z , where ± respce-
tively describe the conduction and the valence bands. Conse-
quently, the density of states (DOS) at low energies becomes
D(ǫ) ∼ |ǫ|d/z−1, where d is the spatial dimensionality and
z is the dynamic scaling exponent. When the Fermi energy
is pinned to the band touching points, these semimetals can
possess interesting power law behaviors for thermodynamic
and transport quantities as a function of temperature or ex-
ternal frequency. These power laws as determined by d and
z are generically different from the ones obtained for a stan-
dard Fermi liquid. In this respect, these semimetals provide
striking examples of fermionic quantum criticality1–3. Despite
the difference in power law behaviors, these semimetals are
not non-Fermi liquids, as the quasiparticle excitations in these
systems are well defined, i. e., we have a finite quasiparticle
residue.
There are many well known examples of the z = 1
semimetals, which possess linearly dispersing, massless
Dirac quasiparticles. Monolayer graphene4–6 in 2D and
Bi1−xSbx2,7, Pb1−xSnxTe3,8, Cd3As29, Na3Bi10 in 3D are
some experimentally relevant examples of Dirac semimetal.
Sometimes, these semimetals can also describe the univer-
sailty class of the quantum phase transition between two topo-
logically distinct states. A 3D Dirac semimetal with an odd
number of Dirac cones describes the quantum phase transition
between a Z2 topological insulator and a trivial band insula-
tor3. By applying pressure or chemical doping Bi2Se3 can be
tuned through a critical point that separates a strong Z2 topo-
logical insulator from a trivial band insulator15–19, where the
quantum critical point can be described by one species of 3D
massless Dirac fermion3,20. A similar transition in Bi1−xSbx
produces three Dirac cones. In contrast, Pb1−xSnxTe has four
Dirac cones and describes the transition between a crystalline
topological insulator and a trivial insulator21.
It is also conceivable to realize a z = 2 parabolic
semimetal for which the conduction and the valence bands
show quadratic band touching. The prominent examples of
such semimetals are the Bernel-stacked bilayer graphene11 in
2D, and HgTe8, gray tin12, and the normal state at high tem-
perature for some 227 iridates such as Pr2Ir2O713,14 (above
T ∼ 1.5K) in 3D. While applied strain can covert HgTe into
a strong topological insulator, stretching (if possible through
negative chemical pressure) can induce a Dirac semimetal
phase. The quantum phase transition between these two topo-
logically distinct phases is succinctly described by the Lut-
tinger model22,23 which provides a simple realization of three
dimensional, z = 2 fermionic critical theory.
The stability of such noninteracting fermionic critical sys-
tems against disorder and interaction is a problem of deep
fundamental importance. Dirac semimetals in both two and
three spatial dimensions are extremely robust against weak
electron-electron interaction, which is an irrelevant pertur-
bation due to the vanishing DOS in the vicinity of the band
touching point. This is captured by the scaling dimension
of short range interaction (z − d). Nevertheless, sufficiently
strong interactions can drive Dirac semimetals through contin-
uous phase transitions and take it into various broken symme-
try phases, where the spectrum becomes fully gapped3,24–28.
On the other hand, a long ago Abrikosov and Beneslavski no-
ticed that Coulomb interaction is a relevant perturbation in 3D
parabolic semimetals with scaling dimension z − 1 = 1 and
predicted the possibility of an infra-red stable non-Fermi liq-
uid (NFL) fixed point in that system29,30, which has recently
been revisited by using the modern language of renormaliza-
tion group (RG) and ǫ-expansion31. Besides the NFL phase,
it has also been conjectured that parabolic semimetals instead
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FIG. 1. A pair of one-loop diagrams, contributions from which do
not cancel out. The dotted lines can represent disorder, long-range
or short-range Coulomb interactions, which then generate different
time-reversal symmetric disorder, density-density, or different short-
range interactions, respectively. Solid lines represent fermions.
may support various excitonic ground states that in turn can
replace the stable NFL phase at low temperatures32. Interest-
ing enough, a recent one-loop RG calculation clearly demon-
strated that seemingly irrelevant short-range Coulomb inter-
action receives a strong boost from its long range tail and
the NFL phase indeed becomes unstable towards the forma-
tion of a broken symmetry phase, even for arbitrarily weak
bare strength of the short-ranged couplings33. Taking into ac-
count only the short-range components of Coulomb interac-
tions number of theoretical works have suggested the possibil-
ity of realizing numerous broken symmetry phases in bilayer
grpahene34–38. Recent experiments are also strongly support-
ive of such phenomena in bilayer graphene at low temper-
atures, even in the absence of external magnetic or electric
fields39–42. One may therefore pose an interesting question:
Analogous to 3D, is it possible to find a stable non-Fermi liq-
uid phase in 2D parabolic semimetals ? This is the question
we address in this paper pursuing a one-loop RG appraoch.
For the sake of technical ease, we here choose to work with a
simpler model for spinless fermions in a 2D system that sup-
ports only one parabolic touching in BZ that, for example, can
be realized in checkerboard or Kagome lattices43. Neverthe-
less, our analysis can immediately be generalized for bilayer
graphene.
The role of disorder in semimetallic systems is a subtle is-
sue. Given that DOS scales as D(ǫ) ∼ |ǫ|d/z−1, the stan-
dard Born approximation dictates that quasiparticle lifetime
(τ ) goes as 1/τ → 0, when z = 2 and d > 2. Therefore dis-
order appears to be an irrelevant perturbation in 3D parabolic
semimetals. However, the proper insight into the pertinence
of disorder can only be gained within the framework of RG.
The averaged disorder potential assumes the form of an four-
fermion interaction term that is, however, nonlocal (infinitely
correlated) in imaginary time. The scaling dimension of the
averaged disorder coupling (∆) is [∆] = 2z − d. Therefore,
scaling analysis dictates that any quenched short-ranged dis-
order is respectively a marginal and an irrelevant perturbation
in 2D44 and 3D Dirac semimetals3,45,46. However, disorder is
a relevant perturbation in parabolic semimetals irrespective of
its dimensionality, when 2 ≤ d ≤ 4. In this paper we will per-
form disorder averaging using the replica formalism and study
its effects in parabolic semimetals in d = 2 and 3 through the
procedure of coarse graining up to quadratic order in averaged
disorder coupling (∆).
Here we would like to point out a subtle intricacy involved
in the RG procedure for parabolic semimetals. The noninter-
acting HamiltonianH0(~k) and consequently the Green’s func-
tion G−1(iω,~k) = iω−H0(~k), where ω is the Matsubara fre-
quency and ~k representing the spatial momenta, are defined in
terms of d-wave or even-parity functions. As a result, contri-
butions form a pair of diagrams, shown in Fig. 1, do not cancel
each other since G(−iω,−~k) = G(−iω,~k). This situation is
in stark distinction from the one in Dirac semimetals, where
the Green’s function is defined in terms of p-wave or odd-
parity functions, and therefore G(−iω,−~k) = −G(iω,~k).
Consequently, a bare theory that contains only one interac-
tion or one disorder, remains closed under coarse graining in
Dirac semimetals. On the other hand, in parabolic semimet-
als even if the bare theory is defined only with the long-range
Coulomb interaction or onsite potential disorder, it generates
additional short range interaction and disorder vertices (time
reversal symmetric), as we integrate out a shell of fast Fourier
modes. In this paper, we will thoroughly discuss the impor-
tance of these diagrams and the couplings they generate in
both 2D and 3D parabolic semimetals. Similar interplay be-
tween long range and short range interactions also arises for
charged boson (Cooper pair)47
We now provide a synopsis of our central results.
1. In this paper we first study the disorder effects on 2D
parabolic semimetals. For simplicity, we consider a
spinless model described by a two-component spinor
with parabolic band touching. Through one loop RG
calculations we show infinitesimally weak disorder is
sufficient for destabilizing the parabolic semimetal. We
argue that the disorder controlled phase is an Anderson
insulator. These outcomes are germane to disordered
bilayer graphene as well.
2. Quenched disorder remains a relevant perturbation in
3D parabolic semimetals as well. Infinitesimally weak
disorder drives the parabolic semimetal into a diffusive
metallic phase, where the DOS, the quasiparticle life-
time, and the mean-free path all defined at zero energy
become finite, before it turns into an Anderson insulator
at sufficiently large disorder.
3. We also study the effect of electronic correlations in
clean parabolic semimetals in two and three spatial
dimensions. In 2D, the short range interaction is a
marginally relevant perturbation and its flow under RG
suggests an instability of this system towards the forma-
tion of topological quantum anomalous Hall insulator
at lowest temperature. Otherwise, the long range tail of
Coulomb interactions enhances such ordering tandency
irrespective of the sign of the bare short range interac-
tion. The long range Coulomb interaction also leads to
non mean-field corrections to various physical observ-
ables, such as critical temperature, scaling of specific
heat.
4. In 3D the situation is more interesting. If we neglect
the long range piece of Coulomb interactions, the RG
3flow equations can be closed in terms of two linearly
independent short range quartic couplings. The set of
coupled RG equations displays a critical point, which
possibly indicates the appearance of a broken symmetry
phase that breaks the rotational invariance of the sys-
tem in the ordered phase beyond a critical threshold of
interaction strength. On the other hand, when the long
range part of Coulomb interactions is restored such crit-
ical point gets vanquished and arbitrarily weak short-
range interactions run away toward strong couplings.
Therefore, clean interacting 3D parabolic semimetal is
also expected to discover itself in a strongly coupled
broken symmetry phase, as our one loop RG calcula-
tions would suggest33.
5. Finally we address the interplay of interaction and dis-
order in 2D and 3D parabolic semimetals. Unfortu-
nately both perturbations are relevant at the noninter-
acting fixed point and RG flows cannot be controlled as
all the couplings grow stronger during the procedure of
coarse graining. Nevertheless, from the flow equations
of disorder and interaction couplings we can roughly
estimate a qualitative phase boundary between a broken
symmetry phase and Anderson insulator in 2D or diffu-
sive metal in 3D systems.
Rest of the paper is organized as follows. In the next sec-
tion, Sec. II, we discuss the effect of short ranged quenched
disorder in 2D parabolic semimetals. Sec. III is devoted to
discussing similar issues in three dimensional systems. Clean
interacting two dimensional parabolic semimetal will be the
subject of discussion in Sec. IV, and the role of electronic cor-
relations in three-dimensional systems are addressed in Sec.
V. Interplay of disorder and interactions in parabolic semimet-
als are discussed in Sec. VI in 2D and 3D. We summarize our
findings and discuss the experimental relevance in Sec. VII.
II. TWO DIMENSIONAL NON-INTERACTING MODEL
WITH DISORDER
We begin with the continuum limit of the tight binding
model for spinless fermions on a checkerboard lattice, intro-
duced by Sun et al.43, which provides the simplest example of
the parabolic band touching in two dimensions at the Γ point,
K0 = 0. The effective action for the low energy quasiparticles
is
S2D0 =
∫
d2xdτ ψ†(x, τ) [∂τ + d · σ] ψ(x, τ), (1)
where ψ(x) is a two-component spinor (which arises from the
two-atom unit cell), and
d = (d1, d2, d3) =
(
−∂
2
x − ∂2y
m
, 0,−2∂x∂y
m
)
. (2)
In the above equation m is the effective mass of the quasipar-
ticles, and the spatial integrals have a lower cut-off Λ−1 ∼ a,
where a is the lattice spacing, and we have set ~ = 1.
For convenience, we perform a unitary transformation ψ →
exp(iπσ1/4)ψ, under which the d → (d1, d3, d2), and the
fermion propagator becomes
G(iω,k) = − iω + d1σ1 + d3σ2
ω2 + d2
k
. (3)
Now we introduce the following time reversal symmetric
disorder bilinears
S2Dd =
∫
d2xdτ ψ†(x, τ) [V0(x)12 + Va(x)σa] ψ(x, τ),
(4)
where V0(x) represents the random chemical potential,
Va=1,2(x) arises from random hopping, and the repeated in-
dex a represents the summation over a = 1, 2. The total effec-
tive action in the presence of disorder is S2D = S2D0 + S2Dd .
It will become clear from our RG analysis that a random
hopping gets generated during the process of coarse grain-
ing, even if we start only with a random chemical potential.
Therefore, it is important to treat both types of disorder on
equal footing. For simplicity we choose Gaussian white noise
distribution for the disorder potentials according to
〈〈V0(x)V0(x′)〉〉 = 2πΛ
2∆1
m2
δ2(x− x′) (5)
〈〈Va(x)Va(x′)〉〉 = 2πΛ
2∆2
m2
δ2(x− x′), (6)
where ∆1 and ∆2 are two dimensionless disorder coupling
constants. We perform the average over disorder by employ-
ing replica method. The replicated disorder averaged action is
given by
S¯2D =
∫
d2xdτψ†a(x, τ) [∂τ + d · σ] ψa(x, τ)
− πΛ
2∆1
m2
2∑
j=1
∫
d2xdτdτ ′(ψ†aσjψa)(x,τ)(ψ
†
bσjψb)(x,τ ′)
− πΛ
2∆2
m2
∫
d2xdτdτ ′(ψ†aψa)(x,τ)(ψ
†
bψb)(x,τ ′) (7)
Now we expand the disorder induced four fermi interaction
terms up to the second order in the disorder couplings, and
perform the perturbative RG calculations using the Wilsonian
momentum shell scheme. We integrate out the fast degrees of
freedom from the shell Λe−l < k < Λ, and obtain
S¯2D,′ =
∫
d2xdτψ†a(x, τ) [∂τ (1 +Al) + d · σ] ψa(x, τ)
− πΛ
2∆1
m2
(1 +Bl)
∫
d2xdτdτ ′(ψ†aψa)(x,τ)(ψ
†
bψb)(x,τ ′)
− πΛ
2∆2
m2
(1 + Cl)
2∑
j=1
∫
d2xdτdτ ′(ψ†aσjψa)(x,τ)
× (ψ†bσjψb)(x,τ ′), (8)
where A = ∆1 + 2∆2, B = 2∆1 + 8∆2, and C =
4∆2+∆
2
1/(2∆2). After rescaling the space-time coordinates
4according to x → xel, τ → τez(l)l, where z(l) is a scale de-
pendent dynamic exponent, and ψ → ψZ1/2ψ , with the field
renormalization constant
Zψ = e
2l[1 + (∆1 + 2∆2)l], (9)
we bring S¯2D,′ back to the original form of S¯2D. Through
this procedure we find the following RG flow equations
d logm
dl
= −(z − 2−∆1 − 2∆2), (10)
d∆1
dl
= 2∆1(1 + ∆1 + 4∆2), (11)
d∆2
dl
= 2∆2(1 + 2∆2) + ∆
2
1. (12)
For extracting physically meaningful information, we hold m
fixed under the RG flow, which dictates the following formula
for the dynamic exponent
z(l) = 2 +∆1 + 2∆2. (13)
These RG equations have an unstable fixed point at ∆1 =
∆2 = 0, with z = 2, which describes the clean, noninter-
acting parabolic band touching problem. Both types of dis-
order flow to strong coupling regime. Hence, infinitesimally
weak disorder is sufficient to destroy the ballistic, parabolic
semimetal in 2D. Notice, that even if we choose the bare cou-
pling ∆2 = 0, it will be generated in the process of coarse
graining.
The perturbative RG calculations by itself can not reveal
the nature of the disorder dominated phase. For a better un-
derstanding of this phase we can perform a self-consistent
Born approximation calculation, which is now justified by the
strong coupling flow of disorder. Due to the finite density
of states at zero energy, even the simple Born approximation
shows that an infinitesimally weak disorder is sufficient to
cause a finite lifetime τ ∼ mΛ−2∆−1 for the quasiparticle,
where ∆ = ∆1 + 2∆2. This also implies the existence of a
mean free path ℓ ∼ Λ−1∆−1/2. By solving the RG equations
one can obtain a better estimate for τ and ℓ. For length scales
bigger than ℓ the ballistic quasiparticle picture breaks down,
and a diffusive metal phase will be the suitable starting point,
which can be described in terms of a non-linear sigma model.
At scales much larger than ℓ, system behaves as an Anderson
insulator.
In terms of the non-linear sigma model description for
the diffusion modes, there is a sharp distinction between the
strong disorder regime of dirty two-component Dirac and
parabolic fermions. The non-linear sigma model for the Dirac
fermion allows a Z2 topological θ-term, where θ = Nvπ, and
Nv = ±1 is the vorticity of the Bloch bands48,49. Due to
the existence of this θ = π mod 2π, the sigma model re-
mains gapless and the two-component Dirac fermion evades
Anderson localization. In contrast the parabolic touching cor-
responds to Nv = ±2, and the theta term becomes 0 mod 2π.
For this reason, the two dimensional non-linear sigma model
for the parabolic fermions can not remain gapless, and Ander-
son localization becomes inevitable.
III. THREE DIMENSIONAL NON-INTERACTING
MODEL WITH DISORDER
The parabolic band touching in 3D can be well described
by the Luttinger Hamiltonian22,23. Now the effective action
for the low energy quasiparticles is given by
S3D0 =
∫
d3xdτ ψ†(x, τ) [∂τ + d · Γ] ψ(x, τ), (14)
where ψ(x) is a four-component spinor, and the five compo-
nents of the vector
d = (d1, d2, d3, d4, d5) =
1
m
(√
3∂y∂z ,
√
3∂z∂x,
√
3∂x∂y,
√
3
2
(∂2x − ∂2y),
1
2
(∂2x + ∂
2
y − 2∂2z)
)
(15)
correspond to five l=2 or d-wave spherical harmonics. The
five mutually anticommutingΓ matrices are defined according
to Γ1 = σ3 ⊗ τ2, Γ2 = σ3 ⊗ τ1, Γ3 = σ2 ⊗ τ0, Γ4 = σ1 ⊗ τ0,
and Γ5 = σ3 ⊗ τ3, where τ0 is 2× 2 identity matrix23.
For this 3D model, we can consider the following time re-
versal symmetric disorder bilinears
S3Dd =
∫
d3xdτ ψ†(x, τ) [V0(x)14 + Va(x)Γa] ψ(x, τ),
(16)
where V0 is a random chemical potential, Va(x) arises from
the random spin-orbit scattering, and repeated index a rep-
resents the summation over a = 1, 2, 3, 4, 5. As in the 2D
problem, even if we set the bare strength of Va to be zero, we
generate this type of disorder during the procedure of coarse
graining. We again choose Gaussian white noise distribution
for the random chemical potential and spin-orbit coupling ac-
cording to
〈〈V0(x)V0(x′)〉〉 = 2π
2Λ∆1
m2
δ3(x− x′) (17)
〈〈Va(x)Va(x′)〉〉 = 2π
2Λ∆2
m2
δ3(x− x′), (18)
respectively, where ∆1 and ∆2 are two dimensionless disor-
der coupling constants. Now following the same procedure
of replica average and subsequent coarse graining using the
momentum shell method, we arrive at the following RG flow
equations
d logm
dl
= −(z − 2−∆1 − 5∆2), (19)
d∆1
dl
= ∆1(1 + 2∆1 + 14∆2), (20)
d∆2
dl
= ∆2
(
1 +
32
5
∆2 − 6
5
∆1
)
+
2
5
∆21. (21)
When we hold m fixed, we find
z(l) = 2 +∆1 + 5∆2. (22)
Again, the parabolic semimetal fixed point at ∆1 = ∆2 = 0
with z = 2 is unstable against disorder.
5For a better understanding of the disorder controlled phase
we can perform a self-consistent Born approximation calcu-
lation. The naive Born approximation which suggests zero
scattering rate at zero energy is clearly inadequate for this pur-
pose. Even though the DOS at zero energy for 3D parabolic
semimetal vanishes as
√
E, the disorder couplings have posi-
tive scaling dimension one, which gives rise to the mean free
path ℓ ∼ Λ−1∆−1 and the life-time τ ∼ ℓ2 at zero energy.
This corresponds to the destabilization of the ballistic, incom-
pressible semimetal phase in favor of a compressible, diffu-
sive metal. This phase can again be described in terms of the
non-linear sigma model for the diffusion modes. Unlike in
two dimensions, the diffusive metal can remain stable up to
a certain strength of disorder couplings before succumbing to
the Anderson insulator.
IV. TWO DIMENSIONAL CLEAN INTERACTING MODEL
Before discussing the more realistic problem of the com-
bined effects of interaction and disorder, we analyze the clean,
interacting model to understand the role of electronic corre-
lations. For clarity, we will consider two and three spatial
dimensions separately. The 2D model only in the presence of
the short range interactions has been considered in literature43,
where it has been shown that the short range interaction is a
marginally relevant perturbation, which causes a BCS like in-
stability towards an insulating, anomalous quantum Hall state
at zero temperature. Similar mechanism also remains opera-
tive in bilayer graphene which can support a plethora of bro-
ken symmetry phases due to the presence of additional flavor
degrees of freedom34–37.
Thus far the long range Coulomb interaction and the short
range interactions have not been treated on equal footing. The
long range Coulomb interaction at tree level is a relevant per-
turbation with scaling dimension z − 1 = 1, and can have
more dominant effects than the short range interaction. It is
also legitimate to ask, whether the Coulomb interaction after
many body screening effects can lead to an infra-red stable,
NFL fixed point as discussed by Abrikosov and Beneslavskii
for the 3D parabolic semimetal29,30. So far, RPA/ large N
technique has been adopted by several authors35,36,50, which
produces static screening of the Coulomb interaction due to
the finite DOS at zero energy. Since, in this process one first
integrates out all the states from zero energy up to the ultra-
violet cutoff, a subsequent coarse graining always remains a
questionable procedure. For this reason we will perform a
weak coupling RG analysis and treat both short range and
long range interactions on an equal footing. In this and the
subsequent section we will show a remarkable similarity for
the flow of the Coulomb coupling both in 2D and 3D, and its
strong feedback effects to the coupling constants for the short
range interactions.
The interacting part of the effective action is given by
Sint,2D = g
∫
d2x dτ(ψ†σ3ψ)
2 +
e2
2
∫
d2x
∫
d2x′
×
∫
dτ(ψ†ψ)x,τ
1
|x− x′| (ψ
†ψ)x′,τ , (23)
where ψ is a two-component spinor and the non-interacting
action is given in Eq. (1). We carry out the perturbative
RG calculations for S2D0 + Sint,2D to the quadratic order
in terms of the dimensionless couplings g → gm/(4π) and
α = e2m/(4πΛ). Our flow equations are
d logm
dl
= −
(
z − 2 + 3
8
α
)
, (24)
dα
dl
= (z − 1)α = α
(
1− 3
8
α
)
, (25)
dg
dl
= g2 + α2 +
13
8
gα. (26)
By holdingm fixed, we find a scale dependent dynamic expo-
nent z(l) = 2− 3α(l)/8. Notice, that in contrast to the disor-
dered problem where the dynamic exponent is an increasing
function, the Coulomb interaction rather causes a decrease of
z. Physically this can be understood in the following way.
Disorder coupling tends to enhance the DOS and lead to a
slower dynamics, which leads to an increment of z. On the
other hand, the Coulomb interaction causes the depletion of
the DOS at low energy, while causing a spectral shift to higher
energy, resulting in a faster dynamics or decrease of z.
The above equations show that the parabolic semimetal cor-
responds to an unstable fixed point α = g = 0, z = 2, and the
short range interaction flows towards +∞, irrespective of its
bare value and sign. Even if we started with the bare value of
the short range coupling g = 0, it gets generated in the process
of coarse graining, which is a consequence of the combined
effects of two diagrams shown in Fig. 1, where the dashed
lines represent Coulomb interaction. The Coulomb coupling
constant α has the tendency of flowing towards αc = 8/3,
with z = 1. If we have not treated the short range interaction
on an equal footing αc would have emerged as an infrared-
stable NFL fixed point. This is the two dimensional analog of
the NFL fixed point, discussed by Abrikosov-Beneslavskii in
3D. However, our treatment of both short and long range inter-
actions shows that this NFL fixed point is unstable towards a
broken symmetry phase at low temperatures (due to the strong
relevance of g).
The equation for α(l) can be solved analytically giving
α(l) =
αc
1 +
(
αc
α0
− 1
)
e−l
, (27)
where α0 = α(l = 0) is the bare value of Coulomb coupling.
However, for a generic value of α the equation for g(l) needs
to be solved numerically. From the solution of g(l) we can
estimate the length or the energy scale for the onset of the
broken symmetry phase. For the particular value of α = αc,
6we can solve the equation for g(l) analytically to obtain
g(l) = −xαc + yαc tan
[
arctan
(
g(0) + xαc
yαc
)
+ yαcl
]
,
(28)
where x = 13/16 and y =
√
87/16. The scale (l∗) where
perturbative RG breaks down can be obtained either by set-
ting g(l∗) ∼ 1 or g(l∗)→∞, and this roughly corresponds to
the onset of the broken symmetry. The estimated scales from
these two conventions only differ through non-universal nu-
merical factors. If we choose g(0) = 0 and g(l∗) → ∞, we
end up with
l∗ =
1
yαc
(
π
2
− arctan x
y
)
∼ 1
αc
, (29)
which gives rise to a very large transition temperature
Tc ∼ T0e−1/αc , (30)
where T0 = Λ2/m is the ultra-violet cutoff. For the noninter-
acting model, the scaling behaviors of various physical quan-
tities are determined by d = 2, z = 2. However, the flow of
Coulomb coupling towards αc causes corrections to the scal-
ing properties. Only for the weak coupling (small α and g)
problem, l∗ can be considerably large and the NFL behavior
can be observed over a significant range of temperature.
V. THREE DIMENSIONAL CLEAN INTERACTING
MODEL
Following the same strategy as in the 2D problem, we can
discuss the RG analysis of the 3D clean interacting model.
The noninteracting action for this problem is given in Eq. (14).
The underlying rotational symmetry of the system dictates
that there are all together three types of short-ranged in-
teractions of the form (ψ†ψ)2, (ψ†Γjψ)2 and (ψ†Γijψ)2,
where Γij = iΓiΓj and summation over the indices i, j =
1, 2, · · · , 5 is assumed but with a restriction j > i. How-
ever, all three quartic couplings are not linearly independent
and there exists a mathematical constraint, known as the Fierz
identity, that allows to write the last four-fermion term as a
linear combination of the remaining two according to25
10(ψ†ψ)2 + 2(ψ†Γjψ)
2 = (ψ†Γijψ)
2. (31)
A detailed derivation of this algebraic identity can be found
in Appendix A. For this reason we begin with the following
effective action for the interacting part
S3Dint =
∫
d3x dτ
[
g1(ψ
†ψ)2 + g2(ψ
†Γjψ)
2
]
+
+
e2
2
∫
d3x
∫
d3x′
∫
dτ(ψ†ψ)x,τ
1
|x− x′| (ψ
†ψ)x′,τ .
(32)
During the process of course graining if we generate the four-
fermion term of the form (ψ†Γijψ)2, we rewrite it back in
terms of the couplings g1 and g2 according to Eq. (31). Since,
the Fourier transform of the Coulomb potential in 3D is 1/q2,
electric charge receives a direct screening correction from the
particle-hole bubble. The particle-hole excitations also cause
a screening correction of the short range interaction in the
charge channel (denoted by coupling g1) which is ∝ g1e2.
These are the two new features of the diagrammatic pertur-
bation theory of the 3D model and everything else is qualita-
tively similar to the 2D counterpart. The RG flow equations
are given by (see also Ref. 33)
d logm
dl
= −
(
z − 2 + α
15
)
, (33)
dα
dl
= α
(
1− 31
15
α
)
, (34)
dg1
dl
= g1
(
z − 3− 1
2
g2 − 4α
)
− 5
2
g22 − 2αg2, (35)
dg2
dl
= g2
(
z − 3− 63
20
g2 +
2
5
g1 +
8
5
α
)
− 1
20
g21 −
4
5
α2. (36)
Notice, that even if the bare value of g2 is zero, it gets gen-
erated by the long range Coulomb coupling in the process of
coarse graining from a pair of diagrams shown in Fig. 1 where
the dashed lines represent Coulomb interaction33. The only
difference between our flow equations and the ones in Ref. 33
is the g1α term in Eq. (35), which describes the screening
of the short range interaction due to the particle-hole bubble.
This process only works in 3D, as the q2 dependence of the
bubble is compensated by the Coulomb propagator (goes as
1/q2). However, this correction is only quantitative in nature
and does not alter the physical conclusions drawn in Ref. 33.
In the absence of the Coulomb coupling (α = 0), we have
following two fixed points:
(i) g1 = g2 = 0, z = 2 (37)
(ii) g1 ≃ −0.398, g2 ≃ −0.361, z = 2, (38)
which respectively describe the stable parabolic semimetal
phase, and a quantum critical point that governs the phase
transition between the parabolic semimetal and a broken sym-
metry phase. By linearizing the flow equations around the
quantum critical point we will find the correlation length ex-
ponent ν = 1/(d − z) = 1. The correlation length exponent
for a Gross-Neveu model being exactly equal to inverse of
the bare scaling dimension of the short range coupling is an
artifact of the lowest order RG calculations. However, the im-
portant point is to notice that we have an interacting, itinerant
quantum critical point, which is usually hard to find in three
dimensional models. In particular for z = 1 problem of Dirac
fermions, one sits at the upper critical dimension and finds
mean-field critical behavior with ν = 1/2. For the z = 2
Gross-Neveu problem at hand, the upper critical dimension is
d = 4. The susceptibility calculation suggests that the broken
symmetry phase breaks rotational symmetry of the cubic lat-
tice, but preserves the time-reversal symmetry. A simple con-
sideration of energetics within the weak coupling approach
7suggests that ψ†Γ5ψ(> 0) is the most favorable order param-
eter, since it supports a fully gapped spectrum, and the ground
state corresponds to a strong topological insulating phase33.
The energy gap
Eg ∼ δνz ∼ δ2, (39)
where δ is a function of g1 and g2, which is the relevant vari-
able (obtained by linearizing the RG equations in the vicinity
of the quantum critical point) and measures the deviation from
the critical point. However, emergence of a time-reversal sym-
metry breaking magnetic order parameter (〈ψ†Γ45ψ〉 6= 0 for
example) in the strong coupling regime can not be ruled out
from this type of weak coupling calculations.
The long range Coulomb interaction dramatically alters this
picture. By itself the Coulomb coupling α has the tendency to
flow into the Abrikosov-Beneslavskii fixed point αc = 15/31,
1 < z < 2 29. However, the interplay between the short range
and the long range interaction causes a runaway flow for the
couplings g1 and g2, and no infra-red stable fixed point can
be found within the weak coupling approach. In the analy-
sis of Abrikosov-Beneslavskii29 and Moon et al.31 the self-
consistent generation of short range coupling from the α has
been ignored, which led to the infra-red stable, NFL fixed
point. Our analysis suggests that there are NFL corrections
to the scaling at high temperatures, which finally give away in
favor of a broken symmetry phase at some critical/transition
temperature. Ultimately, the weak coupling RG analysis of
the long range interaction vindicates the existence of an ex-
citonic condensate at low temperatures for both 2D and 3D
clean interacting parabolic fermions, which is in agreement
with the recent study by Herbut and Janssen33.
VI. COMBINED EFFECTS OF DISORDER AND
INTERACTION
Now we are in a position to consider the RG flow equations
for the combined effects of disorder and interaction. The flow
equations of the 2D model are now given by
d logm
dl
= −
(
z − 2 + 3
8
α−∆1 − 2∆2
)
, (40)
dα
dl
= (z − 1)α = α
(
1− 3
8
α+∆1 + 2∆2
)
, (41)
dg
dl
= g2 + α2 +
13
8
gα+ g(6∆2 − 3∆1), (42)
d∆1
dl
= ∆1
[
2− 3
4
α+ 2∆1 + 8∆2
]
, (43)
d∆2
dl
= ∆2
[
2 +
1
4
α+ g + 4∆2
]
+∆21. (44)
These equations show that both disorder and interaction run
into strong coupling regime, and we can not find a quantum
critical point. However from the numerical solution for the
RG equations, we can identify two flow lengths l1 and l2,
which respectively correspond to the length scales at which
g and the dominant disorder coupling become ∼ 1. There is
an interaction dominant region determined by l1 < l2, when g
becomes ∼ 1 before the disorder coupling. In this region the
system should enter the anomalous quantum Hall phase. In-
side this phase there is a hard gap in the density of states, and
the disorder induced scattering rate at zero energy indeed van-
ishes. For disorder dominated phase determined by l2 < l1,
we expect the system to be a topologically trivial Anderson
insulator. Therefore, we expect a disorder and interaction con-
trolled quantum phase transition between these topologically
distinct phases. In the language of non-linear sigma model,
we anticipate the emergence of a θ = π term at the critical
point to make the sigma model gapless51.
For the 3D model the combined flow equations for disorder
and interaction couplings are
d logm
dl
= −
(
z − 2 + 1
15
α−∆1 − 5∆2
)
, (45)
dα
dl
= α
[
1− 31
15
α+∆1 + 5∆2
]
, (46)
dg1
dl
= −g1
[
1 +
g2
2
+
61
15
α−∆1 − 9∆2
]
−5
2
g22 + 4∆1g2 − 2αg2, (47)
dg2
dl
= −g2
[
1− 2
5
g1 +
63
20
g2 +
11
5
∆1 − 9∆2 − 23
15
α
]
− 1
20
g21 +
4
5
∆1g1 − 2
5
αg1 − 4
5
α2, (48)
d∆1
dl
= ∆1
[
1− 62
15
α+ 2∆1 + 14∆2
]
, (49)
d∆2
dl
= ∆2
[
1 +
22
15
α+
32
5
∆2 − 6
5
∆1 +
2
5
g1 − 14
5
g2
]
+
2
5
∆21. (50)
As in the 2D case both interaction and disorder flow into the
strong coupling regime and these equations do not produce a
generic quantum critical point. This remains true even if we
set α = 0. In particular, the quantum critical point found
for the short range interactions gets ruined by disorder. This
is actually not surprising. The Landau theory mandates that
the spin-orbit type of disorder mentioned above couples to the
rotational symmetry breaking non-magnetic order parameter
like a random field, and we have to consider a random field
Ising model to understand the stability of the broken symme-
try phase. According to the celebrated Imry-Ma argument52
the rotational symmetry breaking order parameter is destabi-
lized below d = 4, and at long length scale we should be
left with a disorder controlled diffusive metal. Therefore, in
the presence of disorder only a magnetically ordered phase
can be the most viable broken symmetry phase. However, the
competition between the magnetism and the disorder induced
diffusive metal is beyond the scope of present weak coupling
analysis.
8VII. CONCLUSIONS
In this paper we have considered the stability of the
parabolic semimetal in two and three spatial dimensions,
which are examples of z = 2 fermionic quantum critical
systems. A perturbative renormalization group analysis of
the disordered non-interacting model shows that the parabolic
fixed point is vanquished by disorder in both 2D and 3D. The
resulting disorder controlled phases in 2D and 3D respectively
correspond to an Anderson insulator and a diffusive metal.
The RG flow equations for the clean interacting system show
that the coupling constant for long range Coulomb interac-
tion has a tendency to flow into a NFL fixed point first con-
sidered by Abrikosov and Beneslavskii. However, the long
range Coulomb interaction also generates short range interac-
tion in the process of coarse graining, which ultimately desta-
bilizes the NFL fixed point, in favor of an excitonic conden-
sate in both 2D and 3D. When both interaction and disorder
effects are combined, the rotational (or translational) symme-
try breaking non-magnetic phases (e. g., charge density wave
and nematic phases) get destroyed according to Imry-Ma ar-
gument below d = 4. For this reason, the time-reversal sym-
metry breaking order parameters will be most favorable can-
didates for the broken symmetry phase. For such states (either
magnetically ordered or anomalous quantum Hall states in
2D) a sharp quantum phase transition between the disordered
controlled metal/insulator and the broken symmetry phase be-
comes viable. Our calculations suggest that such quantum
critical phenomena can be investigated in bilayer graphene
(2D) and Pr2Ir2O7 (3D) in future experiments.
Appendix A: Fierz identity for three dimensional parabolic
semimetal
Let us define the interacting Lagrangian for three dimen-
sional parabolic semimetals as
Lint = g1S
2
0 + g2V
2
i + g3V
2
ij , (A1)
where
S0 = ψ
†ψ, Vi = ψ
†Γiψ, Vij = ψ
†Γijψ, (A2)
where Γij = iΓiΓj and j > i for Vij . Summation over the
repeated indices i, j is assumed. The Fierz identity allows one
to rewrite each quartic terms as a linear combination of rest
according to
[
ψ†(x)Mψ(x)
] [
ψ†(y)Nψ(y)
]
= − 1
16
Tr
(
M Γ˜aN Γ˜b
)
×
[
ψ†(x)Γ˜bψ(y)
] [
ψ†(y)Γ˜aψ(x)
]
,(A3)
where Γ˜a with a = 1, 2, · · · , 16 constitute the basis for all
four dimensional Hermitian matrices and
(
Γ˜a
)−1
= Γ˜a. Let
us now define a vector X⊤ = (S0, Vi, Vij). Above set of con-
straints can be written as F X = 0, where F is an asymmetric
matrix
F =

 5 1 −15 1 −1
10 2 −2

 . (A4)
Rank of F is 1. Therefore, number of independent four-
fermion interaction is 3 − 1 = 2. We can choose S0 and
Vi as independent four-fermion interactions, and the remain-
ing interaction Vij can be expressed as linear combination of
S0 and Vi as shown in Eq. (31).
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