†a) , Nonmember and Ryutaro ICHISE †b) , Member SUMMARY Link prediction in social networks, such as friendship networks and coauthorship networks, has recently attracted a great deal of attention. There have been numerous attempts to address the problem of link prediction through diverse approaches. In the present paper, we focus on the temporal behavior of the link strength, particularly the relationship between the time stamps of interactions or links and the temporal behavior of link strength and how link strength affects future link evolution. Most previous studies have not sufficiently discussed either the impact of time stamps of the interactions or time stamps of the links on link evolution. The gap between the current time and the time stamps of the interactions or links is also important to link evolution. In the present paper, we introduce a new time-aware feature, referred to as time score, that captures the important aspects of time stamps of interactions and the temporality of the link strengths. We also analyze the effectiveness of time score with different parameter settings for different network data sets. The results of the analysis revealed that the time score was sensitive to different networks and different time measures. We applied time score to two social network data sets, namely, Facebook friendship network data set and a coauthorship network data set. The results revealed a significant improvement in predicting future links.
Introduction
Link prediction [13] was introduced as a way to infer which new links are likely to occur in the near future in a given network. If we are presented with a snapshot of a network at time t c , the goal is to predict links that are likely to occur at a future time t f . The information of the structure of the given network and the features of nodes and edges can be used to predict future links.
Link prediction in social networks has become an important task in network science because it offers great benefits to the users of social networking services as well as to various organizations and researchers. For example, online social networking services, such as Facebook, can provide their users with more accurate service and more precise recommendations or suggestions. Therefore, users of these services can efficiently find their friends, colleagues, or people whom they wish to meet [14] . Organizations such as security agencies and business organizations will be able to find more accurate information regarding unseen relationships among people or organizations and so may operate more effectively. Researchers can find other individuals in the same research field, experts, and research organizations [8] , [9] , [21] , [24] , [25] , [32] , [33] . However, highly structured massive real-world networks involving heterogeneous entities with complex associations have added new challenges to link prediction research. Supervised and unsupervised learning methods [4] , [11] have been used in previous studies with different frameworks for link prediction, but machine learning approaches remain an immense challenge [5] , [27] . Machine learning methods are difficult to apply because of the complexity and size of the networks as well as the temporal behaviors of the links in the networks. The temporality of links can be caused by various factors depending on the nature of the network. The factors that cause the temporal behavior of the links and how these factors can be effectively used for link prediction in networks must be determined. To our knowledge, this scenario has not been discussed sufficiently in the context of link prediction. The links are strong for a certain period of time but then become weaker and fade. Such link behavior increases the complexity of link prediction because stronger links have a greater influence over link evolution than weaker links. The main contribution of the present study is determining the impact of the relationship between the time stamps of the interactions and the link strength for future links. Therefore, we introduce a new feature to incorporate the impact of the time stamps of the interactions and the gap between the current time and the time stamps. In addition, the present paper discusses the correlation between the measurement unit of time and the parameters of the new feature as an extension of a previous study [16] . We use the new feature in conjunction with supervised machine learning methods in order to predict links in network data sets.
The remainder of the present paper is organized as follows. In Sect. 2, we discuss related studies and the importance of time awareness for link prediction. In Sect. 3, we introduce a method of link prediction and the newly proposed feature, time score. Experimental results are presented in Sect. 4, and a general discussion is presented in Sect. 5. Section 6 presents our conclusions and discusses future research.
Related Research
In this section, we review research related to link prediction Copyright c 2012 The Institute of Electronics, Information and Communication Engineers as well as background information on link prediction. The increase in the number of studies related to link prediction in the recent literature reveals a growing interest in link prediction. Diverse approaches, including machine learning approaches and probabilistic approaches, have been proposed in order to address the problem of link prediction.
Link prediction is a type of link mining, which is a newly emerging research field in the realm of data mining, and presents new challenges to machine learning technologies [6] . Feature construction and collective classification using a learned model is a prominent feature of machine learning. A support vector machine (SVM) was used in combination with the structural features of networks introduced in [13] for link prediction in coauthorship networks [8] , [21] . Later, the introduction of features such as keyword match count for paper topics and abstracts [24] , [32] , in combination with decision trees provided more accurate link predictions in coauthorship networks. These previous studies have proven the consistency and effectiveness of decision trees and the SVM [3] in link prediction. However, sparse real-world networks have presented additional difficulties in machine learning approaches due to the huge imbalance between possible links and actual links observed in these networks. The authors of a previous study [14] interpreted the problem of link prediction as a problem in class imbalance between possible links and actual links. They used SMOT [2] , which is a widely accepted sampling strategy to overcome imbalance.
Probabilistic approaches basically estimate the likelihood of future possible links [10] . Among recent studies, a local probabilistic model was used in [31] to estimate the cooccurrence probability of a node with other nodes within the local proximity of the node. The local proximity is defined on the path length, and the path length is defined in terms of the number of links. However, the temporal behavior of the links within the defined proximity has not been taken into account. It would be more effective if the impact of older links and more recent links were taken into account in defining local proximity, rather than considering only the path length. The probabilistic graph created using the structural features introduced in [13] has been used in [12] to estimate the probabilities of future links in a network. Here, the time stamps of the links were used to compute the difference in joining time for groups. However, the temporal behavior of the links in link prediction phase was not considered.
Besides machine learning and probabilistic approaches, other different approaches can be seen in the literature. Link prediction models were built using statistical relational learning and properties of relational data [22] . Relational markov network model was used in [28] to define joint probabilistic model over entire network. Then the model was used for link prediction in entire network. A matrix alignment method was used to determine the most predictive features of a link structure by aligning adjacency matrix of a network with weighted similarity matrices [26] . The weighted similarity matrices computed from node attributes and neighborhood topological features and the weights were learned by minimizing an objective function.
There are many time-evolving network models can be found in the literature. Epidemic models [17] are one of the popular time-dependent models which are generally designed to study the disease outbreaks over the human networks. Baràbasi-Albert model [34] is one of the best known generative network model which has been use to study the evolution of networks. Exponential random graph models [35] are widely use to estimate probabilistic models for small-world networks. However, most of the above network models are focused on a particular type of networks. In contrast to that, our method is adaptable for any type of networks because it can easily use with machine learning methods. Some of the above worthy studies considered the temporal behaviors of the links in the networks but most others are not. For example, when matching semantic similarities, matching abstract keywords [24] , would be more effective if higher weights were assigned to keywords in more recent publications. The random walk [14] would be more effective if the random walker were to choose its path according to not only the path weight but also using the link strength, which varies over time. Recently, the time-aware maximum entropy [29] was introduced in order to assign higher weights to more recent collaborations, as compared to older collaborations, in coauthorship networks. Although the impact of the time stamps on the temporality of the links was discussed, the impact of all coocurrences and time stamps of all interactions is not taken into account when assigning a score to a node. These observations inspired us to investigate the temporal behavior of the links. Therefore, we focused on finding a relationship between the time stamps of interactions or links and the temporal behaviors of the links and how this relationship affects future link evolution.
Supervised Learning Method for Link Prediction
As discussed above, link prediction deals with predicting future possible links in a given network. Most of the approaches discussed in Sect. 2 use structural features of networks and the features of the nodes and edges for link prediction. In coauthorship networks, the nodes are authors, and the edges are the publications by these authors, whereas in friendship networks, such as Facebook, the nodes are users, and the links are the relationships between users. In both cases, similarities between nodes and the structural features of the networks can be used to predict future links. For example, the number of common neighbors of a node pair and Jaccard's coefficient [15] can be computed. Once these features are calculated for a particular node pair, we have a vector of values referred to as a feature vector [21] , which may be correlated with the future possible link between that node pair.
In a supervised learning approach, we use the feature vectors of each node pair to learn a model that can then be used to predict the appearance of future links. Once we com- 
- † Baseline combination † † Time score combination pute the feature vectors for each node pair, we obtain a set of feature vectors for node pairs that are already linked and another set of feature vectors for node pairs that are not linked. The goal is to find a model that predicts unlinked node pairs that are likely to be linked in the future using feature vectors of already linked node pairs. To this end, we train the supervised machine learning method using the set of feature vectors to find unlinked node pairs which are likely to become linked in the future. Table 1 lists the details of the features used in the present study. We used two different combinations of features in the proposed machine learning approach for link prediction. One set was used as the baseline combination, and the other set is the time score combination, which includes the time score introduced herein. The existing features are described below. [1] This measure indicates that if a node pair has a common neighbor that is not common to several other nodes, then the similarity of that particular node pair is higher than that of node pairs having neighbors that are common to several other nodes. This measure assigns higher weights to common neighbors that are not common to several other nodes. Common neighbors Number of common neighbors of a node pair. Jaccard's coefficient [15] Normalized measure of common neighbors. Preferential attachment [18] This measure indicates that new links are more likely to be formed with nodes of higher degree, or nodes that are popular in the network.
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We introduced a new feature to incorporate the effectiveness of common neighbors and their temporality. The features discussed in Sect. 3.1 are based solely on common neighbors, but do not consider the temporal behavior of the common neighbors. The strengths of links with common neighbors vary over time. In the context of social networks, the effectiveness of the common neighbors depends not only on the cooccurrence frequency, or number of common neighbors, but also on how long the neighbors have been in contact. The time stamps of the interactions are useful in finding such information. This information provides a far better view of the importance of common neighbors than considering only the number of common neighbors. To this end, we designed a new feature based on the following concepts.
1. The strength of a link varies over time. If the nodes at the ends of a link have not interacted with each other for a long time with respect to the current time, then the link becomes weaker. 2. We assigned a higher score to node pairs which have interacted with their common neighbors within a closer proximity of time. In other words, if the difference between the time stamps of the most recent interactions of common neighbors having the node pair is small, then this difference has a greater effect on future links.
Combining the above considerations, we introduced a new feature, time score (TS), to take into account the time awareness for link prediction. Time score for the node pair a and b that has n common neighbors is defined as follows:
This concept is illustrated in Fig. 1 . Nodes a and b have common neighbor c. Here, t 1 is the most recent time stamp of the interactions between a and c, and t 2 is the most recent time stamp of the interactions between b and c. In addition, H m is the harmonic mean of the cooccurrence frequencies of a and b with the common neighbor c. β is a damping factor (0 < β < 1). k is the difference between current time t c and the most recent time stamp from t 1 and t 2 , and k is defined as follows:
The number of interactions or cooccurrences, referred to as link value, of a node pair is also important in determining the link strength. Therefore, we used the harmonic mean of the link values of each node in a node pair with their common neighbor. The harmonic mean, H m , of numbers x 1 , . . . , x j is defined as follows:
Typically, the harmonic mean is appropriate for situations in which an average of rates is desired. In Eq. (3), x i (i = 1, . . . , j) denote the rates. In the present case, j = 2 because we used the link values of each node in a node pair with their common neighbors as the rates. In Eq. (1), the term β k n increases as k n decreases. We use the reciprocal of the term |t 1 n − t 2 n | + 1, where t 1 n and t 2 n are the time stamps of the most recent interactions of the node pair with the common neighbor. This term becomes larger when the difference between t 1 n and t 2 n becomes larger. The addition of one in the term is in order to avoid the time score from becoming infinite when the two time stamps are equal.
Compiling all, the new feature time score can be used as a feature, which is used for predicting future possible 
If the current year is assumed to be 2011, then the time score for a future possible link between a and b can be calculated as follows:
In this case, k = 2011 − 2008 = 3, because the latest time stamp is 2008, and the current year is 2011. The number of common neighbors, n, is 1, and we assume that β = 0.5.
Experimental Evaluation
In order to test the effectiveness of the proposed method, we performed two experiments using two real-world social network data sets. The first experiment tested the correlation between β and the unit of k. The purpose of this experiment was to provide guidelines for choosing values of the damping factor β, particularly for different time units k and different data. The second experiment tested the effectiveness of time score for link prediction. We used two data sets in these experiments. The first data set was Facebook friendship network data from [30] , which were collected from the regional Facebook network In the experiments, we used J48 weka implementation [7] of C4.5 decision tree algorithm [23] and SMOT oversampling algorithm [2] with default parameters. Supervised machine learning algorithms required training data to train the learner. Therefore, we used user interactions For the coauthorship data, we used data for three consecutive years to predict the links of following year, and the unit of k is years. For example, in order to predict the set of links that emerged in 2010, features for the training set were calculated using the coauthorship data from 2006 to 2008, and links that emerged in the year 2009 were considered to be positive examples for training data. Tables 2 and 3 show the statistics of the two network data sets used in the experiments. The real-world networks we used for our experiments are very sparse, and so the rate of positive examples is very low. On average, the percentages of positive examples in the Facebook data and the coauthorship data were 0.05% and 0.08%, respectively. In order to solve this problem, we used the SMOT oversampling algorithm [2] in these experiments. After oversampling, the percentages of positive examples in the Facebook data and the coauthorship data were 0.3% and 0.5%, respectively.
Correlation between Damping Factor and Time Unit
In the first experiment, we test the correlation between β and the unit of k. We analyzed the precision, recall, and F-measure of the predictions for each data set by varying β between 0.1 and 0.9. The purpose of this analysis is to provide a guideline for selecting β according to the unit of k. The range of k depends on the time unit. Figure 2 shows the variation of average precision, recall, and F-measure for each β value for Facebook data. The average precision, recall, and F-measure increase as β in- creases. A notable increase occurs at β = 0.9. We conducted a Grubbs' test to determine the significance of the difference between the F-measure at β = 0.9 and the F-measures at β = 0.1 to 0.8. The results of the Grubbs' test indicate that β = 0.9 is an outlier with a significance level of 5%. This indicates that the performance of the time score at β = 0.9 is significantly higher than for other β values and is thus a good parameter for Facebook data. The approximate range of k for the Facebook data is 0 to 90 days. Therefore, we can recommend higher β values as more appropriate when k takes a wide range of values. Figure 3 shows the variation of average precision, recall, and F-measure for each β for coauthorship data. Better performance is obtained for lower β values, as indicated by the slight decrease in performance when β is greater than 0.5. The range of k is small (0 ≤ k ≤ 2) for the coauthorship data because we used the data of three consecutive years to predict links in the following year. The term β k can take a higher value, even when β is small. Since the range of k is small for coauthorship data, the term β k takes closer values for higher β values, and time score becomes less effective for the learning algorithm. Therefore, lower β values should be used to compute time score when k has a small range.
The unit of k can be years, days, or hours, depending on the data set. We need to set β according to the unit of k in order assign higher scores to interactions that have occurred more recently. When k increases, β k decreases. For higher values of k and lower values of β, the term β k is approximately 0. For example, when k = 10 and β = 0.5, β k is approximately 0.00098. In order to obtain a meaningful value for β k when k has a wide range, we must use a higher β. In a network such as Facebook, interactions that occurred ten days ago have more of an effect on future links than interactions that occurred ten years ago in the coauthorship network. Therefore, higher β values are better when k has a wide range, and lower β values are better when k has a small range.
Effectiveness of Time Score
In this section we discuss the experiments carried out to test the effectiveness of time score for link prediction. We used the β values corresponding to the highest F-measure for each data set in the first experiment to compute time score. We compared the performance metrics for baseline combination (BC), which combines the existing features, and time score combination (TSC), which combines the new feature time score with the existing features.
Experiment Using Facebook Data
In the Facebook data, the frequency of the wall postings between users is considered to be the link value of each node pair that is already connected. Time stamps of the links are created using the time stamps of the wall postings so that the time stamp of a link represents the day of the most recent interaction between two users. We set β to be 0.9. The unit of k is days.
The performance metrics for Facebook data are compared in Fig. 4 . The performance metrics show a notable improvement for time score combination, as compared to the baseline combination. On average, the use of time score increased the precision, recall, and F-measure by 4%, 3%, and 7%, respectively.
According to the wall post data shown in Fig. 5 , and as stated in [30] , the number of wall posts increases rapidly from July 2008 to January 2009. This makes the network more active, and most of the existing links become stronger. The stronger links have a greater influence on future link evolution. Therefore, the use of time score is more effective and yields better results. This observation further indicates that time score is more sensitive to the temporal behavior of user interactions. However, in February 2008 and June 2008, there is a decrease in the number of wall posts. Thus, the network becomes less active, and the strengths of the links do not exhibit temporal variations in behavior in the network during this period. Therefore, the performance metrics exhibit slightly lower values for time score combi- nation than for baseline combination. Except for the results of February 2008 and June 2008, the t-test at the 5% significance level indicates significant improvements. Therefore, we can conclude that time score is more effective for rapidly evolving networks.
Experiment Using Coauthorship Data
In the coauthorship data set, the unit of k is years. The time stamp for the interaction between a pair of authors represents the year of publication of the coauthored paper. Hence, the time stamp of a link represents the year of most recent publication by a pair of authors. A damping factor of β = 0.2 was used in this experiment.
The performance metrics of this experiment are compared in Fig. 6 . The improvements in precision, recall, and F-measure indicate the impact of time score for link prediction in the coauthorship network that evolves primarily over recent collaborations. In the graph comparing precision, with the exception of 2001, the results obtained using time score combination are better than the results obtained using baseline combination. All three performance metrics indicate significant improvements according to the t-test at the 5% significance level. The average improvements in precision, recall, and F-measure are 14%, 11%, and 13%, respectively.
Discussion
In the Facebook friendship network, the friends of a user can view the wall posts of that user if the user shares the wall posts with his/her friends. Thus, users who have that particular user as a common neighbor, while having no other relationship, can become friends through each other's postings. Burst of wall postings indicates that more people are interacting with each other and become friends. Therefore, recent interactions happen in closer proximity of time have a greater influence on link evolution. Besides the factors we investigated in our experiments, the link evolution could be depend on other temporal factors such as duration of data collection and geographical region of the network. In particular, the Facebook network exhibits different patterns de- pending on the time, the major events that occur during the period of data collection, and the geographical region of the network. Such kind of factors are to be explored in our future works.
Previous studies have extensively investigated the evolution of scientific collaboration networks using network statistics [19] , [20] . However, scientific collaborations are time-sensitive. Researchers prefer to explore evolving topics through new collaborations. To this end, researchers tend to find associates or experts through their most recent collaborations. This increases the temporality of the links among the researchers. On the other hand, the temporality in coauthorship networks has several causes. For example, researchers tend to change research fields according to current research trends and occasionally change institutes or universities. In such situations, the geographical locations of the researchers and current research trends become important factors in predicting links in coauthorship networks.
Conclusion and Future Research
The main contribution of the present study is the introduction of a new time-aware feature, called time score, for link prediction in social networks using supervised machine learning methods. The primary focus of the present study was the impact of the relationship between the temporal behavior of link strength and the time stamps of interactions and links for link evolution, which had not previously been discussed sufficiently. We found that the time stamps of interactions are crucial factors for link evolution. In particular, we focused on the temporal behavior of common neighbors in terms of link strength. We examined the proposed method using two real-world data sets. The improvements in performance metrics indicated by the experimental results verify the effectiveness of time score for link prediction in social networks. Therefore, we can obtain better predictions using the newly proposed time score feature.
The present study was limited to node pairs having common neighbors. In the future, we intend to extend the proposed method to any node pair in a network. Exploring other factors of temporal behaviors of networks is one of the primary goals of our future research. Some of these factors are network specific. Therefore, the use of temporal behaviors for link prediction is a challenging task. Furthermore, we intend to demonstrate that the proposed method is applicable to a wide range of algorithms that have been used for link prediction, such as flow-based algorithms and statistical modeling approaches.
