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RESEARCH Open Access
Energy-efficient cooperative spectrum sensing
schemes for cognitive radio networks
Nan Zhao1,5, Fei Richard Yu2*, Hongjian Sun3 and Arumugam Nallanathan4
Abstract
Rapidly rising energy costs and increasingly rigid environmental standards have led to an emerging trend of
addressing “energy efficiency” aspect of wireless communication technologies. Cognitive radio can play an important
role in improving energy efficiency in wireless networks, because from the green perspective, spectrum is a natural
resource which should not be wasted but be shared. In this article, we propose two energy-efficient and time-saving
one-bit cooperative spectrum sensing schemes, which have two stages in the spectrum sensing process. If the
signal-to-noise ratio is high or no primary user exists, only one stage of coarse spectrum sensing is needed, by which
the sensing time and energy are saved. Otherwise, the second stage of fine spectrum sensing will be performed to
increase the spectrum sensing accuracy. Furthermore, only one-bit decision is sent by each secondary user to
minimize the overhead. The second proposed algorithm fully utilizes the local decisions of the coarse detection, and
its energy consumption is further reduced with its sensing performance close to the first one. Plenty of simulation is
performed, and the results show that the sensing time and energy consumption are both reduced significantly in the
proposed schemes.
Keywords: Cognitive radio; Cooperative spectrum sensing; Energy efficiency
1 Introduction
Cognitive radio (CR) has attracted significant attention as
a promising technology to overcome the spectrum short-
age problem caused by the current inflexible spectrum
allocation policy [1,2]. In CR networks, secondary (unli-
censed) users (SUs) should sense the radio environment,
and adaptively choose transmission parameters according
to sensing outcomes to avoid the interference to primary
(licensed) users (PUs) [3]. Hence, it is a fundamental issue
in CR networks that SUs should be able to efficiently and
effectively detect the presence of PUs [4,5].
The existing spectrum sensing techniques can broadly
be divided into four categories: matched filter detection
[6], cyclostationary detection [7], entropy-based detec-
tion [8-10], and energy detection [11,12]. In matched
filter detection and cyclostationary detection, SUs should
have some knowledge about the primary signal features.
Entropy-based detection can solve the noise uncertainty
of the spectrum sensing through information entropy. In
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[8], an entropy-based spectrum sensing scheme is pro-
posed by combining the entropy detection in the time
domain and the matched filter. However, the matched
filter in the scheme needs some necessary knowledge
about the primary signal features, which requires addi-
tional overhead and even hardly holds in CR, and thus it is
not a blind detector. An entropy-based spectrum sensing
scheme in the frequency domain based on the spectrum
amplitude is proposed in [9] and proved to be robust to
the noise uncertainty; however, its performance can still
be improved. In [10], a novel entropy-based spectrum
sensing scheme in the frequency domain based on the
spectrum power density is proposed, and it is proved that
it is also robust to the noise uncertainty with better prob-
ability of detection and lower computational complexity.
Energy detection has widely been applied, since it does
not require a priori knowledge of the primary signals,
and has much lower computational complexity than the
other three detection schemes. Hence, we focus on energy
detection for spectrum sensing throughout this article.
Spectrum sensing is a tough task especially when signal-
to-noise ratio (SNR) is low. To improve the performance
of spectrum sensing, cooperative spectrum sensing (CSS),
© 2013 Zhao et al.; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction
in any medium, provided the original work is properly cited.
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where individual SUs sense the spectrum and send the
information to a fusion center to obtain the final deci-
sion, has been studied extensively [10,13-15]. In conven-
tional hard combination CSS [13], only one-bit decision
is sent to the fusion center by each SU, and its over-
head is minimum; however, its performance can still be
improved. Soft combination CSS scheme [14] has the
optimal performance through using the accurate sensing
results from different SUs; however, its overhead is large,
which makes it difficult to be implemented in practical
networks.
Two-bit overhead combination CSS scheme is proposed
in [10,15], which is a trade-off between hard combina-
tion and soft combination CSS. In [16], a three-threshold
decision-based CSS (TTD-CSS) scheme is proposed, in
which the second local decision bit is sent to the fusion
center after the failure of the first cooperation to elim-
inate the sensing failure. However, the performance of
TTD-CSS is not improved much compared with the con-
ventional hard combination CSS. In [17], a two-stage
spectrum sensing scheme is proposed for multi-channel
sensing. It can decrease the average channel sensing time
by allowing the spectrum detector to focus on the chan-
nels that are more likely to be vacant. A two-stage sensing
scheme using energy detection in the first stage and cyclo-
stationary detection in the second stage is designed in
[18], and the second stage detection is performed when
the decision metric is greater than the threshold. In [19],
a two-stage sensing scheme is proposed to minimize the
sensing time. Although the above two-stage spectrum
sensing schemes can achieve better performance than the
single-stage schemes [17-19], none of them considers CSS.
A two-stage two-bit CSS (TSTB-CSS) is given in [10],
and its performance is improved over the conventional
hard combination CSS; however, it uses two-bit overhead,
and its sensing time and energy consumption can still be
reduced.
Although some excellent works have been done in
CSS, most of them focus on achieving high data rate
for SU networks while avoiding the interference to PU
networks. Consequently, many of these techniques signifi-
cantly increase system overhead and energy consumption.
However, rapidly rising energy costs and increasingly rigid
environmental standards have led to an emerging trend
of addressing “energy efficiency” aspect of wireless com-
munication technologies [20]. CR can play an important
role in improving energy efficiency in wireless networks,
because from the green perspective, spectrum is a natural
resource which should not be wasted but be shared. CRs
enable this paradigm with smart operation and agile spec-
trum access. Therefore, the “green” requirements of CR
should be well satisfied [21-23].
In this article, we propose two time-saving and energy-
efficient one-bit CSS (TSEEOB-CSS) schemes, which have
two stages in the spectrum sensing process. If the SNR
is high or no PU exists, only one stage of coarse spec-
trum sensing is needed, by which the sensing time and
energy are saved. Otherwise, the second stage of fine
spectrum sensing will be performed to increase the spec-
trum sensing accuracy. In addition, only one bit decision
is sent to the fusion center to minimize the overhead.
Simulation results are presented to show that the sensing
time and energy consumption are both reduced signifi-
cantly in the proposed schemes. The distinct features and
contributions of this article are as follows.
• We propose a TSEEOB-CSS algorithm, which can
improve the energy efficiency of the system with
almost the same detection performance as the
conventional CSS algorithms.
• Based on the first TSEEOB-CSS algorithm, another
algorithm is proposed. The algorithm makes full use
of the local decisions of the first stage coarse
detection, and it can further reduce the energy
consumption of the first TSEEOB-CSS algorithm
with reliable detection performance.
• The parameters setting is important to the two
proposed algorithms, and it can affect the
performance greatly. Therefore, some rules are given
in this article to help to set the parameters suitably.
• The sensing time and energy consumption of the
proposed schemes are reduced significantly
compared to the conventional CSS scheme, and the
time-saving and energy-efficiency performance of the
proposed two schemes are analyzed theoretically.
• Extensive simulation results are presented to
illustrate the effectiveness of the algorithms in
reducing energy consumption and the rules of
parameters setting in the proposed algorithms.
The remainder of this article is organized as follows.
In Section 2, the system model of the CR network is
described, and the energy detection and CSS schemes
are introduced. In Section 3, two proposed TSEEOB-CSS
algorithms are introduced. In Section 4, parameter set-
ting of the algorithms is discussed, and the performance
is analyzed. Simulation results are discussed in Section 5.
Finally, we conclude this study and present the future work
in Section 6.
2 Systemmodel
We consider CSS in a centralized CR network consisting
of a cognitive base station (fusion center) and a number
of SUs. In the network, each SU sends its sensing data to
the base station, and the base station combines the sens-
ing data from different SUs and makes the final decision
on the presence or absence of the PUs. We assume the
sensing data are sent from the SUs to the base station
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free of error throughout this article. In this section, energy
detection and CSS are introduced.
2.1 Energy detection
The target of spectrum sensing in CR network is to deter-
mine whether a licensed band is currently occupied by
any PUs or not. This can be formulated into a binary
hypotheses testing problem as [24]
x(n) =
{
ω(n), H0
h(n)s(n) + ω(n), H1, (1)
where n = 0, 1, . . . ,N ; and N is the number of sam-
ples. The PU signal, background noise, and received signal
are denoted by s(n), ω(n), and x(n), respectively. h(n) is
the impulse response of the channel between the SU and
PU. H0 represents the absence of primary signal, while H1
represents the presence of primary signal. The noise ω(n)
is assumed to be additive white Gaussian noise with zero
mean and unit variance (i.e., ω(n) ∼ N(0, 1)). For ease
of analysis, we assume that the channel impulse response
h(n) is unchanged during the sensing process, i.e., h(n) =
h [25]. Mathematically, the problem can be formulated as
a binary hypothesis testing as follows:
T = 1N
N∑
n=1
|x (n)|2
{
> λ H1
< λ H0,
(2)
where T is the test statistic, and λ is the predetermined
threshold.
Let σ 2s and σ 2ω denote the transmitted signal power and
noise power, respectively, and assume that σ 2ω = 1. Define
γ = σ 2s /σ 2ω as the SNR value. The local false alarm and
detection probability of the SU can be represented as [26]
Pf = Pr (T > λ|H0)
= Q
(
(λ − 1)
√
N
2
)
, (3)
Pd = Pr (T > λ|H1)
= Q
(
(λ − γ − 1)
√
N
2(γ + 1)2
)
, (4)
where Q(.) is the Q-function.
2.2 CSS
We consider a CR network composed of K SUs and a base
station (fusion center), as shown in Figure 1. We assume
that each SU performs energy detection independently
and then sends the local decision to the base station,
which will fuse all available local decision information to
infer the absence or presence of the PU.
Figure 1 Cooperative spectrum sensing structure in a CR
network.
In the conventional hard combination CSS scheme, each
cooperative partner imakes a binary decision based on its
local observation and then forwards its one-bit decision
Di (Di = 1 stands for the presence of the PU, and Di = 0
stands for the absence of the PU) to the base station. At
the base station, all one-bit decisions are fused together
according to the logic decision fusion rule [27,28], and the
final decision can be obtained as
Y =
K∑
i=1
Di
{≥ k H1
< k H0,
(5)
where H0 and H1 denote the decision made by the base
station that the PU is present or absent, respectively. The
threshold k is an integer, representing the “n-out-of-K”
rule. It can be seen that the OR rule corresponds to the
case of k = 1, the AND rule corresponds to the case of
k = K , and in the VOTING rule k is equal to the minimal
integer larger than K/2 [27].
Only one-bit decision information is used in the hard
combination CSS, and thus its detection performance is
limited. Soft combination CSS scheme uses the accu-
rate sensing results from the SUs, and it can achieve
the better performance; however, its overhead is large.
Two-bit overhead combination CSS scheme can obtain
relatively higher performance than hard combination CSS
with lower overhead than soft combination CSS, and it
makes a trade-off between hard and soft combination CSS
schemes.
3 TSEEOB-CSS
The TSTB-CSS algorithm proposed in [10] can improve
the performance of the conventional hard combination
CSS algorithm; however, its sensing time and energy con-
sumption are the same as those in hard combination CSS.
In this article, two TSEEOB-CSS algorithms are presented
with almost the same sensing accuracy, and their sens-
ing time and energy consumption are reduced greatly
especially when the SNR is high or no PU exists.
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In the proposed algorithms, we try to reduce the
energy consumption of conventional CSS scheme with
Ns samples by designing two TSEEOB-CSS schemes with
αNs-sample first stage detection and (1 − α)Ns-sample
second stage detection. We assume that, in the Ns-sample
detection of these three algorithms, the presence/absence
status of the PU does not change. In other words, the
received signal is stationary with the observation time T
(i.e.,Ns samples); this assumption is commonly used in the
literature [29-32].
3.1 The first proposed algorithm
The first proposed two-stage one-bit CSS scheme is
shown in Figure 2, and the proposed scheme is repre-
sented by the following steps:
Step 1: Perform the first stage coarse energy detection
with αNs samples at each SU, where 0 < α < 0.5.
The sensing result of the SUi can be calculated as
T1i = 1
αNs
αNs∑
n=1
|xi (n)|2, (6)
where xi(n) is the nth sample of the signal to be
sensed at the SUi.
If the detection result of SUi(i = 1, 2, . . . ,K)
T1i > λ1 + , sends the local decision D1i = 1 to
the fusion center indicating that PUs exist; if
T1i < λ1 − , sends the local decision D1i = 0 to
the fusion center indicating that no PU exists; if
λ1 −  ≤ T1i ≤ λ1 + , nothing will be sent. λ1 and
 are two positive parameters that define the upper
threshold λ1 +  and the lower threshold λ1 −  in
the first stage detection.
Step 2: The first stage local decisions D1i are fused at
the fusion center, and the final decision DF can be
obtained as
DF =
⎧⎨
⎩
1, More than K/2SUs indicate presence of PU
0, More than K/2SUs indicate absence of PU
Final decision cannot be obtained, Otherwise.
(7)
Figure 2 The proposed two-stage one-bit cooperative spectrum
sensing scheme.
If the final decision DF can be obtained, DF is sent to
each SU. If the final decision DF cannot be obtained,
nothing will be done.
Step 3: If the final decision DF is received by the SUs,
goes to step 6. If the final decision DF is not received
by the SUs after τ period, perform the second stage
fine energy detection with (1 − α)Ns samples, and
the sensing result of the SUi can be calculated as
T2i = 1
(1 − α)Ns
(1−α)Ns∑
n=1
|xi (n)|2. (8)
Assume τ  T1 < T2 in Figure 2, and thus τ can be
ignored compared with T1 and T2.
Step 4: Local decision D2i (i = 1, 2, . . . ,K) is
obtained through the second stage fine energy
detection as
D2i =
{
1 T2i ≥ λ2
0 T2i < λ2,
(9)
where T2i is the second stage local sensing result of
SUi using energy detection. Then the local decisions
D2i are sent to the fusion center.
Step 5: The second stage local decisions D2i are
fused at the fusion center, and the final decision DF
can be obtained according to
DF =
⎧⎨
⎩ 1
K∑
i=1
D2i ≥ K/2
0 Otherwise.
(10)
DF is sent to each SU, and goes to step 6.
Step 6: Current detection ends.
The first TSEEOB-CSS algorithm described above can
achieve almost the same performance as the conventional
hard combination CSS algorithm. Its sensing time and
energy consumption are reduced obviously when no PU
exists or the SNR of PU is high, and therefore the sens-
ing time can be saved and the energy efficiency can be
improved effectively.
3.2 The second proposed algorithm
The first proposed TSEEOB-CSS algorithm above can
achieve better performance with lower energy; however,
the sensing results in the first stage coarse detection are
not fully utilized, and its energy efficiency can still be
improved. Thus, a second TSEEOB-CSS algorithm is pro-
posed based on the first one, and its structure can also be
described in Figure 2. The second TSEEOB-CSS scheme
is represented by the following steps:
Step 1: Perform the first stage coarse energy
detection with αNs samples at each SU as in Equation
(6). If the detection result of SUi (i = 1, 2, . . . ,K)
T1i > λ1 + , sends the local decision D1i = 1 to
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the fusion center indicating that PUs exist; if
T1i < λ1 − , sends the local decision D1i = 0 to
the fusion center indicating that no PU exists; if
λ1 −  ≤ T1i ≤ λ1 + , nothing will be sent.
Step 2: The first stage local decisions D1i are fused at
the fusion center, and the final decision DF can be
obtained as in Equation (7).
If the final decision DF can be obtained, DF is sent to
each SU. If the final decision DF cannot be obtained,
nothing will be done.
Step 3: If the final decision DF is received by the SUs,
goes to step 6.
If the final decision DF is not received by the SUs
after τ period, for the SUs that did not obtain the
local decision D1 at the first stage, perform the
second stage fine energy detection with (1 − α)Ns
samples as in Equation (8), and for the SUs that
obtained the local decision at the first stage, no more
processing is needed.
Assume τ  T1 < T2 in Figure 2, and thus τ can be
ignored compared with T1 and T2.
Step 4: Local decisionD2i(i = 1, 2, . . . ,K) is obtained
through the second stage fine energy detection as
D2i =
⎧⎨
⎩
1 T2i ≥ λ2, when D1i was not obtained
0 T2i < λ2, when D1i was not obtained
D1i, whenD1i was obtained,
(11)
where T2i is the second stage local sensing result of
SUi using energy detection, D1i is the local decision
of the SUi in the first stage. Then the local decisions
D2i are sent to the fusion center.
Step 5: The second stage local decisions D2i are
fused at the fusion center, and the final decision DF
can be obtained according to
DF =
⎧⎨
⎩ 1
K∑
i=1
D2i ≥ K/2
0 Otherwise.
(12)
DF is sent to each SU, and goes to step 6.
Step 6: Current detection ends.
The first proposed TSEEOB-CSS algorithm can achieve
excellent performance with less energy consumption;
however, the local decisions of the coarse detection are
not fully used. The local decisions of the coarse detec-
tion are obtained through two-threshold sensing scheme,
and they are more reliable than those of the conven-
tional sensing with the same number of samples. If the
local decisions of the coarse detection are utilized in the
algorithm, its energy efficiency can be improved. Thus,
the second TSEEOB-CSS algorithm is proposed based on
the first one, which uses the local decision of the coarse
detection to improve the energy efficiency of the algo-
rithm with the same length of sensing time. However,
the detection performance of the second TSEEOB-CSS
algorithm is worse than the first TSEEOB-CSS algorithm.
Thus, we should make a trade-off between the energy effi-
ciency and detection performance to choose the proper
algorithm in practical applications.
4 Threshold setting and performance analysis
The parameters are important to the proposed algo-
rithms, so in this section, the threshold setting is dis-
cussed. In addition, the energy-efficiency and time-saving
performance of the algorithms are further analyzed.
4.1 Analysis of threshold setting
There are three important parameters in the two pro-
posed TSEEOB-CSS algorithms, λ1, λ2, and . These
parameters affect the detection performance greatly.
Thus, we discuss the parameters setting, and give some
rules as follows.
(1) The rules in setting 
Remark 1.For a fixed value of λ1, the larger the value of
 is, the better the detection performance can be achieved
with longer sensing time.
Assume the square of the sampled signal x(n), |x(n)|2,
follows a distribution with mean μ and variance σ 2. The
sensing result of the first stage detection can be described
as
T = 1
αNs
αNs∑
n=1
|x (n)|2, (13)
which follows Gaussian distribution with mean μ and
variance σ 2/(αNs) according to the central limit theorem.
Therefore, the probability the final decision obtained at
each SU after the first stage coarse detection can be
expressed as
P = 1 −
∫ λ1+
λ1−
1√
2παNsσ
e−
(x−μ)2
2σ2/(αNs) dx. (14)
Hence, when  is larger, and the probability (1 − P)
indicating the need of second stage fine detection cor-
respondingly becomes larger, which means the sensing
time becomes longer. Also, the detection performance
becomes better for the probability of second stage detec-
tion is larger.
Remark 2:  should be smaller as the sample number
αNs of the first stage coarse detection becomes larger.
Assume the background noise ω(n) in (1) follows
Gaussian distribution with zero mean and unit variance
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(i.e.,ω(n) ∼ N(0, 1)), and thus the square of ω(n), |ω(n)|2,
follows chi-square distribution with 1 degree of freedom.
The mean of |ω(n)|2 is 1, and its variance is 2. The first
stage coarse energy detection result can be expressed as
T = 1
αNs
αNs∑
n=1
|ω (n)|2, (15)
when no PU exists, and it follows Gaussian distribution
with mean 1 and variance σ 2H0 = 2/(αNs) according to the
central limit theorem.
We set
 = aσH0 = a
√
2/(αNs), (16)
where a is a positive constant. When the number of sam-
ples becomes larger, e.g., Ns2 = 2αNs, the variance of
the first stage coarse energy detection result changes to
2/(2αNs) = 1/(αNs), and hence  should be set as
a
√
1/(αNs) accordingly. Therefore, the larger the number
of samples is, the smaller the value of  should be.
(2) The rules in setting λ1
Remark 3: λ1 should be set according to the requirement
of the false alarm probability (Pf ).
In Case I as shown in Figure 3, λ1 is set relatively low
(e.g., below 1). If no PU exists, the distribution of the first
stage energy detection result is shown in Figure 3. The
probability that the detection result is larger than λ1 + 
is so large that Pf cannot be set small (e.g., Pf = 0.01).
In Case II as shown in Figure 3, λ1 is set relatively high
(e.g., above 1). The probability that the detection result
is smaller than λ1 −  is so large that Pf cannot be set
large (e.g., Pf = 0.5). For Pf above 0.5 is not meaningful in
practical networks, λ1 is usually set above 1.
Furthermore, if certain Pf can be achieved, the detec-
tion performance is better when λ1 is smaller. However,
when λ1 becomes smaller, the probability indicating the
need of second stage fine detection becomes larger when
Figure 3 The distribution of the first stage energy detection
result.
SNR is low or no PU exists, which means the sensing time
becomes longer and the energy consumption becomes
larger.
(3) The rules in setting λ2
As analyzed above, we know that the parameters  and
λ1 determine the detection performance and the com-
putational complexity of the algorithms. Thus,  and
λ1 should be set first according the requirements of the
detection performance and energy consumption when
applied to practical systems.
λ2 can be set according to the values of  and λ1 When
 is fixed, λ2 should be set larger with smaller λ1. When
λ1 is fixed, λ2 should be set larger with larger. With cer-
tain values of  and λ1, the value of λ2 is deterministic.
Thus, after λ1 and are set, λ2 can be set according to the
required value of Pf through measurements in advance.
The above rules in setting , λ1, and λ2 are all suitable
for both of the two proposed TSEEOB-CSS algorithms.
4.2 Analysis of energy-efficiency and time-saving
performance
Remark 4: The energy consumption and sensing time of
the proposed schemes are reduced significantly compared
to the conventional CSS scheme with the same number of
samples, especially when the SNR of the PU signal is high
or no PU exists.
The probability of the local decisionD1i in the first stage
coarse detection at the ith SU equal to 1 and 0 can be
expressed, respectively, as
P1 = Q
(
(λ1 +  − γ − 1)
√
αNs
2(γ + 1)2
)
Pr(H1)
+ Q
(
(λ1 +  − 1)
√
αNs
2
)
Pr(H0),
(17)
P0=
(
1−Q
(
(λ1−−γ −1)
√
αNs
2(γ + 1)2
))
Pr(H1)
+
(
1−Q
(
(λ1−−1)
√
αNs
2
))
Pr(H0),
(18)
where Pr(H1) and Pr(H0) = 1−Pr(H1) denote the proba-
bilities of the presence and absence of the primary signal,
respectively.
The energy consumption of the spectrum sensing is
mainly caused by the energy detection using the samples
of the received signal at all the SUs, and we can define the
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energy consumption of the conventional CSS algorithm
through a function of the number of the samples as
ECSS = KNse0, (19)
where K is the number of SUs in the CSS, Ns is the num-
ber of samples at each SU in the detection, and e0 is the
energy consumption corresponding to one sample of the
detection.
The energy consumption of the first and second pro-
posed TSEEOB-CSS algorithms can be expressed as
E1 = KαNse0 + K((1 − α)Ns)e0⎛
⎜⎜⎝1 −
K∑
i=
⌊
K
2
⌋
+1
(K
i
)
Pi1 (1 − P1)K−i (20)
−
K∑
i=
⌊
K
2
⌋
+1
(K
i
)
Pi0 (1 − P0)K−i
⎞
⎟⎟⎠ ,
E2 = KαNse0 + K((1 − α)Ns)e0⎛
⎜⎜⎝1 −
K∑
i=
⌊
K
2
⌋
+1
(K
i
)
Pi1 (1 − P1)K−i (21)
−
K∑
i=
⌊
K
2
⌋
+1
(K
i
)
Pi0(1−P0)K−i
⎞
⎟⎟⎠(1−P1−P0).
From (19)–(21), we can easily obtain
E2 < E1 < ECSS. (22)
Thus, we can conclude that the energy consumption is
reduced significantly by the two proposed CSS schemes,
and the energy consumption of the second TSEEOB-CSS
algorithm is much lower than that of the first algorithm.
Similarly, assuming the sensing time of the CSS algo-
rithms is mainly determined by the energy detection using
the samples of the received signal at all the SUs, the sens-
ing time of conventional CSS algorithm can be defined
through a function of the number of the samples as
TCSS = Nst0, (23)
where t0 is the duration corresponding to one sample of
the detection.
The sensing time of the first and second proposed
TSEEOB-CSS algorithms is the same, and can be repre-
sented as
T1= T2 = αNst0 + ((1 − α)Ns)t0⎛
⎜⎜⎝1 −
K∑
i=
⌊
K
2
⌋
+1
(K
i
)
Pi1 (1 − P1)K−i (24)
−
K∑
i=
⌊
K
2
⌋
+1
(K
i
)
Pi0 (1 − P0)K−i
⎞
⎟⎟⎠ .
From (23) and (24), we can obtain that
T1 = T2 < TCSS. (25)
Thus, we can conclude that the time consumption is
reduced significantly by the two proposed CSS schemes,
and the time consumption of the two algorithms is the
same.
The time and energy consumption of the proposed algo-
rithms can be reduced effectively, and we will clarify it
briefly. When there are PUs in the network, the first stage
coarse energy detection result T follows a distribution
with the mean of 1 + μs. If the SNR of PU signal is larger,
1 + μs will be larger, and thus the probability that T >
λ1 +  will also become larger. This means the proba-
bility indicating the need of second stage fine detection
becomes smaller, and thus the sensing time and energy
consumption will be reduced due to the low probability
of the need of second stage fine detection. When no PU
exists in the network, the probability that T < λ1 −  is
relatively large because λ1 is usually set above 1. There-
fore, the probability indicating the need of second stage
fine detection is relatively small, and the sensing time and
energy consumption will also be reduced greatly when no
PU exists.
From the above analysis, we can conclude that the sens-
ing time and energy consumption is reduced greatly when
the SNR of PU signal is high or no PU exists in the
proposed two algorithms, and it enables a “green” CR
network.
5 Simulation results and discussions
In this section, we illustrate the performance of the pro-
posed TSEEOB-CSS algorithms using computer simula-
tions.We assume that the signal of PU is BPSKmodulated,
and the baseband symbol rate fb is equal to 1Mbps. The
sampling frequency fs at SUs is 64MHz. In the TSEEOB-
CSS algorithms, the number of samples of the two stages,
Ns, is set to 768, α=1/3, and  is set to 0.1, which is equal
to 1.13σH0.
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Figure 4 Detection performance against SNR comparison when Pf = 0.1.
First, we compare the detection performance of the first
TSEEOB-CSS algorithm with that of TTD-CSS algorithm
in [16] and TSTB-CSS algorithm in [10]. In TTD-CSS
algorithm, λ is set to 1.007 and  is set to 0.1, the number
of samples, N, is set to 768, and VOTING rule is used. In
TSTB-CSS algorithm, the number of samples in the first
and second stages is both set to 768/2 = 384, λ is set
to 1.034, and  is set to 0.1. The detection performance
of the energy detection and the hard combination CSS
scheme is also compared. The detection probability (Pd) of
these algorithms is compared in Figure 4, with unit power
of the background noise and Pf = 0.1.
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First TSEEOB−CSS, different λ1 when Pf varies
Figure 5 ROC curves comparison of the detectors when SNR is equal to−10 dB. In the first TSEEOB-CSS algorithm, λ1 is 1.10 when
Pf ∈ (0, 0.05], λ1 is 1.05 when Pf ∈ (0.05, 0.1], and λ1 is 1.00 when Pf ∈ (0.1, 0.2].
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Table 1 Parameter λ1 setting for the first TSEEOB-CSS
algorithmwith different Pf
Pf ∈ (0, 0.05] (0.05, 0.1] (0.1, 0.2]
λ1 1.10 1.05 1.00
From Figure 4 we can see that the performance of the
first TSEEOB-CSS algorithmwith λ1 equal to 1.125, 1.100,
and 1.050, and corresponding λ2 equal to 1.024, 1.0295,
and 1.033, respectively, is all better than that of 768-
sample energy detection algorithm and 256-sample hard
combination CSS algorithm. The larger the value of λ1
is, the better performance the first TSEEOB-CSS algo-
rithm can achieve. The detection performance of the first
TSEEOB-CSS algorithm with λ1 = 1.1000 is close to
that of TTD-CSS algorithm, TSTB-CSS algorithm, and
768-sample hard combination CSS algorithm, and its per-
formance is even better than that of these algorithms
when λ1 is equal to 1.050.
In Section 4, we have analyzed the rules in setting λ1,
and we can conclude that when the required Pf is rela-
tively small, λ1 should be set larger accordingly, and when
the required Pf is relatively large, λ1 should be set smaller
correspondingly. For example, from the simulation results
in Figure 4 we can see that when Pf = 0.1, the detec-
tion performance of the first proposed algorithm with
λ1 = 1.05 is better than that with λ1 = 1.1. However,
the requirement Pf < 0.05 cannot be achieved when
λ1 = 1.1, and thus λ1 = 1.05 should be selected in
this case. Therefore, λ1 should be set properly according
to the required Pf . The receiver operation characteristic
(ROC) curves of the energy detection with 768 samples,
the hard combination CSS algorithm with 768 samples
and the first TSEEOB-CSS algorithm with 256 samples in
the first stage and 512 samples in the second stage are
depicted in Figure 5. Pf is usually set below 0.2, and thus
only part of the ROC curves with Pf ∈ (0, 0.2] are given
in Figure 5. λ1 should be set according to the required Pf ,
and the λ1 setting in the simulation of Figure 5 is listed
in Table 1.
From the simulations results in Figure 5, we can observe
that the ROC performance of the first TSEEOB-CSS algo-
rithm is almost equal to that of the CSS algorithmwith dif-
ferent λ1 set according to the required Pf in Table 1. Thus,
the proposed first TSEEOB-CSS algorithm can achieve
the same performance as CSS algorithm with much less
sensing time and energy consumption.
In Section 3, the second TSEEOB-CSS algorithm is also
proposed. It can improve the energy efficiency of the first
TSEEOB-CSS algorithm, with its sensing performance a
little decrease. The detection performance of the first and
second TSEEOB-CSS algorithms is compared in Figure 6
with unit power of the background noise and Pf = 0.1.
The detection performance of the CSS algorithm with 768
samples is also adopted in Figure 6.
From the simulation results in Figure 6, we can see
that the detection performance of the second TSEEOB-
CSS algorithm is close to that of the first TSEEOB-CSS
algorithm and the CSS algorithm with 768 samples.
A remarkable advantage of the proposed TSEEOB-CSS
algorithms is that it can save sensing time and energy
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Figure 6 Detection performance comparison between the first and second TSEEOB-CSS algorithms when Pf = 0.1.
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Figure 7 Probability of the second stage detection of the first and second TSEEOB-CCS algorithms with different λ1 values.
consumption greatly, which will be discussed in the fol-
lowing. The probability of second stage fine detection
under different SNRs of the two proposed algorithms is
analyzed in Figure 7.
We can see that although the detection performance
with λ1 = 1.125 is worse than that with λ1 = 1.100
and 1.050 (from Figure 4), the probability of second stage
detection is the lowest with the shortest sensing time
and smallest energy consumption when the SNR is low
or no PU exists. Hence, we can conclude that the sens-
ing time is shorter, the energy consumption is smaller,
and the detection performance is worse with larger λ1. In
practical CR networks, if the sensing time or energy con-
sumption is the most important factor to be considered,
we can use large λ1; otherwise, λ1 should be smaller. In
addition, the sensing time and energy consumption of the
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Figure 8 Energy-efficiency performance comparison of the proposed algorithms to the CCS algorithmwith different λ1 values.
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Figure 9 Detection performance comparison of the two proposed algorithmwith different values of. λ1 is set to 1.1 in the simulation.
second TSEEOB-CCS algorithm is much lower than those
of the first TSEEOB-CCS algorithm, and about 20% of
the energy consumption can be saved in the second stage
detection.
Using the probability of second stage fine detection
obtained from Figure 7, we can calculate the percent
of the reduced processing energy by the TSEEOB-CSS
algorithms under different SNRs, and the results are
shown in Figure 8.
From Figure 8, we can see that when SNR is larger
than −5 dB, the percentage of the reduced energy of these
two proposed algorithm is more than 60, and the maximal
percentage of the reduced energy is 66.67. When no PU
exists in the network, the energy consumption can also be
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Figure 10 Probability of the second stage detection of the first and second TSEEOB-CCS algorithms with different values. λ1 is set to 1.1
in the simulation.
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reduced by 50, 35, and 15% when λ1 is set to 1.125, 1.100,
and 1.1050, respectively, in the first TSEEOB-CCS algo-
rithm; while in the second TSEEOB-CCS algorithm, the
energy consumption can be reduced by 55, 45, and 30%
with these values of λ1, respectively. Thus, the proposed
algorithms can improve energy efficiency of the conven-
tional CSS algorithm significantly with almost the same
sensing performance.
In Theorems 1 and 2 of the Section 4, we know that the
value of the parameter affects the detection and energy-
efficiency performance greatly, so the performance of the
algorithms according to  is analyzed. In the following
simulation, we set λ = 1.1. The detection performance of
the two proposed algorithms with different values of  is
shown in Figure 9, and the probability of second stage fine
detection with different s of the algorithms is compared
in Figure 10.
The simulation results in Figure 9 have shown that the
larger  is, and the better detection performance can
be obtained for both the two algorithms. However, it is
shown in Figure 10 that when becomes larger, the prob-
ability of second stage fine detection, which also means
the energy efficiency becomes lower. Thus, in the practi-
cal systems, we should choose appropriate value of  to
balance between the detection performance and energy
efficiency.
Plenty of simulation results are given in this section, and
they have shown the effectiveness of the proposed algo-
rithms. The algorithms can achieve reliable detection per-
formance withmuch lower energy consumed. The rules in
setting the parameters of the two algorithms described in
Section 4 are also proved.
6 Conclusions and future work
In this article, we have presented two two-stage time-
saving and energy-efficient CSS algorithms for CR net-
works. In the algorithms, only one stage of sensing is
needed when the SNR is high or there is no PU. One-
bit decision is sent by each SU to minimize the overhead.
The second TSEEOB-CSS algorithm fully uses the local
decision of the coarse detection, and it can achieve even
better energy-efficiency performance with its sensing per-
formance close to the first one and the CSS algorithm.
We have also further analyzed the design parameters in
the proposed algorithms, and given the rules in setting
the parameters. Simulation results were presented to show
the effectiveness of the proposed algorithm.
In this article, energy detection is used due to its
low computational complexity; however, it cannot avoid
the noise uncertainty effectively [11,33]. When the back-
ground noise fluctuates severely, the performance of
the proposed algorithm using energy detection becomes
unacceptable. In our previous research work, a spec-
trum sensing detector based on the entropy of spectrum
amplitude with relatively low computational complexity
was proposed, and it is robust to the noise uncertainty
[10]. The proposed entropy detection algorithm [10] can
easily be applied to the proposed TSEEOB-CSS algo-
rithms. In our future work, we will further apply entropy-
based spectrum detection to the TSOBEE-CSS algorithms
proposed in this article, and conduct more research to
conquer the problem of noise uncertainty. Moreover,
it is interesting to derive closed-form expressions for
detection performance and energy efficiency, and ana-
lyze the effects of different parameters on the system
performance.
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