Abstract-In code-division multiple-access systems transmitting data over time-varying multipath channels, both intersymbol interference (ISI) and multiple-access interference (MAI) arise. In this paper, we address interference suppression, multipath diversity and processing gain protection for multiuser detection with less noise enhancement by using a parallel cancelling scheme. The proposed detector consists of RAKE filter, forward filter, and feedback filter with different functions for each filter. The RAKE filter increases the signal-to-noise ratio by taking the advantage of multipath and code diversities. The forward filter is proposed, in combination with the feedback filter, to remove the effects of MAI and ISI by parallel cancellation. In order to avoid performance deterioration due to unreliable initial estimation in the parallel cancellation, a cost function with proper weighting is introduced to improve the performance of the proposed detector. In the proposed design method, a recursive least square algorithm is employed to update the tap-coefficients of all filters for MAI and ISI cancellation. Finally, the performance of the proposed detector is analyzed and compared with other detectors.
I. INTRODUCTION

I
N A NUMBER of different communications applications, a common transmission medium must be shared among many users. Channel resources are traditionally assigned to different users by partitioning the channel into distinct subchannels (either in the time or the frequency domain) and allocating each subchannel to a different user. In such time-division or freqencydivision multiple-access systems, each user transmits during its prespecified time slot (or frequency bin), thereby avoiding any multiple-access interference (MAI) and essentially operating in an equivalent single-channel environment. Unfortunately, this static allocation of resources does not make efficient use of the channel when each user's transmission is infrequent or in bursts. In such cases, a more efficient multiple-access scheme is required, which would dynamically allocate the channel resources depending on the active users' needs.
One approach is to allow all users to transmit at the same time and frequency slot and design the receiver so that it can simul-taneously demodulate more than one user. In direct-sequence code-division multiple-access (DS-CDMA) systems, several independent users share a common channel by modulating a set of signature waveforms. If all mobile radio signals arriving at the base station are synchronized and the assigned signatures are orthogonal, then a bank of decoupled single-user detectors consisting of matched filters followed by threshold detectors [1] will achieve optimal demodulation. However, in most CDMA systems of practical importance, where the transmitter sends information in time-varying multipath channels, both ISI among the data symbols of the same user and MAI among data symbols of different users arise.
CDMA systems using linear and nonlinear interference canceling techniques have shown even better performance if the receiver has knowledge of the spreading codes of all users, received powers of interferers or channel parameters [4] , [9] , [16] . However, in the asynchronous CDMA transmission system, it is quite difficult to estimate the received powers over a given time interval. Besides, estimation of channel parameters is also not easy, especially for a fast-varying mobile communications channel.
The conventional suboptimum receiver [2] consists of a bank of matched filters where each user detects its own signal without the knowledge of the other users signals. This is often inefficient because MAI is treated as noise and such receivers may require a very tight power control. Several suboptimum detectors have been found to show better performance than the conventional receiver. Minimum mean-square-error (MMSE) and zero-forcing (ZF) equalizers for asynchronous CDMA systems are presented in [4] . In [5] , a decorrelating decision-feedback multiuser detector for synchronous CDMA channels is presented. All the detectors mentioned above combat MAI but do not take intersymbol interference (ISI) into account. MMSE linear equalizers for continuous transmission are presented in [6] - [8] , which take into account ISI and MAI. In [8] , a ZF equalizer for continuous transmission eliminating both ISI and MAI is presented. The disadvantage of a ZF equalizer is that it causes noise enhancement. The MMSE improves the situation by causing less noise enhancement, but results in loss of resistance to the near-far problem.
Another important group of detectors can be classified as subtractive interference cancellation (SIC) detectors and parallel interference cancellation (PIC) detectors. The SIC detector reduces interference by serial cancellation, i.e., subtraction of the user's signals in order to decrease signal strengths [9] - [11] . In contrast, the PIC detector, which estimates and subtracts out the interference to produce interference-free are considered in [3] , [9] and [12] . Joint detection techniques are investigated in [13] - [15] . These detectors are similar to feedback equalizers used to combat ISI. In feedback equalization, detected symbols are fed back in order to cancel part of the ISI. Therefore, these detectors can cancel the MAI without noise enhancement. However, a potential problem with the SIC and PIC detector occurs if the initial symbol estimation is not reliable [19] . In this situation, if the bit estimate is wrong, the interference effect of that bit on the signal-to-noise ratio (SNR) is quadrupled.
This study concentrates on developing an adaptive detector to estimate data sequences simultaneously from all the active users. In the proposed method, the effects of ISI and MAI are reduced and the multipath and code diversities are exploited, with less noise enhancement without a priori channel knowledge. The adaptive detector consists of RAKE filters, forward filters, feedback filters, and threshold decision devices. The RAKE filter exploits multipath diversity, processing gain protection, and suppressing precursor ISI and precursor MAI. The forward filter is developed to cancel the main-cursor MAI, while the feedback filter is developed to cancel the postcursor ISI and postcursor MAI. In order to efficiently exploit the multipath diversity and processing gain and to cancel the MAI and ISI without large noise enhancement, the decision output is used to cancel the ISI and MAI by forward filter and feedback filter. Since the forward filter and feedback filter all work in noise-free environments, both filters cancel ISI and MAI without noise enhancement, and thereby give the RAKE filter great flexibility in handling multipath diversity and processing gain. The proposed adaptive detector estimates and subtracts out all of the maincursor MAI for each user by parallel cancellation. However, a potential deterioration problem with the proposed parallel canceller will occurs if the initial data estimates are not reliable [19] . Therefore, using a cost function with proper weighting as a design criterion significantly improves the performance of the proposed adaptive detector. We can take advantage of this feature of the proposed approach to design an adaptive detector based on the MMSE method, which provides for multipath diversity, processing gain protection, MAI cancellation, and ISI cancellation with less noise enhancement.
From the simulation results, the proposed adaptive detector has been shown to have the ability to remove the effects of MAI and ISI. In addition, the proposed detector provides multipath diversity (including processing gain) protection and near-far resistance.
The remainder of the paper is organized as follows. The system model and problem statement are described in Section II. The proposed adaptive detector algorithm is derived in Section III, and Section IV presents the simulation results. The paper's conclusions are presented in Section V.
II. SYSTEM DESCRIPTION
A. Model for Asynchronous CDMA System
An asynchronous CDMA system is considered in which users access the same channel at the same time and on the same frequency band. Fig. 1 shows the equivalent baseband representation of the asynchronous CDMA system used in this paper. The transmitted signal of user is a spread-spectrum (SS) binary phase-shift keying (BPSK) signal, represented as (1) where is the real-valued transmitted data symbol is the spreading sequence of user is the symbol period, and is the propagation delay of user .
The spreading sequence of user is defined as , where is the spreading code, is the chip period, is the length of the spreading code in terms of chip periods, and is the transmitted pulse shape. Each user's transmitted signal is assumed to pass through a frequency-selective Rayleigh fading channel. Additive white Gaussian noise (AWGN) is also considered with two-sided power spectral density . In the base station, the receiver signal can be represented as (2) where (3) (4) and (5) is the number of paths of user , the complex quantity is the amplitude and phase variation of the th path of user is the reception time of the th path of user , and denotes the overall impulse response of channel including the spreading sequence . In the base station, all the multiplexed SS signals, except the desired SS signal, interfere with the desired SS signal, owning to cross correlation of different pseudonoise (PN) sequences assigned to individual users. Therefore, in general, it is necessary to use a set of PN sequences with a sufficiently small cross correlation. Nevertheless, as the number of interfering users increases, the amount of MAI increases. In addition, the presence of strong users exacerbates the MAI of the weaker users.
B. Structure of the Adaptive Detector
This study concentrates on developing a detector design such that the effects of ISI and MAI are reduced, and at the same time, the multipath diversity and processing gain can be exploited with less noise enhancement. We now describe an adaptive detector which can adaptively cancel ISI as well as MAI in an asynchronous CDMA system without a priori channel knowledge, i.e., from the receiver signal to estimate all the transmitted symbol simultaneously. The proposed detector is shown in Fig. 2 .
If the received signal is sampled every interval, then the discrete-time received signal is (6) (7) (8) where is a sampled version of continuous time impulse response, and represents a sequence of additive noise samples.
Remark 1: In practical application, the sampling interval , where is an integer. Due to the fractional space structure of the receiver, the detector does not require knowledge of any user's spreading code or timing information [21] .
ISI arises for greater than one and MAI arises due to channel distortion or nonorthogonal spreading sequences or both. Therefore, the receiver sequences have to be processed in a detector to estimate the transmitted data symbol sequences . In order to do this, the detector estimates and subtracts out all of the ISI and MAI for each user in parallel, which consists of RAKE filters, forward filters, and feedback filters. The RAKE filter acts as a multipath diversity combiner as well as a canceller of precursor ISI and precursor MAI. The forward filter acts as a canceller of main-cursor MAI. The feedback filter acts as a canceller of postcursor ISI and postcursor MAI.
In the th user, the sampled signal is fed to the RAKE filter. The RAKE filter output at the th symbol interval, which is calculated every interval, is given by
where and , which are vectors of the tap-coefficients of RAKE filter for the th user and receiver signal, respectively, are given by (13) (14) where the superscript denotes transposition.
In (12) , the desired symbol is in first term, the second term is main-cursor MAI, the third term contains postcursor ISI and postcursor MAI , and the fourth term contains precursor ISI and precursor MAI . The initial symbol estimate, denoted by , is obtained by substracting both the previously estimated postcursor MAI symbols (for ) and the estimated postcursor ISI symbol from the RAKE filter output , that is (15) where and , which are vectors of tap-coefficients of the feedback filter for the th user and a previous symbol estimation, respectively, given by (16) (17) The feedback filter represent the tap-coefficients which multiply the respective detected symbols coming from the th user. An initial decision output denoted by , is obtained by the first decision device, i.e., (18) where and denote the sign function and real part, respectively.
The feedback filter only cancels both the postcursors of ISI and postcursor MAI from the output of RAKE filter. Therefore, if the RAKE filter can exploit the multipath diversity and processing gain, as well as suppress both precursor MAI and precursor ISI, the output signal will only contain the desired symbol and main-cursor MAI.
Next, we use the initial decisions, (for ), to cancel the main-cursor MAI. That is, the signal is fed to the forward filter to cancel the main-cursor MAI and then a final decision is obtained by the final decision device, i.e., (19) (20) where and are the tap-coefficients vectors of the forward filter for the th user and an initial symbol estimation, respectively, and are given by Remark 2: The RAKE filter not only exploits multipath diversity and processing gain, but also supresses the precursor MAI and precursor ISI. Thus, the RAKE filter is similar to a RAKE combiner-canceller [20] .
We proposed both of the decisions and to cancel the MAI and ISI by using forward filters and feedback filters, respectively. Since the forward filters and feedback filters work in noise-free environments [18] , thus both filters cancel MAI and ISI without noise enhancement, thereby imparting the RAKE filters with great flexibility in handling multipath diversity and processing gain. We can take advantage of this factor to design the detector based on MMSE criterion. More details of this design are given in the following section.
III. MMSE ESTIMATION
A. Criterion
A potential problem of performance deterioration with the proposed detector occurs if the initial data estimates are not reliable. In this case, the subtraction of an interfering bit based on an incorrect bit estimate causes a quadrupling in the interfering power for that bit. Thus, too many incorrect initial data estimates may cause severe performance degradation. Therefore, a cost function based on error signals and is chosen to specify the tap-coefficients of all filters to improve the performance of the detector. In this case, the error signals and are defined as the difference between the estimated symbols and desired symbols ; that is (23) and (24) where and .
The cost function can be defined as
where is a weighting factor and . The tap-coefficients of all filters are chosen to minimize the cost function. The optimal solution can be obtained by solving the following equations (under the assumption of perfect decision):
and (27) Therefore the optimum tap-coefficient estimates of all filters are expressed by
where superscript denotes Hermitian transposition, and . In this situation, it would lead to a more reliable initial decision. But as increases, the loading of the forward filter will increase, thus losing the ability of multipath diversity (including processing gain) and causing noise enhancement, i.e., it will degrade SNR.
As mentioned above, owing to the tradeoff between erroneous initial decision and SNR protection, the selection of is very important factor in the design of the proposed detector.
B. Estimation Using Recursive Least Squares (RLS) Algorithm
Since the matrices and cannot be obtained easily from the received signal, and in addition, in the CDMA system the channel impulse response may be time varying. Therefore, the minimization of the MSE of the error signal can be performed by searching the tap-coefficients using an RLS algorithm. From (15) and (19) , both output and can be represented as shown in (42) 
where is the forgetting factor, with , and has the following form:
After the tap-coefficients of RAKE filter, forward filter and feedback filter of the proposed detector are estimated by employing the above RLS algorithm, the estimation of transmitted sequences by the proposed detector is given by 
C. The Choice of Weighting Factor
In the detection algorithm as analyzed in above section, the selection of weighting factor in (26) is very important for the BER performance of the proposed detector. In practice, we cannot get a priori knowledge of . In addition, the transmission channel may be time varying, hence, it is impossible for to be a constant in the proposed detector. From extensive simulations, we have found that if the does not exceed by 2.5 dB, the initial decision is reliable. Thus, in order to clarify how to select an adequate , a design procedure can be outlined as follows.
Step1: Choose a large to let approach , with less erroneous initial symbol estimation as in the previous analysis.
Step2: Decrease the value of so that is not larger than by 2.5 dB. Step3: Increase the value of if exceeds by 2.5 dB (a large error initial decision is made). Otherwise, decrease the value of . Here, and can be adjusted by the following recursive algorithms, respectively (52) and (53) where determines the memory length of the recursive algorithm.
D. Convergence Analysis
It is well known that, for and , the RLS algorithm realizes the optimum Wiener solution . However, this situation changes drastically if one uses an exponentially windowed RLS algorithm in order to track possible variations in the unknown channel. In that case, the RLS algorithm causes noise in the tap-coefficients and causes them to be on the average misadjusted from their optimal values. In the following, we provide a convergence analysis for this algorithm.
Using adaptation (47) 
Taking expected values on both sides of above equation, we have (58) as (59) The fact that the optimum error vectors and are orthogonal with and , respectively, and as [17] concludes that the expected value of the second term in (57) is approximately zero. Besides, in the steady state, and are almost equal [17] , i.e., as . By the fact , we conclude as . Therefore, the expected values for the tap-coefficient error vector always converge to zero, and this convergence is independent of the eigenvalue distribution of covariance matrix of input signal.
Next, we consider the convergence of the MSE.
(60)
Similarly (63) where and
Therefore, and are the excess MSE's of and , respectively. Now, we are interested in the asymptotic behavior of the average excess MSE's. Substituting for in (57) , we obtain
In a steady state, and [17] . Furthermore, the optimum error vectors Then, we get converges to as tends to . Therefore, we conclude that both average excess MSE's converge.
IV. SIMULATION RESULTS
In this section, several simulation examples are presented to illustrate the performance of the proposed adaptive detector in DS-CDMA systems. The following assumptions are made regarding the data symbols, the signature sequences, the channel-impulse response, and noise in simulation.
1) Data symbols: the transmitted data symbol sequences are assumed to be uncorrelated BPSK data symbols. 2) Signature sequences: the modified Walsh codes are used as the spreading sequences shown in Table I . We do not claim that modified Walsh codes are the optimum spreading codes for our system since we are dealing with a) the channels all contain three different paths, and all paths are assumed to be equally strong; b) the uplink is considered, i.e., we assume the location of the paths and delays of the various users are determined randomly within , respectively; c) the channel coefficients do not change during the data transmission period. 4) Noise: the additive noise is assumed to be white and Gaussian distributed with zero mean; in the following simulation, we fix dB. The number of RAKE filter taps, feedback filter taps, and forward filter taps are fixed at 30, 2, and 1, respectively. A training sequence of 300 data bits is used. It is found that most channels can perform well with a very short training sequence, but we decided to fix the length of the training sequence at 300 bits to simplify the simulation of the proposed method.
In the CDMA system, the goal is for all users to have as low of a BER performance as possible. For illustrating the BER performance of the proposed design algorithm, the average value of BER is defined as (71) where is the th user's BER.
A. MMSE and BER Simulation Results
The MMSE criterion achieves a tradeoff between the error of initial decision and SNR protection by selecting to minimizing both the output error and . In the first example, an asynchronous CDMA system with a number of eight active users is used for the simulation, with all active users having the same power. Fig. 3 shows the MSE curves of and with respect to for the proposed detector. As expected, with a smaller , MSE performance of is better, but has worse MSE performance. A smaller lets contain a large amount of main-cursor MAI but allows the RAKE filter to preserve the multipath diversity and processing gain to improve SNR of with less noise enhancement. If we increase the value of , the RAKE filter has an additional load to cancel the main-cursor MAI. Therefore, the MSE of approaches the MSE of as becomes larger. In this sit- uation, may contain less main-cursor MAI, but the RAKE filter loses the ability to combine multipath diversity and processing gain to make SNR of worse and may cause a larger noise enhancement. Fig. 4 shows the BER performance for the case of eight active users. We can find that the BER of an initial decision is inversely proportional to . However, the BER performance of the final decision has the best performance when approaches 0.075, i.e., if is less than by 2.5 dB as shown in Fig. 5 (or is larger than 0.075) the initial decision becomes reliable in our proposed detector and can achieve a better BER performance in the final decision.
B. Capacity Improvement
We compare the capacity performance of the proposed canceller with the conventional matched filter (MF) detector and the MMSE-DFE (decision-feedback equalizer) detector [18] . The conventional MF detector consists of a bank of matched filters matched to the spreading codes (assuming the propagation delay is known) and a three-tap RAKE filter, which coherently weights the desired signal multipath components. Fig. 6 shows the BER versus the number of active users. Figs. 7 and can achieve an acceptable BER performance in spite of the increasing number of active users. Since the proposed detector can efficiently cancel the MAI and ISI in multipath fading channel, the transmission capability of the CDMA will be considerably increased.
C. Near-Far Effect
The last issue addressed is the sensitivity of the proposed detector to the near-far effect. For this, the transmitter power of reference user (user 1) is kept constant, while the transmitter power of the other users changes from 5 to 5 dB with respect to the transmitter power of the reference user. In Fig. 9 , it is evident from the BER of reference user results that the proposed detector has good BER performance, whereas the conventional MF detector and MMSE-DFE detector are severely affected by MAI.
V. CONCLUSION
In this study, in order to improve the performance of interference suppression for multiuser CDMA transmission systems in multipath fading channels, a new adaptive detector consisting of a RAKE filter, forward filter, and feedback filter is introduced to mitigate the effect of ISI and MAI for each user by parallel cancellation. At the same time, the proposed detector preserves multipath diversity and processing gain properties, with less noise enhancement.
An RLS algorithm has been employed to update the tap-coefficients of RAKE filter, forward filter, and feedback filter of the proposed adaptive detector simultaneously. The performance of the proposed parallel cancelling scheme depends heavily on the initial data estimates. Thus, poor initial data estimates may deteriorate the detection performance. A procedure for specifying an adequate weighting factor is also introduced for the RLS algorithm to improve the performance of the proposed adaptive detector.
It has been shown that the adaptive detector has the ability to remove the effect of multipath propagation and MAI, which achieves a significant improvement over conventional MF receivers and MMSE-DFE detectors as the number of active user increases. Consequently, with the use of the proposed adaptive detector, a larger number of active users can simultaneously share a single-channel bandwidth of CDMA systems.
APPENDIX DERIVATION OF (44)-(49)
We express the cost function as . With the correlation matrix assumed to be positively defined and therefore nonsingular, we may apply the above matrix inversion lemma to the recursive (A.12), i.e., we can let , and to obtain the following recursive equation for the inversion of the correlation matrix:
(A.14)
(A.4) 
