Abstract-We introduce an optimality theory for finite impulse response (FIR) filterbanks using a general algebraic point of view. We consider an admissible set of FIR filterbanks and use scalability as the main notion based on which performance of the elements in are compared. We show that quantification of scalability leads naturally to a partial ordering on the set . An optimal solution is, therefore, represented by the greatest element in .
I. INTRODUCTION

E
XPLOSIVE growth in multimedia information processing, storage, and transmission applications has led to an increasing demand for efficient digital coding of audio-visual signals. In particular, scalable representation of such signals for transmission over mobile wireless channels has attracted considerable attention in recent years [1] , [2] .
One way to achieve a scalable representation is to decompose the signal at hand into several multiresolution components and quantize/transmit them separately. This approach's viability lies in the fact that receiving a clean low-resolution version of an audio-visual signal is normally preferred over a badly distorted version of the original.
A multirate filterbank or, equivalently, a wavelet basis might be used to achieve various kinds of multiresolution decomposition. A question that naturally arises in this context is how to choose a particular filterbank among a set of admissible filterbanks to achieve the best multiresolution representation posManuscript received December 6, 2000; revised September 25, 2002 . The associate editor coordinating the review of this paper and approving it for publication was Prof. Abdelhak M. Zoubir.
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Digital Object Identifier 10.1109/TSP. 2002.806996 sible. It is obvious that the definition of the best representation depends on the specific application and the type of signals to be dealt with. In the deterministic case, where the signal is usually assumed to be in the space , several definitions and techniques for finding the best multiresolution approximation have been proposed (see, for example, [3] and references therein). In the stochastic case, Tsatsanis and Giannakis [4] have introduced a way to achieve scalable decomposition using what they called a principal component filterbank (PCFB). A PCFB decomposes the input signal into low-rate components such that every low-resolution approximation obtained by adding these components together provides the best approximation possible at that resolution. 1 One simply observes that PCFBs characterization given in the previous paragraph associates itself with a multiobjective optimization problem. Therefore, the objective functions to be maximized might not admit a common solution. This problem does not happen if we do not restrict our solution to be a finite-order system (as is the case in [4] ), but it does happen if we restrict ourselves to realizable (finite-order) filterbanks 2 . The fact that it is not, in general, possible to minimize the approximation error in all resolutions using finite-order structures motivates development of a quantitative notion of scalability. In fact, the main theme of this paper is development of a quantitative theory of scalability applicable to a broad class of systems, including the important particular case of FIR filterbanks.
In this paper, we investigate optimality of FIR filterbanks from the scalability point of view. Our approach to the problem is algebraic: We consider an admissible set of FIR filterbanks and endow this set with an ordering that represents scalability. Then, we establish an equivalence relation between the order of scalability and another order called majorization. Using either ordering, specifying the best (optimal) filterbank in translates to finding the so-called greatest element associated with the order.
It turns out that the ordering of scalability is partial. While we prove that this partial ordering has maximal elements in , the existence of the greatest element is not guaranteed. We continue by embedding the partial ordering of scalability in a total (simple) ordering. This is done by using a special class of functions known as Schur-convex. Using the total ordering generated on by Schur-convex functions, the problem of nonexistence of an optimal filterbank in is removed. There is, however, a price to pay for achieving this: There are infinitely many possible choices for Schur-convex functions, and the optimal solution specified in depends on this (subjective) choice.
Remark: For reasons of rigor and clarity, our usage of some terminology is more precise than those in the existing literature. 1 Quality of approximation is measured in the MSE sense. 2 See Example 5 in this paper and [5] .
Before proceeding further, we should like to point out the following two instances.
A) Parts of the results in this paper were presented in our conference paper [6] . The term PCFB-optimal in that paper has been replaced by the term -optimal here. B)
We will use the term PCFB for the (nonrealizable) system defined in Section VII only. If a filterbank exists in better than all other elements in the sense of scalability, it will be called an -optimal filterbank (and not a PCFB). Notation: Vectors are denoted by capital or boldface lowercase letters. Boldface capital letters are used for matrices. Elements of a matrix are referred to as . We denote the set of real -tuples by and use the notation for positive real numbers. The binary relations and should be interpreted component-wise when applied to vector objects.
II. MAJORIZATION AND ORDERED SETS
The notion of majorization was originally introduced to quantify the diversity of the components of a vector or a set for applications in economics. The idea of using ordered partial sums to measure diversity was first proposed by Lorenz in 1905. See the excellent monograph by Marshal and Olkin [7] for a detailed treatment of history and the theory of majorization.
A. Definition and Basic Properties
Let be a set of non-negative real numbers; thus, order is irrelevant. Let denote the set of all such sets. One can always permute the indices such that elements of sets are indexed in a descending order. When such a permutation has been introduced, we use indices in brackets. Using this convention, for instance, is equivalently represented as , where . . It is easy to observe that . The above example suggests that majorization can be used to quantify "inequality" or "nonuniformity" among the elements of a set. In fact, means the elements of are "more uniform" or "more equal" than those of . We extend the definition of majorization to vectors in simply by treating their components as elements of sets. In other words, for two vectors and in , we write if .
B. Geometry of Majorization
Using the definition of majorization for vectors, some interesting insights into majorization can be obtained. Let represent an arbitrary point in . In general, we can form up to different -vectors by using the elements of as components. These vectors (points) simply constitute the orbit of under the group of permutation matrices. Connected together, these points form a plain polytope in .
[See also Fig. 1(a) .] Theorem 1: [7] A vector is majorized by if and only if lies in the convex hull of the orbit of under the group of permutation matrices.
An immediate result of the above theorem is that for a fixed , the set is convex. It is, however, not true for , as illustrated in the following example. Example 2: Consider a point as our reference point. Let . Define . Obviously, is a plane triangle that also includes . The sets and are denoted by gray in Fig. 1 . As seen in the figure, the first set is convex, whereas the latter is not. Note also that the triangle contains points that belong to neither set. These are the points that are not majorized by , nor do they majorize it. This observation has important algebraic interpretations, as discussed in the next subsection.
C. Algebraic Properties of Majorization
In this subsection we review properties of the binary relation as an ordering relation on sets. Our treatment is very brief and intended, mainly, to establish terminology. The reader is referred to [8] or [9] for a well-written introduction to the theory of ordered sets.
Let , and be any three elements of . The following statements are true [7] :
The three properties above show that the binary relation induces a partial ordering on . A set endowed with a partial ordering is called a partially ordered set or simply a poset. A poset is called a chain or a simply ordered set when its elements satisfy the property that given any and in , either or . In words, the greatest element in a poset majorizes all other elements, and a maximal element is not majorized by any other element.
Theorem 2 [9] : The greatest element is unique. If it exists, it will be the unique maximal element as well. When the greatest element does not exist, a poset can have more than one maximal element.
Definition 3: Let be an order relation on a set , and let be a subset of . We say that is an upper bound for if for all . Note that if is an upper bound for , it is the greatest element of .
Closely related to the notion of partial ordering is the concept of order-preserving functions. A class of such functions related to partial ordering of majorization will be introduced later in Section V, where they will be used to embed the partial ordering of majorization in a simple (total) ordering.
In the next section, we introduce the class of filterbanks we deal with in this paper. We will establish the connection between the mathematical concepts introduced above and the problem of characterizing optimal FIR filterbanks in Section IV.
III. CHARACTERIZATION OF FIR MULTIRATE FILTER BANKS
A. Background
An -channel analysis/synthesis filterbank is shown in Fig. 2 . The filters to constitute the analysis filterbank. These filters, together with the decimators following them, generate subband signals , whose rate is of the input signal . These signals can be upsampled to the original rate using expanders and combined, using synthesis filters to , to generate the output signal . The basic theory of filterbanks is well-established [10] - [12] .
A filterbank for which the output signal is an exact reproduction of the input (within, perhaps, a multiplicative constant and a delay) is called a perfect reconstruction (PR) filterbank. An interesting class of PR filterbanks are those whose analysis and synthesis filters satisfy an orthogonality condition. Such filterbanks, called orthogonal filterbanks, admit several nice properties that make their analysis, design, and implementation easier. In this paper, we consider this class of filterbanks only.
Let us represent the analysis filters by the transfer vector . One can represent the analysis filters in the polyphase form as well. In this form, is factored as the product of a paraunitary matrix and a delay vector (4) where . The matrix transfer function is called the polyphase matrix associated with the analysis filterbank .
B. Class
We denote by the class of all -channel orthogonal FIR analysis filters of maximum order , where is a fixed integer. . For a discussion on canonical realization of lossless transfer functions see, for example, [13, Ch. 14] .
2) Perfect Reconstruction Using FIR Synthesis Filters: The factorization introduced above suggests that the corresponding synthesis polyphase matrix can be designed as (6) where Clearly, contains only FIR filters. The synthesis filters to are then obtained from (7) where . It is easy to verify that by the above choice of the synthesis filters, the overall analysis/synthesis system is PR within a delay of samples. When analysis filters are specified, the synthesis filters are given by (7) . For filterbanks in the class , therefore, design can be carried out by defining an objective function and optimizing the rotation angles that parameterize the analysis bank. In fact, one of the main goals of this paper is formulating such objective functions.
3) Power Preservation: When driven by a stationary zero-mean stochastic signal, the filterbanks in preserve the input signals' power (variance) within a multiplicative constant. In other words, the input power is distributed among the subband signals such that (8)
IV. SCALABLE MULTIRATE SIGNAL DECOMPOSITION
A. Scalability in Multirate Systems
An important concept in source coding, which is very wellknown in digital multimedia technology [2] , [14] but has not yet been fully addressed in theoretical investigations, is scalability. In common terms, scalability is the property of a coded signal that part of the coded bit stream can be decoded in isolation. The fact that a subset of the coded bits is sufficient for generating a meaningful audio or video signal is important in at least two contexts. One is where both cheap-simple and expensive-complex decoders are present as being receivers of the signal: It is as if both AM and FM radio quality are available in the same transmitted signal dependent on an appropriate decoder. The second is when the transmission channel cannot guarantee the full necessary bandwidth to handle the complete bit stream, for example, Internet radio. Practically, there are several types of scalability: in terms of bandwidth, number of channels, and the most important, the so-called SNR scalability [15] .
The notion of scalability we consider here, however, is slightly different from the above mentioned types. Assume that an analysis filterbank is used to decompose a stationary random signal (the source) into lower rate components (subband signals) to . The subband signals are properly combined and sent to different end users that can receive signals with different sampling rates-depending on the quality of service demanded by them and/or the fidelity of the communication channel available. For example, a low-end user might only be able to receive , whereas a medium-quality user might receive, say, to . The highest quality of services is provided to a user whose receiver/channel can handle the original sampling rate. Such a high-end user receives all the subband signals to . Now, imagine that all the users employ the appropriate synthesis bank 3 and make their own reconstructed version of the original source signal. The high-end user, of course, can achieve an exact reconstruction of , but other users can reconstruct only approximately since they miss one or more subband signals. The quality of approximation achieved by these latter users depends on the statistics of as well as the specific analysis filter used for the subband decomposition of . A multirate decomposition is called scalable if subband signals generated by it, or a proper combination of several of them, provide good approximations to the original full-rate signal. One is usually interested in providing all the users with best quality of service possible for them. It is important, therefore, to find an optimal filterbank in that achieves the most scalable multirate decomposition possible. Before we can characterize a filterbank that achieves maximum scalability, nevertheless, we need to introduce a quantitative definition of it. This is done in the next subsection.
B. Ordering Filterbanks in Class Based on Their Scalability
Consider the setup shown in Fig. 3 , where the analysis filterbank belongs to class . Assume that the input signal is wide-sense stationary (WSS) with zero mean and known power spectral density . The delay is introduced to synchronize the original signal with the filterbank output.
Let , represent the reconstruction error when only subband signals to are used to synthesis the output. Define
. The 3 The analysis filterbanks in class L considered in this paper are paraunitary and, hence, admit a causal and stable inverse. However, this inverse is not optimal when only some of the subband signals are to be used for an approximate reconstruction of the input signal. This important fact seems to have been unnoticed until very recently [16] . In this paper, we choose to address the problem of scalability based on the traditional (nonoptimal) synthesis filterbank described in Section III-B. This choice allows our treatment to be consistent with the majority of the existing literature on filterbank theory. It is also a very practical choice since the optimal synthesis procedure (introduced in [16] ) has much higher computational complexity. Fortunately, the scalability theory derived in this paper is very general and covers the case where an optimal synthesis system is used as well.
error signals are, in general, cyclostationary with period . To measure their expected power, therefore, one needs to consider both time and ensemble averaging. In view of this fact, we define to represent the expected error power when only out of subband signals, namely, to , are used for reconstruction. Recall from the discussion in Section IV-A that we are interested in minimizing the reconstruction errors at all resolutions. Hence, we collect the set of all expected error powers associated with in the error vector (9) Now, we are able to compare scalability of filterbanks in by comparing their associated error vectors.
Definition 5-Scalability: A filterbank is more scalable 4 than , in symbols , if .
The binary relation introduced in the above definition induces an ordering on the set . One might easily check that it satisfies the conditions of a partial ordering (Section II-C). Having induced an ordering on , we might now search in it for a filterbank more scalable than all others. If such a filterbank exists, we would select it as the optimal filterbank.
Definition 6--optimality: A filterbank is called optimal with respect to the scalability property (SC-optimal for short) if
In the next subsection, we consider the issue of existence of . For reasons to become clear later, we do this in an indirect way by introducing a new, yet equivalent, partial ordering on and investigating its extremal elements.
C. Scalability and Power Distribution
In this subsection, we compare filterbanks in class in terms of the way they distribute the input signal's power among the subband signals. We show that distribution of power among the subbands is intimately connected to the scalability of a filterbank.
Again, consider the setup in Fig. 3 , where the analysis filterbank belongs to class and the input is WSS with power spectral density . It is straightforward to calculate the variances of the subband signals . Denote by the vector whose components are these variances, that is
The set of all variance vectors generated by the whole class will be denoted by :
. Each , therefore, produces some 5 . We can now establish the following theorem. Using the above formula and the fact that , the relation can be written as for for
For filterbanks in , the total sum is a constant. Hence, we can write for for (11) The above relations, in the language of majorization, mean (12) Q.E.D. The above theorem has important consequences. Recall from Section II-A that majorization is a measure of nonuniformity. Hence, means that distributes the input signal's power among the subbands more nonuniformly than does. Thus, Theorem 3 states that a filterbank is good 5 Note that the mapping between L and is not one-to-one. Different h 2 L can lead to the same p 2 .
in the sense of scalability when it distributes the input signal's power among the subbands in a very nonuniform way.
One might use the notion of majorization introduced above to induce an ordering on the set . It is easily verified that this ordering satisfies all the requirements of a partial ordering as well. From Definition 6 and Theorem 3, we then conclude that an optimal filterbank in is associated with the greatest element in . This gives us the following lemma.
Lemma 1: An element is SC-optimal if and only if is the greatest element of . The greatest element is necessarily a maximal element of (see Theorem 2) . Hence, to find the greatest element, one has to search among the maximal elements only. The following theorem asserts that maximal elements always exist in .
Theorem 4: The set has a maximal element. Proof: Our proof is by construction and consists of three steps: First, we observe that components of are continuous functions of a parameter vector . Then, we show that the level sets of these functions are closed and bounded subsets of the domain set themselves. Finally, we use this result to construct a maximal element in .
Step I) Recall from Proposition 1 that a filterbank is uniquely parameterized by rotation angles where . In other words, elements of are indexed by the points in the closed and bounded cube . From the discussion in Section III-B, we also observe the following. . That is, , where .
Step II) Recall the following two results from the theory of continuous functions (e.g., [17] ).
Theorem 5: Let be a nonempty bounded and closed set, and suppose is a function defined on and continuous at each point of . Let and be the greatest lower bound and least upper bound, respectively, of the values of on . Then, there is some point of at which has the value , and there is also a point at which has the value .
Theorem 6: Level curves of a continuous function are closed. In other words, is a closed set where is continuous on its domain, and is in the range of .
Step III) We use the results of the previous two steps to construct a maximal element in . Consider the first component of , that is, . Let denote the set of all points in for which attains its maximum. Call this maximum . Theorem 5 guarantees that is not empty. It then follows from continuity of that is closed and bounded as well (see Theorem 6) . Now, consider the second component of , namely, . The function and the set satisfy the conditions of Theorem 5. Therefore, for the points in a (nonempty) closed and bounded set , the function attains its maximum value . Proceeding the same way, we can find nonempty, closed, and bounded sets that maximize the functions over and, accordingly, specify the maximum values for . The maximum values found this way constitute an element . By its very construction, no point in can majorize . Therefore, it is a maximal element of .
Q.E.D. Remark: Note that more than one might have . We regard all such as maximal elements of . Although Theorem 4 confirms the existence of a maximal element in , it can be shown that this element does not always satisfy the requirements of a greatest element. In fact, one can find examples 6 for which more than one maximal elements exist in , and by Theorem 2, this can only happen when a greatest element does not exist.
In summary, the best one can do, in general, is to find a maximal element in . Theoretically, this can be done using the procedure outlined in the proof of Theorem 4. However, this is not an easy thing to do numerically. The difficulty arises because there does not exist any systematic numerical method to specify the level sets as required by this procedure. Luckily, there exist alternative methods for characterizing a maximal element. One such method is provided later in Theorem 9.
In the next section, we consider converting the partial ordering of scalability into (nonunique) total orderings. This relaxes our notion of SC-optimality, which was originally stated in Definition 6, and solves the problem of nonexistence of an optimal solution. The price we have to pay, however, is the subjectivity introduced in the definition of an optimal solution. Now, one has to choose among an infinite number of possibilities for defining an optimal solution! V. EMBEDDING THE PARTIAL ORDERING OF SCALABILITY IN A TOTAL ORDERING
We showed in the previous section that the ordering introduced on by scalability is associated with the ordering induced by majorization on . It is sufficient, therefore, to study the implications of the latter ordering. Majorization, however, is only a partial ordering on and, as mentioned before, does not provide us with a well-applicable notion of optimality on . 6 See Example 5 in the next section.
In this section, we embed the partial ordering of majorization in a total ordering by introducing appropriate order preserving functions. That is to say, we compare the points (elements) in based on the value of an order preserving function at those points rather than comparing them directly via the relation . This way, we can always specify an optimal point in , but in general, this optimal point will vary as we change the order preserving function used. We will discuss this subjectivity issue in further detail at the end of this section.
A. Schur-Convex Functions
The This new definition has the important advantage that it induces a simple (total) ordering on . This is because now, any two elements in are comparable using this ordering or It is immediate that the set with the ordering induced by the binary relation constitutes a chain. The greatest element of this chain is called -optimal with respect to function , or -optimal for short. Using the relaxed definition of scalability, finding an optimal filterbank in would directly depend on the choice of the Schurconvex function used. In the next subsection, we consider structure and properties of such functions. Later, we will also show that several well-known notions of optimality for filterbanks are intimately related to scalability via particular choices of Schur-convex functions.
B. Characterization of Schur-Convex Functions
A Schur-convex function might operate on a vector or a set . This is simply because the components of vectors or elements of sets are reordered decreasingly in the definition of majorization. In fact, because of this very property, any Schurconvex function must necessarily be symmetric in its arguments.
The following basic theorem, due to Schur, provides necessary and sufficient conditions for a function to be Schur-convex. , where ( ) is a permutation of ( ) and . Then, is Schur-convex.
A function satisfying the conditions of the above proposition is called a symmetric gauge function. As special cases, it follows that the following functions are Schur-convex:
Note that all , are also strictly Schur convex, but is not.
C. Properties of -Optimal Solutions
As we mentioned earlier in this section, is not a sufficient condition for . Therefore, when a greatest element does not exist in (which is usually the case), characterization of an -optimal element in depends on the Schurconvex function used. This is because, in fact, each -optimal solution specifies a maximal element in .
Theorem 9: Let be an -optimal filterbank. Then, is a maximal element of , and equivalently, is a maximal element of .
Proof: Assume that an element exists such that but . It then follows that , which is a contradiction since is assumed to be -optimal. Therefore, no element that is different from itself exists in that can majorize it.
Q.E.D. It goes without saying that, while seeking an -optimal element, different Schur-convex functions may result in different solutions. The following example illustrates this issue by exploring the geometry of some typical Schur-convex functions.
Example 4-Geometry of Schur-Convex Functions:
Consider the simple case where filterbanks in the class have three channels. In this case, the variance vector has three components, namely, , where , . Recall that . Since is a constant, assumed to be 1 here, the set of all error vectors will be located on the intersection of the plane and . Obviously, this intersection is a triangle, which is denoted . (Recall Example 2 and Fig. 1.) The corners of represent the vectors , , and , which majorize all other points (elements) in . The central point is majorized by all other points in . The level sets of Schur-convex functions are contours on the two-dimensional plane that includes . This is shown in Fig. 4 for three strictly Schur-convex functions. The horizontal and vertical scales in Fig. 4 represent an orthogonal coordinate system on the plane of . The coordinates are chosen such that their center coincides with the center of but are otherwise arbitrary.
The contours in Fig. 4(a) represent the (negative) entropy function , whereas those in Fig. 4(b) represent . Fig. 4 (c) shows contours associated with the coding gain function 7 . It is easily observed that for the points on , all these functions achieve their minimum at the central point and their maximum at any of the three corners 8 Observe from Fig. 4 that our sample Schur-convex functions generated similar contours on the triangle (at least as long as we are not very close to the corners). This means that the -optimal solutions obtained via different Schur-convex functions tend to be "close" to each other, although they are not necessarily the same.
D. Illustrative Design Example
Here, we provide a simple design example to illustrate the concepts and ideas discussed so far. We choose two Schur-convex functions and optimize with respect to them separately. We will observe that neither is better than the other in the sense of scalability. Mathematically, this shows that maximal elements can be found in that do not satisfy the requirement of being the greatest element. Since the greatest element is necessarily a maximal element, this proves that for the case considered, does not have a greatest element.
Example 5-Three-Channel Optimal Filterbank Design: Let be the class of filterbanks that have three channels and are of length 6. This means that , , and
. It follows from Proposition 1 in Section III-B that the class is parameterized by rotation angles gathered in the parameter vector . The parameterization steps are shown in Fig. 5 .
In addition, assume that is a WSS random signal with autocorrelation coefficients shown in Table I . Given these autocorrelation coefficients, 9 it is straightforward to calculate the power vector as a (vector-valued) function of the parameter vector . That is, , . Now, we may use a strictly Schur-convex function such as to find an -optimal element in . We may also use the "Coding Gain" function for this purpose since it too is strictly Schur-convex.
Two maximizing vectors and obtained by maximizing and , respectively, over the parameter space 9 Remember that (0) (variance of x(n)) and higher-order autocorrelation coefficients are irrelevant in this example. EXAMPLE 5 , are shown in Table II . These vectors along with contours of and are shown in Fig. 6 as well. 10 The frequency response of the -optimal filterbanks associated with and are shown in Fig. 7 . The important observation here is that is better than with respect to , whereas the reverse is true with respect to . Therefore, neither is better than the other from the point of view of scalability. Since -optimal solutions are maximal elements, we conclude that for the class defined in this example, the greatest element does not exist.
It is interesting to note that for this example, the optimal with respect to entropy was virtually the same as the one with respect to Coding Gain. It would be interesting to see how general this is.
In general, all Schur-convex functions are equivalent as far as the mathematical formulation of scalability is concerned. In other words, maximal elements do not have any preference over each other. One might, nevertheless, consider factors other than mathematical formulation of the problem into 10 Note that we are mainly interested in the power vectors p associated with each solution. The parameter vectors that produce the solutions are not important to us. EXAMPLE 5 account, for example, the computational cost of calculating the Schur-convex function used. Computational complexity will be particularly crucial when the optimization is to be done on-line using an adaptive algorithm. In addition, in developing an analogous theory for tree-structured filterbanks, we have chosen to favor a particular maximal element and announce it as optimal based for certain reasons other than scalability. See [30] for further details.
VI. SC-OPTIMALITY AND SUBBAND CODING
In this section, we consider the relation between optimality in the sense of scalability and optimality in the sense of minimum quantization noise in a subband coding (SBC) system. We show that the optimality of a filterbank for subband coding falls within the scope of -optimality. In other words, an optimal filterbank for subband coding is an -optimal filterbank where is a particular Schur-convex function called Coding Gain. The basic block diagram of a subband coding system is shown in Fig. 8 . The input signal is decomposed into subband signals, which are then decimated and quantized by a set of 
memoryless quantizers
to . An approximation to the original input is then synthesized by upsampling the quantized subbands and combining them using a set of synthesis filters. One can express the basic subband coding problem as follows.
Problem 1-Optimal Subband Coding: Given that the input signal is zero-mean wide-sense stationary, find i) a way to distribute bits among the quantizers; ii) a filterbank in ; such that the expected mean square error between the input and output is minimized. Designing an optimal system with regard to the above requirements has been a subject of research since the early 1990s, e.g., [20] - [23] . Assuming that the bit rate is high enough 11 to replace the nonlinear effect of quantizers with uncorrelated noise sources, it turns out that the optimal bit allocation depends on the variance of the subband signals only. The ultimate performance of the system, therefore, is determined by the way the 11 Designing an optimal subband coding system for low bit rates is an open problem. See [24] for an analysis of this situation. analysis filterbank distributes the input signal's variance among the subbands.
Detailed analysis (e.g., [20] ) shows that for a filterbank with orthogonal filters, the mean-squared error between and is minimized when we have the following. 1) The following function of the subband signals' power is maximized:
2) The available bits are distributed among the quantizers according to the following formula: 12 (16) 12 In general, (16) does not lead to integer values for b . One should round up the results to the closest integer that will, then, lead to suboptimal quantization. It may also result in negative values that should be replaced by zero in practice. From the above discussion, we can define an optimal filterbank for subband coding as follows.
Definition 9-CG-Optimality: A filterbank is optimal for subband coding (CG-optimal for short) if maximizes, among all elements of , the coding gain function given in (15) .
Note that the performance of a subband coder is a signal dependent quantity whose value is determined by the input signal's PSD, number of bits available, and frequency response of analysis filters. The dependency on the filters, however, is solely through the way they distribute the input signal's power among the subbands, as expressed quantitatively by (15) . This is reflected in the fact that is only a function of the subband power vector introduced earlier in Section IV-C. Therefore, as in the case for scalability, choosing an optimal filterbank is determined by the relative position of in . The following theorem establishes the fundamental connection between the two notions of optimality;
Theorem 10: If an SC-optimal filterbank exists in , then it is CG-optimal as well. More generally, . Proof: It suffices to show that is Schur-convex. To show this, we first consider the function , where are the components of . This function is symmetric in its arguments and satisfies the property Therefore, by Theorem 7, is Schur-concave. Next, we note that for the filterbanks in , the numerator of is a (positive) constant. Thus, . Since the function is strictly decreasing for , we conclude that is Schur-convex. 13 Q.E.D. See Fig. 4(c) and (d) for an illustration of the contours generated by the Coding Gain function G. Note that this function follows the limits introduced by the sides of the triangle more notably than other Schur-convex functions shown in Example 4. In fact, it grows very quickly as one approaches the sides of and eventually becomes singular on them [ Fig. 4(d) ]. 13 It is further verified that G(p) is strictly Schur-convex. The proof is straightforward.
VII. SC-OPTIMALITY AND THE PRINCIPAL COMPONENT FILTERBANK
Let denote the class of all orthogonal channel filterbanks. That is Tsatsanis and Giannakis [4] have shown that a filterbank can be constructed in , where for all . The authors in [4] called the PCFB. In this section, we show that an -optimal element in can be interpreted as an approximation to PCFB (which is not in ).
A. PCFB Is an Upper Bound for
As mentioned at the beginning of this section, our interest in PCFB stems from the fact that it provides the most scalable decomposition of a random signal possible by orthogonal filterbanks. In other words, we have the following proposition.
Proposition 6-[4] , [25] : Let be PCFB. Then, for all . It is not difficult to verify that PCFB satisfies the requirements of Theorem 3 . Thus, . Since , specifies an upper bound for the poset of FIR filterbanks. An equally valid statement is that is the greatest element of with respect to the ordering induced by . This gives us the following corollary.
Corollary : Among all , , maximizes any Schur-convex function of the variance vector . Recall from Section V that the above corollary is a purely mathematical result (due to Schur). Schur's results, however, seem to have been unnoticed in the literature on multirate signal processing. In PCFB literature, an early comment on the relation between majorization and certain convex functions seems to be the one made by Unser. Unser [25] remarks in passing that maximizes convex functions of the form . Recently, Akkarakaran and Vaidyanathan obtained a similar result as well [26] .
B. Approximating PCFB Using the Filterbanks in
The PCFB is a bank of ideal bandpass filters. Obviously, such filters are not realizable using any finite-order FIR or IIR discrete-time system. The PCFB, therefore, can only be approxi- Fig. 9 . Approximating PCFB using the elements in L. mated using realizable structures of finite order. In this subsection, we define the notion of approximating PCFB in a mathematically precise manner.
From the viewpoint of ordering induced by scalability, it is reasonable to choose the greatest element of as the best approximation of . This is simply because should a greatest element exist in , its associated power vector would always sit immediately below when the elements in the augmented set are ordered: 14 (17) Recall from the previous section that a greatest element usually does not exist in . Hence, the problem of finding the closest element in to PCFB is indeterminate. To remove this indeterminacy, we need to specify a well-behaved measure of closeness to PCFB that preserves the ordering of scalability as well (see Fig. 9 ). Such a measure of closeness, or divergence function , should satisfy the following condition:
Note that we are not interested in inducing any topology on the set simply because a notion of distance between two filterbanks in does not seem to have any application! Therefore, we regard as a function of only. We suggest a simple divergence function in the following definition.
Definition 10-Approximate PCFB: A filterbank is called the best approximation to PCFB if it minimizes the divergence function where is strictly Schur-convex, and is PCFB. The main property of introduced in Definition 10 is that it preserves the ordering of scalability as required by (18). In addition, it is non-negative and becomes zero if and only if . Having defined the notion of approximate PCFB as in Definition 10, we have, in fact, established a direct connection between SC-optimality and approximating PCFB: Letting 14 The ordering presented in (17) is for the purpose of illustration only. The set is not countable.
be an -optimal filterbank, it is the best approximation to PCFB as well. In other words, is minimum. In summary, PCFB represents an orthogonal multirate system from which one can obtain the best low-rate approximations of the original (full-rate) signal. This system, however, is an ideal concept, and one can only approximate it using FIR filterbanks (see Fig. 9 ). In our discussion above, we provided a precise (but not objective) definition of approximating PCFB using filterbanks in . Objectivity is lost because the definition of the best approximation depends on the choice of a Schur-convex function. Our definition, however, has the interesting consequence that it renders finding an SC-optimal filterbank in and approximating the PCFB equivalent.
VIII. COMPLEMENTS
In the previous sections, we showed that for the filterbanks in class several notions of optimality, each arising from a different view point, can be unified under one algebraic framework, namely, the set theoretic concept of partial ordering. The presented algebraic approach, however, seems to be more powerful than covering (and unifying) the optimality concepts of coding gain, scalability, and PCFB! In this section, we will probe some generalizations and discuss, in some detail, connections between concepts developed here and those that already exist in the literature.
A. Algorithmic Aspects of Finding an -Optimal Element in and Previous Works
Optimal filterbanks are replacements for fixed ones where statistical properties of the input signal can be incorporated in their design for improving the performance. Many practical applications require this optimized solution to be estimated in an online fashion. In other words, the input signal's statistics are not known a priori; therefore, the optimization should eventually be formulated as an adaptive algorithm. This introduces many concerns on both the Schur-convex function to be used as an objective function and the way it is to be estimated and maximized online.
Some results have appeared with regard to designing -optimal filterbanks. 15 An early work in this area is the adaptive algorithm devised by Delsarte and co-workers [27] . It is designed around a two-channel orthogonal filterbank and searches for an optimal solution in an online (adaptive) fashion. Other results in this direction can be found in [28] , [29, ch. 6 and 7] , [30] , and [31] . None of these algorithms, however, is guaranteed to converge to a global optimum, nor are there any rigorous results available on their convergence performance. A major challenge here is that even for the simple case of two-channel filterbanks, the optimization involved is highly ill-conditioned [30, Sec. 6] . Another issue, which is as severe as the previous one, is the existence of local maxima.
In addition to online algorithms, several off-line optimization techniques (analytic and semi-numerical) have been proposed for designing what the authors have considered optimal FIR filterbanks. Notable among these are the linear programming tech- 15 Recall that from the view point of our algebraic theory, this corresponds to finding an SC -optimal solution where is the coding gain function (15). niques developed by Moulin et al. [32] and a constrained optimization method proposed by Xuan and Bamberger [33] . 16 The method proposed in [32] leads to a maximal element that, in a loose sense, can be interpreted as an -optimal solution where is selected as in (13) . The optimization technique in [33] achieves a -optimal filterbank (which the authors call PCFB!).
B. Similarity With Rate-Distortion Theory
Let be a stationary random signal with given PDF, and let denote the error vector when PCFB is used to approximate using its low-resolution components. Recall that represents the mean-squared reconstruction error where the synthesis filter uses out of subband signals to generate the output. In other words, reconstruction is performed using a fraction ( ) of the original sampling rate. We can plot components of versus this fraction. This is done in Fig. 10 for . In this figure, we have also plotted an extra point to represent the reconstruction error (zero) when all the subbands are present (i.e.,
). If we connect the "*"s in Fig. 10 using a smooth curve, the result will look very similar to a rate-distortion curve [35] , [36] . Like the rate-distortion curve, the error versus sampling rate curve generated by the PCFB is a characteristic of the signal. The significance of the error versus sampling rate curve is that its shape shows how scalable a signal is.
No matter how high is the order of the filterbank used, it is not possible to achieve an error-sampling rate curve that lies below that of PCFB. The performance (i.e., scalability) of a finite-order filterbank is determined by the closeness of its error-sampling rate curve to that of PCFB. The divergence function introduced in Definition 10 is, simply, a quantitative measure of this closeness! 16 See [34, Sec. II.A] for pointers to other related works.
C. Extension to Nonperfect-Reconstruction Filterbanks
It is easy to apply the quantitative concept of scalability introduced in Section IV to filterbank classes that are not PR. In this case, the error vector should be augmented to include one more component representing the reconstruction error when all the channels are used by the synthesis bank. 17 Using this augmented error vector, the definitions of scalability and -optimality will be the same as in Section IV-B.
In this case too, the ordering introduced by will be a partial ordering. However, Theorem 3 is not, in general, valid for non-PR systems. One, therefore, should select and use an order-preserving function directly on the ordering . Let be such a function. 18 An -optimal filterbank is defined as the one that maximizes among all filterbanks in the considered non-PR class.
D. Scalability With Respect to Other Error Measures
In Section IV, we defined the error vector such that its components represent expected mean square errors when the input signal is reconstructed using out of subbands. One, nevertheless, can define such that its components represent any other meaningful measure of the difference between the original signal and its low-resolution reconstructions. For instance, one can take into account properties of human perceptual system when defining if applications in digital audio are concerned (e.g., [37, pt . IV]). Once a proper is defined, the notations of scalability, -optimality, and -optimality follow naturally.
E. On Partial Ordering and Subjectivity
The most notable instance of the occurrence of a partial ordering is, perhaps, in the philosophy of science where one wants to choose among empirical theories based on their degree of falsifiability [38, Ch. VI] . While the notion of partial ordering is not a well-known one in signal processing, one can find its traces in related areas like information theory [39] , [40, pp. 115-116] , statistical inference [41, Ch. 6] , and system identification [42, Ch. 5] .
Basically, a partial ordering is likely to occur when one tries to rank entities based on more than one criteria. In system identification, for example, one selects a model for the observations at hand based on several factors, including model complexity and its accuracy in predicting the observed signal. Having chosen suitable measures of model complexity and prediction error, one can then induce a partial ordering on the set of feasible models. The partial ordering is embedded in a total ordering by selecting a scalar-valued criterion function that penalizes model complexity and its prediction error at the same time. A great deal of subjectivity has been introduced into the field with regard to the choice of this criterion function [42] , [43] . 
IX. SUMMARY
We considered the problem of characterizing an optimal filterbank from the scalability point of view. We presented a quantitative notion of scalability and, based on that, derived an optimality theory applicable to the class of FIR filterbanks. Our approach to the problem was abstract and algebraic: We endowed the set with an ordering that represented scalability. Then, we established an equivalence relation between the order of scalability and another order called majorization.
We showed that using either ordering, specifying the optimal filterbank in translates to finding the greatest element associated with the order. The ordering of scalability is partial. Thus, while we are able to prove that it has maximal elements, the existence of a greatest element is not guaranteed. In view of this fact, we relaxed our original notion of optimality (i.e., -optimality) to that of -optimality. An -optimal solution is viable since i) it is equal to an -optimal solution if the latter exists; ii) it always exists in . We showed, moreover, that an -optimal solution has the interpretation as an approximation to PCFB when the approximation is from the scalability point of view. Table III summarizes various notions of optimality we considered in this paper and their connection to the poset .
Finally, visit the following Website for further material related to this paper: www.control.toronto.edu/~omidj/Publications/publications.html.
