This paper considers the quantile regression model with both individual fixed effect and time period effect for general spatial panel data. Instrumental variable quantile regression estimators will be proposed. Asymptotic properties of the proposed estimators will be developed. Simulations are conducted to study the performance of the proposed method. We will illustrate our methodologies using a cigarettes demand data set.
Introduction
Spatial econometric models have been widely used in many areas (e.g., economics, political science and public health) to deal with spatial interaction effects among geographical units (e.g., jurisdictions, regions, and states). Recently, the spatial econometrics literature has exhibited a growing interest in the specification and estimation of econometric relationships based on spatial panels, which typically refer to data containing time series observations of a number of spatial units. For instance, Kapoor et al. (2007) developed a generalized moments (GM) estimator for a space-time model with error components that are both spatially and time-wise 2 General spatial autoregressive panel data quantile regression model with both individual and time effects Lee and Yu (2010, Eq. (19) ) considered the following general spatial autoregressive panel data model with both individual and time effects y it = ρ j =i w ij y jt + X it β + ν i + ψ t + u it , i = 1, · · · , N, t = 1, · · · , T,
where y it is the dependent variable for subject i at time t, X it is a 1 × p vector of nonstochastic time varying explanatory variables, w ij is the (i, j)th element of the spatial weight matrix W reflecting spatial dependence on y it among cross sectional units, and ε it is independent and identically distributed across i and t. Similarly, m ij is the (i, j)th element of the spatial weight matrix M for the disturbances. The parameters ν i , i = 1, · · · , N are fixed effects for the regions while the parameters ψ t , t = 1, · · · , T are fixed time effects. Interaction effects are reflected in the spatial-temporal lag variable j =i w ij y jt (and associated scalar parameter ρ). In practice, M may or may not be W .
The model (2.1) can also be written in an alternative form as
where α = (ρ, β T ) T , ν = (ν 1 , · · · , ν N ) T , ψ = (ψ 1 , · · · , ψ T ), α * = (α T , λα T ) T , ν * = (ν T , λν T ) T , ψ * = (ψ T , λψ T ) T , Z 1 = 1 T ⊗ I N is an N T × N matrix, Z 2 = I T ⊗ 1 N is an N T × T matrix, 1 J is the J ×1 vector with all the elements being 1,
is an indicator variable for the individual effect ν i , h 1i is an N T × 1 vector with the ith element equal to 1 and the rest equal to 0, i = 1, · · · , N , Z 2t = h ′ 2t Z 2 is an indicator variable for the time effect ψ t , and h 2t is an N T × 1 vector with the (t − 1)N + 1th element equal to 1 and the rest equal to 0, t = 1, · · · , T .
Matrix form of model (2.2) is
Here we denote θ * = (λ, α * T , ν * T , ψ * T ) T = θ * = (λ, ρ, β * T , ν * T , ψ * T ) T .
We consider the following conditional τ -quantile of response variable:
where τ is a quantile in the interval (0, 1). We define the objection function by
where ρ τ (u) = u(τ − I(u ≤ 0)) is the check function and I(·) is the indicator function (see, e.g., Koenker, 2005) . The estimatorθ * (τ ) can then be obtained bŷ
Instrumental Variable Quantile Regression Estimator (IVQR)
In this section, we employ the instrumental variable quantile regression (IVQR) method for estimation. Let d it = j =i m ij y jt denote a scalar endogenous variable, which is related to a vector of instruments ω it . The instruments ω it are independent of ε it . Consider the objection function for the conditional instrumental quantile relationship:
Following Hansen (2006, 2008) and Galvao (2011) , and assuming the availability of instrumental variables ω it , we can derive the IVQR estimator via the following three steps:
Step 1: For a given quantile τ , define a suitable set of values {λ j , j = 1, · · · , J; |λ| < 1}.
One then minimizes the objective function for θ * , γ to obtain the ordinary QR estimators of α * , ν * , ψ * , γ:
Step 2: Chooseλ(τ ) among {λ j , j = 1, · · · , J} which makes a weighted distance function defined on γ closest to zero:λ
where A is a positive definite matrix.
Step 3: The estimation of α * , ν * , ψ * can be obtained, which is respectivelyα * IV (λ(τ ), τ ),
Asymptotic theory
In this section, we investigate the asymptotic properties of the IVQR estimator in Model (2.1).
We impose the following regularity conditions:
A1 {(y it , X it )} is independent and identically distributed (i.i.d.) for each fixed i with conditional distribution function F it and differentiable conditional densities, 0 < f it < ∞, with bounded derivatives f ′ it for i = 1, · · · , N and t = 1, · · · , T . A2 For all τ ∈ T , (λ(τ ), α * (τ )) is in the interior of the set L × A, and L × A is compact and convex.
and
where
∂(α * ,ν * ,ψ * ,γ) are continuous and have full rank uniformly over A × N × P × G × T . The parameter space L×A×N ×P is a connected set and the image of L×A×N ×P under the map θ * → Π(θ * , τ ) is simply connected.
. Then, the following matrices are positive definite:
12)
ζ and H =J T γ AJ γ . Hence, J ζ is invertible and J T λ HJ λ is also invertible.
Under conditions A1-A5, we have
is consistently estimable. Therefore, the parameters ρ, β, ν, ψ are also consistently estimable.
Theorem 2.2 (Asymptotic distribution) Under conditions A1-A5 and Lemma 2.1, for a
given τ ∈ (0, 1),θ = (λ,α * ) = (λ,ρ,β, λρ, λβ) converges to a Gaussian distribution:
Monte Carlo simulations
In this section, we report the results of a Monte Carlo study in which we assess the finite sample performance of the IVQR estimators proposed in Section 2. For comparison purpose, we generate the samples being considered in the design of Lee anf Yu (2010):
Here, X, ν, ψ are drawn independently from N (0, 1) and both the spatial weights matrices W and M are the same rook matrices. We use some combinations of T = 5, 10, and n = 49. For the disturbance errors, we consider the standard normal (i.e., N(0, 1)) and Cauchy (i.e., t 1 ) distributions. settings. In general, we find that the biases and RMSEs associated with τ = 0.5 are slightly smaller for the IVQR estimator. Under normal disturbance errors, the IVQR estimators for λ performs better than the other estimators while those for ρ and β have similar biases and RMSEs as the OLS estimators, but a bit larger than the MLE and QMLE estimators. For Cauchy disturbance errors, our proposed IVQR estimators outperform the other estimators as we do not impose any finite moment assumption on the distrubance errors. Therefore, we conclude that the proposed IVQR is more robust in practice. 
Illustration
In this section, we use the cigarette demand data set to illustrate our methodologies. 
where C it is real per capita sales of cigarettes by persons of smoking age (14 years and older),
, P it is the average retail price of a pack of cigarettes measured in real terms, and Y it is real per capita disposable income. Here, we choose log C it−1 as instruments.
We estimate the parameters using the IVQR, MLE, and OLS methods. The results are presented in Table 5 
Conclusion
In this paper, we investigate the instrumental variable quantile (IVQR) estimation of general spatial autoregressive panel data model with fixed effects. The model with both individual and time-period effects is considered. The asymptotic properties are studied. Monte Carlo results are provided to show that the proposed methodology is robust to error distributions with un-defined moments.
Acknowledgements
The 
Appendix: Proofs
Proof of Lemma 2.1 is similar to that of Lemma 2 in Galvao (2011) and is hence omitted here.
Proof of Theorem 2.1
Proof. Firstly, following Chernozhukov and Hansen (2006), (λ(τ ), α * (τ ), ν * , ψ * ) uniquely solves the problem for each τ .
To prove the consistency of the parameter, we need to show that under conditions A1-A5,
and P is continuous. Under condition Lemma 2.1, we have that θ * (λ, τ ) − ϑ * (λ, τ )
der Vaart and Wellner (1996), we have λ (τ )−λ(τ )
P → 0 and the theorem follows.
Proof of Theorem 2.2
For anyλ(τ )
, we can write the objective function defined in equation (2.7) as
For fixed (δ λ , δ α * , δ ψ * , δ γ ), we can consider the behavior of δ ν * . Let ϕ τ (u) = τ − I(u < 0) and
Expanding g it , we obtain
where F (·) is the conditional distribution of y it . Obviously, g it (δ λ ,δ α * ,δ ν * ,δ ψ * ,δ γ ) → 0, and thus E[g it (δ λ , δ α * , δ ν * , δ ψ * , δ γ ) − g it (0, 0, 0, 0, 0)] = −g it (0, 0, 0, 0, 0), i.e., the last equation has the following equivalent expression:
Optimality ofδ ν * implies that g it (δ λ , δ α * , δ ν * , δ ψ * , δ γ ) = o(T −1 ), and thuŝ
,
Expanding g t , we obtain
the last equation has the following equivalent expression:
Optimality ofδ ψ * implies that g t (δ λ , δ α * , δ ψ * , δ γ ) = o(N −1 ), and thuŝ
Expanding G, we obtain
Obviously, G(δ λ ,δ α * ,δ γ ) → 0, E[G(δ λ , δ α * , δ γ ) − G(0, 0, 0)] = −G(0, 0, 0), i.e., the last equation has the following equivalent expression:
f it (ξ it (τ ))
ϕ τ (ε it (τ )) .
Letting δ ζ = (α T α * , α T γ ) T , we write the equation above as:
T it ϕ τ (ε it (τ )).
Alternatively, using more convenient notation, we write the last expression as:
where J ζ = lim 
