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14 Processi stocastici
Le equazioni diﬀerenziali stocastiche descrivono l’evoluzione di un sistema soggetto ad
interazioni deterministiche cui si aggiungono termini ﬂuttuanti con proprieta` statistiche
note. L’origine di queste ﬂuttuazioni e` dovuta o piccole e rapide variazioni di campi
esterni oppure presenza di altre interazioni di origine ignota e di natura casuale. La piccole
variazioni delle densita` dell’aria si ripercuotono sulla forza resistente esercitata su una
sfera in movimento come le piccole variazioni incontrollate delle corrente in un solenoide
si riﬂettono sulla forza di Lorentz esercitata su una carica in moto. Gli urti casuali su di
una particella leggera da parte delle molecole del ﬂuido in cui si muove, sono solo un altro
esempio di forze ﬂuttuanti. Quando di un sistema si formula un modello microscopico
il numero di gradi di liberta` e` cos`ı alto, che una integrazione numerica delle equazioni
del moto non risulta possibile. In questo caso si puo` considerare un modello costituito
da N pseudoparticelle (particelle numeriche), la cui massa totale e` uguale a quella del
sistema ﬁsico e che hanno lo stesso cammino libero medio, se le forze sono repulsive a
corto raggio, o che hanno la stessa carica totale nel caso di interazione coulombiana. Si
puo` allora considerare matematicamente il limite N → ∞ mantenendo costante la massa
ed il cammino libero medio oppure la massa e la carica per ottenere le equazioni della teoria
cinetica, Una integrazione numerica invece si puo` eﬀettuare per N abbastanza grande ma
tale da rendere accettabili i tempi di elaborazione. Nel caso di interazioni a corto raggio
l’eﬀetto delle collisioni non si puo` mai trascurare neppure nel limite del continuo. La
densita` ρ nello spazio delle fasi di singola particella soddisfa l’equazione di Boltzmann
che e` l’equazione di Liouville con un termine non lineare J(ρ) che descrive l’eﬀetto delle
collisioni binarie.
∂ρ
∂t
+ [ρ,H] = J(ρ) H =
p2
2
+ V ex (r)
Nel caso invece di interazioni a lungo raggio come quella coulombiana nel limite N →∞ si
ha un campo medio dovuto alla distribuzione continua di carica mentre l’eﬀetto delle colli-
sioni svanisce. La densita` nello spazio delle fasi di singola particella soddisfa l’equazione di
Vlasov, ossia l’equazione di Liouville per una Hamiltoniana di singola particella, ove com-
pare il potenziale del campo medio (dipendente dalla densita` spaziale attraverso l’equazione
di Poisson), che rende l’equazione non lineare.
∂ρ
∂t
+ [ρ,H] = 0 H =
p2
2
+ ξV (r) + V ex (r) ∆V = −4π
∫
ρ(r,p) dp
Un modo fenomenologico per trattare l’eﬀetto delle collisioni binarie nei sistemi con in-
terazioni a corto raggio consiste nel rappresentarle come cambiamenti di velocita` casuali
e istantanei in un mezzo viscoso che impedisce un progressivo aumento di energia. In tal
modo un problema di N particelle interagenti viene sostituito da quello di una singola
particella, soggetta ad un campo ﬂuttuante e ad una forza resistente oltre che ad eventuali
campi esterni. Ogni volta che generiamo la traiettoria di una particella il campo esterno ha
una sua realizzazione costituita da una sequenza di impulsi che causano salti casuali nella
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velocita`. Quello che interessa valutare sono le proprieta` statistiche delle traiettorie, che
risultano speciﬁcate da una densita` di probabilita` nello spazio delle fasi, che soddisfa una
equazione di continuita` con l’aggiunta di un termine diﬀusivo, che descrive l’eﬀetto degli
urti. Questa equazione nota come Equazione di Fokker-Planck, ammette una soluzione
stazionaria che coincide con la distribuzione di Maxwell-Boltzamnn con una temperatura
proporzionale al rapporto tra il quadrato della intensita` della forza impulsiva ed il coeﬃ-
ciente della forza resistente. Nel caso in cui le forze esterne siano assenti si trova che una
qualsiasi distribuzione iniziale rilassa all’equilibrio con un tempo di rilassamento inver-
samente proporzionale alla intensita` della forza resistente. La equazione di Fokker-Plack
costituisce una formulazione fenomenologica della teoria cinetica come quella deﬁnita dalla
equazione di Boltzmann, ma risulta molto pi semplice. Da questa si ottiene una formu-
lazione ﬂuida prendendo i primi due momenti che sono a densita` di particelle e la velocita`
in un punto dello spazio delle conﬁgurazioni R3.
La passeggiata aleatoria
Una funzione ﬂuttuante f(t) viene caratterizzata in modo statistico, speciﬁcando ad ogni
istante t quale sia il suo valor medio e lo scarto rispetto a questo dei valori che la funzione
puo` assumere. Fissato un valore t del tempo, f(t) e` una variabile aleatoria che puo` as-
sumere un insieme discreto, numerabile o continuo di valori reali; l’insieme di questi valori
vien detto spazio degli eventi. La trattazione rigorosa dei processi stocastici richiede un
apparato matematico complesso, ma considerando una successione discreta tn = n∆t di
valori di t e` possibile ricondurre questi processi ad una trattazione elementare e ﬁsicamente
signiﬁcativa, che consente anche di deﬁnire il limite per ∆t→ 0. Un tipico esempio e` quello
di una particella che si muove in un mezzo da cui riceve degli urti casuali; nel caso unidi-
mensionale la forza e` una funzione impulsiva f(t) e se si sceglie f(tn) = ξn/
√
∆t dove ξn e`
una variabile aleatoria che assume ad esempio i valori 1 e −1 si puo` calcolare esattamente
la distribuzione delle velocita` ad ogni istante e prenderne il limite per ∆t→ 0.
Per ottenere una equazione diﬀerenziale stocastica cioe` una equazione diﬀerenziale con
una componente ﬂuttuante come un rumore bianco, la cosa pu` semplice e` partire da un
processo discreto, noto come passeggiata aleatoria. Per semplicta` partiamo da un caso in
cui lo spazio delle fasi ha dimensione uno, cui si riducono le precedenti equazioni quando si
consideri una sola coordinata x e si supponga che il termine dissipativo sia molto intenso.
Sotto tali condizioni il termine inerziale puo` essere trascurato e si ottiene
mγ
dx
dt
= F ex + ǫ ξ(t)
Quando la forza esterna si annulla si trova che x(t)− x(0) e` proporzionale a
w(t) =
∫ t
0
ξ(s) ds
che prende il nome di processo di Wiener. Ogni realizzazione del processo di Wiener e`
una traiettoria continua, ma con derivata prima discontinua in ogni punto. Per dare un
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signiﬁcato a questo processo consideriamone una versione discreta deﬁnita dalla cosiddetta
passeggiata aleatoria.
xk = xk−1 + ξk
dove ξk sono i valori assunti da una variabile aleatoria ξ. Se ξ assume soltanto i valori ±1
probabilita` uguali p± =
1
2 . la sua media e` nulla, la sua varianza vale 1
〈 ξ 〉 = 1 p∗ − 1 p− = 0 σ2 = 〈 ξ2 〉 = 12 p+ + (−1)2 p− = 1
Al passo k lo spostamento dalla posizione iniziale e` dato da
xk − x0 = ξ1 + ξ2 + . . .+ ξk
Le traiettorie possibili sono 2k ma non tutte portano a posizioni diverse. Infatti se k+ sono
le volte in cui ξ = 1 e k− quelle in cui ξ = −1 si ha che lo spostamento vale xk − x0 = n
dove
k = k− + k+ n = k+ − k−
Il numero di traiettorie con lo stesso n e` dato dal numero di modi in cui posso disporre
k− simboli uguali a −1 in k caselle (oppure k+ simboli uguali a +1 in k caselle). Se
poi moltiplico il numero di traiettorie che mi spostano di n sul reticolo di interi, per la
probabilita` di ciascuna traiettoria, ottengo la probabilita` di spostarmi di n dopo k passi
P (n, k) = 2−k
(
k
k−
)
= 2−k
(
k
k+
)
= 2−k
k!
k−!k+!
= 2−k
k!(
k−n
2
)
!
(
k+n
2
)
!
Nel limite k →∞ fatto mantenedo il rapporto n2/k costante, usando la formula di Stirling
si trova
P (n, k) =
exp
(
−n2
2k
)
√
2πk
Allo stesso risultato si giunge considerando una successione di variabili aleatorie con una
distribuzione qualsiasi, anche continua, purche´ con media nulla e con varianza σ. Infatti
in questo caso basta considerare le variabili
Xk =
xk − x0√
k
=
ξ1 + ξ2 + . . .+ ξk√
k
Per k →∞ le variabili Xk hanno distribuzione normale, per il teorema del limite centrale,
e quindi detta ρ(X) dX la probabilita` che sia X ≤ Xk ≤ X + dX si ha
ρ(X) =
exp
(
−X
2
2σ2
)
√
2πσ2
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Quindi la distribuzione per la variabile x tenendo conto che ρ(x) dx = ρ(X) dX e` data da
ρ (x, k) =
exp
(
−(x− x0)
2
2 k σ2
)
√
2π k σ2
e se σ = 1 risulta uguale a quella calcolata per la passeggiata sul reticolo tenendo conto
che xk sono interi e quindi dx = 1 per cui P (n, k) = ρ (x− x0, k).
Passaggio al continuo
Si eﬀettua mediante il seguente cambiamento di scala
x =
√
∆x x t = k∆t
che porta la distribuzione ρ in ρ
ρ(x, t) = ρ
(
x
∆x
,
t
∆t
)
dx
dx
=
exp−
(
(x− x0)2
4Dt
)
√
4πDt
dove abbiamo deﬁnito il coeﬃciente di diﬀusione
D =
σ2
2
(∆x)2
∆t
Il limite viene preso mantenendo D costante ossia il rapporto (∆x)2/∆t costante quando
∆x e ∆t vanno a zero. E´ facile provare che la distribuzione soddisfa la equazione di
diﬀusione o di Fokker-Planck
∂ρ
∂t
= D
∂2ρ
∂x2
Rumore bianco e di Wiener
Facendo la stessa la stessa trasformazione di scala interpoliamo la successione xk con una
funzione continua x(t)
x(t) = xk∆x per t = tk ≡ k∆t
Riscriviamo le variabili aleatorie ξk che hanno varianza σ
2 nella forma σ ξk dove ξk hanno
varianza 1. Si ha quindi
x(t)− x(t−∆t) = ∆x σ ξk =
√
2Dξk
√
∆t
Il limite ∆x→ 0 e ∆t→ 0 viene preso mantenendo D costante. Per comodita` di notazione
porremo ǫ =
√
2D riscrivendo la precedente equazione nella forma
x(t)− x(t−∆t)
∆t
= ǫ
ξk√
∆t
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Introduciamo la funzione costante a tratti
ξ∆t(t) =
ξk√
∆t
tk−1 < t ≤ tk
e la funzione lineare a tratti w∆t(t) data dal suo integrale. Nell’intervallo tk−1 < t < tk la
funzione e` data da
w∆t(t) =
∫ t
0
ξ∆t(t
′) dt′ =
k−1∑
j=1
∫
tj−1
tj ξ∆t(t
′) dt′ =
√
∆t (ξ1 + . . .+ ξk−1) +
t− tk−1√
∆t
ξk
t t
ξ(t) w(t)
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Figura 14.1 Grafico di una realizzazione della funzioni aleatoria ξ∆t(t), (lato sinistro) e di w∆t(t) (lato
destro) .
Nella ﬁgura mostriamo gli andamenti di una realizzazione delle due funzioni aleatorie sopra
deﬁnite. Calcoliamo quindi le loro correlazioni
〈 ξ∆t(t)ξ∆t(t′) 〉 = 〈 ξkξk
′ 〉
∆t
=
δk k′
∆t
tk−1 < t < tk tk′−1 < t
′ < tk′
L’integrale della correlazione vale 1
∫ +∞
−∞
〈 ξ∆t(t)ξ∆t(t′) 〉 dt′ =
∫ tk
tk−1
dt′
∆t
= 1
In modo analogo tenendo conto che w(tk) = (ξ1+ · · ·+ ξk)
√
∆t la correlazione di w(t) per
t = tk e t
′ = t′k e` data da
〈w∆t(tk)w∆t(t′k) 〉 = ∆t
k∑
j=1
k′∑
j′=1
〈 ξjξj′ 〉 = ∆t
k∑
j=1
k′∑
j′=1
δj,j′ = ∆tmin (k, k
′) = min (tk, tk′)
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Processo di Wiener
Nel limite ∆t→ 0 deﬁniamo il processo stocastico ξ(t) noto come rumore bianco
ξ(t) = lim
∆t→0
ξ∆t→0(t)
e w(t), noto come rumore di Wiener, dato dal suo integrale
w(t) = lim
∆t→0
w∆t(t) =
∫ t
0
ξ(t′) dt′
Le le medie dei due processi sono nulle 〈 ξ(t) 〉 = 〈w(t) 〉 = 0 e le correlazioni sono date da
〈 ξ(t) ξ(t′) 〉 = δ(t− t′) 〈w(t)w(t′) 〉 = min (t− t′)
Nel limite ∆t → 0 il processo x(t) ottenuto scalando la passeggiata aleatoria soddisfa
formalmente la equazione diﬀerenziale
dx
dt
= ǫ ξ(t)
la cui soluzione si scrive
x(t) = x0 + ǫw(t)
Questa equazione viene spesso presentata nella forma
dx(t) = ǫdw(t)
che fa intervenire soltanto il rumore di Wiener. La densita` di probabilita` per x(t) e` gia`
stata ottenuta e quella per w(t) e` esattamente quella di x(t)− x0 ossia
ρ(w, t) =
exp
(
− w2
2ǫ2t
)
√
2πǫ2t
ρ(x, t) =
exp
(
−(x− x0)
2
2ǫ2t
)
√
2πǫ2t
Equazione di diffusione
La densita` di probabilita` ρ(x, t) e` una gaussiana e come tale soddisfa la equazione di
diﬀusione
∂ρ
∂t
=
ǫ2
2
∂2ρ
∂x2
La densita` di probabilita` che abbiamo considerato corrisponde ad un densita` iniziale con-
centrata nel punto x0. Prendendo il limite per t→ 0 si veriﬁca che
lim
t→0
ρ(x, t) = δ(x− x0)
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E` possibile risolvere la equazione di diﬀusione imponendo una diversa condizione iniziale
ad un istante qualsiasi t0 ossia ρ(x, t0) = ρ0(x). La soluzione e` data da
ρ(x, t) =
∫ +∞
−∞
dx0G(x, t; x0, t0) ρ0(x0)
dove G(x, t; x0, t0), nota come soluzione fondamentale o funzione di Green, si scrive
G(x, t; x0, t0) =
exp
(
− (x− x0)
2
2ǫ2(t− t0)
)
√
2πǫ2(t− t0)
e soddisfa la equazione di diﬀusione con condizione iniziale
lim
t→t0
G(x, t; x0, t0) = δ(x− x0)
Data la linearita` della equazione di diﬀusione si veriﬁca che la ρ(x, t) scritta sopra soddisfa
la equazione con la condizione iniziale assegnata. La G soddisfa la seguente proprieta`
G(x, t; x0, t0) =
∫ +∞
−∞
dx1 G(x, t; x1, t1)G(x1, t1; x0, t0)
come si puo` veriﬁcare eﬀettuando la integrazione.
Questo segue dalla proprieta` di gruppo doddisfatta dall’operatore di evoluzione. Per
provarlo associamo a ρ(x, t) un vettore |ρ(t) > in uno spazio di Hilbert. Detto |x > il
vettore che corrisponde alla posizione x scriviamo ρ(x, t) =< x|ρ(t) >. La equazione di
evoluzione si scrive
∂
∂t
|ρ(t) >= H |ρ(t) >
dove H e`  l’operatore corrispondente a 12 ǫ
2 ∂2/∂x2. La soluzione si scrive
|ρ(t) >= eH(t−t0) |ρ(t0) >
La rappresentazione dell’operatore di evoluzione diventa
< x|eH(t−t0)|x0 >= G(x, t; x0, t0)
Dalla proprieta` di gruppo soddisfatta dall’esponenziale di H
eH(t−t0) = eH(t−t1)eH(t1−t0)
segue la proprieta` sopra indicata per G semplicemente usando una condizione di com-
pletezza
∫
dx1|x1 >< x1| = I
< x|eH(t−t0 |x0 >=
∫ +∞
−∞
dx1 < x0|eH(t−t1)|x1 >< x1|eH(t1−t0)|x0 >
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La equazione di Fokker Planck che scriveremo nel seguito si puo` porre nella stessa forma
anche se l’operatore H ha una forma piu` complicata che non consente di scrivere G in
forma esplicita. Tuttavia la proprieta` di gruppo continua a valere.
Equazione di Langevin
Il caso piu´ generale si presenta quando al campo vettoriale Φ(x) che genera la evoluzione in
uno spazio delle fasi si aggiunge una componente ﬂuttuante costituita da un rumore bianco.
Matematicamente si passa da una equazione diﬀerenziale ordinaria ad una equazione dif-
ferenziale stocastica. Limitandoci per semplicita` di notazione al caso in cui lo spazio delle
fasi e` la retta reale, la equazione di evoluzione, nota come equazione di Langevin e`
dx
dt
= Φ(x) + ǫ ξ(t)
cui corrisponde la equazione integrale
x(t) = x0 +
∫ t
0
Φ(x(t′)) dt′ + ǫw(t)
Questa equazione puo` essere approssimata considerando la evoluzione su intervalli di tempo
successivi di lunghezza ∆t vale a dire
x(t) = x(t−∆t) +
∫ t
t−∆t
Φ(x(t′)) dt′ + ǫ
(
w(t)− w(t−∆t) )
Le diverse approssimazioni si ottengono valutando l’integrale mediante una formula di
quadratura. La successione xk che approssima x(tk) dove tk = k∆t, ottenuta valutando
l’integrale con il metodo dei rettangoli e` data da
xk = xk−1 +∆tΦ(xk−1) + ǫ
√
∆t ξk
dove abbiamo sostituito w(tk) − w(tk−1) con
√
∆t ξk essendo ξk e` una variabile aleatoria
a media nulla e varianza 1, tendendo conto che l’errore associato va a zero per ∆t → 0.
Questo e` lo schema di Eulero del primo ordine. Il corrispondente schema implicito del
primo ordine e` dato da
xk = xk−1 +∆tΦ(xk) + ǫ
√
∆t ξk
Il primo passo nello schema iterativo che consente di esplicitarlo e`
xk = xk−1 +∆tΦ(xk−1 + ǫ
√
∆t ξk) + ǫ
√
∆t ξk
La diﬀerenza rispetto allo schema di Eulero sopra descritto e` di ordine (∆t)3/2 come si puo`
vedere tramite uno sviluppo di Taylor. Se usiamo la formula dei trapezi otteniamo uno
schema implicito, che quello di Heun quando ǫ = 0
xk = xk−1 +
∆t
2
(Φ(xk−1 +Φ(xk) ) + ǫ
√
∆t ξk
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che si risolve iterativamente per la ricerca del punto ﬁsso xk.
Fissata una condizione iniziale possiamo generare N traiettorie distinte formate da k punti
che approssimano una soluzione ﬁno al tempo t = k∆t. Per ogni traiettoria generiamo
una successione ξ1, ξ2, . . . , ξk di numeri casuali secondo una qualsiasi distribuzione che
abbia media nulla e varianza 1. Queste traiettorie consentono di calcolare medie oppure di
approssimare la funzione di distribuzione: infatti detti n([x, x+∆x], t) il numero di punti
che all’istante t = k∆t con k ≤ K che cadono nell’intervallo [x, x+∆x] si avra` che
ρ(x, t) = lim
∆x→0
lim
N→∞
n([x, x+∆x], t)
N ∆x
Per N ﬁnito la ﬂuttuazione statistica di n uguale a ∆n = n1/2 per N ﬁnito l’ errore relativo
risulta ∆n/n = n−1/2.
La equazione per la densita` di probabilita` detta di Fokker-Planck si scrive
∂ρ
∂t
+
∂
∂x
(ρΦ(x)) =
ǫ2
2
∂2ρ
∂x2
ed e` quindi l’equazione di continuita` cui viene aggiunto il termine diﬀusivo, sul lato destro,
dovuto alla presenza del rumore bianco, che descrive le ﬂuttuazioni stocastiche del campo
aventi ampiezza ǫ. Quando ǫ = 0 la equazione di Fokker-Planck si riduce alla equazione
di continuita` . La integrazione di questa equazione si fa in modo esplicito nel caso in cui
Φ sia lineare, mentre richiede un apposito procedimento numerico nel caso in cui Φ(x) sia
non lineare.
Formulazione generale
Consideriamo la equazione stocastica
x˙ = a(x) + b(x) ǫ ξ(t)
dove ξ(t) e` un rumore bianco ossia formalmente ξ(t) = w˙(t) avendo indicato con w(t)
un rumore di Wiener. Questa equazione non e` ben deﬁnita in quanto il secondo termine
sul lato destro richiede una prescrizione per essere valutato. infatti se b viene valutato in
x(t±∆t) oppure in 1/2(x(t−∆ t) + x(t)) si ottengono risultati diversi. Una equazione in
cui l’ambiguita` viene rimossa si ottiene mediante il cambio di variabile
y =
∫ x
0
du
b(u)
y˙ =
x˙
b(x)
che conduce a
y˙ =
a
b
+ ǫ ξ(t)
dove a/b e` funzione di x(y).
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Una classe particolare di equazioni sono quelle lineari
x˙ = α(t)x+ ǫ β(t) ξ
In questo caso possiamo ottenere una soluzione tramite quadrature ponendo
x(t) = e
∫
t
0
α(u)
du y(t) y(0) = x(0) = x0
La equazione soddisfatta da y(t) e`
y˙ = e
−
∫
t
0
α(u)
β(t) ǫ ξ(t)
da cui segue che
y = x0 +
∫ t
0
e
−
∫
s
0
α(u) du
β(s) ǫ ξ(s) ds
e la soluzione e` data da e
x(t) = e
∫
t
0
α(u) du
x0 +
∫ t
0
e
∫
t
s
α(u) du
β(s) ǫ ξ(s) ds
Distinguiamo un termine medio ed un termine ﬂuttuante scrivendo
x(t) = 〈x(t)〉+
∫ t
0
K(t, s) ǫ ξ(s) ds ≡ 〈x(t)〉+ ǫ χ(t)
dove abbiamo posto
K(t, s) = e
∫
t
s
α(u) du
β(s) χ(t) =
∫ t
0
K(t, s) ξ(s) ds
Proposizione La parte ﬂuttuante χ(t) ha una distribuzione di probabilita` ρ(χ, t) gaus-
siana.
ρ(χ, t) =
exp
(
− χ
2
2σ2χ(t)
)
√
2π σ2χ(t)
σ2χ(t) =
∫ t
0
K2(t, s)ds
da cui segue che la distribuzione di probabilita` per x e` data da
ρ(x, t) =
exp
(
−(x− 〈x(t)〉)
2
2〈σ2(t)
)
√
2π〈σ2(t) σ
2(t)〉 = ǫ2
∫ t
0
K2(t, s)ds
277
Calcoliamo i momenti della variabile χ mostrando che sono uguali a quelli della dis-
tribuzione gaussiana. Per farlo si parte dalle relazione seguente per le correlazioni del
rumore bianco
〈ξ(t1)ξ(t2) · · · ξ(t2n)〉 =
∑
i1,i2,...,i2n
〈ξ(ti1)ξ(ti2)〉 · · · 〈ξ(ti2n−1)ξ(ti2n)〉 =
=
∑
i1,i2,...,i2n
δ(ti1 − ti2) · · · δ(ti2n−1 − ti2n)
dove dove la somma corre su tutte le coppie 〈ξ(ti)ξ(tj)〉 = δ(ti − tj). Il numero di queste
coppie e` (2n−1)!!. Infatti indichiamo con C2n−2 il numero di coppie che posso formare con
2n−2 indici. Poiche´ gli indici vanno da 1 a 2n consideriamo la coppia (1,2) e tutte le coppie
che sono che possiamo formare con i rimanenti indici (3, . . . , 2n), il cui numero e` C2n−2.
Poi considero la coppia (1,3) e tutte quelle che posso formare con gli indici restanti che
sono sempre C2n−2. Arrivo a (1, 2n) con tutte le C2n−2 che formo con gli indici restanti..
Il numero complessivo e` quindi
C2n = (2n− 1)C2n−2
da cui segue il risultato. Il calcolo dei momenti fornisce
〈χ2n〉 =
∫ t
0
dt1 · · ·
∫ t
0
dt2n K(t, t1) · · ·K(t, t2n)〈ξ(t1)) · · · ξ(t2n)〉 =
=
∑
i1,i2,...,i2n
∫ t
0
dt1 · · ·
∫ t
0
dt2n K(t, t1) · · ·K(t, t2n) δ(ti1 − ti2) · · · δ(ti2n−1 − ti2n) =
= (2n− 1)!!
∫ t
0
dt1K
2(t, t1)dt1 · · ·
∫ t
0
dtnK
2(t, tn)dtn = (2n− 1)!! σ2n
Mostriamo quindi che questi sono proprio i momenti della distribuzione gaussiana. Infatti
〈χ2n〉 = 1√
π
∫ +∞
−∞
χ2n e−χ
2/2σ2 dχ√
2σ2
=
(2σ2)n√
π
∫ +∞
−∞
x2n e−x
2
dx = σ2n (2n− 1)!!
Infatti per il calcolo dell’integrale si procede come segue
∫ +∞
−∞
x2n e−x
2
dx = (−1)n ∂
∂λn
∫ +∞
−∞
e−λx
2
dx
∣∣∣
λ=1
=
√
π (−1)n ∂
∂λn
1√
λ
∣∣∣
λ=1
=
=
√
π (−1)n
(
−1
2
)(
−3
2
)
· · ·
(
−2n− 1
2
)
=
√
π 2−n (2n− 1)!!
Per concludere che la densita` di probabilita` ρˆ(x) soddisfa la equazione di diﬀusione nota
come equazione di Fokker-Planck.
∂ρˆ
∂t
= D
∂2ρˆ
∂χ2
D =
1
2
dσ2
dt
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Infatti partendo da da ∂ρˆ/∂χ = −ρˆχ/σ2 abbiamo che
∂2ρˆ
∂χ2
=
(
χ2
σ4
− 1
σ2
)
ρˆ
∂ρˆ
∂t
=
∂ρˆ
∂σ2
dσ2
dt
=
(
χ2
2σ4
− 1
2σ2
)
ρˆ
dσ2
dt
Un esempio signiﬁcativo di equazione di Langevin e` quello che deﬁnisce il processo di
Ornstein-Uhlenbeck
x˙ = −αx+ ǫξ(t)
In questo caso K(t, s) = e−α(t−s) e la varianza vale
σ2 = ǫ2
∫ t
0
e−2α(t−s) ds = ǫ2
1− e−2αt
2α
e la equazione di Fokker-Planck si scrive
∂ρ
∂t
= α
∂
∂x
(xρ) +
ǫ2
2
∂2ρ
∂x2
Derivazione della equazione di Fokker-Planck
La equazione di Langevin nella sua forma piu` generale si scrive
x˙ = a(x, t) + b(x, t)ξ(t)
e per una assegnata realizzazione del rumore bianco ξ(t) scriviamo la corrispondente
equazione di continuita` stocastica per la densita` ρ(x, t; ξ) nella forma usuale
∂ρ
∂t
+
∂
∂x
(aρ) + ξ(t)
∂
∂x
(bρ) = 0
La equazione si riscrive in forma compatta
∂ρ
∂t
= Aρ+ ξ(t)Bρ
introducendo gli operatori
A = − ∂
∂x
a B = − ∂
∂x
b
La soluzione puo` essere scritta nella forma
ρ(x, t; ξ) = U(t)ρ0(x)
dove l’operatore U soddisfa la equazione
∂U
∂t
= AU+ ξ(t)BU U(0) = I
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Proposizione Il valore medio 〈 ρ 〉 rispetto a ξ di ρ(x, t; ξ) e` una densita` di probabilita` che
sodisfa la equazione di Fokker-Planck
∂
∂t
〈 ρ 〉 = A〈 ρ 〉+ 1
2
B
2〈 ρ 〉
Ne seguito useremo la seguente notazione
ρ(x, t) ≡ 〈ρ(x, t; ξ)〉
per la soluzione della equazione di Fokker-Planck la cui forma esplicita e` data da
∂
∂t
ρ(x, t) +
∂
∂x
(
a(x)ρ(x, t)
)
=
1
2
∂
∂x
(
b(x)
∂
∂x
(
b(x)ρ(x, t)
))
Per provare il risultato si utilizza lo sviluppo di Dyson per una equazione operatoriale del
tipo
∂U
∂t
= H(t)U U(0) = I
che si ottiene a partire dalla forma integrale
U(t) = I+
∫ t
0
H(s)U(s) ds
Iterando la equazione integrale si ottiene
U(t) = I+
∞∑
n=1
∫ t
0
dt1
∫ t1
0
dt2 · · ·
∫ tn−1
0
dtnH(t1)H(t2) · · ·H(tn) =
= I+
∞∑
n=1
1
n!
∫ t
0
dt1
∫ t
0
dt2 · · ·
∫ t
0
dtn T(H(t1)H(t2) · · ·H(tn)) ≡ exp
(
T
∫ t
0
H(s) ds
)
dove T e` il prodotto temporalmente ordinato. Nel caso del prodotto di due operatori
T(H(t1)H(t2)) =
{
H(t1)H(t2) se t1 ≥ t2
H(t2)H(t1) se t2 ≥ t1
e la estensione a n e` ovvia. Proviamo inoltre sempre per n = 2 che
1
2
.
∫ t
0
dt1
∫ t
0
dt2 T(H(t1)H(t2)) =
1
2
∫ t
0
dt1
∫ t1
0
dt2 H(t1)H(t2)+
1
2
∫ t
0
dt1
∫ t
t1
dt2 H(t2)H(t1)
Se nell’ultimo integrale cambiamo l’ordine di integrazione questo diventa
1
2
∫ t
0
dt1
∫ t
t1
dt2 H(t2)H(t1) =
1
2
∫ t
0
dt2
∫ t2
0
dt1 H(t2)H(t1)
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e semplicemente rideﬁniamo le variabili di integrazione questo secondo integrale e` uguale al
primo ed il risultato e` provato La prova del risultato passa attraverso la rappresentazione
di interazione. Si introducendo l’operatore di evoluzione UA generata da A
∂UA
∂t
= AUA UA(0) = I
Ponendo U = UAUI si trova che
UA
∂UI
∂t
= ξBUAUI
che rideﬁnendo BI = U
−1
A BUA si scrive
∂UI
∂t
= ξBIUI
La soluzione per UI si rappresenta con
UI(t) = exp
(
T
∫ t
0
BI(s)ξ(s) ds
)
Si calcola quindi la media della soluzione UI rispetto a ξ utilizzando lo sviluppo in serie
della soluzione e la forma del valor medio dei prodotti del rumore bianco che e` nullo quando
il numero di fattori e` dispari
〈UI 〉 =
∞∑
n=0
(2n− 1)!!
(2n)!
∫ t
0
dt1 · · ·
∫ t
0
dt2n T (BI(t1) · · ·BI(t2n)) δ(t1 − tn+1) · · · δ(tn − t2n) =
=
∞∑
n=0
(2n− 1)(2n− 3) · · ·3 · 1
2n(2n− 1)2(n− 1) · · ·3 · 2 · 1 T
(∫ t
0
dt1B
2(t1) · · ·
∫ t
0
dtn B
2(tn) · · ·
∫ t
0
dtn B
2(tn)
)
=
=
∞∑
n=0
1
2n n!
T
(∫ t
0
dt1 · · ·
∫ t
0
dtnB
2
I(t1) · · ·B2I (tn)
)
= exp
(
1
2
T
∫ t
0
dsB2I(s)
)
Se ne ricava quindi che la equazione soddisfatta da 〈UI 〉 e` la seguente
∂〈UI 〉
∂t
=
1
2
B
2
I〈UI 〉 =
1
2
U
−1
A B
2
UA〈UI 〉
Inﬁne dato che 〈U 〉 = UA〈UI 〉 si ha inﬁne
∂〈U 〉
∂t
=
∂UA
∂t
〈UI 〉+ UA ∂〈UI 〉
∂t
= AUA〈UI 〉+ 1
2
B
2
I UA〈UI 〉 = A〈UAUI 〉+
1
2
B
2〈UAUI 〉
che prova il risultato.
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Soluzioni equazione di Fokker-Planck
Il rumore di Wiener ed il suo integrale sono deﬁniti da
w(t) =
∫ t
0
ξ(s) ds w1(t) =
∫ t
0
w(s) ds
E` conveniente scrivere il processo w1(t) nella forma seguente
w1(t) =
∫ t
0
ds
∫ s
0
ξ(u)du =
∫ t
0
du ξ(u)
∫ t
u
ds =
∫ t
0
(t− u)ξ(u)du
Entrambi i processi sono rappresentati da
∫ t
0
K(t, s) ξ(s)ds doveK = 1 per w(t) eK = t−s
per w1(t). Ne segue subito che le varianze sono σ
2 = t per il rumore di Wiener w(t) e
σ2(t) =
∫ t
0
(t− s) ds = t
3
3
per il suo integrale w1(t).
Diffusione sul toro
Un tipico esempio e` la diﬀusione angolare per un sistema anisocrono L’esempio piu` semplice
e` dato da
x˙ = ω + y y˙ = ǫξ(t)
dove x e` deﬁnita sul toro [0, 1] e` cioe` la variabile angolare divisa per 2π. Se la equazione
di diﬀusione e` deﬁnita sul toro si parte dalla soluzione gaussiana ρ(x, t) deﬁnita su R per
poi ottenere la soluzione sul toro ρT (x, t) tramite la periodicizzazione. La soluzione della
equazione di Langevin su R e` deﬁnita da
x = x0 + (ω + ǫy0) t+ ǫw1(t) y = y0 + ǫw(t)
Indicando 〈 x(t) 〉 = x0 + (ω + ǫy0)t la densita` di probabilita` si scrive
ρ(x, t) =
e−(x−〈 x(t) 〉)
2/2σ2
√
2πσ2
σ2 = ǫ2
t3
3
La soluzione sul toro e` data da
x(t) = x0 + (ω + ǫy0) t+ ǫw1(t) mod1
e la corrispondente densita` di probabilita` si scrive
ρT (x, t) =
+∞∑
n=−∞
ρ(x+ n, t) =
+∞∑
n=−∞
e−((x−〈 x(t) 〉+n)
2/2σ2
√
2πσ2
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E` conveniente rappresentare la soluzione sotto forma di serie di Fourier
ρT (x, t) =
+∞∑
k=−∞
fk(t) e
2π ikx
dove i coeﬃcienti sono dati da
fk =
∫ 1
0
e−2πikxρT (x, t)dx =
+∞∑
n=−∞
1√
2πσ2
∫ 1
0
e−(x−〈 x(t) 〉+n)
2/2σ2−2π i k x dx
Ponendo quindi x+ n = x′ si trova
fk =
e2π i k〈 x(t) 〉√
2πσ2
+∞∑
n=−∞
∫ n+1
n
dx′ e−(x
′−〈 x(t) 〉)2/2σ2−2π i k (x′−〈 x(t) 〉) =
=
e2π i k〈 x(t) 〉√
2πσ2
∫ +∞
−∞
dx′e−(x
′−〈 x(t) 〉+2πσ2ik)2/2σ2 e−2π
2σ2k2 = e2π i k〈 x(t) 〉 e−2π
2σ2k2
Se supponiamo che i coeﬃcienti fk siano reali si ottiene
ρT (x, t) = 1 + 2
∞∑
k=1
e−2π
2σ2k2 fk cos(2πk(x− 〈 x(t) 〉)
Indicando con
δP (x) =
+∞∑
n=−∞
δ(x+ n) = 1 + 2
∞∑
k=0
cos(2πkx)
la funzione di Dirac δ periodicizzata veriﬁchiamo subito che ρT (x, 0) = δP (x− x0). Arriv-
iamo allo stesso risultato integrando la equazione di Fokker-Planck per separazione delle
variabili ponendo cioe` ρT (x, t) = f(x)g(t).
Oscillatore stocastico
Consideriamo un oscillatore armonico soggetto ad una forza ﬂuttuante la cui equazione del
moto si scrive
x˙ = p p˙ = −ω2x+ ǫξ(t)
Introduciamo la variabile complessa
z =
√
ω x− i p√
ω
la equazione del moto diventa
z˙ = −ωz − i ǫ√
ω
ξ(t)
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e la soluzione si scrive
z = eiωtz0 − i ǫ√
ω
∫ t
0
eiω(t−s) ξ(s) ds
dove il primo termine rappresenta il valor medio 〈 z(t) 〉 della soluzione. Per il calcolo della
varianza notiamo che
〈 (z − 〈 z(t) 〉)2 〉 = −ǫ
2
ω
∫ t
0
e2iω(t−s) ds =
ǫ2
ω
1− e2iωt
2iω
= − ǫ
2
ω2
eiωt sin(ωt)
Notiamo anche che il valor medio calcolato e` una combinazione delle varianze di x e v.
Infatti si ha
〈 (z − 〈 z(t) 〉)2 〉 =
〈(√
ω(x− 〈 x 〉)− ip− 〈 p 〉√
ω
)2〉
= ωσ2x −
σ2p
ω
− 2iσ2xp
Per ricavare i tre termini occorre un’altra relazione che e` data da
〈 |z − 〈 z 〉|2 〉 = ǫ
2
ω
∫ t
0
eiω(t−s) e−iω(t−s) ds =
ǫ2
ω
t
Dal momento che 〈 |z − 〈 z 〉|2 〉 = ωσ2x − σ2p/ω prendendo la parte reale della precedente
equazione si ricava
ωσ2x −
σ2p
ω
= − ǫ
2
2ω2
sin(2ωt) ωσ2x +
σ2p
ω
=
ǫ2
ω
t
Da queste due equazioni si ricavano le varianze σxx, σpp mentre σxp si ottiene prendendo
anche la parte immaginaria della precedente equazione. Il risultato ﬁnale e`
σ2x =
ǫ2
2ω2
(
t− 1
2ω
sin(2ωt)
)
σ2p =
ǫ2
2
(
t+
1
2ω
sin(2ωt)
)
σ2xp =
ǫ2
2ω2
sin2(ωt)
Notiamo che nel limite ω → 0 si ottiene σ2x = ǫ2 t3/3, σ2p = ǫ2 t e σ2xp = ǫ2 t2/2 in accordo
con x− 〈 x 〉 = ǫw1(t) e p− 〈 p 〉 = ǫw(t).
Fluttuazione e dissipazione
Nella descrizione del moto browniano si assume che una particella, che si muove in un
ﬂuido, sia soggetta a due tipi di forze, una random dovuta agli urti casuali con le molecole
del ﬂuido, ed una sistematica dovuta alla resistenza che il ﬂuido oppone al suo moto. In
equilibrio termico l’ampiezza ǫ degli urti e l’intensita` γ della resistenza opposta del mezzo
sono legati alla temperatura da una semplice relazione.
Il modello matematico e` costituito dalla seguente equazione di Langevin
dr
dt
=
p
m
dp
dt
= F ex − γp+ ǫξ(t)
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dove ogni componente ξi(t) della forza impulsiva e` un rumore bianco. Le correlazioni sono
date da
〈 ξi(t) 〉 = 0 〈 ξi(t)ξj(t′) 〉 = δij δ(t′ − t)
Soluzioni numeriche della equazione di Langevin si ottengono costruendo traiettorie sto-
castiche discrete corrispondenti a passeggiate aleatorie nello spazio delle fasi. Le proprieta`
statistiche della
soluzione della equzione di Langevin sono speciﬁcate dalla densita` di densita` f(r,p, t)
nello spazio delle fasi che soddisfa la equazione di Fokker Planck
∂f
∂t
+
∂
∂r
( p
m
f
)
+
∂
∂p
(F ex f − γp f) = ǫ
2
2
∆pf
dove ∆p indica il laplaciano rispetto all’impulso p. Di questa equazione si trova analiti-
camente la soluzione di equilibrio se la forza esterna F ex e` conservativa ed ammette un
potenziale V . La soluzione si scrive nella forma
f(r,p) = Z−1 exp
(
− H
kBT
)
avendo posto
H =
p2
2m
+ V (r) kBT =
ǫ2
2mγ
Con Z abbiamo indicato la costante di normalizzazione tale che
∫
dr dp f = 1. Si riconosce
che la soluzione di equilibrio corrisponde a quella di Maxwell Boltzmann se identiﬁchiamo
ǫ2/(2mγ) con kBT dove T e` la temperatura Quindi la temperatura risulta proporzionale al
quadrato della ampiezza della forza ﬂuttuante ed inversamente proporzionale alla intensita`
della forza resistente.
La modalita` di rilassamento all’equilibrio si ottiene esplicitamente nel caso in cui il campo
esterno sia nullo. In questo caso la densita` di probabilita` e` data da
f(p, t) =
1(
2πmkBT (1− e−2γt)
)3/2 exp
(
− (p− p0e
−γt)2
2mkBT (1− e−2γt)
)
Si riconosce che il tempo caratteristico di rilassamento all’equilibrio e` dato da τ = 1/γ.
Caso unidimensionale
Consideriamo prima questo caso supponendo che il campo esterno sia nullo. La equazione
di Langevin diventa in questo caso la equazione do Ornstein-Uhlembeck trattata in prece-
denza
p˙ = −γp+ ǫξ(t)
La densita` di probabilita` f(p, t) soluzione della corrispondente equazione di Fokker
∂f
∂t
− γ ∂
∂p
(pf) =
ǫ2
2
∂2f
∂p2
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e` una Gaussiana con varianza σ2(t) dove
σ2(t) = ǫ2
1− e−2γt
2γ
= mkBT (1− e−2γt)
avendo deﬁnito
kBT =
ǫ2
2mγ
Il risultato ﬁnale si scrive quindi
f(p, t) =
1√
2πmkBT (1− e−2γt)
exp
(
− (p− p0e
−γt)2
2mkBT (1− e−2γt)
)
Per il caso tridimensionale basta osservare che f(p, t) = f(px, t)f(py, t)f(pz, t).
La soluzione di equilibrio per t→∞ e` la distribuzione di Maxwell-Boltmann che soddisfa
la equazione.
∂
∂p
(
γp f +
ǫ2
2
∂f
∂p
)
= 0 f = Ae−γp
2/ǫ2
Per ricavare la soluzione di equilibrio f(x, p) nel caso in cui sia presente una forza esterna
osserviamo che soddisfa la equazione
p
m
∂f
∂x
− V ′(x)∂f
∂p
− ∂
∂p
(
γpf +
ǫ2
2
∂f
∂p
)
= 0
Se scriviamo quindi la soluzione nella forma
f(x, p) = Ae−γp
2/ǫ2 g(x)
troviamo che
p
m
dg
dx
+
2γ
ǫ2
p V ′(x)g = 0
Integrando per separazione delle variabili
d
dx
log g = −2mγ
ǫ2
dV
dx
si ottiene g = Be−2mγ V (x)/ǫ
2
e quindi la soluzione per f diventa
f(x, p) = Z−1 exp
(
−p
2/2 + V (x)
kBT
)
dove la costante di normalizzazione e` data da
Z = (AB)−1 =
√
2πmkBT
∫ +∞
−∞
e−V (x)/kBT dx
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In alternativa consideriamo anche la equazione ottenuta nella approssimazione di forte
dissipazione che e` data da
γp = −V ′(x) + ǫξ(t)
Che riscriviamo
x˙ = − 1
mγ
V ′(x) +
ǫ
mγ
ξ(t)
nota come equazione di Smoluchowsky. La corrispondente equazione di Fokker-Planck per
f(x, t) e` data da
∂f
∂t
− 1
mγ
∂
∂x
(
f V ′(x)
)
=
ǫ2
2m2 γ2
∂2f
∂x2
e si riconosce che la soluzione stazionaria e` data da
f(x) = C e−V/(kBT )
Equazioni fluide e momenti
La descrizione ottenuta tramite la equazione di Langevin e la corrispondente distribuzione
f(r,p, t) nello spazio delle fasi e` di tipo cinetico perche` localmente viene assegnata la
distribuzione degli impulsi. La descrizione ﬂuida si ottiene mediando sulla distribuzione
degli impulsi, ossia considerando i primi momenti di f Indichiamo con n(r, t) la densita` di
particelle e ρ(x, t) = mn(x, t) la densita` di massa
n(r, t) =
∫
R3
dr f(r,p, t)
Con u(r, t) indichiamo la velocita` media
u(r, t) =
1
n
∫
R3
dr
p
m
f(r,p, t)
Introduciamo anche il momento secondo noto anche come tensore degli sforzi
τij(r, t) = − 1
m
∫
R3
dp (pi −mui)(pj −muj) f(r,p, t)
Integrando la equazione di Foker-Planck otteniamo
∂n
∂t
+
∂
∂xi
(nui) = 0
che corrisponde alla equazione di continuita` . Abbiamo utilizzato
∫
R3
∂Φ/∂pi dp = 0
relazione valida purche´ Φ si annulli quando p → ∞. Se ora moltiplichiamo la equazione
di Fokker Planck per pk e integriamo si ottiene
∂
∂t
(nmuk) +
∂
∂xi
∫
R3
pkpi
m
fdp+
∫
R3
pk
∂
∂pi
(Fif − γpif)dp =
∫
R3
pk
∂2f
∂pi∂pi
dp
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riscriviamo il secondo termine∫
R3
pkpi
m
fdp =
1
m
∫
R3
(pi −mui)(pk −muk) f dp+ uk
∫
R3
fpi dp+ ui
∫
R3
f pk dp−
− uiuk
∫
R3
f dp = −nτik +mnuiuk
Integrando per parti il terzo termine e supponendo che anche pif e pipkf vadano a zero
per p→∞ si ottiene
∂
∂t
(nmuk) +
∂
∂xi
(mnuiuk)− nFk + γmnuk − ∂
∂xi
(τik) = 0
Abbiamo tenuto conto che il contributo del termine sul lato destro della equazione dato
dall’integrale di pk∆pf e` anch’esso nullo come si vede integrando per parti e supponendo
che f e pi∂f/∂pi si annulli per p→∞. Riscriviamo il risultato nella forma
nm
∂
∂t
(uk) +mnui
∂uk
∂xi
+muk
[
∂n
∂t
+
∂
∂xi
(nui)
]
= nFk − γmnuk + ∂
∂xi
(τik)
Il termine tra parentesi quadra si annulla tenendo conto della equazione di continuita` . In
deﬁnitiva il risultato si scrive nella forma
mn
duk
dt
= nFk − γmnuk + ∂
∂xi
(τik)
Per chiudere il sistema occorrerebbe una equazione che determina τik. Questa si otter-
rebbe considerando il momento di odine 2 e via di seguito con una gerarchia inﬁnita di
equazioni. Piu` semplicemente se supponiamo che f sia localmente in equilibrio e data da
una distribuzione gaussiana
f = n (2πmkBT )
3/2 exp−
(
(p−mu)2
2mkBT
)
Il calcolo di τij fornisce
τik = − n
m
π−3/2 (2mkBT )
−3/2
∫
R3
(pi −mui)(pk −muk) e−
(p−mu)2
2mkBT dp =
− n
m
π−3/2 2mkBT δik
∫
R
P 21 e
−P 21 /2 dP1
∫
R
e−P
2
2 /2 dP2
∫
R
e−P
2
3 /2 dP3 = −nkBTδik
dove abbiamo cambiato variabile di integrazione ponendo Pi = pi −mui ricordando che il
primo integrale vale π1/2/2 e i due rimanenti π1/2. Se teniamo conto della equazione dei gas
perfetti p = n kBT e mandiamo γ a zero insieme con ǫ mantenendo costante il rapporto
ǫ2/γ si ottiene la equazione di Eulero per un ﬂuido inviscido compressibile. Infatti da
τij = −pδij si ottiene la equazione la equazione
mn
duk
dt
= nFk − ∂p
∂xk
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Teoria di Kramer
Quando una particella si trova in una buca di potenziale ma e` soggetta alla agitazione
termica, ha una probabilita` ﬁnita di uscire dalla buca. Qui esaminiamo il modello di
Kramer in cui il potenziale ha un minimo in x min seguito da un massimo in x max > x min
e la particella soggetta ad una forza resistente F = −mβv e ad una forza ﬂuttuante
F = ǫ ξ(t). La densita` di probabilita` ρ soddisfa la equazione di Fokker-Planck
∂ρ
∂t
+
∂
∂x
(vρ) +
∂
∂v
(−γ v −m−1V ′(x)) ρ = ǫ2
2m2
∂2ρ
∂v2
la cui soluzione stazionaria si scrive
ρ = Ze−βmv
2/2 e−βV β =
2mγ
ǫ2
≡ 1
kT
Calcoliamo la costante di normalizzazione sviluppando il potenziale attorno al suo minimo
V (x) ≃ V (x min ) + 1
2
V ′′(x min )(x− x min )2
Si trova che
Z−1 =
∫ ∞
−∞
e−βmv
2/2 dv
∫ ∞
−∞
e−βV (x min )e−βV
′′(x min )(x−x min )
2/2dx =
2π e−βV (x min )
β(mV ′′(x min ))1/2
Per calcolare la probabilita` di transizione oltre la barriera valutiamo la velocita` media in
un intorno della barriera ossia in [x max −∆x, x max +∆x]. Nel calcolare la media con-
sideriamo solo la velocita` positiva perche´ vogliamo valutare il tempo medio di superamento
della barriera.
〈 v 〉 =
∫ x max +∆x
x max −∆x
dx
∫ +∞
0
vρ(x, v) dv ≃ 2Z∆xe−βV (x max )
∫ ∞
0
v e−βmv
2/2 dv =
=
2∆xZ
mβ
e−βV (x max ) =
2∆x
2π
(
V ′′(x min )
m
)1/2
e−β
(
V (x max )−V (x min )
)
Deﬁniamo quindi la probabilita` di fuga r escape rate dalla buca come l’inverso del tempo
medio impiegato a percorrere il tratto 2∆x, attorno al massimo della barriera con la
velocita` media 〈 v 〉 appena calcolata
r =
1
∆t
=
〈 v 〉
2∆x
=
1
2π
(
V ′′(x min )
m
)1/2
e−β[V (x max )−V (x min )]
Abbiamo assunto che non vi siano particelle che tornano indietro dopo aver superato la
barriera perche´ dopo il massimo il potenziale il potenziale scende ﬁno a valori molto inferiori
a V (x min ).
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