We present and analyze a new robust feedback and transmit strategy for multiuser MIMO downlink communication systems, termed Rate Approximation (RA). RA combines the flexibility and robustness needed for reliable communications with the user terminal under a limited feedback constraint. It responds to two important observations. First, it is not so significant to approximate the channel but rather the rate, such that the optimal scheduling decision can be mimicked at the base station. Second, a fixed transmit codebook at the transmitter is often better when therefore the channel state information is more accurate. In the RA scheme the transmit and feedback codebook are separated and user rates are delivered to the base station subject to a controlled uniform error. The scheme is analyzed and proved to have better performance below a certain interference plus noise margin and better behavior than the classical Jindal formula. LTE system simulations sustain the analytic results showing performance gains of up to 50% or 70% compared to zeroforcing when using multiple antennas at the base station and multiple antennas or a single antenna at the terminals, respectively. A new feedback protocol is developed which inherently considers the transmit codebook and which is able to deal with the complexity issue at the terminal.
I. INTRODUCTION
Multiuser multiple input multiple output (MU-MIMO) communication systems have been in the focus of intensive research over many years. The optimal transmission technique for these systems is dirty paper coding (DPC), which, under perfect channel state information at the transmitter (CSIT), achieves superior performance gains over linear schemes. However, in practical systems CSIT is obtained via a rate-constrained feedback channel, which is known to be a sensitive part of the overall system and must be carefully designed.
In this paper we revisit the limited feedback problem in MU-MIMO systems. We consider linear beamforming and assume that the transmit beamforming vectors are defined by a fixed transmit codebook known to the base stations and all users. In contrast to previous work, we use a different codebook for the feedback and apply a new feedback strategy which we call Rate Approximation (RA). Loosely speaking, using the proposed RA feedback strategy, the terminal selects a channel quantization vector from the feedback codebook considering any possible scheduling decision that can be taken by the base station. As we show, this will enable the base station to approximate the user rates (rather than the user channels) subject to a small uniform a priori error. Then, given the feedback message, the base station is permitted to assert any beamforming vector from the transmit codebook for some network oriented optimization purpose (not just the beamforming vector dictated by the user).
A. Related Work
An extensive survey on limited feedback in wireless multiple antennas systems can be found in [1] . The standard reference for point-to-point multiple input single output (MISO) systems is [2] where groundbreaking analytical expressions for the problem are derived. Reference [3] evaluates the performance of point-to-point MISO systems using random vector quantization (RVQ). In [4] is shown that RVQ is asymptotically optimal for point-to-point MIMO systems.
For MU-MIMO systems, which are in the focus of this paper, reference [5] provides the standard performance analysis for the throughput degradation assuming RVQ. In [6] different feedback schemes are proposed that enable the base station to estimate the signal-to-noise-plus-interference ration (SINR) of each user. However, both papers specifically assume zeroforcing (ZF) beamforming and no individual user rate analysis is provided. Reference [7] also considers ZF and jointly designs the receive filters and the channel quantization to maximize the expected SINR of each user. In [8] different kinds of partial CSIT are assumed and the performance of DPC and ZF is compared.
Another popular transmission technique is unitary beamforming (UB). UB with a sum feedback rate constraint is considered in [9] . In [10] a UB scheme named per user unitary rate control (PU2RC) has been proposed for LTE. In [11] an improved user selection scheme for PU2RC is proposed. Again, no error analysis for individual user rates has been presented.
In contrast to previous work, this paper considers an arbitrary transmission scheme for a fixed transmit codebook and analyzes the individual rate error.
B. Organization and Main Results
In Section II we introduce the system model and in Section III the RA scheme is introduced. In Section IV: 1) We analyze the a priori rate error at the base station (before any scheduling decision) for each individual terminal evoked by our RA feedback strategy. We prove that it has better scaling properties compared to the classical result in [5] and that this benefit improves with an increasing number of transmit antennas. 2) We outline an advanced vector quantization problem related to the RA scheme by replacing the common chordal distance with a new distance function which inherently uses the structure of the transmit codebook. In Section V we underline our results with LTE system simulations showing the benefit obtained by the proposed RA scheme and develop a suboptimal feedback protocol dealing with the complexity issue. This feedback protocol is proposed to replace the common approach for LTE. Finally, in Sec. VI the conclusion is drawn with emphasis on the impact on future standards.
Notation: Bold letters denote vectors and bold capital letters matrices. The inner product between vectors a and b is defined as a, b = a H b, where a H is the conjugate transpose of the vector a. The (euclidean) ℓ 2 -norm is a 2 := a, a 1/2 . S n−1 is the unit sphere in C n . The ℓ 1 -norm of a vector a with components a j is defined as a 1 := j |a j | and a ∞ := max j |a j | denotes its ℓ ∞ -norm.
II. SYSTEM SETUP
We consider the MU-MIMO downlink channel of a cellular system where a base station, equipped with n t transmit antennas, serves multiple users, equipped with n r receive antennas, on the same time and frequency resource with a single data stream. The users are collected in the set U. Let x ∈ C nt be the signal transmitted by the base station in a single transmission interval (time index omitted). User m receives the transmitted signal through the channel H m ∈ C nr ×nt and applies a fixed receive filter u m ∈ C nr to recover its intended signal,
where n m ∼ CN (0, σ 2 ) is additive white Gaussian noise (zero-mean with variance σ 2 ) andĥ is the effective channel vector from the base station to user m. In the sequel we assume each user m has perfect knowledge of its own channel H m and that the channels are constant over one transmission interval; no fading model is imposed. Moreover, we assume no delay in the CSIT report, scheduling or transmission.
In MU-MIMO systems adaptive adjustment of the number of active users is crucial to achieve high spectral efficiency, see [12] and references therein. In each transmission interval the base station selects a subset S ⊆ U of users for transmission on the same spectral resource and assigns each user m ∈ S a beamforming vector out of a finite transmit codebook C ⊂ S nt−1 , known to the base station and all users. We will denote with [C] := [1 . . . |C|] the set of codeword indices. The assignment of users to beamforming vectors is defined by a mapping
that maps each element m ∈ S to a codebook element w π(m) ∈ C. We assume that |S| ≤ n s ≤ n t , where n s is the maximum number of users that can be scheduled on a spectral resource. Note that we do not state the domain of π explicitly, if it is clear from the context. In the sequel we may assume that the codebook has the property 1 that for every
with a fixed constant A ≥ 1. If A = 1, C constitutes an orthonormal base (ONB) and we call C an unitary codebook (used for UB). Define the complex information symbols intended for user m as d m ∈ C, the transmitted signal is given by the superposition
where we assumed equal power allocation with the power budget P . The achieved sum rate for some user set S and mapping π is
where H = {ĥ m } m∈U is the list of effective channels. The per user contributions to the sum rate are given by the Shannon rates
Throughout the paper we assume maximum sum rate scheduling, for instance, with perfect CSIT the optimal user set S H and mapping π H is given as
However, due to the rate-constrained feedback channel, the base station takes its decisions based solely on partial CSIT. Partial CSIT message of each user m ∈ U contains channel direction information (CDI) ν m ∈ V which is an element of the feedback codebook V ⊂ S nt−1 of size |V| = 2 B and channel quality information (CQI) given by a scalar ϑ m ∈ R. The feedback codebook is a priori known to all users and the base station. Moreover, CQI is perfectly transferred to the base station, which is a typical assumption, see e.g. [5] .
If the beamforming vectors are restricted to a fixed codebook C the scheduling decision based on partial CSIT V = {ϑ m · ν m } m∈U of all users m ∈ U can be found by solving
where R (π, S, V ) = m∈S r m (π, S, ϑ m ν m ). Equation (3) is a combinatorial problem that can be solved either by a brute force search over the user sets S ⊆ U, with |S| ≤ n s , and the mappings π : S → [C] or more efficiently in a greedy fashion [13] , [7] . Clearly, the decisions in (3) should match with the optimal decision (2) as good as possible. This is the motivation for the following RA scheme.
III. RATE APPROXIMATION

A. RA Key Inequality
The key idea of the RA scheme is to minimize the worst case rate mismatch between the individual user rates in (2) and (3) a priori and independent of the (unknown) scheduling decision. The feedback message is selected to make this error as small as possible.
Consider any baseline transmit scheme with perfect CSIT and sum rate R(H). Define the average rate gap between the baseline transmit scheme and beamforming based on a fixed codebook with perfect CSIT as
and the average rate gap between the real sum rates R (π, S, H) and the approximated (based on partial CSIT) sum rates R (π, S, V ) for a given user set S and mapping π as:
Now, the rate gap between the baseline transmit scheme with perfect CSIT and beamforming based on a fixed codebook with partial CSIT can be bounded from above by
where (4) must hold since π V is the optimal mapping of users to beamforming vectors under the channel state information V . In (5) we defined the set of user selections with maximal cardinality n s S m := {S ⊆ U | m ∈ S and |S| ≤ n s } , which include user m. Moreover, we exploited that the rate gap ∆R (π H ) − ∆R(π V ) is bounded from above by the worst case rate gap
From (5) we observe the following strategy which is the motivation for the RA scheme, described in the next subsection. 
B. RA Feedback Scheme
To determine its feedback message each user m ∈ U must find a tuple
Hence, each user m ∈ U finds its feedback message by solving
The RA scheme can be easily extended to users with multiple receive antennas n r > 1. In this case for each scheduling decision π : S → [C] the optimal receive filter can be considered in the RA distance according to
Fig. 1. Toy example in R 2 , with ns = 2, nt = 2 and nr = 1, hence, hm ∈ R 2 . The transmit codebook (dashed black arrows) is given by the columns of the identity matrix and the feedback codebook (solid blues and red arrows) is given by a rotated version of the transmit codebook. The CQI is equal to the receive SNR ϑ 2 m = λ 2 m . Comparing the feedback decisions taken under the RA distance a) and minimum chordal distance b). The sets R i and M i show the channel directions that result in feeding back ν [i] under the RA distance and the choral distance, respectively.
Although not apparent at this point let us indicate some relevant properties of the RA scheme: first, in the RA distance d(·, ·) the transmit codebook matters which seems good engineering practice as we use all the available information. Second, the terminals provide an uniform error which indicates how well the rates are approximated and leads to inherent robustness. This becomes particularly beneficial in the LTE multi antenna case where channel state information is averaged over the subcarriers (see Simulations in Section V). Third, the RA scheme is amendable to codebook optimization based on the RA distance function (7); in [14] we presented a codebook optimization algorithm for the RA scheme which is based on the Lloyd algorithm.
Finally, consider the example in Figure 1 which establishes that the RA distance indeed yields different feedback decisions compared to the standard chordal distance [5] 
The RA scheme's feedback decisions is obviously more oriented towards the transmit codebook. In the following we analyze its performance. Moreover, as a by-product a simpler distance is derived which is easier to calculate than the computationally complex RA distance.
IV. PERFORMANCE ANALYSIS
A. Benchmarking Strategy
Many papers prove that a particular transmission scheme achieves the optimal multiuser multiplexing gain. That is, for sufficiently large |U| the sum rate scales like n t log log |U|. For instance this was shown for random beamforming [15] , ZF [16] , UB [17] and RA [18] . However, since rates and the number of users are finite in a practical system, the significance of these asymptotic results can at least be questioned. Putting it the other way around: two methods achieving the optimal gain might behave completely different in a practical system. Our analysis is different and more inspired by the finite user results in [5] and [19] . We assume: the number of users is equal to the number of transmit antennas |U| = n t , all users are active S = U and the transmit codebook C constitutes an ONB which corresponds to UB. This assumptions enable stringent comparison to Jindal's result in [5] with ZF beamforming. Later, in Section IV-C we consider also user selection S ⊆ U and general codebooks.
In the remainder of this section we will solely evaluate ∆R RA in (6) . The term ∆R CSIT in (5) was analyzed in [20] and [19] , where it is shown that for a certain SNR range (in the low SNR regime) ∆R CSIT can be even negative.
B. Uniform RA Error with UB
For the ease of presentation define the normalized effective channel h m =ĥ m / ĥ m 2 and the receive SNR (normalized to the number n t of transmit antennas) of user m ∈ U as
Let us first provide a general expression for the maximum in (6) which gives us a hint how the RA scheme operates. Note that when the RA scheme operates on a unitary transmit codebook we will denote this scheme by RA-UB. Example in R 2 , with nt = 2 and nr = 1. The suboptimal feedback strategy considered in Lemma 1 selects ν 1 since | ν 1 , w * | ≥ | h, w * | must hold and in this example w * = w 1 . By contrast, the minimum chordal distance (9) selects ν 3 since d C (h, ν) is minimized by ν = ν 3 .
Lemma 1.
If U = S = {1, 2, . . . , n t } and C ⊆ V then for some pair (h m , ν) under the RA-UB scheme equation (10) holds,
where we defined w
strategy minimizing the upper bound is to pick ν close to h m (in the chordal distance) constrained by
The proof can be found in Appendix A.
Observation 2.
The suboptimal strategy in Lemma 1 supports the intuition that the error for the best beamformer should be set to zero by the applied feedback strategy, see the example in Figure 2 .
So far we are not able to effectively bound ∆R RA which is now settled based on Lemma 1. The following lemma shows that ∆R RA remains bounded when the SNR increases and that the rate error depends solely on the function
where we definedλ m = 
Lemma 2.
If U = S = {1, 2, . . . , n t } and C ⊆ V then under the RA-UB scheme
The proof can be found in Appendix B. The following lemma gives a fundamental bound on D m (B).
Lemma 3. If the transmit codebook C is unitary, then
and B ≥ ) < 4(n t − 1) log(n t − 1) can be used.
The complete proof can be found in the Appendix C. Note that c(n t ) is close to unity and falls below unity not before n t ≥ 14, as required for improved scaling compared to Jindal's result. As the following illustration for the case n t = 3 shows, this is simply an artefact of the proof technique. Without loss of generality, we assume the unitary transmit codebook is given by the standard ONB. We drop the user index m and define from its channel direction h the real positive vectors ψ = (ψ 1 , . . . , ψ 3 ) with ψ n := | h, w π(n) | 
. .} and n t = 3, the feedback codebook can be chosen such that the Voronoi regions are 2-simplices with edge lengthδ ≤ √ 2. Now, using the symmetry of the covering and projecting the quantization points back on the coordinate axes (see Figure 3) we get max x∈V (φ ν ) x − φ ν ∞ =δ/ √ 8 = δ. Now we can compute the volumes of the 2-simplices (the standard simplex and the scaled simplex) and proceed as in the proof of Lemma 3 to obtain the result δ = max
Hence, if n t = 3 and Rayleigh fading is assumed (i.e.ĥ m,i ∼ CN (0, 1) for i = 1, . . . , n t and m ∈ U), the rate loss due to the rate-constrained feedback channel scales like
Therefore, we have an improvement of n t − 1 bits in the exponential term compared to Jindal's result for ZF with feedback based on minimizing the chordal distance (see [5] ), under the very same assumptions.
C. Uniform RA Error with User Selection and General Codebooks
In this subsection we no longer assume unitary transmit codebooks and allow user selection at the base station.
Theorem 1.
Assuming Rayleigh fading, arbitrary transmit codebooks and user selection S ⊆ U = {1, 2, . . . , n t }, then for any V under the RA scheme
The proof can be found in Appendix D. The expected valuê
has been shown to be analytically tractable, in the previous section, for unitary transmit codebooks. For codebooks constituting a tight frame (see the condition (1)) we devise the following corollary. 
Corollary 1. If the transmit codebook C is a tight frame, thenD
, where c(n t ) is defined in (11) and A is the frame constant in (1).
The proof is a simple extension of Lemma 3 and omitted. The previous result is remarkable since all the 2 nt possible user rates are uniformly recovered at the base station with better scaling properties than the classical result. The RA scheme is now applied in a practical scenario.
V. PRACTICAL CONSIDERATIONS AND SIMULATIONS
A. Efficient and Robust Feedback Protocol
Mobile user equipments usually have limited computing capabilities, therefore, most systems require that the complexity at the user side is as low as possible. Hence, solving the full rate approximation problem (the min-max problem (8)) may not be feasible. Fortunately, our analysis in Section IV yields the (suboptimal) distance function
which can be used at the user side to uniformly bound the rate approximation error ∆R RA (6) . Further, we define the CQI reported by user m as ϑ
which can be interpreted as the effective channel gain of user m over the quantized channel ν m . Equation (13) captures two important aspects. On the one hand, if the CDI is equal to the channel direction, the user gets no penalty (| h m , ν m | 2 = 1) on the other hand if the CDI is orthogonal to the channel direction, the effective channel is zero (| h m , ν m | 2 = 0). Hence, the CQI (13) reflects the receive SNR and the quantization error, which is also in accordance with the results in [16] . In Algorithm 1 the efficient feedback protocol is summarized.
Algorithm 1 Efficient and robust feedback protocol
1: for All users m ∈ U do 2: Estimate channels based on common pilots.
3:
Compute CDI according to (12) .
4:
Compute CQI according to (13).
5:
Feedback CDI and CQI to base station. 6 : end for Figure 4 (bottom) shows a flow chart of the CDI computation with the proposed feedback protocol using the distance function d S (h, ν) defined in (12) . We point out that the terms | ν j , w i |, for i = 1, . . . , |C| and j = 1, . . . , |V|, only need to be computed ones and can be stored in the memory. Therefore, during the feedback phase user m must only compute | h m , w i | 2 for all i = 1, . . . , |C| and the difference | h m ,
Complexity of the proposed feedback protocol:
for all i, j. Figure 4 (top) shows the steps that need to be performed to compute the CDI based on the chordal distance (9) . To compute the chordal distance each user must compute | h m , ν i | for all i = 1, . . . , |V|.
If we assume a fixed transmit codebook C and a feedback codebook V with 2 B elements, the complexity of computing the CDI based on (9) or (12) 
B. Simulations
In the simulations we consider a LTE like system architecture. That is, multiple base stations transmit to multiple users using the spectrum. The spectrum is divided in orthogonal subcarriers using orthogonal frequency-division multiplexing OFDM. In the sequel we use a frequency reuse factor of one, i.e., each base station uses the whole frequency band. Since, we assume no cooperation between the base stations inter cell interference is indispensable. In the sequel the channel from base station b to user m on subcarrier f is given by H m,b (f ) ∈ C nr×nt . The transmit protocol can be summarized as follows. First, each base station transmits orthogonal common pilots. Then, each user quantizes and feeds back its channel state information. Based on the quantized channel state information each base station solves the scheduling problem (3). Finally, dedicated (i.e. precoded) pilots are transmitted by all base stations. The simulation parameters are given in Table II , they can be summarized as follows. 3 base stations located in 3 adjacent cells and 30 users uniformly distributed over the network area; given by a radius of 250 meter around the center of the base stations. The physical layer is configured according to LTE [22] . The base station are equipped with n t = 4 transmit antennas and each user is equipped with n r = 1 or n r = 2 receive antenna (specified in the caption). The transmit codebook and feedback codebook is given by the LTE codebook defined in [22] which has N = 16 elements and, hence, requires B = 4 bit to feedback back the CDI. The channels are modeled by the spatial channel model extended (SCME) [23] using the urban macro scenario.
In total 600 subcarriers per base station are available. The subcarriers are clustered in groups of F = 12 subcarriers; one subcarrier group is denoted as physical resource block (PRB). One PRB is the smallest scheduling unit. The subcarrier indexes of PRB p are collected in the index set F p . We define the average channel gain of PRB p as σ
where A F is the Frobenius norm of matrix A, and assume that each user is assigned to that base station with maximal total average channel gain 1/F F f =1 σ 2 f . Each user reports one feedback message per PRB to that base station it is assigned to. Each of the base stations runs an independent local scheduler. In every transmission interval up to n s = 2 users can be scheduled by each base station on every PRB. Scheduling is performed in a greedy fashion according to [24] . For simplicity we assume no delay in the CSIT report, scheduling, transmission or performance evaluation.
The performance is evaluated based on the network spectral efficiency which we define by 
4) Efficient Rate Approximation as described in Section V-A, where h m is given by the average channelh m as defined for minimum chordal distance above. Figure 5 depicts the CDF of the spectral efficiency for users with n r = 1 receive antenna. The ZF scheme is implemented according to [7] . The PU2RC scheme is based on the same transmit codebook as RA and is implemented according to [10] . We observe that with perfect CSIT ZF outperforms greedy scheduling with a fixed codebook. With partial CSIT the RA scheme significantly outperforms ZF with a gain of approximately 70%. Remarkable is also the gain of about 35% of RA over PU2RC. Moreover, Figure 5 shows that RA with the efficient distance function (12) performs very close to the full RA scheme. Figure 6 depicts the CDF of the spectral efficiency for users with n r = 2 receive antennas. We observe that with perfect CSIT ZF outperforms greedy scheduling with a fixed codebook. With partial CSIT the RA scheme significantly outperforms all other schemes and achieves a gain of approximately 50% over ZF. Remarkable is also the 35% gain of RA over PU2RC.
In Figure 7 we compare the performance of RA and partial CSIT ZF with different receive filters, i.e. the MMSE receive filter that maximizes the SINR of each user by considering the interference from all other users, the global ZF receive filter that tries to minimize interference from all base stations and the local ZF receive filter that considers only interference from the own base station. We observe that both transmit schemes achieve the highest network sum rate with the SINR optimal receive filter. The performance degradation with the local and global ZF receive filter are similar for both transmit schemes.
VI. CONCLUSION
In this paper we invented and analyzed the rate approximation scheme. It was shown that each user can individually minimize its rate error a priori by selecting the feedback message in a robust fashion incorporating the transmit codebook. The respective error expressions and feedback schemes are derived and compared to the standard expressions. It is proved that a better scaling is possible when the size of the transmit code book is small. A remarkable result is that it is often much better to reduce flexibility at the base station in favor of having more reliable CSIT.
APPENDIX A PROOF OF LEMMA 1
Proof: Let us first drop the user index m, i.e. λ = λ m and h = h m . Further abbreviate w = w π(m) , φ = | ν, w | 2 and ψ = | h, w | 2 without explicitly writing the dependency of π. Using U = S with |S| = n t we get for any ϑ and normalized vector ν r m (π, S, λh) − r m (π, S, ϑν) = log
= log 1 −θφ 1 −λψ = log 1 +λ
Here, we have setθ := . Recall, that φ and ψ depend on w which in turn depends again on the mapping π. With the assumptions of this lemma we have that the set S m of possible scheduling subsets in the definition of RA distance (7) is simple, i.e. S m = {U} and we get from (15) the following upper bound
which is still valid for any ν ∈ V. Now, consider the following (sub-optimal) three-step strategy for the feedback protocol: (a) define w * := arg max w∈C | h, w | 2 to be the codeword nearest to true channel direction h in the chordal distance (see (9) ) and (b) select then a CDI ν ∈ V from the feedback codebook which is closer to w * as h is, i.e. which has the property θ := | ν, w * | 2 ≥ | h, w * | 2 =: η. Since C ⊆ V such vector always exists. (c) Determine the CQI ϑ by setting
The result of this strategy is that we get for the first term in the "max" of (16):
. Similar, for the second term in upper bound (16) we obtainθ
where we now need the additional property of step (b) that η = | h, w * | 2 ≤ | ν, w * | 2 = θ which proves the claim.
APPENDIX B PROOF OF LEMMA 2
Proof: According to the rule (8), RA aims on minimizing the maximal rate error over the elements of V. Under the assumptions of this lemma (the list of scheduling subsets is S m = {U}) the maximal rate error at user m achieved for given CDI ν m and CQI ϑ m is:
and from (6) we have in this case:
Let us consider the contribution of user m to this sum. Using the notation of Appendix A we have from (16) and Jensen's inequality that
Let us re-write the first term on the right side of (18) . The idea is to use Lemma 1 with V = C as an ultimate upper bound to the RA error. Then, subsequently we improve by using the full potential of V. We first exploit that whenever max π ψ ≥ 1 − ǫ, for some ǫ ≤ .
since the error term is still increasing in ǫ, yields min 1>θ>0
, Finally, expanding the fraction with (1 −λ) and applying Jensen's inequality again proves the claim.
APPENDIX C PROOF OF LEMMA 3
Proof: Consider an arbitrary but fixed user m ∈ U and, without loss of generality, assume the transmit codebook C is given by the standard ONB. Define the vector
Since, h m = 1 from the Parseval's identity follows that ψ m 1 = 1 and, therefore, any ψ m corresponds to a point on the d := n t − 1 dimensional simplex defined by K d = {x ∈ R d+1 : x i > 0, i = 1, . . . , n t and x 1 = 1}, which has edge length √ 2. Similarly, each element of the feedback codebook ν ∈ V defines a point Finally, for (21) to be valid we need to ensure that vol(
2 (δ)) or, in other words, δ is smaller than the inradius of the inscribed circle of the simplex. According to Klamkin [27] for a regular simplex the inradius equals the circumradius divided by n t − 1. The circumradius is easily shown by the volume ratio and Stirlings formula to be greater than √ n t − 1.
APPENDIX D PROOF OF THEOREM 1
Proof: Similarly to Lemma 1 the terms of the sum in (6) can be bounded from above. We use again φ ml := | ν m , w π(l) | Since max π |ψ mm − φ mm | depends only on the channel directions h m , it is independent of the channel magnitude ĥ m 2 .
E H [r m (π, S, λ m h m ) − r m (π, S, λ m ν m )] ≤ 2 log 1 + P n t σ 2 E H max π |ψ mm − φ mm | .
Using the RA scheme and (6) yields the result.
