In this paper, we establish the curvature estimate of kconvex hypersurface satisfying the Weingarten curvature equation σ k (κ(X)) = f (X, ν(X)) for k n 2 , and discuss some applications. 1 2 J. CHU
Introduction
Let M ⊂ R n+1 be a closed hypersurface. In this paper we consider the following curvature equation in a general form:
where σ k is the k-th elementary symmetric function, κ(X) and ν(X) are principal curvatures and outer normal vector at X ∈ M . σ k (κ) (k = 1, 2, · · · , n) are the Weingarten curvatures of M . In particular, σ 1 (κ), σ 2 (κ) and σ 1 (κ) are the mean curvature, scalar curvature and Gauss curvature, respectively. The curvature equation (1.1) plays a significant role in geometry. Many important geometric problem can be transformed into (1.1) with a special form of f , including the Minkowski problem ( [28, 29, 30, 11] ), the problem of prescribing general Weingarten curvature on outer normals by Alexandrov ( [1, 19] ), the problem of prescribing curvature measures in convex geometry [2, 29, 21, 20] ) and the prescribing curvature problem considered in [3, 36, 9] .
The curvature equation (1.1) has been studied extensively. When k = 1, equation (1.1) is quasi-linear, so the curvature estimate follows from the classical theory of quasi-linear PDEs. When k = n, equation (1.1) is of Monge-Ampère type. The desired estimate was established by Caffarelli-Nirenberg-Spruck [7] . When 1 < k < n, if f is independent of ν, Caffarelli-Nirenberg-Spruck [9] established the curvature estimate; if f depends only on ν, the curvature estimate was proved by Guan-Guan [19] . In [23, 24] , Ivochkina studied the Dirichlet problem of equation (1.1) on domains in R n and obtained the curvature estimate under some additional assumptions on the dependence of f on ν. For the prescribing curvature measures problem, Guan-Lin-Ma [21] and Guan-Li-Li [20] proved the curvature estimate for f (X, ν) = X, ν f (X, ν).
Condition (2) : For any fixed unit vector ν,
Theorem 1.4. If k n 2 and positive function f ∈ C 2 (B r 2 \ B r 1 ) × S n satisfies Conditions (1) and (2) , then the equation (1.1) has a unique C 3,α star-shaped solution M in {r 1 |X| r 2 } for any α ∈ (0, 1).
Here a hypersurface is said to be star-shaped if it can be viewed as a radial graph of S n for some positive radial function.
The second application is to solve the prescribed k-curvature problem of the n-dimensional spacelike graphic hypersurface in the Minkowski space R n,1 . Here "spacelike" means the tangent space of hypersurface lies outside the light cone. A function is called spacelike if its graph defined by (x, u(x)) in R n,1 is spacelike. Theorem 1.5. Suppose that Ω is a bounded domain in R n with smooth boundary. Let φ ∈ C 4 (Ω) be a spacelike function and f ∈ C 2 (Ω × R × R n ) be a positive function with f u 0. We consider the following Dirichlet problem
where κ(x, u(x)) denotes the principal curvatures of the spacelike graphic hypersurface defined by (x, u(x)) in R n,1 . If k n 2 and this problem admits a subsulotion, then there exists a unique spacelike solution u in Γ k belonging to C 3,α (Ω) for any α ∈ (0, 1).
The prescribing curvature problem of the spacelike graphic hypersurface over bounded domain in the Minkowski space R n,1 has received considerable attention. proposed and solved the prescribed mean curvature problem (k = 1). Delanoë [13] solved the prescribed Gauss curvature problem (k = n). In [5, 6] , Bayard proposed the prescribing k-curvature problems for 2 k < n and studied them under some additional assumptions. The prescribed scalar curvature problem (k = 2) was solved by Urbas [38] . In [31, 32] , Ren-Wang solved the cases k = n − 1 and k = n − 2. Hypersurfaces with prescribed curvatures in Lorentzian manifolds has also been studied by Gerhardt [15, 16] and Schnürer [33] .
The third application is the C 2 estimate for the Dirichlet problem of the k-Hessian equation.
Theorem 1.6. Let u be a k-convex solution of the following Dirichlet problem
where Ω ⊂ R n is a bounded domain and f is a positive function defined on Ω × R × R n and φ is a function defined on Ω. If k n 2 , then there exists a constant C depending only on n, k, u C 1 (Ω) , f and Ω such that
When f is independent of Du, the C 2 estimate was studied by Caffarelli-Nirenberg-Spruck [8] , Li [27] , Guan [17] and Trudinger [37] etc. When k = n and f depends on Du , the C 2 estimate was established by Caffarelli-Nirenberg-Spruck [7] . For general k, Guan [18] 
The fourth application is the interior C 2 estimate for the Dirichlet problem of the k-Hessian equation.
Theorem 1.7. Let u be a k-convex solution of the following Dirichlet problem:
where β and C are constants depending only on n, k, u C 1 (Ω) , f and Ω.
When f is independent of Du, the interior C 2 estimate was first initiated by Pogorelov [30] for Monge-Ampère equation (k = n). In [12] We now discuss the proof of Theorem 1.1. Compared to the previous works in [22, 31, 32] , we take a different approach. To establish the curvature estimate, the main difficulty is how to deal with the third order terms. First, we apply the maximum principle to a quantity involving the largest principal curvature κ 1 , instead of the symmetric function of κ. This gives us some "good" third order terms. Second, we make use of concavity of the operator log σ k , instead of σ 1 k k and σ k σ l 1 k−l for l < k. Then more "good" third order terms appear when we differentiate the equation (1.1) twice. After some delicate calculation and estimates, the "good" third order terms are just barely enough to control the "bad" third order terms, and we obtain the desired estimate.
In this paper, we omit the proofs of Theorem 1.4, 1.5 and 1.6. In fact, we just need to consider the test function Q = log κ 1 + lower order terms or Q = log λ 1 (D 2 u) + lower order terms, where λ 1 (D 2 u) denotes the largest eigenvalue of D 2 u. Applying the similiar argument of Theorem 1.1 to deal with the third order terms, we obtain the curvature estimate or C 2 estimate. The remaining proofs are almost identical to that of [31, Corollary 3, Theorem 4, Theorem 5].
Preliminary
In [25] , Korevaar proved that the Gårding cone Γ k can be characterized as follows
(2.1) Some properties of the Gårding cone Γ k are listed below.
where θ is a positive constant depending only on k and n.
Proof. (1) is a corollary of (2.1). For (2), (3) and (4), We refer the reader to [12, p.1037 ] and [32, Lemma 10, Lemma 11] .
For convenience, we use the following notations:
For any point X 0 ∈ M , let {e i } n i=1 be a local orthonormal frame near X 0 such that at X 0 h ij = δ ij κ i , κ 1 κ 2 · · · κ n . Then at X 0 , we have (see e.g. [14, 34] )
where σ s (κ|i 1 · · · i r ) denotes s-th elementary symmetric function with κ i 1 = · · · = κ ir = 0.
3. Proof of Theorem 1.1
In this section, we give the proof of Theorem 1.1. First we define a function u by
By assumptions, there exists a uniform constant C such that
Let κ 1 be the largest principal curvature. From κ ∈ Γ k ⊂ Γ 1 , we see that the mean curvature is positive. To prove Theorem 1.1, it suffices to prove κ 1 is uniformly bounded from above. Without loss of generality, we may assume that the set Ω = {κ 1 > 0} is not empty. On Ω, we consider the following function Q = log κ 1 − Au, where A > 1 is a constant to be determined later. Note that Q is continuous on Ω, and goes to −∞ on ∂Ω. Hence Q achieves a maximum at a point X 0 with κ 1 (X 0 ) > 0. However, the function Q may be not smooth at X 0 when the eigenspace of κ 1 has dimension strictly larger than 1, i.e., κ 1 (X 0 ) = κ 2 (X 0 ). To deal with this case, we apply the standard perturbation argument. Let g be the first fundamental form of M and D be the corresponding Levi-Civita connection. We choose a local orthonormal frame {e i } n i=1 near X 0 such that D e i e j = 0, h ij = δ ij κ i , κ 1 κ 2 · · · κ n at X 0 .
Now we apply a perturbation argument. Near X 0 , we define a new tensor B by B(V 1 , V 2 ) = g(V 1 , V 2 ) − g(V 1 , e 1 )g(V 2 , e 1 ), for tangent vectors V 1 and V 2 . Let B ij = B(e i , e j ). It is clear that
We define the matrix byh ij = h ij − B ij , and denote its eigenvalues bỹ κ 1 κ 2 · · · κ n . It then follows that κ 1 κ 1 near X 0 and
Thusκ 1 >κ 2 at X 0 . We can now consider the perturbed quantityQ defined byQ = logκ 1 + Au, which still obtains a local maximum at X 0 . From now on, all the calculations will be carried out at X 0 . For any 1 i n, sinceκ 1 = κ 1 , we have
Before we prove Theorem 1.1, we list some well-known formulas which we will need later.
Guass formula :
Codazzi formula :
where R ijkl is the curvature tensor of M . We also have
In the following lemma, we estimate each term in (3.2) and obtain a lower bound of F iiQ ii .
Proof. First, let us recall the first and second derivatives ofκ 1 at X 0 (see e.g. [34] ):κ
We computẽ
where we usedκ 1 = κ 1 . Using the definition of tensor B and (D e i e j )(X 0 ) = 0, we see that B ij,k = 0, B 11,ii = 0 at X 0 , which impliesh
It then follows that
For the term F ii (logκ 1 ) ii in (3.2), using Codazzi formula, we compute
(3.5)
On the other hand, the curvature equation (1.1) can be written as
wheref = log f . Differentiating (3.7) twice, we obtain
Thanks to the concavity of F and Codazzi formula, we have
Hence,
Substituting this into (3.5),
(3.8)
By Guass formula, Weingarten equation and Codazzi formula, we see that
For the term −AF ii u ii in (3.2), we compute
where we used u 1 and (3.6). Differentiating (3.7), we obtain
Substituting this into (3.9), we have
Combining (3.2), (3.8) and (3.10), we obtain (3.4) and u k = h kk e k , X , for any k, we have h 11k κ 1 − Ah kk e k , X = 0.
Combining this with Codazzi formula, it is clear that 1
By Lemma 2.1 (2), we have
Lemma 3.2. For any δ ∈ (0, 1), we have
assuming without loss of generality that κ 1 Cδ −1 for some uniform constant C.
Proof. We define I = {i ∈ {2, · · · , n} | κ i = κ 1 }.
For i ∈ I, we have F ii = F 11 . Recalling thatκ i = κ i − 1, we see that 
as long as κ 1 δ −1 . On the other hand, using κ i < κ 1 and Lemma 2.1 (3), we have
Combining (3.12) and (3.13), we obtain
Then Lemma 3.2 follows from (3.11) and (3.14) .
Lemma 3.3. For any δ ∈ (0, 1), there exists a uniform constant C δ depending on δ such that if
This shows σ k (κ|1) > 0. Combining this with Lemma 2.1 (1), we obtain (κ|1) ∈ Γ k . By Lemma 2.1 (4), we obtain
If κ n 0, then κ i 0 for any i, so
On the other hand, by (3.16) and σ k (κ) = f , we have
From (3.17) and (3.18) , we obtain κ 1 C δ . Next we assume without loss of generality that κ n < 0. Since (κ|1) ∈ Γ k , we have σ k−1 (κ|1n) > 0. Thus (3.16) implies
so σ k (κ|1n) > 0. Combining this with (κ|1) ∈ Γ k and Lemma 2.1 (1), we obtain (κ|1n) ∈ Γ k . If κ n−1 0, then κ i 0 for any 1 i n − 1, so
which implies κ k+1 C δ κ 1 . Combining this with (3.18), we get κ 1 C δ . We may assume that κ n−1 < 0. Since (κ|1n) ∈ Γ k , we have σ k−1 (κ|1 n − 1 n) > 0, so κ 1 · · · κ k δ −1 σ k (κ|1n) δ −1 σ k (κ|1 n − 1 n). Repeating the above argument, we obtain κ 1 C δ or κ 1 · · · κ k δ −1 σ k (κ|1 k + 2 · · · n).
In the latter case, it is clear that
which implies κ k+1 C δ κ 1 . Combining this with (3.18), we obtain κ 1 C δ . Now we are in a position to prove Theorem 1.1.
Proof of Theorem 1.1. By Lemma 3.3, we assume without loss of generality that
Combining this with Lemma 3.1 and 3.2, we have
Using (3.1), (3.4) and u i = h ii e i , X , we see that
It then follows that 0 (A − C 0 − C 0 δA 2 )F ii h 2 ii − C 0 A, for some uniform constant C 0 . Choosing A = 2C 0 + 1 and δ = 1 A 2 , we have 0 F ii h 2 ii − C F 11 κ 2 1 − C. Thanks to Lemma 2.1 (2), we obtain κ 1 C, as required.
Remark 3.4. In the proof of Theorem 1.1, the assumption k n 2 is only used in the proof of Lemma 3.3. If M is (k + 1)-convex, then κ ∈ Γ k+1 . By [26, Lemma 7] , we have κ i −C for some uniform constant, which implies κ 1 −κ i 2κ 1 + 1. Thus Lemma 3.3 can be proved by the same argument.
Proof of Theorem 1.5
In this section, we give the proof of Theorem 1.5. Since it is very similar to that of Theorem 1.1, we only give a sketch here.
Proof of Theorem 1.5. For convenience, we denote the eigenvalues of D 2 u by λ 1 λ 2 · · · λ n . We consider the following quantity
where A, β > 1 are constants to be determined later. Let x 0 be the maximum point of Q. Without loss of generality, we assume that Q is smooth at x 0 , i.e., λ 1 > λ 2 at x 0 . Otherwise, we apply the perturbation argument as in Section 3. Near x 0 , we choose the coordinate system such that
By the similar calculation of Lemma 3.1, at x 0 , we have
(4.1)
The proof splits into two cases:
In this case, applying the same argument of Theorem 1.1, we have
assuming without loss of generality that λ 1 C δ . Combining this with (4.1), we obtain
Using Q i (x 0 ) = 0, it is clear that On the other hand, we have
Substituting (4.4) and (4.5) into (4.2), we obtain
for some uniform constant C 0 . Choosing A = 2C 0 + 1, β = 2A 2 and δ = 1 A 2 , we obtain
Recalling that λ n < − λ 1 2 and F ii F nn for any i, it is clear that
This shows (−u) β λ 1 C, as required.
Case 2: λ n − 1 2 λ 1 .
In this case, for any i, we have
Combining this and the argument of Lemma 3.2, we get
Thanks to Lemma 3.3, we may assume that − F 
Substituting (4.7) and (4.8) into (4.6), we have
Choosing A = 2C 0 + 2, β = 2A 2 and δ = 1 A 2 , we obtain 0 F 11 u 2 11 − CF 11
which implies (−u) β λ 1 C, as required.
