Video-based eye tracking relies on locating pupil center to measure gaze positions. Although widely used, the technique is known to generate spurious gaze position shifts up to several degrees in visual angle because pupil centration can change without eye movement during pupil constriction or dilation. Since pupil size can fluctuate markedly from moment to moment, reflecting arousal state and cognitive processing during human behavioral and neuroimaging experiments, the pupil size artifact is prevalent and thus weakens the quality of the video-based eye tracking measurements reliant on small fixational eye movements. Moreover, the artifact may lead to erroneous conclusions if the spurious signal is taken as an actual eye movement. Here, we measured pupil size and gaze position from 23 human observers performing a fixation task and examined the relationship between these two measures. Results disclosed that the pupils contracted as fixation was prolonged, at both small (<16 s) and large ($4 min) time scales, and these pupil contractions were accompanied by systematic errors in gaze position estimation, in both the ellipse and the centroid methods of pupil tracking. When pupil size was regressed out, the accuracy and reliability of gaze position measurements were substantially improved, enabling differentiation of 0.1°difference in eye position. We confirmed the presence of systematic changes in pupil size, again at both small and large scales, and its tight relationship with gaze position estimates when observers were engaged in a demanding visual discrimination task.
Introduction
Video-based eye trackers estimate gaze positions by inferring the center of the pupil from sampled video images of the eye (Merchant, Morrissette, & Porterfield, 1974; Young & Sheena, 1975) . Because they are noninvasive, easy to use, and robust, particularly compared to the alternative method relying on magnetic search coils (Collewijn, van der Mark, & Jansen, 1975; Robinson, 1963) , video-based eye trackers are widely used for monitoring eye movements and for enforcing strict fixation in behavioral and neuroimaging experiments on humans. Despite its merits and popularity, however, this technique has a potentially serious drawback: it can generate spurious eye movement signals up to several degrees in visual angle (Drewes, Masson, & Montagnini, 2012; Ivanov & Blanche, 2011; Kimmel, Mammo, & Newsome, 2012; Wyatt, 2010) mainly because pupil centration changes as pupil size changes (Charlier, Behague, & Buquet, 1994; Walsh, 1988; Wildenmann & Schaeffel, 2013; Wilson, Campbell, & Simonet, 1992; Wyatt, 1995; Yang, Thompson, & Burns, 2002) . Although this drawback was recognized by the inventors themselves when they first described the video-based eye tracking method (p. 314 of Merchant, Morrissette, & Porterfield, 1974) , relatively little attention was paid to the problem until very recently, when it was highlighted in a series of papers by Wyatt (1995 Wyatt ( , 2010 .
Recent studies have characterized the basic relationship between pupil size and gaze position measurements by explicitly evoking changes in pupil size by variations in light intensity (Drewes, Masson, & Montagnini, 2012; Ivanov & Blanche, 2011; Kimmel, Mammo, & Newsome, 2012; Wyatt, 2010) , a reasonable strategy since the pupillary reflex is highly predictable with minimal variation across individual observers. But these studies capture only part of the problem arising from pupil size changes, for modulations in pupil size can also arise from endogenous factors, including arousal (Bradshaw, 1967; Henson & Emuh, 2010; Hess & Polt, 1960) and task-related cognitive demands (de Gee, Knapen, & Donner, 2014; Hess & Polt, 1964; Kahneman & Beatty, 1966; Nassar et al., 2012) , that are bound to occur in studies using even simple tasks. Thus, it is important to learn the relationship between pupil size and gaze position measurements under situations where endogenous factors may be influencing pupil size dynamics and, hence, measurements of gaze control. This motivated the current study, which aims to characterize endogenously driven changes in pupil size and to examine the relationship of those changes with video-based gaze position measurements from a relatively large sample of observers while they performed two different tasks each with its own unique demands. Part of the results have been published previously elsewhere (Choe, Blake, & Lee, 2014) .
Materials and methods

Observers
A total of 23 paid volunteers (11 females, 12 males; aged 18-36 years), who were recruited by online posting, all participated in both Experiment 1 (Section 2.3) and Experiment 2 (Section 2.8) in this study after giving informed consent, in accordance with the guidelines and approval of the Institutional Review Board at Seoul National University. None of the participants reported any history of reading problems or symptoms of abnormal vision. All participants were naïve to the purpose of the study.
Apparatus and eye tracking setup
Stimuli were presented in a dimly lit room on a gamma-linearized 22-inch CRT monitor (Totoku CV921X CRT monitor) operating at vertical refresh rate of 180 Hz and a spatial resolution of 800 Â 600 pixels. Stimuli were generated using MATLAB (MathWorks) in conjunction with MGL (http://justingardner.net/mgl) on a Macintosh computer. Observers viewed the monitor at a distance of 90 cm while their binocular eye positions were sampled at 500 Hz by an infrared eye tracker (EyeLink 1000 Desktop Mount, SR Research; instrument noise, 0.01°RMS; Fig. 1A ). The LED illuminator and camera (broken-line boxes in Fig. 1A ) were positioned side by side, at a distance of 65 cm from the observer (broken line with arrow ends in Fig. 1A ), and angled toward the observer's face to insure that infrared light illuminated both eyes and was being reflected from both eyes and imaged on the camera sensor.
An observer sat on a height-adjustable chair with his/her head supported by a forehead and chin rest (HeadSpot, UHCOTech), which were, together with the monitor, mounted on a heightadjustable table (Fig. 1B) . To minimize body and head movements that compromise the quality of eye tracking measurements, the following procedure was applied. First, an observer was given enough time to find a comfortable arrangement of the chair, table, forehead, and chin rest by adjusting the heights of those devices.
Second, the lower part of the head was harnessed by wrapping a memory-foam cushion around the neck such that the cushion's ends were tightly secured to the head post and the sides of the chin. Third, the upper and middle part of the head was constrained by fastening a wide buckled cotton strap over the forehead, the head post, and the lower back of the head. To mitigate discomfort associated with tight head fixation, baby-proofing cushion tapes were attached on the contact surfaces of the chin-rest.
The eye tracker was calibrated using the built-in five point calibration routine (HV5), not only at the beginning of each daily session but also whenever the observer was disengaged from a previously calibrated head positioning setup. During a session, the observer was allowed to take as many breaks as desired, disengaging from the eye tracking setup and moisturizing the eyes using disposable artificial tears as needed. Eye tracking signals were acquired in a 'pupil-corneal reflection (P-CR)' mode, and the pupil center was estimated using the ellipsoid fitting method, which is known to be robust to pupil occlusion by the eyelids. To check the possibility that the relationship between pupil size and gaze position is dependent on pupil tracking methods, we also collected data using the centroid method, an alternative method of pupil center estimation. The results using the ellipsoid and centroid methods did not differ (see Appendix A for details).
Experiment 1: visually guided saccade task
Observers performed a visually guided saccade task (Tse, Baumgartner, & Greenlee, 2010) by fixating their gaze on a target that appeared at three different positions on the monitor. An experimental run consisted of two alternating blocks of eye tracking measurements. In 'prolonged-fixation (PR)' blocks, a central gray (30 cd/m 2 ) dot (0.12°in diameter) was presented as a fixation target (FT) for 16 s against dark (3 cd/m 2 ) background. In 'shortlived fixation (SL)' blocks, which lasted for 31 s, the position of the FT was updated at 1 Hz, appearing either in the left (À0.12°) or in the right (+0.12°) side of the center of the monitor. The position of the FT was determined by an m-sequence (31 trials with base of 2 and power of 5), making location order unpredictable over time with zero autocorrelation. Every run started and ended with a PR block, and contained 5 SL blocks, resulting in a total of 251 s (16 s Â 6 PR blocks plus 31 s Â 5 SL blocks) for one single run. Each observer performed a single run.
Preprocessing of eye tracking data
The EyeLink system estimates gaze position and pupil area using built-in proprietary software and provides those estimates to end users in a digitized format called 'EDF.' In this file format gaze position estimates are in units of pixels of the stimulus monitor, and pupil area estimates are in arbitrary units. Although it was possible to use raw camera output, these EDF-format data were used because the heuristic filter adopted by the proprietary software is known to be superior to any other known algorithms in suppressing noise in video-based eye tracking data (Kimmel, Mammo, & Newsome, 2012 ) and because we wanted end users to readily apply the data preprocessing and analysis procedures proposed in the current study to their native, ''out-of-the-box'' data. The EDF files were imported to MATLAB using an open source script (https://github.com/iandol/opticka/blob/master/communication/edfmex.m) and analyzed using the custom MATLAB scripts. Here, we only focused on the horizontal gaze estimation data for further analyses because the vertical gaze measurements were much noisier; the SDs of raw gaze measurement from Experiment 1 were 0.53 ± 0.24°(mean ± SD across observers) and 0.43 ± 0.18°f or the horizontal measurements from the left and right eyes, respectively, and 0.85 ± 0.64°and 0.75 ± 0.48°for the vertical measurements from the left and right eyes, respectively. Vertical gaze measurements become unreliable in video-based eye trackers when the upper eyelid occludes a significant portion of pupil margin, making the elliptical description of the margin unreliable. This depends on eyelid anatomy, lid posture, and pupil diameter of individual observers.
Because pupil information is unavailable during eye blinks, video-based gaze position measurements can be contaminated by eye blinks. Thus, eye blinks and associated time-series of gaze measurements were identified and excluded from subsequent analyses. As in previous studies (Otero-Millan, Macknik, & Martinez-Conde, 2012; Troncoso, Macknik, & Martinez-Conde, 2008) , eye blinks were judged to occur if any of the following three conditions was met: (i) pupil data were missing for either eye; (ii) pupil area measurements fluctuated abruptly with unrealistically large amplitudes (>50 units per sample); (iii) gaze position measurements deviated substantially (>10°) from the screen center. Then, the data acquired immediately before and after (±200 ms) were likely to be contaminated by eye blinks, hence were removed and replaced with Not-a-Number (NaN) values. The blink-confounded samples comprised 8.5 ± 7.2% (mean ± SD across observers) of the total data for Experiment 1 and 10.8 ± 9.1% for Experiment 2.
The blink-free samples of gaze position and pupil area were then scaled and normalized in a way that allowed them to be merged or compared across runs or observers. Gaze position values were converted to units of visual angle and were re-centered to their median value in a given measurement run (subtractive normalization) based on the assumption that observers' fixation positions are centered around the FT in a given run. These blink-free, scaled-in-visual-angle, normalized-to-the-median gaze position samples will be referred to as GP hereafter. Pupil area values, which were originally provided in arbitrary units (mean ± SD across observers; 2629 ± 910 (left eye) and 2408 ± 871 (right eye) for Experiment 1; 2231 ± 579 (left eye) and 2044 ± 606 (right eye) for Experiment 2), were converted to units of 'percent change from the mean' to control for individual differences in absolute pupil size. These blink-free, normalized pupil area values will be referred to as PA hereafter. Note that the eye-averaged GP and PA values are used throughout the Section 3, unless otherwise specified.
Correction of GP for pupil size-associated estimation errors
In video-based methods of gaze position estimation, changes in pupil size are known to engender systematic estimation errors (Drewes, Masson, & Montagnini, 2012; Ivanov & Blanche, 2011; Kimmel, Mammo, & Newsome, 2012; Wyatt, 2010) . These pupil size-associated estimation errors were confirmed in our own data (Results) and regressed out from the original GP time-series using a simple second order polynomial:
where a gaze position corrected for pupil size-associated estimation errors (GP corr ) is modeled as a subtraction of a second order polynomial of PA from an original uncorrected GP value, and a, b and c are the best fitting parameters that minimize the squared errors between the two sides of the equation. Note that a similar method has been presented in an abstract form (Ivanov & Blanche, 2011) . The correction for pupil size was done separately for the two eyes and for each observer because the exact relationship between gaze estimation errors and PA is likely to differ between the eyes and individuals due to differences in multiple factors including eye geometry, eyelid position, and the magnitude of pupil decentration (Wyatt, 1995 (Wyatt, , 2010 ).
Accuracy and precision analysis
The uncorrected and corrected GP estimates during the visually guided saccade task were compared, respectively, by evaluating how similar their means were to true FT positions ('accuracy') and how similar individual estimates were to each other under the same fixation condition ('precision'). The terms of 'accuracy' and 'precision' were adopted to characterize two orthogonal qualities of estimation as in recent eye tracking studies (Kimmel, Mammo, & Newsome, 2012; Otero-Millan et al., 2014; Reingold, 2014) . Note that, in this context, 'precision' means the same as 'repeatability' or 'reliability'. To exclude the samples during saccades in computing accuracy and precision, and to make the data in the PR and SL blocks comparable, specific portions, not the entire parts, of the original GP time-series were extracted and down-sampled in the following procedure. We first divided the original timeseries of GP at 500-Hz sampling frequency into discrete 1-s bins (thus 500 samples for each bin), between which the FT could have shifted to a new location thus triggered a fixational saccade toward that location (Section 2.3), and then took only the central one third (blink-free samples between 0.333 s and 0.667 s) portion of each of those 1-s bins. Next, for each bin, the samples within the central portion were averaged, resulting in three down-sampled (1 Hz) sets of GPs (dsGPs), one for each of the three FT positions (À0.12°, 0°, and +0.12°). When more than 30 samples within its central portion of any given bin were confounded with eye blinks, the dsGPs in that bin was judged unreliable and discarded from the accuracy and precision analysis. The fractions of the discarded, eye blink-contaminated samples were 4.6 ± 5.7% (mean ± SD across observers), 4.5 ± 6.5% and 5.3 ± 5.5% of the dsGP samples toward À0.12°, 0°, and +0.12°FTs, respectively. In addition, the dsGPs in the initial PR block were discarded to match the number of trials between the three fixation conditions. For each observer, a mean and a standard deviation were computed separately for the three sets of valid dsGPs, each corresponding to one of the three fixation conditions, respectively. A deviation of a mean dsGP from its true FT position was used as an error metric for estimation accuracy, whereas a standard deviation itself directly served as an error metric for estimation precision.
Statistical power analysis
To quantify the benefit from correcting gaze estimates for pupil size in an experimental setting, the statistical powers of the uncorrected and corrected GPs were inferred, respectively, and compared by counting how many observations were required to reliably resolve a small difference in fixation position via Monte Carlo simulation. In the simulation, it was assumed that twenty measurements are collected, respectively for two fixation positions separated only by 0.1°in a single experimental session. Those two sets of twenty measurements were acquired independently by randomly sampling twenty values from two Gaussian distributions whose means differed by 0.1°but whose standard deviations were identical. Two different standard deviation values, one reflecting the level of precision for the uncorrected GPs and the other for the corrected GPs, were determined by taking the quadratic means (root mean of the squares) of all observers' SDs of uncorrected and corrected dsGPs, respectively, which were pooled across three sets of dsGPs by weighted averaging. Simulations were carried out by varying the number of experimental sessions from 6 to 60. For a given number of sessions, 50,000 bootstrap sample observations were generated and examined using a paired t test with p value set to 0.01. The statistical power was assessed by how quickly the percentage of the bootstrap sample experiments with significant p values increased as a function of session numbers.
Experiment 2: visual discrimination task
All 23 observers, after performing the visually guided saccade task (Experiment 1), participated in a visual discrimination task using the same setup without taking any long breaks. Hence, the apparatus and the procedures for data preprocessing and correction for pupil size were identical to those in Experiment 1. Unlike in Experiment 1, however, observers were instructed to maintain their gaze steadily on the central FT throughout an entire run while performing a fine ring-size classification task. On each trial, observers viewed one of three different-sized rings (small, medium, and large) centered on the FT and classified the ring as either 'small' or 'large' within 1.5 s after stimulus onset. The rings were briefly presented (0.3 s), thin (full-width at half-maximum of a Gaussian envelope, 0.17°), white (30 cd/m 2 ), dashed (radial frequency, 32 cycles/360°) and counter-phase flickered at 10 Hz. The radius of the medium-size ring was fixed at 2.84°, and the radii of the large-and small-sized rings were determined by incrementing and decrementing, respectively, the radii of those circles by very small amounts around the mean value of 2.84°; those increments and decrements were calibrated for individual observers such that classification performance was at a threshold level for all observers (81.0 ± 5.4% correct; mean ± SD across observers); for no observer did those small and large radii values exceed 2.74°and 2.94°, respectively. Observers were forewarned of an upcoming presentation of the ring at 2.2 s before its onset by a small but visible increase in the FT size (from 0.12°to 0.18°in diameter). One 356.4 s experimental run consisted of 27 trials, the order of which were determined by an m-sequence (base = 3, power = 3; an additional medium-ring trial was added at the start of a run). Each observer completed a total of 162 trials over six 356.4 s experimental runs.
Microsaccade analysis
Microsaccades were defined as horizontal gaze measurements from both eyes that met the following criteria adopted based on previous studies (Engbert & Kliegl, 2003; Engbert & Mergenthaler, 2006) : median velocity threshold, k = 6; minimum duration of 6 ms; minimum intersaccadic interval of 20 ms; maximum amplitude of 2°.
Results
Experiment 1: pupil size variation and gaze position estimates during fixation
Experiment 1 assessed the impact of variations in pupil size on the quality of video-based gaze position signals during sustained fixation. Observers were instructed to maintain strict fixation on a 0.12°diameter FT (denoted schematically by the thick black bar on the right of Fig. 2A ) that either remained in the center of the monitor screen (0°) for 16 s (labeled 'PR' in Fig. 2A ) or jumped unpredictably between two lateral (±0.12°) positions during a 31 s period of time (labeled 'SL' in Fig. 2A) ; throughout the entire 251 s experimental run, pupil size and gaze positions were measured binocularly (black and gray curves, respectively, in Fig. 2B ) at 500 Hz. Unlike previous studies, where the pupil size was forced to vary by manipulating the intensity of light (Drewes, Masson, & Montagnini, 2012; Kimmel, Mammo, & Newsome, 2012; Wyatt, 2010) , we performed the experiment under constant luminance so as to monitor natural pupil behavior occurring while human observers simply maintain fixation. We specifically wondered whether pupil size would vary over time differently in the PR and the SL conditions because those two conditions differ in the level of arousal or vigilance that are known to endogenously affect pupil dilation (Bradshaw, 1967; Henson & Emuh, 2010; Hess & Polt, 1960) . We also wanted to learn whether pupillary responses to those endogenous factors, unlike responses to changes in light intensity, might differ substantially across individuals. This was indeed the case, thereby allowing us to capitalize on these individual differences in pupil behavior for our analysis of related variations in inferred gaze position.
Unlike natural viewing conditions, wherein about three saccades occur every second typically toward visually salient features (Ibbotson & Krekelberg, 2011) , observers in our experiment had to gaze continuously on the same, small FT appearing within a limited (0.24°) region of the visual field for a long time (251 s). During this extended period of fixation, observers' PA decreased steadily and substantially (black curve in Fig. 2C ) with time. To quantify the rate of reduction in PA over time, we calculated for each observer the linear trend slope of the PA time-course during the 251 s run (which comprised multiple PR and SL epochs). The slopes of the regression lines (horizontal axis in Fig. 2D ; À6.9 ± 9.1 %/min, mean ± SD across observers) deviated significantly from zero in the negative direction (t test across observers, p = 0.002). Likewise, the PA significantly decreased during the periods of prolonged fixation, during which the FT stayed at the center (black curve in Fig. 2E ). During the SL condition (0-31 s from SL fixation onset), compared to the PR condition (31-47 s), observers were more likely to be alert because the FT shifted position unpredictably (Section 2.3). Conforming to this reasoning, the pupil was more enlarged (paired t test across observers, p = 0.0004) during the SL condition (filled circle in Fig. 2E ) than during the PR condition (open circle in Fig. 2E ). In summary, the pupils dilated when saccades had to be made frequently, and contracted steadily as fixation was prolonged at both small (zoomed in, <16 s) and large (zoomed out, $4 min) time scales.
As reported by previous studies (Drewes, Masson, & Montagnini, 2012; Kimmel, Mammo, & Newsome, 2012; Merchant, Morrissette, & Porterfield, 1974; Wyatt, 2010) , these pupillary responses were accompanied by systematic errors in gaze estimation. In our study, we had no pupil-independent reference signals to compare directly against video-based gaze measurements (e.g., gaze measurements from scleral search coils). But we did see clear evidence for this pupil size artifact in the inter-observer correlation between PA and GP, which was significantly high at both large and small time scales. At the large time scale, the rates of changes in PA and in GP over the entire (251 s) run were significantly correlated across observers ( Fig. 2D ; Pearson's r = À0.76, p < 0.0001): observers exhibiting larger pupillary contraction tended to show greater shifts in gaze position signal. At the small time scale, the averaged amounts of pupil contraction during the PR periods (16 s), which were computed against the average pupil size during the SL periods (Fig. 2E) , were also significantly correlated with the amounts of deviation in GPs during the PR periods ( Fig. 2F; Pearson's r = À0.73, p = 0.0001). Note that the amounts of gaze shift associated with unit pupil size change were similar between the large (À0.0178°/%; Fig. 2D ) and small (À0.0175°/%; Fig. 2F ) time scales, indicating a scale-invariant relationship between pupil size and gaze position measurements. 
Correction of gaze position measurements for pupil size artifact
Having confirmed the inter-observer correlation between PA and GP, we further inspected the relationship between the two measurements within single eyes of each of the observers, in an attempt to correct GP measurements for the errors confounded with pupil size.
Consistent with Wyatt (2010) , the degree of PA-GP correlation varied greatly across observers and between eyes in a given individual as well. Consider, for example, the two observers S21 and S01, who showed rather different results (Fig. 3A) . In S21, the 1 Hz down-sampled values (see Section 2.6 and Fig. 2B for the down-sampling procedure) of PA and GP showed high negative correlations in both of the eyes, but substantially higher in the left eye (Pearson's r = À0.86; upper left panel in Fig. 3A ) than in the right eye (Pearson's r = À0.38; upper right panel in Fig. 3A ). In contrast, S01 showed small degrees of PA-GP correlation in both of the eyes (Pearson's r = 0.11 and À0.17 for the left and right eye, respectively; bottom panels in Fig. 3A) . When inspected across all observers, the PA-GP correlation values (Fig. 3B ) ranged from À0.96 to 0.11 in the left eye (À0.58 ± 0.32; mean ± SD across observers) and from À0.92 to 0.71 in the right eye (À0.27 ± 0.39), indicating large degrees of idiosyncrasy for both of the eyes. In addition, the PA-GP correlation values seemed independent between the eyes, as evidenced by the low, statistically non-significant correlation between-eyes (Pearson's r = 0.02, p = 0.92). Overall, the PA and GP were more strongly correlated in the left eye than in the right eye (paired t test across observers, p = 0.006).
Given the eye difference and large idiosyncrasy in the PA-GP relationship, the correction for the pupil size artifact was done separately for the two eyes and for individual observers by regressing out PA-associated errors from the GP measurements (Section 2.5). Because there were non-negligible components in the PA-GP relationship that cannot be captured by a simple linear regression (solid lines in Fig. 3A) , the second order polynomials (dashed curves in Fig. 3A ) were used to explain the variations in GP by the PA regressor, as done by Wyatt (2010) . The second order regressor accounted for 48.6 ± 28.9% and 28.7 ± 26.2% of the total variance of the left-and right-eye GPs (large open and filled circles, respectively, in Fig. 3C ). In line with the results from the linear correlation analysis, the amount of the variance of GP that could be explained by the second order regressor of PA varied greatly across observers, ranging from 0.02% to 95.4% in the left eye and from 1.0% to 87.1% in the right eye, in a manner dependent on the variance of PA (Pearson's r = 0.56, p = 0.0001; across observers, for both eyes). Note, however, that despite the large inter-ocular difference in the explained variance of GP by the PA regressor (ANOVA p = 0.02, F 1,44 = 5.97), the variance in PA itself did not differ significantly between the eyes (ANOVA p = 0.77, F 1,44 = 0.09). This indicates that the inter-ocular difference in PA-GP relationship could not be attributed to the inter-ocular difference in PA variance. The potential origins of this inter-ocular difference in PA-GP relationship will be discussed in Section 4 (Discussion).
The extraction of the GP component associated with PA significantly enhanced both the accuracy and the precision of the remaining GP signal. The signal enhancement was pronounced in the observers with high correlations between GP and PA. In the observer S21, for example, the GPs appeared to drift rightward gradually over time by a large amount (0.16°/min) before correction (gray curve in the left panel of Fig. 4A ), resulting in a large deviation (0.13°) from the FT position during the PR fixation period (gray circle at the center in the Accuracy panel of Fig. 4A ; recall Fig. 2E and F) and large standard deviations during both the PR and SL fixation period (gray bars in the Precision panel of Fig. 4A ). This gradual drift largely disappeared after correction (black curve in the left panel of Fig. 4A) . Consequently, the correction improved the accuracy of GPs during the PR period (dsGP deviation = 0.02°) without compromising the GPs during the SL periods (black circles in the Accuracy panel of Fig. 4A ) and enhanced the precision of GPs nonspecifically in both the PR and SL periods (black bars in the Precision panel of Fig. 4A ). In addition, the correction did not hamper the quality of GP measurements in terms of either accuracy or precision for the individuals who showed weak PA-GP correlations (e.g. S01; Fig. 4B ).
The effects of the correction procedure, as exemplified in these two observers, are summarized in Fig. 4C and D. When pooled across observers, the correction improved the accuracy of the GP measurements by decreasing the deviations in the PR condition (circles in Fig. 4C ) from 0.10 ± 0.12°(horizontal axis; mean ± SD across observers) to 0.02 ± 0.05°(vertical axis) and by keeping the deviations in the SL condition (triangles) small, where the uncorrected GPs were already quite accurate before correction (dsGP deviation = 0.01 ± 0.06°and À0.01 ± 0.07°for the À0.12°a nd +0.12°FTs, respectively). On the other hand, the improvement in precision was ubiquitous: it was observed in all of the three FT positions from almost all of the twenty-three observers (Fig. 4D) . The SDs of dsGPs at the left (À0.12°), middle (0°) and right (+0.12°) FTs were 0.33 ± 0.15°(mean ± SD across observers), 0.35 ± 0.18°, and 0.34 ± 0.16°, respectively, before correction and decreased to 0.20 ± 0.09°, 0.20 ± 0.07°, and 0.21 ± 0.08°, respectively, after correction. When pooled across the three FT positions, the correction reduced the SDs of GPs by 31.6 ± 24.1% (mean ± SD across observers). To quantify the benefits of this reduction in SDs in practical situations, we computed how many sessions (or observers) would be required to achieve the statistical power of resolving the 0.1°difference in gaze position. The computer simulations based on the pooled SD values of the GPs before and after correction (see Section 2.7 for the detailed procedure) indicated that the corrected GPs can resolve the 0.1°difference in FT position using only the half of the number of sessions required for the uncorrected GPs (Fig. 4E) .
It is worth mentioning that the correction procedure not only improved the accuracy and precision of the GP measurements but also diminished the inter-observer and between-condition differences in both accuracy and precision, as evidenced by the reduced standard error values across observers (see the lengths of the horizontal and vertical error bars in Fig. 4C and D) and by the reduced differences in the mean values among the three FT conditions (see the distances among the filled symbols along the horizontal and vertical axes in Fig. 4C and D) . We also checked whether the PA-GP relationship differed between during pupillary constriction and during pupillary dilation, for such behavior has been reported in conditions where pupillary responses are evoked by large changes in stimulus luminance (Wyatt, 2010) . In our measurements, which did not involve stimulus evoked changes in pupil size, the differences in PA-GP relationship between during constriction and during dilation was too weak to contribute anything to the correction procedure (see Appendix B for details).
In summary, when corrected by the second order regressor of PA separately for each eye of individual observers, the accuracy and precision of the GP measurements were enhanced and became similar between the fixation conditions and across the observers.
Experiment 2: PA-GP relationship during a visual decision-making task
In Experiment 1, we learned that the pupil-confounded errors in gaze position signal were pronounced, particularly when observers were required to maintain prolonged fixation at the same spatial location. This, of course, is a common requirement in many visual psychophysical experiments when observers are engaged in a task. Therefore, in Experiment 2, we further investigated the nature of those errors in a situation in which observers' pupillary system is likely to be affected by a more complicated combinations of factors including both stimulus-driven ones (Alpern, McCready, & Barr, 1963; Ellis, 1981) and task-driven ones (de Gee, Knapen, & Donner, 2014; Hess & Polt, 1964; Kahneman & Beatty, 1966; Nassar et al., 2012) . In Experiment 2, observers not only tried to maintain fixation at a single position, as they did during the PR period in Experiment 1, but also made difficult visual decisions based on briefly flashed stimuli each requiring an immediate response throughout an entire run of 27 trials interspersed over 356.4 s (Section 2.8). On each trial observers viewed a ring stimulus that appeared briefly (300 ms) around the central FT and classified its size into 'large' or 'small' by making a button press within 1.5 s from the stimulus onset (Fig. 5A) . The observers participated in this discrimination immediately following Experiment 1, and their two eyes were monitored in the same manner (Fig. 5B ) throughout six experimental runs.
As in Experiment 1, the size of the pupil gradually decreased over the large time scale comprising an entire block of trials (black curves in Fig. 5B ). The rate of reduction in PA over time (À4.4 ± 6.6%/min, mean ± SD across observers and runs) was significantly smaller than zero (t test across observers and runs, p < 0.0001). In contrast, the trial-locked time-course of pupil size at a small time scale (black curve in Fig. 5C ) waxed and waned during the relatively short duration of a trial and contracted slowly between trials.
Although the changes in pupil size were more complex than those in Experiment 1, the relationship between PA and GP was quite similar to that found in Experiment 1 at both the small (13.2 s) and large ($6 min) time scales. At the large time scale, there was a significant inter-observer correlation in the rate of changes during the entire run between PA and GP (Pearson's r = À0.83, p < 0.0001; recall Fig. 2D) . Also, at the small time scale, the averaged trial-locked time-course of PA was almost the inverse of that of GP, mirroring all the major peaks and troughs of fluctuation (Fig. 5C ). The similarity in PA-GP relationship between the two experiments could also be confirmed by the following direct comparisons. First, the PA-GP correlation values from Experiment 2 (Pearson's r = À0.67 ± 0.28 and À0.30 ± 0.42 for the left and right eye, respectively; mean ± SD across observers and runs) were comparable to those from Experiment 1 (ANOVA p = 0.15 and 0.68, F 1,159 = 2.12 and 0.18; for the left and right eye, respectively). Second, the PA-GP correlation values were themselves significantly correlated over individuals between the two experiments ( Fig. 5D ; Pearson's r = 0.76 and 0.57, for the left and right eye, respectively; p < 0.0001 for both eyes), indicating that the PA-GP correlation values in the two experiments were consistent within given individuals. Lastly, as in Experiment 1, the PA-GP correlation was higher in the left eye than in the right eye (paired t test across observers and runs, p < 0.0001).
Having confirmed the relationship between PA and GP, we applied the same correction procedure to the GP measurements, separately for different eyes, for individual observers, and for individual runs. The consequences of correction for the PA-confounded errors were replicated. The variances of GP that could be accounted for by the PA regressor (55.8 ± 28.3% and 33.1 ± 26.4%, for the left and right eye, respectively; mean ± SD across observers and runs) were comparable to those derived from the result of Experiment 1 (ANOVA p = 0.26 and 0.46, F 1,159 = 1.27 and 0.54, for the left and right eye, respectively). The correction procedure removed the systematic deviations of the uncorrected GPs (Fig. 5E) , the magnitude of which was larger than the size of FT (denoted schematically by the thick black bar on the right), and enhanced the precision of the GP measurements as illustrated by the reduced variability across trials and runs (as indicated by reduced standard error regions of the black curve).
The observers in Experiment 2 were instructed to maintain their gaze always at the small fixation target, and thus were likely to generate involuntary fixational (''miniature'') eye movements, i.e., microsaccades (see Martinez-Conde, Macknik, & Hubel, 2004 for review), which may reflect cognitive processes such as shifts of attention (Engbert & Kliegl, 2003; Hafed & Clark, 2002; Hafed, Lovejoy, & Krauzlis, 2011; Yuval-Greenberg, Merriam, & Heeger, 2014) and changes in perception (Hafed, 2013; Hsieh & Tse, 2009; Laubrock, Engbert, & Kliegl, 2008; Otero-Millan, Macknik, & Martinez-Conde, 2012) . To ensure that the correction procedure does not interfere with detecting microsaccades, we compared the number of microsaccades that occurred before and after correction. When pooled across all observers and runs, a total of 72,300 and 71,543 microsaccades were detected (Section 2.9) in the uncorrected and corrected GPs ($1% difference), respectively, indicating a negligible influence of the correction procedure on microsaccade detection. This is not surprising, given the large difference in time scale between the events comprising microsaccades (<50 ms) and pupillary responses (>1 s).
Discussion
Pupil size varies in response to fluctuations in stimulus luminance (Alpern, McCready, & Barr, 1963; Ellis, 1981) , but other factors can impact pupil size including arousal level (Bradshaw, 1967; Henson & Emuh, 2010; Hess & Polt, 1960) and task-related cognitive demands (de Gee, Knapen, & Donner, 2014; Hess & Polt, 1964; Kahneman & Beatty, 1966; Nassar et al., 2012) . Our study has corroborated and extended these findings by demonstrating that changes in pupil size occur at different time scales and may reflect multiple functional components while observers perform either a fixation task or a visual discrimination task over an extended period of time. At a long time scale (4-6 min), the pupils contracted gradually over time in the both tasks (mean À6.9 %/min for Experiment 1; mean À4.4 %/min for Experiment 2). Perhaps, this large-scale pupil contraction reflects a gradual decrease in overall arousal level. Regardless of its exact origin, the magnitude of this task-invariant, gradual contraction in pupil size can produce larger errors in estimation of gaze position. What makes this gradual change in pupil size even more problematic is the fact that it varies among individuals (range, À25.3-4.0 %/min, SD, 9.1 %/min for Experiment 1; range À17.7-3.7 %/min, SD across observers 5.2 %/ min for Experiment 2), thereby compromising the statistical power and possibly promoting false positive effects when one tries to probe differences in gaze position in experiments using a between-subjects design.
We also found that pupil size varied over a relatively small time scale (616 s). Unlike the tonic changes found at a large time scale, the dynamics of the phasic changes plausibly reflect task-specific responses of the pupillary system. In the visually guided saccade task we have employed, pupil size remained constant when the position of the fixation target was frequently (mean 0.5 Hz) updated in an unpredictable manner, but pupil size started to contract steadily as soon as the target came to a standstill (Fig. 2E) . This difference between the two fixation conditions implies that the pupillary system reacts instantaneously to subtle changes in uncertainty of fixation targets (Sara, 2009; Yu & Dayan, 2005) . Similar to the large-scale tonic changes, the fixation-duration-dependent changes in pupil size varied greatly across individuals (Fig. 2F ) and thus invite the same problems posed by the idiosyncratic nature of the tonic changes when it comes to its impacts on gaze position measurements. In the visual discrimination task we used, pupil size underwent trial-locked multi-phasic fluctuations around its mean (black curve in Fig. 5C ). Several different factors, which were associated with a series of events constituting a trial, are likely to contribute to these trial-locked fluctuations. First, the biphasic response locked to the 'get ready' event probably reflects pupil contraction due to the increase in total luminance associated with the size increase of the fixation dot ( Fig. 5A ; from 0.12°to 0.18°in diameter), followed by pupil dilation caused by an increasing level of alertness associated with observers' expectation of the upcoming target stimulus. Likewise, the next biphasic response locked to the 'stimulus onset' and 'choice' events could reflect a mixture of an initial contraction, caused by the luminance increase associated with the target ring shown in the periphery, followed by rapid dilation associated with observers' deliberative effort to make a decision when faced with a high degree of uncertainty (Preuschoff, 't Hart, & Einhauser, 2011) . The monotonic decrease in pupil size during the inter-trial fixation period plausibly reflects a quick return to its baseline size initially and then a moderate, gradual decrease probably due to prolonged fixation, similar to what we observed in the visually guided saccade task. Regardless of what caused these event-locked pupil size fluctuations, our findings show that the pupillary system is sensitive to subtle changes in external and internal task-related demands transpiring over a short period of time. This, in turn, means that changes in pupil size could be mistaken for shifts in gaze position if eye movement measurements were not corrected for dynamic pupil size changes, as illustrated in Fig. 5C and as discussed in a recent paper (Chen & Hafed, 2013) , which compared the gaze positions that were simultaneously measured by the video-based eye tracker and the scleral search coil system. This mistaken identification would confound attempts to test the effects of different experimental conditions on gaze positions since the pupillary system reacts differently to subtle differences in exogenous and endogenous factors associated with different conditions.
Despite its multi-source origins and associated individual differences, pupil size was found to be robustly linked to gaze position measurements, as evidenced by the invariance of the PA-GP relationship to the differences in task and time scale. Although the factors that contributed to the changes in pupil size differed between the two tasks, as discussed above (fixation duration for the visually guided saccade task; a series of stimulus or choice events for the visual discrimination task), the PA-GP correlations were comparable between the two tasks within individual observers ( Fig. 5D ; Pearson's r = 0.75 and 0.57 for the left and right eyes, respectively). In addition, the inter-observer correlation between the decrease in PA and the shift in GP that were measured at a large time scale ( Fig. 2D; Pearson's r = À0.76) was almost identical to the correlation calculated at a small time scale ( Fig. 2F; Pearson's r = À0.73). However, it should be noted that the PA-GP relationship, although robust for a single eye of a given observer, was different between the eyes and across the observers (Fig. 3B) . We reckon that the inter-observer differences were probably due to the idiosyncrasy in pupil shape and to the magnitude of the center shift during constriction ('decentration') relative to the corneal center (Charlier, Behague, & Buquet, 1994; Rynders et al., 1995; Wildenmann & Schaeffel, 2013; Wilson, Campbell, & Simonet, 1992; Wyatt, 1995) -pupil shape and centration are two of the most crucial constants in estimating gaze position with the P-CR method. We suspect that the inter-ocular differences arose from our specific positioning of the camera and LED illuminator in relative to the center of gaze: the camera was off from the axis created between the center of the display (large white circle in Fig. 1A) , where the fixation targets appeared, and the center of an observer's head. This differential geometry between the eyes probably produced slightly different 2D images of the pupils that, in turn, could have contributed to the different PA-GP relationships due to viewing-direction-dependent nonlinear distortions that occur when recovering 3D information from 2D images (Brisson et al., 2013; Fedtke, Manns, & Ho, 2010; Gagl, Hawelka, & Hutzler, 2011; Mathur, Gehrmann, & Atchison, 2013) . There might be an alternative way of setting up an eye tracker such that those distortions are mitigated (e.g., aligning the camera, instead of the LED illuminator, to the center of gaze). However, those distortions may be intrinsic to the estimation of 3D from 2D information, and that identifying an error-minimizing setup separately for individual observers would require a substantial amount of time and, therefore, be impractical in many experimental situations.
The robust PA-GP relationship allowed us to correct gaze position measurements for pupil size based on a regression-based method, without resorting to any special hardware or separate calibration runs. As Drewes, Masson, and Montagnini (2012) suggested, one might consider calibrating the eye tracker under different pupil-size conditions to identify and correct for the errors associated with changes in pupil size. Although this pupil-size-specific calibration should work in principle, it would not be easily applied to typical experiments, particularly those that involve many human observers, because it requires access to raw camera outputs and needs to be carried out frequently between experimental runs to compensate for subtle changes in head position or angle. In contrast, the regression-based correction method can be applied to ''out-of-the-box'' data without additional calibrations, thus affording an easily implemented, effective means for correcting for pupil-size-dependent errors that will improve both the accuracy and precision of gaze estimation. Indeed, the corrected GP measurements could readily resolve spatial displacements as small as 0.1°. It should also be noted that the standard deviation value (0.21 ± 0.07°) of the corrected GPs obtained during the prolonged fixation was comparable to the radius (0.21°) of the fixation span (483 arcmin 2 , 68th percentile) reported by a recent study using a Dual Purkinje Image eye tracker (Cherici et al., 2012) , an expensive device that is free from pupil artifacts.
There are a couple of caveats associated with the regressionbased correction method that should be kept in mind. The current correction method might not be sufficient in experiments involving large eye movements such as those associated with reading (Gagl, Hawelka, & Hutzler, 2011) or with unconstrained viewing of natural scenes. With those kinds of eye movements, rotation of eyes may cause notable nonlinear distortions to the 2D images of the pupil (Brisson et al., 2013; Fedtke, Manns, & Ho, 2010; Gagl, Hawelka, & Hutzler, 2011; Mathur, Gehrmann, & Atchison, 2013) , calling for a more sophisticated correction method. Another limitation is that the regression-based correction is post-hoc by nature, and thus cannot be applied to the data in an online fashion, such as initiating task events based on gaze position measurements in an interactive way.
Conclusion
We observed that pupil size changes substantially during fixation at both small and large time scales regardless whether observers are performing a fixational saccade task or a visual discrimination task and that, consistent with the previous reports (Drewes, Masson, & Montagnini, 2012; Ivanov & Blanche, 2011; Kimmel, Mammo, & Newsome, 2012; Wyatt, 2010) , these pupil responses were accompanied by systematic errors in video-based gaze position estimation. The magnitude of these changes in pupil size varied across individuals, and the correlation between the pupil size and gaze position measurements was highest among those observers who exhibited overall large changes in pupil size. By regressing out the variance in gaze position measurements associated with pupil size separately for the two eyes of different individuals, we could improve the accuracy and precision of video-based gaze measurements. Assuming the individual differences observed in our study are representative of other population samples, the regression-based correction should be applied on an individual-by-individual and an eye-by-eye basis. 
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Appendix A. Comparison between pupil center estimation methods
To learn whether the method used to estimate pupil center affects our conclusions about pupil artifacts, we conducted an auxiliary experiment directly comparing the 'centroid' and 'ellipse' mode of pupil tracking. Using the same experimental setup (Section 2.2), we collected eye tracking data from 6 naïve observers (4 females, 2 males; aged 19-31 years; one of whom participated in the main experiment). We administered two runs of the visually guided saccade task (Section 2.3) for each mode, the order of which was counter-balanced across observers; thus in three observers, the centroid mode was used to collect the first two runs of data followed by the ellipse mode to collect the next two runs, and vice versa for the other three observers. Eye tracker calibration was done separately for each mode. This resulted in 24 runs of data in total.
We analyzed the data in the same manner as described in the main text and found that the selection of pupil center estimation method does not affect the PA-GP relationship and thus the resulting correction. The PA-GP correlation values (as in Fig. 3B ) with the centroid mode were À0.67 ± 0.21 (mean ± SD across 12 runs) in the left eye and 0.12 ± 0.38 in the right eye, and those with the ellipse mode were À0.64 ± 0.14 in the left eye and À0.05 ± 0.38 in the right eye (Fig. A1A) . Also, the second order regressor (as in Fig. 3C ) accounted for 51.2 ± 26.2% (mean ± SD across 12 runs) and 16.6 ± 13.6% of the total variance of the left-and right-eye GPs measured using the centroid mode and accounted for 44.7 ± 19.7% and 17.1 ± 13.8% of those measured using the ellipse mode (Fig. A1B) . As a result of correction, the SDs of dsGPs at the left (À0.12°), middle (0°), and right (+0.12°) FTs (as in Fig. 4D ) from the centroid mode were 0.24 ± 0.13°(mean ± SD across 12 runs), 0.26 ± 0.18°, and 0.24 ± 0.15°, respectively before correction and decreased to 0.19 ± 0.11°, 0.20 ± 0.14°, and 0.19 ± 0.13°, respectively after correction (Fig. A1C) . Those from the ellipse mode were 0.24 ± 0.13°(mean ± SD across 12 runs), 0.26 ± 0.16°, and 0.24 ± 0.14°, respectively before correction and decreased to 0.19 ± 0.10°, 0.20 ± 0.11°, and 0.17 ± 0.08°, respectively after correction. When pooled across the three FT positions, the correction reduced the SDs of dsGPs by 18.8 ± 12.9% (mean ± SD across 12 runs) and 21.0 ± 10.5% for the centroid and ellipse mode, respectively.
There were two notable differences, however, between the main experimental results and these new data. First, the PA-GP correlation values in the right eye changed from À0.27 ± 0.39 (mean ± SD across 23 observers) to 0.03 ± 0.38 (mean ± SD across 24 runs from 6 observers). Second, the reduction of the SDs of dsGP (index of precision) by correction was changed from 31.6 ± 24.1% (mean ± SD across 23 observers) to 19.9 ± 11.6% (mean ± SD across 24 runs from 6 observers). We believe this is mainly due to the large degree of individual differences in the PA-GP relationship and the smaller number of observers used in the auxiliary experiment, further justifying the recommendation that the correction procedure should be applied on an individual-by-individual and an eye-by-eye basis.
