We consider the fourth order boundary value problem (ry ) +(py ) + qy = λwy, y(a) = y (a) = y(b) = y (b) = 0, which is used in a variety of physical models. For such models, the extremal values of the smallest eigenvalue help answer certain optimization problems, such as maximizing the fundamental frequency of a vibrating elastic system or finding the tallest column that will not buckle under its own weight. We prove the existence of coefficient functions that correspond to the extremal values of the smallest eigenvalue, while allowing the coefficients to vary over a particular class of L 1 functions. However, these extremizing functions do not necessarily belong to the same class of functions.
Introduction
We consider problems of finding extremal values of the smallest eigenvalue for a fourth order ordinary differential equation that arises in several types of physical models. The eigenvalues are viewed as functions of the coefficients, which vary over a particular class of L 1 functions. We prove the existence of coefficients, that may or may not be included in this class of functions, that attain the extremal values of the smallest eigenvalue. Knotts-Zides [11] provides a detailed analysis of extremal eigenvalues for the problem −y +qy = λy with separated boundary conditions under the constraint b a |q| ≤ M. She characterizes these extremizing functions, in addition to proving their existence.
We consider the following more general fourth order problem:
(ry ) + (py ) + qy = λwy on [a, b] y(a) = y (a) = y(b) = y (b) = 0 ,
where the real, measurable coefficients p, q, r, and w satisfy 
for some constants m,m > 0. We consider the smallest eigenvalue λ 0 as a function of p, q, r, and w. We find conditions that guarantee the existence of functions that achieve the extremal values of λ 0 (p, q, r, w) as these coefficients vary over a particular class of L 1 functions. However, the extremizing functions do not necessarily belong to the same class of functions.
We first reformulate this boundary value problem as a generalized twodimensional Sturm-Liouville problem. We then apply a theorem that provides conditions under which the eigenvalues must depend continuously on the coefficient functions, which enables us to prove the existence of extremizing functions.
Applications
Applications of extremal eigenvalues of problem (1) arise in several types of physical problems. For vibrating elastic systems, a typical problem is to maximize or minimize the lowest frequency under certain constraints, which is done by finding the extremal values of the smallest eigenvalue. A simple example is the construction of a vibrating string with specified length L and total mass M to have the maximum or minimum lowest frequency possible. This problem is modeled by the second order differential equation −y = λρ(x)y with boundary conditions y(0) = y(L) = 0 [9] , [12] . The mass constraint is
It is known that the minimum frequency is achieved by placing all of the mass at the center of the string. This leads to making ρ(x) to be the delta function δ x − L 2 , and hence the problem is of the Stieltjes Sturm-Liouville type. The choice of admissible coefficients determines if the maximum problem has a solution. Here, one must place an upper bound on ρ(x) in order for a maximum to exist.
For vibrating beams (transverse vibrations) or plates, the model is a fourth order problem such as (a p y ) − λay = 0, where p ≥ 1. The cases where p = 1, 2, 3 are especially important because these correspond to beams with rectangular cross sections of given uniform width. This problem can have various boundary conditions. For example, the boundary conditions with the right end clamped and the left end free are given by y(1) = y (1) = 0, a p y (0) = 0, (a p y ) (0) = λqy(0). The constraint here is a(t) > 0 and 1 0 a(t)dt = 1 [15] . For the beam problem, the objective is to determine the mass distribution that maximizes the fundamental frequency under the constraint of fixed total mass, which again involves determining the maximum of the smallest eigenvalue.
Another application is the problem of constructing the tallest column that will not buckle, under constraints such as a specified volume. One such problem is modeled by the eigenvalue problem −(a(x)
with boundary conditions y(0) = a(1) 2 y (1) = 0, with the constraint that a(t) > 0 and 1 0 a(t)dt = 1. The height at which the unloaded column will buckle under its own weight is the fourth root of the smallest eigenvalue, so the tallest column is found by maximizing the smallest eigenvalue [5] , [10] , [13] .
Preliminaries
We first consider the following generalized Stieltjes Sturm-Liouville problem:
where K is a compact set in C. Here, y and z are n-vectors and A, P, Q, W, and D are n×n real matrices. We require the following conditions on the coefficients, where each condition holds for each element in the matrix:
T is continuous and nondecreasing with P (a) = 0;
We consider the following boundary conditions:
where Γ and Ω are 2n × 2n constant matrices such that [Γ|Ω] has full rank 2n.
Let Φ(t, λ) be the 2n × 2n matrix whose columns are the solutions of (3) such that Φ(a, λ) = I 2n . The existence of such a function is guaranteed by [1] , [8] . Then the eigenvalues of problem (3) are the zeros of the entire function
We construct a sequence of eigenvalue problems given by
for n = 0, 1, 2, . . . . We assume each coefficient in this problem satisfies the same conditions as the corresponding coefficient in (4). We also assume:
for some constantsQ andW . Let Φ n (t, λ) be the 2n × 2n matrix whose columns are the solutions of (6) such that Φ n (a, λ) = I 2n , and define d n (b, λ) = det [Γ + ΩΦ n (b, λ)] . The roots λ of d n (b, λ) = 0 are the eigenvalues of the n th problem in the sequence [2] . The following theorem, restated from [2] in a simplified form, provides conditions that guarantee the continuous dependence of the eigenvalues on the coefficients. In addition to the hypotheses in (8) , this theorem assumes that all of the eigenvalues are real and have a uniform lower bound.
Theorem 3.1. Given the sequence of eigenvalue problems (6), (7), (8) Assume that all of these roots are real and listed in increasing order, and that there exists a constant m such that λ 1 ≥ m and λ
Existence of Extremizing Functions
Define Y = y y , Z = (ry ) + py ry .
Then we can rewrite (1) in the form of (3) using (2), it is easily verified that these coefficients satisfy the hypotheses given in (4) . The boundary conditions can be written in the form of (5) using
The smallest eigenvalue for this problem is the minimum of a Rayleigh quotient [14] , defined as follows: 
We consider λ 0 (p, q) and λ 0 (r, w) as separate cases. For the first case, fix w and r, and let
for some positive constants M 1 and M 2 . We will prove the existence of extremizing functions for λ 0 (p, q) over S 1 . We begin by finding bounds on λ 0 . To find an upper bound for λ 0 over S 1 , consider the function y(t) = (t − a)
Notice that y satisfies the boundary conditions in (1). Since y is a polynomial, there exists a constant k > 0 such that |y|, |y |, |y | ≤ k on [a, b]. Then using r ≤m from (2), the bound
which is finite since w > 0 and y is not identically zero implies that b a
To find a lower bound for λ 0 over S 1 , we first find a bound on y and y using a result from Brown and Hinton [3] . This theorem applies to a problem on an infinite interval, so we extend problem (1) to the interval [a, ∞) by defining
We rewrite the theorem here without proof in a version that applies to this particular problem:
Theorem 4.1. Let D = {y : y is real and measurable, y is locally absolutely continuous on [a, ∞), 
then there exists a constant K such that for all y ∈ D,
for all t ≥ a.
First we prove that (11) and (12) are satisfied for problem (1)-(2). To prove that (11) holds, we use the assumption that w ≥ m to establish 
Note that we need only integrate over [a, b] since y(t) = 0 for t ≥ b.
Before continuing, we normalize so that b a
where p + (t) = max{0, p(t)} and q − (t) = min{0, q(t)}. Now by (13) and (14), using the normalization b a , where
. We now prove that F (X) has a lower bound for 0 < X < ∞. Observe that F (X) = 1 − The extremal values of λ 0 are guaranteed to exist because λ 0 is bounded. We now prove the existence of functions that attain the extremal values of λ 0 over S 1 . Let (p n , q n ) ⊂ S 1 be such that λ 0 (p n , q n ) → sup S 1 λ 0 (p, q), and let
establishes that the {Q n } are of uniform bounded variation. Then there exists a subsequence, which we take to be {Q n } itself, such that Q n →Q for some functionQ of bounded variation by Helly's Pointwise Convergence Theorem [7] . This defines a sequence of eigenvalue problems, to which we will apply Theorem 3.1 after verifying that the hypotheses are satisfied. We already established that two of the hypotheses from (8) are satisfied: {Q n } are of uniform bounded variation and Q n →Q. Also, the convergence requirements y n (a, λ) → y(a, λ), z n (a, λ) → z(a, λ) in (8) are satisfied since the boundary conditions are the same for each problem in the sequence. We also showed that λ 0 has a lower bound over S 1 . Then by Theorem 3.1 we conclude that λ 0 (Q n ) → λ 0 (Q), using the notation λ 0 (Q n ) = λ 0 (p n , q n ) and λ 0 (Q) = λ 0 (p, q).
This proves the supremum of λ 0 over S 1 is attained by some functionQ. However, we do not know thatQ has the form
for some (p,q) in S 1 . We do not expect the extremizing functionQ to be of this form without generalizing the set S 1 to include a larger class of functions. We know thatQ is of bounded variation by Helly's Integral Convergence Theorem [7] , but we do not know that it is absolutely continuous. A similar argument shows the existence of functions that attain the infimum of λ 0 .
For the second case, fix p and q, and let
for some positive constants M 3 and M 4 . We will prove the existence of functions that attain the extremal values of λ 0 over S 2 . As in the first case, we begin by finding bounds on λ 0 . To find an upper bound for λ 0 , consider the function y(t) = (t − a) 2 (t − b) 2 , which we already showed to be an element of Q. From the first case, there exists a constant k such that |y|, |y |, |y | ≤ k on [a, b] . Then from (9),
We use the assumption r ≤m to establish the bound
[|p| + |q|] is finite. Finally, b a y 2 > 0 since y is not identically zero. Therefore, λ 0 has a finite upper bound.
To find a lower bound for λ 0 , we again use Theorem 4.1. As before, we extend the problem to the interval [a, ∞), and we use the same argument to obtain |q − | (recall that p and q are fixed in this case). The remainder of the argument is the same as in the first case. Now that we know λ 0 is bounded over S 2 , we will prove the existence of functions that attain the extremal values of λ 0 over S 2 . Let {(r n , w n )} ⊂ S 2 be such that λ 0 (r n , w n ) → sup S 2 λ 0 (r, w). Let
Since {P n } and {W n } are of uniform bounded variation, there exist subsequences, which we take to be the sequences themselves, such that P n →P and W n →W for some functionsP andW of bounded variation by Helly's Pointwise Convergence Theorem [7] .
We will apply Theorem 3.1 after verifying that the hypotheses are satisfied. For condition (8) , we already showed that the {W n } are of uniform bounded variation, P n →P , and W n →W , but we must show that the convergence P n →P is uniform. We will use the Ascoli-Arzela Theorem [6] , which requires the sequence {P n } to be uniformly bounded and equicontinuous. The sequence is uniformly bounded because |P n (t)| = . To prove the sequence is equicontinuous, let > 0, and let δ = m , where m is the uniform lower bound on r. Then for any t 1 and t 2 such that |t 2 − t 1 | < δ, we have |P n (t 2 ) − P n (t 1 )| = t 2 t 1 1 rn ≤ 1 m |t 2 − t 1 | < for all n. Since we already know that P n →P pointwise, we conclude that the convergence is uniform by the Ascoli-Arzela Theorem.
We already showed that λ 0 has a lower bound. Also, the convergence requirements y n (a, λ) → y(a, λ), z n (a, λ) → z(a, λ) in (8) are satisfied since the boundary conditions are the same for each problem in the sequence of problems. Then by Theorem 3.1 we conclude that λ 0 (P n , W n ) → λ 0 (P ,W ), using the notation λ 0 (P n , W n ) = λ 0 (r n , w n ) and λ 0 (P, W ) = λ 0 (r, w).
As in the first case, this proves the existence of functions that attain the supremum of λ 0 over S 2 . A similar argument shows the existence of functions that attain the infimum of λ 0 . We do not expect the extremizing functions to be elements of S 2 without enlarging the class S 2 .
The hypothesis that the coefficient function r must have a uniform positive lower bound was used to prove that the convergence of the {P n } is uniform.
We could have replaced this hypothesis with the assumption that there exists a sequence {r n } converging to the supremum of λ 0 over S 2 such that for all i,
. Then Dini's Theorem guarantees that the convergence of {P n } is uniform [4] .
