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The description of reactive transport processes in subsurface environments requires a sound
understanding of both the biogeochemical complexity of the system and the spatially resolved
transport of reactive species. However, most existing reactive transport models, for example in the field
of contaminant hydrology, are specialized either in the simulation of the reactive or of the flow and
transport processes. In this paper, we present and test the coupling of two highly flexible codes for the
simulation of reactive transport processes in the subsurface: the Biogeochemical Reaction Network
Simulator (BRNS), which contains a solver for kinetically and thermodynamically constrained
biogeochemical reactions, and GeoSys/RockFlow, a multidimensional finite element subsurface flow
and transport simulator. The new model, named GeoSysBRNS, maintains the full flexibility of the
original models. The coupling is handled using an operator splitting scheme, which allows the reactive
solver to be compiled into a problem specific library that is accessed by the transport simulator at
runtime. The accuracy of the code coupling within GeoSysBRNS is demonstrated using two benchmark
problems from the literature: a laboratory experiment on organic carbon degradation in a sand column
via multiple microbial degradation pathways, and a dispersive mixing controlled bioreactive transport
problem in aquifers, assuming three different reaction kinetics.
& 2009 Elsevier Ltd. All rights reserved.1. Introduction
The fate of reactive species in subsurface environments, for
example in soils, aquifers, or aquatic sediments, depends on a
multitude of hydrological, geochemical, and microbiological
processes. These processes are not only highly interlinked, but
also act in parallel, making the identification and quantification of
the key processes controlling the systems dynamics difficult. As
high resolution field measurements are seldom available, and
laboratory results usually cannot be transferred to the field scale
easily, simulation tools that can integrate this coupled interplay
have proven essential to improve our qualitative and quantitative
understanding of subsurface systems. This knowledge is of
paramount value in the context of bioremediation of contami-ll rights reserved.
x: +49 341 235 1351.
r),
(C. De Biase),
l (P. Regnier),
de (M. Thullner).
t al., GeoSysBRNS—A flexi
mputers and Geosciences (nated field sites and, more generally, to help unravel the cycling of
reactive species in the environment.
To address the complex interplay of processes and their impact
on the fate of bioreactive species in the subsurface, many
numerical modeling approaches have been presented in the
literature (Murphy and Ginn, 2000; Barry et al., 2002; Brun and
Engesgaard, 2002; Thullner et al., 2007; Berner, 1980; Van
Cappellen and Gaillard, 1996; Boudreau, 1997; Meysman et al.,
2003; Jourabchi et al., 2005; Bauer et al., 2006). For soil and
groundwater environments, the description of reactive processes
often needs to be combined with an accurate simulation of flow
and transport in multiple dimensions. In recent years, many
simulation models that implement such a coupling have been
introduced (e.g., Schäfer et al., 1998a; Prommer et al., 2003;
Mayer et al., 2002; Clement et al., 1998; Pfingsten, 1996).
Although the flexibility of these reactive transport models
has increased over the years, current models are still limited
with respect to the type of reactive processes that can be
implemented. Usually, chemical rate laws describing the reactive
processes to be included in the model have to follow a predefined
form (e.g., Monod-type terms or power law degradation terms).ble multidimensional reactive transport model for simulating
2009), doi:10.1016/j.cageo.2009.06.009
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F. Centler et al. / Computers & Geosciences ] (]]]]) ]]]–]]]2Furthermore, microbially mediated processes are often attributed
to a single generic biomass species, concealing the fact that
bacterial communities consisting of many species providing
different biochemical transformation pathways are usually in-
volved. As more and more details on biotic and abiotic reactive
processes in the subsurface are uncovered, a flexible simulation
framework is desirable that allows for the inclusion of arbitrary
reaction dynamics (Zhang et al., 2007). Providing such flexibility
without the need to make changes at the source code level of the
simulator has been the main motivation for the development of
the Biogeochemical Reaction Network Simulator (BRNS, Regnier
et al., 2002; Aguilera et al., 2005). This code can simultaneously
consider an arbitrary number of kinetically and thermodynami-
cally constrained reactions coupled to transport and has been
successfully applied to subsurface problems ranging from marine
sediments to groundwater aquifers (Thullner et al., 2005;
Jourabchi et al., 2005). The BRNS simulator is, however, restricted
to one-dimensional systems. This limits its application range,
especially in the field of contaminant hydrology. The present
study aims at overcoming this restriction by coupling the reaction
network component embedded in the BRNS to GeoSys/RockFlow,
a finite element simulator for flow, transport, and deformation
processes in fractured-porous media (Kolditz and Bauer, 2004;
Wang and Kolditz, 2007).
This article is organized as follows. After a short introduction
of both codes and the employed coupling technique (Section 2),
the coupled model is tested for two exemplary applications
(Section 3), followed by a discussion and outlook on the
applicability of the new model (Section 4).2. Technical implementation
2.1. GeoSys/RockFlow
The scientific open source software GeoSys/RockFlow is
a numerical simulator for the analysis of thermo-hydraulic-
mechanically (THM) coupled processes in porous media. It has
been originally developed in the 1980s at the University of
Hannover. Currently, the 4th version of GeoSys is written in Cþþ
following the object-oriented programming paradigm (Kolditz
and Bauer, 2004; Wang and Kolditz, 2007), which enables both
developers and users to easily reorganize the code for particular
applications in geotechnics (Park et al., 2008; Rutqvist et al., 2008)
and hydrology (Bauer et al., 2006; Kolditz et al., 2008). GeoSys is
based on the finite element method (FEM), which handles one-,
two-, and three-dimensional model domains. Space is discretized
by regular and irregular meshes using line, triangle, quad,
tetrahedron, and hexahedron elements, facilitating complex
model domain geometries. GeoSys is capable of modeling
saturated, unsaturated, and multiphase flow, as well as density
dependent flows, heat and mass transport, and mechanical
deformation. It is also available in a parallelized version, based
on the message passing interface (MPI), allowing for large scale
simulations on high-performance-computing (HPC) clusters.2.2. BRNS
The biogeochemical reaction network simulator (BRNS) has
been developed to simulate one-dimensional flow, solute trans-
port, and coupled biogeochemical processes (Aguilera et al., 2005,
and references therein). One key aspect of its design concerns the
high flexibility with which alternative biogeochemical process
descriptions can be included and combined within the model.
Kinetically controlled and equilibrium reactions, and mixtures ofPlease cite this article as: Centler, F., et al., GeoSysBRNS—A flexi
biogeochemical subsurface processes. Computers and Geosciences (both can be specified. The equations describing the transforma-
tions of the chemical and biotic species can be of arbitrary form.
To achieve this high degree of flexibility, an automated code
generation process is employed, using the MAPLE symbolic
algebra language (Chilakapati, 1995; Regnier et al., 1997). An
Automatic Code Generator (ACG) relying on the MACROFORT
package (Gómez, 1990; Aguilera et al., 2005) compiles these
process descriptions into problem specific Fortran code that
complements a numerical engine containing generic routines
written in Fortran. By using full operator splitting, the transport
and reactive calculations are fully separated in the original stand-
alone version of BRNS. Within the employed sequential non-
iterative approach (SNIA), first the transport step, and then the
reactive step is solved in each time step of the simulation loop.
While the transport is solved using a fully implicit finite
difference approximation, the biochemical step is solved by using
the iterative Newton–Raphson method.
2.3. Coupling structure
The reactive solver of BRNS is coupled to GeoSys following the
sequential non-iterative approach already used in BRNS. In each
time step of the simulation loop, first the transport calculations
are performed in GeoSys, followed by the reactive step. Within
this reactive step, the species concentrations of a specific node of
the domain and the time step size are passed to the reactive solver
implemented in BRNS. Next, the concentration changes are
computed according to the defined chemical kinetic and equili-
brium reactions, and the updated concentrations are then passed
back to GeoSys. This chemical computation step is consecutively
performed for all nodes of the simulation domain. Note that the
implemented coupling procedure can also be used to bi-
directionally pass additional information between the transport
and reactive part of the simulator. Hence, reactive processes
having effects on the transport (e.g., changes in porosity) can
easily be implemented in future versions of GeoSysBRNS.
In order to maintain high flexibility for further developments
in both simulation codes, the interface connecting them is
reduced to a minimum. A new object in GeoSys handles all
communication between the transport and the reactive code. On
the side of BRNS, a new function allows an external caller to make
use of the implemented reactive solver, with the original BRNS
code staying unchanged. The chemical solver and the problem
specific description of reactive processes to be included in the
model are compiled into a library, which is linked to the GeoSys
simulator at runtime (Fig. 1). This modular approach has several
advantages. Model development benefits as both codes can be
further developed completely independently. By compiling the
chemical part into a dynamic link library on the Windows
platform (dll file) and a shared object file on the Unix platform
(so file), this flexibility is paired with fast data exchange and low
computational overhead of the coupling.
2.4. Running a coupled simulation
Creating a model in GeoSysBRNS consists of defining two
inputs: one describing the model domain including physical
parameters, hydrogeological flow, discretization parameters and
(bio-)chemical species including diffusion constants for mobile
species, and the other specifying the coupled (bio-)chemical
reaction processes to be considered in the model. For the first set
of input parameters, the standard GeoSys format is used. For the
second set, the Maple worksheet format already used in the BRNS
model is also applied here. A Windows batch script, accepting the
Maple worksheet in Maple Input format (mpl file) via drag andble multidimensional reactive transport model for simulating
2009), doi:10.1016/j.cageo.2009.06.009
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Fig. 1. Setup of GeoSysBRNS. Model description is divided into two parts: model domain definition, physical parameters, hydrogeological flow, and discretization
parameters in GeoSys format, and description of coupled (bio-)chemical reaction processes in BRNS format which is compiled into a problem specific library that is
accessed by GeoSys at runtime.
lactate
propionate O2,
fermentation
NO3
• phase exchange (matrix, biophase, pore water)
• oxidation of sulfide by Fe (III)
• precipitation and dissolution of calcite and
Fe (II) minerals
• acid-base reactions for carbonates, sulfides,
F. Centler et al. / Computers & Geosciences ] (]]]]) ]]]–]]] 3drop, automates the compilation of the problem specific dll
library. Fig. 1 summarizes the complete model setup. To be
successful, the operation requires that the reactive species
appearing in the Maple worksheet file and in the GeoSys input
file (mcp file) follow the same order. Furthermore, the units for
parameters (reaction rates, transport parameters, etc.) and
concentrations must be consistent in both input files.DIC
Mn(IV),
Fe(III), SO4
lactate, propionate, acetate
Fig. 2. Modeling organic carbon degradation in sand column experiment.
Microbial degradation pathways with corresponding TAEs (left) and coupled
abiotic processes considered (right).3. Applications
To test the coupled code, we present two applications. First,
GeoSysBRNS simulation results are compared with those obtained
with the stand-alone version of BRNS (Thullner et al., 2005) in the
case of a one-dimensional sand column experiment dealing with
organic carbon degradation. Second, an aquifer scenario in two
dimensions is run with GeoSysBRNS assuming three different
reaction kinetics. Results of the simulations are compared to
analytical solutions or outputs from the reactive transport models
TBC (Schäfer et al., 1998a) and MIN3P (Mayer et al., 2002).
3.1. One-dimensional sand column experiment
Column experiments are often used to study the degradation
of organic contaminants in the saturated groundwater zone. An
experimental study by von Gunten and Zobrist (1993) has been
used to validate the reactive transport models TBC (Schäfer et al.,
1998b) and BRNS (Thullner et al., 2005). Both models could
reproduce the experimental data set. We compare GeoSysBRNS
simulation runs with the BRNS results published in Thullner et al.
(2005) to validate the coupled model.
3.1.1. Model setup
In the example referred to as ‘‘Scenario 1’’ in Thullner et al.
(2005), a sand column of 29 centimeters length is constantly
flushed with water containing lactate as electron donor, and
oxygen, nitrate, and sulfate as terminal electron acceptors (TEAs).
Manganese and iron oxyhydroxides are bound to the sand matrixPlease cite this article as: Centler, F., et al., GeoSysBRNS—A flexi
biogeochemical subsurface processes. Computers and Geosciences (in solid phases and act as two additional TEAs. Five distinct
microbial groups, which catalyze the reduction of each TEA to
sustain their growth, are considered in the model. The experi-
mental results suggest that lactate is concomitantly mineralized
into dissolved inorganic carbon (DIC) and fermented to acetate
and proprionate, with the latter being further oxidized into DIC. In
addition to these microbial degradation pathways, reactive
species concentrations are influenced by a set of abiotic reactions
(Fig. 2). The complete reaction network of the model consists of
21 mobile and 18 immobile reactive species. The dynamics of the
system is determined by 24 kinetically controlled chemical
reactions and nine equilibrium reactions describing acid base
dissociations.3.1.2. Results
We simulate the experiment with GeoSysBRNS using two
spatial resolutions and three different temporal resolutions per
spatial setting, ensuring Courant numbers less than 1.0 in all
cases. As in previous studies (Thullner et al., 2005; Schäfer et al.,
1998b), we choose 48 days as the target time for comparing the
results of the present model to those obtained with the BRNS
model using the same set of spatio-temporal resolution settings.
At this target time, the system is still in the transient phase.ble multidimensional reactive transport model for simulating
2009), doi:10.1016/j.cageo.2009.06.009
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F. Centler et al. / Computers & Geosciences ] (]]]]) ]]]–]]]4The simulation results of GeoSysBRNS and BRNS agree very
well for all 39 reactive species at the highest spatial and temporal
resolution (see selected species in Figs. 3 and 4). Decreasing the
spatial resolution leads to slightly different results, with the
present model generally staying closer to the high resolution
result than BRNS (Figs. 3 and 4).
When the time step size is increased, the numerical results of
both models diverge from the high resolution result (Fig. 5). While
increasing the time step from 4 to 43.2 s does not lead to
significant changes for both models and both spatial resolutions, a
noticeable deviation is observed when the time step size is further
increased to 108 s for the high, and to 216 s for the low spatial
resolution. For these larger time step sizes, the results of
GeoSysBRNS are again generally closer to the high resolution
result than the BRNS solutions. The observed differences can be
attributed to the different numerical schemes used by BRNS
(finite differences) and GeoSysBRNS (finite elements). 0
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The natural attenuation process in contaminated ground-
waters is usually limited by the coexistence of electron donor
(organic carbon) and acceptor substrates. Recently, Cirpka
and Valocchi (2007) presented a two-dimensional analytical
solution for the steady state case where the spatial overlap of
the reactants is dominated by transversal mixing. This example
serves here as a two-dimensional benchmark to validate the
present model. The dynamics of the redox reaction was assumed
to be controlled by three different mechanisms: instantaneous
(thermodynamical) equilibrium, double-Monod kinetics, and
double-Monod kinetics with biomass. In the equilibrium case,
GeoSysBRNS simulation results are compared to an analytical
solution provided by Cirpka and Valocchi (2007). Simulations
with double-Monod kinetics are compared to numerical results
obtained with TBC (Schäfer et al., 1998a), a reactive transport 0.15  0.2  0.25
tance (m)
BRNS, Δx = 3.90mm
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ble multidimensional reactive transport model for simulating
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F. Centler et al. / Computers & Geosciences ] (]]]]) ]]]–]]] 5code following an operator splitting approach, and MIN3P (Mayer
et al., 2002), a simulation code that employs a global implicit
solution method. When double-Monod kinetics with biomass is
considered, GeoSysBRNS simulation results are compared to TBC
runs and to an analytic solution provided by Cirpka and Valocchi
(2007) in its revised form (Cirpka and Valocchi, 2009; Shao et al.,
2009).3.2.1. Model setup
The model domain spans 5 m in x-direction and 20 cm in y-
direction (see Fig. 6). Groundwater flows along the positive x-
direction at a transport velocity of 1 m/d. The porosity is 0.5 and
the transversal dispersion coefficient is 2:5 cm2=d. While thePlease cite this article as: Centler, F., et al., GeoSysBRNS—A flexi
biogeochemical subsurface processes. Computers and Geosciences (analytical solution neglects any longitudinal dispersion, a
numerical simulation always contains some numerical
dispersion. For our simulations, we choose a longitudinal
dispersion coefficient of 250 cm2=d. Smaller values did not
change the steady state simulation results. Two chemical
compounds A and B are continuously entering the model
domain with inflowing water at the left boundary during the
entire simulation time, acting as carbon source or electron
acceptor, respectively, in the biodegradation reaction of the
form AþB-C. The carbon source A is entering the domain at a
concentration of 3:3 104 M along a 5 cm section in the center of
the inflow boundary, and the electron acceptor B is entering the
domain at a concentration of 2:5 104 M along the remaining
parts of the inflow boundary. To test the accuracy of the flow andble multidimensional reactive transport model for simulating
2009), doi:10.1016/j.cageo.2009.06.009
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F. Centler et al. / Computers & Geosciences ] (]]]]) ]]]–]]]6transport modules in the model, a conservative tracer enters the
domain at a concentration of 1.0 M along the same central section
as A. Components A, B, and the reaction product C are mobilePlease cite this article as: Centler, F., et al., GeoSysBRNS—A flexi
biogeochemical subsurface processes. Computers and Geosciences (while biomass is considered immobile. The initial biomass
concentration in the whole domain is set to 1:0 106 g=l.
All numerical simulations are performed using a discretization
of Dx¼ 2:5 cm, Dy¼ 5 mm, and Dt¼ 2 min. Concentration profiles
are compared at steady state along a vertical transect through
the domain located 1 m downstream of the inflow boundary
(cf. dashed arrow in Fig. 6).
We consider three different mechanisms controlling the redox
reaction dynamics:
Equilibrium kinetics: Following Cirpka and Valocchi (2007),
microbial degradation is described here by the instantaneous
reaction AþB2C. This reaction is assumed to be in thermo-
dynamic equilibrium. Instead of requiring CACB ¼ 0 M
2 as in the
analytical derivation, we demand CACB ¼ 10
10 M2 as a more
realistic setting.
Double-Monod kinetics: When bacterial growth is assumed to
follow double-Monod kinetics, the rate of change of reactant (A, B)
and product (C) concentrations can be described by threeble multidimensional reactive transport model for simulating
2009), doi:10.1016/j.cageo.2009.06.009
ARTICLE IN PRESS
Fig. 7. Comparison of GeoSysBRNS results to analytical solution for equilibrium scenario. Profiles are recorded at day 20 along a vertical transect located 1 m downstream
of inflow boundary.
F. Centler et al. / Computers & Geosciences ] (]]]]) ]]]–]]] 7differential equations:
@CC
@t
¼
CA
KAþCA
CB
KBþCB
k ð1Þ
@CA
@t
¼ 
CA
KAþCA
CB
KBþCB
k¼ 
@CC
@t
ð2Þ
@CB
@t
¼ 
CA
KAþCA
CB
KBþCB
k¼ 
@CC
@t
ð3Þ
We choose for the parameters: KA ¼ 8:33 10
5 M,
KB ¼ 3:13 10
5 M, and k¼ 5:0 109 M=s.
Double-Monod kinetics with biomass: In this scenario, biomass
(bio) is now explicitly represented in the model. The reaction rate
does no longer depend only on the reactants following double-
Monod kinetics, but also linearly on the biomass concentration
Cbio. Biomass decays with constant first order rate parameter d.
The system now contains four differential equations:
@Cbio
@t
¼
CA
KAþCA
CB
KBþCB
mmaxCbio  dCbio ð4Þ
@CA
@t
¼ 
1
Y
CA
KAþCA
CB
KBþCB
mmaxCbio ð5Þ
@CB
@t
¼ 
1
Y
CA
KAþCA
CB
KBþCB
mmaxCbio ð6Þ
@CC
@t
¼
1
Y
CA
KAþCA
CB
KBþCB
mmaxCbio ð7Þ
We choose the same parameter values as Cirpka and Valocchi
(2007): maximum growth rate mmax ¼ 1:0 d
1, d¼ 0:1 d1,
Y ¼ 1:0 g=mol. The remaining parameters are set to the same
values as in the double-Monod scenario without biomass.
3.2.2. Results
For all used codes, the simulated conservative tracer pro-
files agree very well with the analytical solution, confirmingPlease cite this article as: Centler, F., et al., GeoSysBRNS—A flexi
biogeochemical subsurface processes. Computers and Geosciences (that flow and transport is simulated correctly (results not
shown).
The equilibrium scenario was simulated for 20 days. Steady
state has been reached during this simulation time. The numerical
GeoSysBRNS results are in good agreement with the analytical
solution provided by Cirpka and Valocchi (2007) (Fig. 7). However,
a small deviation can be observed where the concentrations of
components A and B change from zero to non-zero values. While
the analytical solution assumes that both components are
mutually exclusive present at any location in the domain, the
numerical simulation has been set up with a less strict constraint
as a more realistic scenario, leading to the observed deviation.
Simulating the double-Monod scenario for 20 days provides
the steady state concentration distribution within the simulation
domain. As an analytic solution was not available for this scenario,
we compare the GeoSysBRNS result to simulation runs with TBC
and MIN3P. All three codes agree very well (Fig. 8), despite using
different methodologies: while GeoSysBRNS and TBC follow an
operator splitting scheme, MIN3P employs a global implicit
solution method.
The double-Monod scenario with biomass is simulated for 300
days. While the solute species concentration profiles are identical
after 150 and 300 days of simulation, the biomass concentration
still shows subtle changes within this time interval, indicating
that the system converges very slowly to the steady state. The
numerical simulation results of GeoSysBRNS are nevertheless in
good agreement with the analytical solution provided by Cirpka
and Valocchi (2009) in its revised form (Shao et al., 2009) (Fig. 9).
A simulation run with TBC produces similar results as
GeoSysBRNS and is slightly closer to the analytical solution in
the middle of the domain (Fig. 9).
The presented results for the two-dimensional aquifer scenario
indicate that the coupling of transport and reactive part in
GeoSysBRNS is also working correctly for multidimensional
simulation domains. Simulated concentration profiles match
closely with analytical solutions (where available) and with
established numerical codes using the same spatio-temporal
discretization parameter settings.ble multidimensional reactive transport model for simulating
2009), doi:10.1016/j.cageo.2009.06.009
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Fig. 8. Comparison of GeoSysBRNS results to TBC and MIN3P results for double-Monod kinetics scenario. Profiles are recorded at day 20 along a vertical transect located
1 m downstream of inflow boundary.
Fig. 9. Comparison of GeoSysBRNS results, TBC results, and analytical solution for double-Monod kinetics with biomass scenario. Profiles are recorded at day 300 along a
vertical transect located 1 m downstream of inflow boundary.
F. Centler et al. / Computers & Geosciences ] (]]]]) ]]]–]]]84. Discussion and outlook
We have presented the reactive transport simulation code
GeoSysBRNS which is suitable for modeling reactive transport
problems involving complex (bio-)chemical process networks.
The new model couples the chemical reaction network simulator
of the BRNS to the flow and transport simulator GeoSys/RockFlow.
While existing simulation codes are usually limited in thePlease cite this article as: Centler, F., et al., GeoSysBRNS—A flexi
biogeochemical subsurface processes. Computers and Geosciences (formulation of the rate laws describing reactive processes, the
multidimensional GeoSysBRNS model has been developed using
techniques which preserve the versatility and adaptability of both
codes it is based on. Soil systems, for example, are more and more
recognized as self-organizing entities featuring many biochemical
and biophysical interactions and non-linear feedback loops
between processes (Young and Crawford, 2004). The flexibility
in the formulation and combination of reactive processesble multidimensional reactive transport model for simulating
2009), doi:10.1016/j.cageo.2009.06.009
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F. Centler et al. / Computers & Geosciences ] (]]]]) ]]]–]]] 9provided by GeoSysBRNS is a prerequisite to accommodate such
complexity in multidimensional reactive transport simulations.
By using an operator splitting scheme for the coupling, both codes
can easily be maintained and further improved independently.
The simulation results presented here demonstrate that the
coupling is implemented correctly. A good agreement is achieved
with analytical solutions (where available) and with numerical
simulation results obtained by established simulation codes.
Multidimensional reactive-transport simulations are generally
computationally demanding. The computational effort for trans-
port and chemical solver varies with the considered transport and
reaction network. For example, the chemical solver consumed
approximately 44 percent of the total runtime in the one-
dimensional sand column experiment, but only 4 percent in the
two-dimensional aquifer example. GeoSysBRNS has not yet been
optimized for speed and was approximately three to four times
slower than the comparison codes in the presented two-dimen-
sional examples. In order to reduce simulation time, GeoSysBRNS
will be optimized for execution speed and a parallel version will
be implemented. Calls to the chemical solver can readily be
distributed to separate processors. Furthermore, the parallel
support for GeoSys using MPI can easily be extended to the
coupled model, allowing for the utilization of today’s high-
performance-computing clusters.Acknowledgments
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Recently, Cirpka and Valocchi presented an analytical frame-
work to calculate steady-state concentrations of bioreactive dis-
solved compounds and the associated concentration of bacterial
biomass in porous media [4]. To demonstrate the influence of trans-
versal dispersion on the degradation of groundwater contaminants,
they employed an example in which a spatially separated inflow,
with electron donor and acceptor dissolved in it, flushes through
a two-dimensional domain at a uniform velocity. This framework
has been used in a followup study to investigate reactive transport
in randomly heterogeneous porous media [3], and by other
researchers for the interpretation of their experimental data [1].
Regarding the reaction kinetics, three different scenarios are
considered by [4]: (1) an instantaneous reaction, (2) double-
Monod kinetics with first-order biomass decay and (3) double-
Monod kinetics with concentration-dependent biomass decay.
For the second scenario, we re-examine the analytical solution
(Section 2) presented by [4]. In particular, we investigate the x cri-
terion used by [4] to separate bioreactive zones from zones not
supporting any microbial activity. Our analytical re-analysis is
accompanied by numerical reactive transport simulations (Section
3). The limitations of the analytical approach in [4] is discussed in
this work.ll rights reserved.
vironmental Informatics, UFZ,
, Permoserstrasse 15, 043182. Analytical solution – revisited
In [4], the generic compounds A;B, and C undergo a microbially
induced chemical reaction, with fa, fb and fc as stoichiometric
coefficients:
faAþ fbB!
bio
fcC: ð1Þ
The rate of the reaction is assumed to be given by double-
Monod expressions, which results in the following steady-state
expressions for the three compounds A, B, C, and the biomass of
the bacteria that is catalyzing the reaction:
v @cA
@x
 Dt
@2cA
@y2
¼  cA
KA þ cA
cB
KB þ cB
lmax
Y
facbio; ð2Þ
v @cB
@x
 Dt
@2cB
@y2
¼  cA
KA þ cA
cB
KB þ cB
lmax
Y
fbcbio; ð3Þ
v @cC
@x
 Dt
@2cC
@y2
¼ cA
KA þ cA
cB
KB þ cB
lmax
Y
fccbio; ð4Þ
@cbio
@t
¼ cA
KA þ cA
cB
KB þ cB
lmaxcbio  kdeccbio ¼ 0; ð5Þ
where v is the uniform groundwater flow velocity along the x-direc-
tion; cA, cB, cC are mass concentrations of components A, B, and C
respectively; cbio is the biomass concentration of the bacteria cata-
lyzing the biodegradation of compounds A and B; Dt is the trans-
verse dispersion coefficient; KA and KB are Monod coefficients of
294 H. Shao et al. / Advances in Water Resources 32 (2009) 293–297respective compounds in the biomass growth term; lmax is the max-
imum specific growth rate; kdec is the rate coefficient of biomass de-
cay; and Y is the yield coefficient.
Furthermore, a set of total concentrations ctotA and c
tot
B is given
by:
ctotA ¼ cA þ
fa
fc
cC ; ð6Þ
ctotB ¼ cB þ
fb
fc
cC : ð7Þ
This approach was applied to a generic two-dimensional setup
where component A is introduced in the center part of the left
boundary (x ¼ 0m) with concentration cinA and an injection width
of w, and meanwhile component B is introduced with cambB in all
remaining parts of the left boundary (see Fig. 1). The mixing ratio
of the injected solute with the ambient water Xðx; yÞ is described
by [4] in analogy to the steady-state distribution of a conservative
tracer:
Xðx; yÞ ¼ 1
2
erf
yþw=2
2
ffiffiffiffiffiffiffiffiffiffiffiffiffi
xDt=v
p
 !
 erf yw=2
2
ffiffiffiffiffiffiffiffiffiffiffiffiffi
xDt=v
p
 ! !
: ð8Þ
Under the condition that seepage velocity v is uniform and
parallel to the x-direction, and that the transverse dispersion coef-
ficient Dt is identical for all compounds, ctotA and c
tot
B are conserva-
tive with respect to the reaction (1). Therefore, they can be
linearly scaled with X and 1 X.
ctotA ðx; yÞ ¼ Xðx; yÞcinA ; ð9Þ
ctotB ðx; yÞ ¼ ð1 Xðx; yÞÞcambB : ð10Þ
To obtain an analytical solution for this steady-state problem,
Cirpka and Valocchi introduced the following dimensionless crite-
rion x:
x ¼ c
tot
A
KA þ ctotA
ctotB
KB þ ctotB
lmax
kdec
: ð11Þ
In [4], at all locations where x > 1 is satisfied, a non-trivial
solution of the biomass balance Eq. (5) was obtained by substitut-
ing Eqs. (6) and (7) into Eq. (5), which is divided by cbio, and yields
the following form:
ctotA 
fa
fc
cC
 
ctotB 
fb
fc
cC
 
¼ kdeclmax
KA þ ctotA 
fa
fc
cC
 
KB þ ctotB 
fb
fc
cC
 
: ð12Þ
As cC is the only unknown variable in Eq. (12), a rearrangement
yields the quadratic expression:Fig. 1. x values in the domain, calculated from TBC simulation results. The contours ifafb
f 2c
1 kdec
lmax
 
|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
p2
c2C
þ kdec
lmax
KA þ ctotA
  fb
fc
þ kdec
lmax
KB þ ctotB
  fa
fc
 ctotA
fb
fc
 ctotB
fa
fc
 
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
p1
cC
þ ctotA ctotB 
kdec
lmax
KA þ ctotA
 
KB þ ctotB
 
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
p0
¼ 0: ð13Þ
One of the two solutions of (13) is:
cC ¼
p1 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p21  4p0p2
q
2p2
: ð14Þ
The other one with a positive sign before the square root is
physically not meaningful, thus being neglected. By substituting
(14) back into Eqs. (6) and (7), the corresponding cA and cB values
can be obtained for all locations where x > 1.
Biomass concentration can be finally determined from follow-
ing relationship for different x values:
cbio ¼
v @cC
@x  Dt
@2cC
@y2
 	
ðKAþcAÞðKBþcBÞ
cAcBlmaxfc
Y if x > 1
0 if x < 1:
(
ð15Þ
It was claimed in [4] that biomass can only be present in regions
where x > 1. This condition, however, while necessary, is not suf-
ficient for the presence of biomass in steady-state. It rather indi-
cates regions, in which the growth of biomass would be possible
if no upstream consumption of the compounds takes place. We
here introduce a much stricter criterion x to exactly define re-
gions with non-trivial steady-state concentrations of biomass cbio.
Inspecting Eq. (5) reveals that for a positive cbio, the following
equation must be fulfilled in steady-state:
x :¼ cA
KA þ cA
cB
KB þ cB
lmax
kdec
¼ 1: ð16Þ
We argue that the derivation of the steady-state concentrations
for the mobile compounds and biomass presented in [4] is only va-
lid in regions with x ¼ 1. In regions with x > 1 but x < 1, bio-
mass can not sustain in steady-state, resulting in cbio ¼ 0. As a
consequence, the concentrations of dissolved compounds pre-
sented by Cirpka and Valocchi are only valid in regions where
x ¼ 1.
However, for regions with x > 1 but x < 1, Cirpka and
Valocchi’s derivation can still be used to define upper and lower
boundaries for the steady-state concentrations. Instead of startingn dashed lines are for x values. The solid lines mark the boundary where x ¼ 1.
Table 1
Model parameters.
w 5 cm lmax 1 1/d
v 100 cm/d kdec 0.1 1/d
Dt 2.5 cm2/d Y 1 mg/mmol
fa 1 – KA 8:33 102 mmol/l
fb 1 – KB 3:13 102 mmol/l
fc 1 – cinA 0.33 mmol/l
cambB 0.25 mmol/l
H. Shao et al. / Advances in Water Resources 32 (2009) 293–297 295with Eq. (5), we start the derivation with the corresponding
inequality which holds true for regions where x > 1 and x < 1:Fig. 2. Comparison of cA , cB , cC , cbio , x, and x at cross-section at x ¼ 2m, with fa ¼ fb ¼ fc
TBC results.@cbio
@t
¼ cA
KA þ cA
cB
KB þ cB
lmaxcbio  kdeccbio < 0: ð5’Þ
Following the same transformations as in [4] leads to
p1 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p21  4p0p2
q
2p2
< cC <
p1 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p21  4p0p2
q
2p2
: ð17Þ
The term on the right-hand side again leads to unreasonable
values. Thus, only considering the left-hand side of the inequation
results in a lower bound for cC , and upper bounds for cA and cB:
cC >
p1 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p21  4p0p2
q
2p2
; ð18Þ¼ 1. Solid lines are profiles generated by Cirpka and Velocchi’s method; symbols are
296 H. Shao et al. / Advances in Water Resources 32 (2009) 293–297cA < ctotA 
faðp1 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p21  4p0p2
q
Þ
2f cp2
; ð19Þ
cB < ctotB 
fbðp1 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p21  4p0p2
q
Þ
2f cp2
: ð20Þ
These results are confirmed by numerical simulations presented
in the following section.3. Numerical results
In order to examine both criterions, x and x, we employ the
well established reactive transport code TBC [5]. Using the same
parameters and domain setup as in [4] (listed also in Table 1),
the spatial distribution of the bioreactive dissolved species cA, cB,
cC , and biomass cbio, are simulated. Transient simulations have
been run until reaching steady-state. To confirm the results, the
same simulations have been performed using a self-developed
reactive transport code GeoSysBRNS [2], and it yields the same
concentration distributions (not shown) as with TBC.
As numerical models can not completely avoid longitudinal dis-
persion effects, we have run the simulations using different longi-
tudinal dispersivities (up to the value of 2.5 cm. However, if given
sufficiently long simulation time, i.e. when the numerical simula-
tions approach steady-state, the solutions do not depend on this
parameter. The presented results are obtained using a spatial dis-
cretization of 2.5 cm in x-direction and 5 mm in y-direction. The
temporal discretization is 2 min. A further refinement of the spatial
and temporal discretization provides nearly identical results (not
shown).
Fig. 1 shows the calculated x and x criterions using total con-
centrations (as proposed by [4]) and actual concentrations (as sug-
gested in this work). Results show that the locations where x is
approaching 1 are confined to a much smaller subregion than the
area defined by x > 1. This confirms that x is a stricter criterion
than x.
To compare numerical and analytical results for stoichiometric
ratios of fa ¼ fb ¼ fc ¼ 1, concentration profiles are shown for a ver-
tical cross-section at x ¼ 2m (Fig. 2). For conservative species, both
approaches show a very good agreement, except for miner differ-
ences at the vicinity of the domain boundary (Fig. 2e). These dis-
crepancies are due to the infinite boundary assumption in the
analytical solution and a Neumann boundary condition in theFig. 3. Comparison of cA , x, and x at cross-section x ¼ 2m, with fa ¼ fc ¼ 6, and fb ¼ 1.
results.numerical model. Still, the good agreement confirms a sufficient
accuracy of the numerical approximation.
For the reactive species, results are only shown for part of the
cross-section where the analytical solution is claimed to be valid
by [4] (regions where x > 1) (Fig. 2a, c, d, and f). In the center re-
gion of the cross-section, where x is close to 1 (Fig. 2b), there is a
good agreement between numerical and analytical results. How-
ever, outside this region, where x < 1 (i.e. biomass is not sustain-
able), an increasing deviation between the numerical simulation
results and analytical approach by [4] can be observed: the analyt-
ically derived biomass distribution slightly extends into regions
with x < 1, and more obvious discrepancies are found for the dis-
solved species. In particular for component A, concentration re-
mains at a non-negligible plateau value whereas the numerical
results continuously decrease towards 0 with distance from the
reactive region (Note that in this part the numerical and analytical
results for the conservative tracer are nearly identical.). At all loca-
tions, the statements in Eq. (20) are confirmed that the results of
[4] can be used to define an upper concentration limit for compo-
nents A and B and a lower limit for component C. The results
shown here confirm the mathematical analysis of the x criterion
in Section 2.
As shown by Eqs. (11) and (16), the discrepancy between x and
x is influenced by the stoichiometric ratio fa, fb, and fc . To test this
influence, we re-investigated the above example, assuming
fa ¼ 6; fb ¼ 1, and fc ¼ 6. With this setup, the concentration of com-
ponent A (Fig. 3a) shows a much bigger discrepancy between ana-
lytical and numerical results.
4. Summary and conclusion
Cirpka and Valocchi presented an analytical framework to cal-
culate steady-state concentrations of bioreactive dissolved com-
pounds and bacterial biomass in porous media [4]. They
introduced an x criterion based on total concentrations in order
to distinguish between regions where biomass can be sustained
or not. By mathematical analysis and numerical simulations we
showed that this x criterion is necessary but not sufficient. Thus
at certain regions, the analytical solution is overestimating the
concentration of the reactants and underestimating concentration
of the biodegradation product. We here proposed a modified and
stricter x criterion that is based on actual concentrations. The
validity of this modified criterion is proved by numerical analysis
using the reactive transport code TBC.Solid lines are profiles generated by Cirpka and Velocchi’s method; symbols are TBC
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The numerical simulation of reactive mass transport processes in complex geochemical environments is
an important tool for the performance assessment of future waste repositories. A new combination of the
multi-component mass transport code GeoSys/RockFlow and the Gibbs Energy Minimization (GEM) equi-
librium solver GEM-Selektor is used to calculate the accurate equilibrium of multiple non-ideal solid
solutions which are important for the immobilization of radionuclides such as Ra. The coupled code is
verified by a widely used benchmark of dissolution–precipitation in a calcite–dolomite system. A more
complex application shown in this paper is the transport of Ra in the near-field of a nuclear waste repos-
itory. Depending on the initial inventories of Sr, Ba and sulfate, non-ideal sulfate and carbonate solid solu-
tions can fix mobile Ra cations. Due to the complex geochemical interactions, the reactive transport
simulations can describe the migration of Ra in a much more realistic way than using the traditional lin-
ear KD approach only.
 2009 Elsevier Ltd. All rights reserved.1. Introduction
Reactive transport models have been widely used for many geo-
technical applications, e.g. in predicting the performance of radio-
active or chemo-toxic waste repositories (Glynn, 2003; Soler, 2003;
Spycher et al., 2003; Xie et al., 2006), investigating pathways of CO2
sequestration in the deep geological environment (Xu et al., 2004;
Pruess et al., 2004; Lagneau et al., 2005), and evaluating remedia-
tion strategies of contaminated sites (Schäfer et al., 1998; Mayer
et al., 2002a; Steefel et al., 2005; MacQuarrie and Mayer, 2005).
On one side, most processes that govern the performance of a nu-
clear waste repository are directly related to geochemistry, i.e. the
solubility and sorption behavior of radionuclides, degradation of
tunnel backfill materials, and corrosion of waste canisters (Pfing-
sten, 2002; Van Loon and Jakob, 2005; Pfingsten et al., 2006; Kulik,
2006a; Soler and Mäder, 2007). On the other side, the temporal and
spatial evolution of the geochemical environment is heavily influ-
enced by transport processes. Therefore, accounting for detailed
geochemical reactions with mass transport is crucial for an en-
hanced understanding of the investigated geotechnical systems.
One such example is the transport of Ra out of a nuclear waste
repository. Radium emerges mainly as a product of the U decayll rights reserved.
Centre for Environmental
Permoserstraße 15, 04318
41 235 1939.chain, which is expected to take place in both high and intermedi-
ate level waste packages (Nagra, 2002). Normally, for the transport
of Ra in the near-field of a waste repository, it is assumed that it
behaves similarly to other alkaline earth metals like Sr. Its
transport in clay materials like bentonite is retarded mainly by cat-
ion-exchange and to a lesser degree by surface complexation mech-
anisms (Glynn, 2003; Bradbury and Baeyens, 2004). The non-linear
sorption isotherm is then translated into a linear isotherm, which is
finally used for the performance assessment (Nagra, 2002). A
process not considered so far in this approach is the incorporation
of Ra into solid solution with Ba and Sr sulfates and carbonates.
The co-precipitation of Ra with Ba sulfates was investigated by
Germann (1921) and Doerner and Hoskins (1925). They found that
in the presence of a large excess of Ba over Ra, SO24 ions will pre-
cipitate Ra even though the solubility product of Ra sulfate is not
exceeded. Langmuir and Riese (1985) derived the thermodynamic
data of Ra solid solution in sulfate and carbonate minerals, based
on published distribution coefficients. Martin and Akber (1999)
studied the sorption/desorption of radionuclides and secondary
mineral formation in groundwater systems close to U mine tail-
ings. Their data indicated that Ra was almost completely immobi-
lized by the formation of a barite solid solution. Later on, Martin
et al. (2003) evaluated experimentally the mobility of Ra, and re-
ported that dissolution of a (Ba, Ra)SO4 solid solution controls
the aqueous concentration of Ra and Ba in pore water released
from nuclear waste repositories. Following a thermodynamic ap-
proach, Berner and Curti established a simple ideal solid solution
1288 H. Shao et al. / Applied Geochemistry 24 (2009) 1287–1300model and predicted a Ra solubility of 8.6  1012 mol L1 in the
near-field of a repository for high-level radioactive waste planned
in Switzerland (Nagra, 2002). This concentration is 3 orders of
magnitude lower, compared to the scenario in which only pure a
Ra sulfate phase is considered. Zhu (2004a) provided fundamental
data of binary mixing properties of multiple metals including Ra
for the barite isostructural family. A reactive transport simulation
is also done to demonstrate the solubility of Ra influenced by
(Ba, Ra)SO4 coprecipitation (Zhu, 2004b) in groundwater aquifers.
Recently, Grandia et al. (2008) calculated that the solubility of
Ra(II) in a similar repository environment should be in the range
of 1011 mol L1 with the presence of (Ba, Ra)SO4 co-precipitation
and it will be 3 orders of magnitude higher if only a pure RaSO4 so-
lid phase is considered. Although solid solution and co-precipita-
tion models have already been used for the calculation of Ra
solubility in the vicinity of a nuclear waste repository, to the
authors’ knowledge, the effect of transport processes on the migra-
tion and co-precipitation of Ra with sulfate minerals has not been
explicitly investigated as yet.
To simulate these process interactions, various models that cou-
ple chemistry with mass transport have been developed in the
past. Based on the methodology used for simulation of chemical
processes, they can be divided into two groups, Law of Mass Action
(LMA) concept and Gibbs Energy Minimization (GEM) approach.
Generally, they are complementary with advantages and disadvan-
tages on both sides. The majority of coupled codes use the LMA ap-
proach (Bethke, 1996; Yeh and Tripathi, 1998). Some known codes
that use this approach are TBC (Schäfer et al., 1998), Min3P (Mayer
et al., 2002b), TOUGHREACT (Xu and Pruess, 2001), PHT3D
(Prommer, 2002), HYTEC (Van der Lee et al., 2003), SHEMAT
(Clauser, 2003; Kühn and Gessner, 2006), CRUNCH (Steefel et al.,
2005), and GeoSys/RockFlow (Kolditz and Bauer, 2004; Xie et al.,
2006). Only recently, the integration of GEM chemical solvers in
coupled codes has been attempted (Cleverley et al., 2006; Gui-
marães et al., 2007) with various degree of success.
The GEM convex programming approach (Karpov et al., 1997,
2001; Kulik et al., 2004) is computationally more expensive than
LMA and requires more thermodynamic data. However, the GEM
method has certain advantages to describe complex geochemical
environments, like aqueous–solid solution equilibria that include
two or more multi-component phases. Unequivocal selection of
stable phases is performed in GEM using the dual solution of the
chemical speciation problem (chemical potentials of elements in
equilibrium state). With help of the GEM concept, also problems
like surface complexation can be solved without site mole balances
(Kulik, 2006a). The redox state (pe) and activities (pH, fugacities of
gases) are intrinsically computed from the GEM dual solution and
standard chemical potentials.
In the following, the basic approach of multi-species reactive
transport modeling is briefly summarized. A description is given
of how aqueous–solid solution systems are calculated with the
GEM method. Then, the coupling of the multi-species mass trans-
port code GeoSys and GEMIPM2K (the standalone GEM numerical
kernel of GEM-Selektor-PSI code) is presented. The coupling
scheme is verified by comparing the results of calcite/dolomite
benchmark test to those from Engesgaard and Kipp (1992) and oth-
ers. Finally, the coupled code GeoSys-GEM is applied to a chemical
system containing Ra–Ba–Sr carbonate and SO4 solid solutions to
demonstrate their potential retardation effects on radionuclide
transport in the near-field of a nuclear waste repository.2. Basic approach
In this study, the mass transport and chemical reactions are
solved separately in a sequential non-iterative approach (SNIA).The reactive mass transport is represented as (Bear and Bachmat,
1990):
@Ci
@t ¼ rðmCiÞ þ rðDirCiÞ þ Q i
@Ci
@t ¼ CiðC1 . . . CmÞ
(
; i ¼ 1;2; . . . ;m
where Ci denotes the molar concentration of the ith species of a m
multi-species system; v is the pore water velocity of groundwater
flow; Di is the diffusion–dispersion coefficient of component i; Qi
is the source/sink term and Ci(Ci . . . Cm) is the source/sink term of
species i due to equilibrium chemical reactions with other species.
In this study, the GEMIPM2K code was adopted to solve the reaction
term Ci(Ci . . . Cm) in an ‘‘operator-splitting” fashion.
The GEM-Selektor (Kulik et al., 2004, 2008) and GEMIPM2K
codes use the GEM convex programming approach (Karpov et al.,
1997, 2001) which is based on an explicit consideration of inde-
pendent components (usually chemical elements and charge),
dependent components, and phases. In a formal algebraic notation,
la stands for a set of indices of dependent components included
into ath phase. Xa denotes the mole amount of ath phase
Xa ¼
X
j
nðxÞj j 2 la;
where nðxÞj is the mole amount of jth dependent component (spe-
cies). If lj is a primal approximation of the chemical potential of
jth species and L the set of indexes of all dependent components,
then the total Gibbs energy function of the chemical system is
GðxÞ ¼
X
j
nðxÞj lj j 2 L
The equilibrium speciation of the chemical system, or the ‘‘primal
solution” vector n(x) of elements {nðxÞj } which are mole amounts of
dependent components, can be found by minimizing the total Gibbs
energy of the system:
GðxÞ )min subject to : AnðxÞ ¼ nðbÞ; j 2 R
A = {aji}, j 2 L, i 2 N is a stoichiometry matrix (aji is number of moles
of ith independent component in one mole of jth dependent compo-
nent); nðbÞ ¼ fnðbÞi g, i e N is an input vector of the total bulk chemical
composition of the system; nðbÞi is total mole amount of ith indepen-
dent component in the system; and R stands for a set of the op-
tional lower-, upper- or two-side kinetic (metastability)
constraints to the nðxÞj values. In this GEM setup, concentrations of
dependent components are defined separately in their respective
phases using nðxÞj and Xa values. To express activities of dependent
components (which go into primal chemical potentials lj) through
their concentrations, the activity coefficients ci must be calculated
between GEM iterations. In this work, in the aqueous electrolyte
phase, the activity coefficients were computed using the Davies
equation (Davies, 1962):
log10cj ¼ ADHZ
2
j
I0:5m
1þ I0:5m
 0:3Im
 !
where Im is the effective molal ionic strength, and Zj is the charge of
the component species. The parameter ADH is 0.5092 at a tempera-
ture of 25 C and a pressure of 1 bar. Calculation of activity coeffi-
cients of the solid solution end members is described below.3. Calculation of non-ideal solid solutions
In the application example on Ra transport in the vicinity of a
nuclear waste repository, two ternary non-ideal solid solutions
(Ba–Ra–Sr carbonate and sulfate) have been considered together
with an aqueous solution and several pure solid phases.
Fig. 1. Code coupling scheme for GeoSys-GEM.
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Fig. 2a. Concentration profiles at t = 21000 sec for Cl, Mg, Ca, calcite and dolomite;
solid lines are GeoSys-GEM and symbols (triangles) are GeoSys-PHREEQC results.
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solid lines are GeoSys-GEM and symbols (nabla) are MCOTAC-GEM results.
H. Shao et al. / Applied Geochemistry 24 (2009) 1287–1300 1289A regular mixing model was used for carbonate and sulfate solid
solutions (Glynn, 2000) because the available experimental data do
not justify fitting them with more than one interaction parameter
per binary sub-system. The excess molar Gibbs energy of mixing
for a regular multi-component solid solution with n end members
is expressed in general as (Powell and Holland, 1993):
GEX ¼
Xn1
i¼1
Xn
j>i
vivj Wij
where v stands for the end-member mole fractions, e.g. vj ¼ n
ðxÞ
j =Xa.
The coefficients Wij = Wji are symmetric binary interaction parame-
ters (in J mol1); they are often expressed also in dimensionless
form as aij ¼Wij=RT, where R is the ideal gas constant and T is
the temperature. The activity coefficient for each end-member k is
then calculated as:
ln f k ¼ 
Xn1
i¼1
Xn
j>i
q iq ja ij
where qi = 1  vi when i = k and qi = vi when i – k. In a binary sys-
tem, positive values of aij > 2 result in the appearance of a (symmet-
ric) miscibility gap inside of which two phases of different
composition coexist with a single composition of the aqueous
phase. The width of the miscibility gap decreases with increasing
temperature up to ‘‘critical” Tc. Above this temperature, the misci-
bility gap disappears. At ambient temperatures, the values of aij
range from nearly zero (ideal mixing) to maximum 13–14 in various
ionic binary mixtures, i.e. from complete miscibility to
v1 6 n  106. If experimental compositions of the two phases co-
existing within the symmetric miscibility gap are known, then theTable 1
Model setup of the calcite–dolomite benchmark.
Parameters Symbol
Column length L
Effective porosity H
Column bulk density qb
Longitudinal dispersion length aL
Pore velocity v
Flow rate Q
Initial calcite concentration CCaCO3 ; soil
Initial aqueous calcium carbonate concentration CCaCO3 ; aq
Inflow MgCl2 aqueous concentration CMgCl2value of the interaction parameter a can be estimated (Glynn,
2000); vA < 0.5 is the mole fraction of end-member A in one of
the phases:
a ¼ ln vA  lnð1 vAÞ
2vA  1
Similar, but more complex relations hold for the miscibility gaps in
ternary or higher-order multi-component systems. More details can
be found in Kulik (2006b) and Bruno et al. (2007). The values of a forValue Unit
0.5 m
0.32 –
1.8  103 kg/m3
0.0067 m
9.375  106 m/s
3  106 m3/s
2.17  105 mol/kg soil
1.22  104 M(mol/dm3water)
1.0  103 M
1290 H. Shao et al. / Applied Geochemistry 24 (2009) 1287–1300carbonate and sulfate solid solutions used in the present aqueous–
solid solution model are given in Appendix, Table A4.4. Software implementation
For coupling the mass transport with multi-species chemical
equilibration processes, three major approaches exist. (1) In the glo-
bal implicit approach, the chemical reaction equations are integrated
with mass transport equations and solved simultaneously (Mayer
et al., 2002b). (2) The sequential non-iterative approach (SNIA) solves
the transport and reaction governing equations separately in a
sequential manner without iteration between them (Pfingsten,
1994; Schäfer et al., 1998; Yabusaki et al., 1998; Xie et al., 2007).
(3) The sequential iterative approach (SIA) back-couples between
these two parts and solves for the converged results (Yeh and Tri-
pathi, 1998; Van der Lee et al., 2003). The coupling of GeoSys and
GEM is based on a sequential non-iterative approach (SNIA). In this
operator-splitting scheme, transport and reaction equations are
solved in a sequential manner. Since the source codes of both Geo-
Sys and GEMIPM2K are written in C/C++ and accessible from the
developers (open source concept), the code coupling has been con-
ducted at source level in an object-oriented (OO) style.
The technical coupling scheme is illustrated in Fig. 1. The chem-
ical system is defined in the pre-processing step (Fig. 1, step 1)
where selection of species to be involved in the chemical reactions
is done. At a second step (Fig. 1, step 2), mole amounts of all pos-
sible chemical species are calculated at given thermodynamic con-
ditions (temperature and pressure) of interest. Each chemical
species is represented by a component property (CP) object derived
from the ‘‘Component Property” class. The number of CP instancesDistance (m)
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Fig. 3. Temporal evolution of SO24 and Ra aqueous concentration profiles at abouis automatically created from the definition of the chemical system
obtained from the GEMIPM2K code and thermodynamic data base
(Fig. 1, step 3.1). For the multi-component mass transport problem,
each CP instance requires the formation of the corresponding equa-
tion system (EQS) object (Fig. 1, step 3.2). The equilibrium concen-
trations of the multi-component species which are initially
calculated by GEMIPM2K (Fig. 1, step 2) are used to define the ini-
tial and boundary conditions. All nodal concentration values are
initialized with equilibrated chemical concentrations. The initial
conditions (IC) object is then used to initialize the solution vectors
of the equation systems (EQS).
GeoSys is based on the finite element method for solving partial
differential equations (Wang and Kolditz, 2007). During the
numerical simulation, first the flow problem is solved (Fig. 1, step
4.1), based on which the groundwater velocities are calculated
(Fig. 1, step 4.2). Then, the concentrations of all chemical species
are determined by solving the multiple mass-conservation equa-
tions (Fig. 1, step 4.3). Afterwards, the speciation vector (re-scaled
to mole amount nðxÞj ) is passed to GEMIPM2K for the calculation of
new chemical equilibrium states at all grid nodes (Fig. 1, step 5).
The equilibrated concentrations are retrieved for the next time
step of the mass transport calculation (Fig. 1, step 4.3). These inter-
vening transport and equilibration loops keep going until the time
interval for the reactive transport simulation is complete (Fig. 1,
steps 4.3 and 5).5. Code verification: mineral dissolution–precipitation
For verification of the coupling scheme in the reactive transport
model, a hypothetical example is considered regarding instanta-Distance (m)
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This test case includes one-dimensional mass transport, calcite dis-
solution and dolomite precipitation processes. It was first proposed
by Engesgaard and Kipp (1992) for model verification of the
MST1D code and later used by Prommer (2002) for PHT3D. The
ambient temperature of 25 C and pressure of 1 bar are set con-
stant during the whole simulation. The model domain is a one-
dimensional column, initially equilibrated with 2.17  105 mol/
kg calcite. The column is flushed with MgCl2 solution at an aqueous
concentration of 1.0  103 mol/l, leading to the development of
multiple precipitation/ dissolution fronts. Dolomite is not present
initially, but is formed temporally in the column as a moving zone.
The amount of both precipitation and dissolution minerals are so
low that porosity and permeability effectively do not change. The
parameters for the model setup according to Engesgaard and Kipp
(1992) are listed in Table 1. The Nagra/PSI Chemical Thermody-
namic Data Base (Hummel et al., 2002) has been used in both
LMA and GEM chemical solvers (see Appendix). These log K values
are slightly different from those in Engesgaard and Kipp (1992). As
the Nagra/PSI database provides the same chemical thermody-
namic input data for both LMA and GEM methods, consistent sim-
ulations can be conducted for comparison of the different
geochemical approaches.
To verify the code coupling, simulation results of GeoSys-LMA
(using PHREEQC) and GeoSys-GEM were compared. PHREEQC is a
geochemical speciation code based on the Law of Mass Action
(LMA) approach (Parkhurst and Appelo, 1999). It differentiates be-
tween master species, whose concentrations directly enter into
mass-conservation equations, and secondary species, whose con-Distance (m)
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Fig. 4a. Fraction of total Ra fixed in sulfate and carbonate solid solution end members. Da
in carbonate phase.centrations are found through the LMA expressions using master
species activities and equilibrium constants of formation reactions.
During the calculation, the total balance quantities of the master
species are given as system mass balance constraints. This allows
the solution of the mass-conservation equations iteratively to-
gether with the LMA expressions using a Newton–Raphson or a
similar numerical algorithm.
Fig. 2a shows the concentration profiles for Cl, Mg, Ca, calcite
and dolomite obtained by the two alternative chemical solvers.
Acting as a conservative tracer which is not involved in any chem-
ical reaction, the Cl concentration remains the same for both sim-
ulations. Since the same geochemical database is used, the results
are almost identical. Additionally, the benchmark test was calcu-
lated with the reactive transport code MCOTAC-GEM, which uses
a method of multispecies random walk (Pfingsten, 1994) for mass
transport and GEMIPM2K as a chemical solver. A comparison of the
numerical results is shown in Fig. 2b. There are small differences
regarding the solute and mineral concentrations which are caused
by the different numerical methods for solving the mass transport
equations (finite elements vs. random walk). The agreement of the
simulation results using different methods for mass transport and
geochemical reactions confirm the correct implementation of code
coupling in GeoSys-GEM.
6. Application: aqueous–solid solution system containing
radium
For the performance assessment of nuclear waste repositories,
the traditional linear KD concept is the standard method to accountDistance (m)
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1292 H. Shao et al. / Applied Geochemistry 24 (2009) 1287–1300for the retardation of radionuclides due to chemical interactions
with the near- and far-field materials. Parameter value uncertain-
ties and conceptual uncertainties due to process simplifications are
often covered in terms of distribution functions for material
parameters that are bound by optimistic and pessimistic values.
In this application example, a mechanistic model is used for the
retardation of Ra in bentonite or bentonite–sand mixtures and an
attempt is made to compare the simulation results with the results
obtained with the linear KD concept.
In order to demonstrate the influence of solid solution forma-
tion on the transport of mobile Ra cations, a strongly simplified
one-dimensional scenario of a tunnel connecting to an intermedi-
ate level radioactive waste repository is considered. Spatial and
temporal discretization is set to 0.05 m and 139 days. According
to the engineering design, bentonite will be mixed with sand and
used as back-filling material in the tunnel. Due to the low perme-
ability of this material (up to 5.0  1011 m/s) and low hydraulic
gradient, the transport of radionuclides in the tunnel will be dom-
inated by diffusion. The effective diffusion coefficients estimated
by Nagra for Ra is 2.0  1010 m2/s. Considering an initial porosity
of 0.3 for the bentonite, and to keep charge balance in mass trans-
port, the apparent diffusion coefficients for all mobile chemical
components is set to 5.0  1010 m2/s. The temperature was as-
sumed to be 25 C and pressure 1 bar. A boundary condition of con-
stant Ra concentration representing the source leakage of the
radionuclides out of the repository at the right end of the tunnel
backfill was used. The source term, i.e. aqueous concentration of
Ra2+, was fixed at 1.0  106 mol/L. Such a concentration of Ra isDistance (m)
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Fig. 4b. Temporal evolution of mole fractions of Ra end members vRa in sulfate and car
carbonate phases. When the SO24 front enters into the carbonate region, the (Ba, Sr, Rapossible in the cementitious backfill material of caverns for inter-
mediate level waste (Gaucher and Blanc, 2006). In bentonite such
a concentration is much too high, as solubility limits are expected
to be much lower (Nagra, 2002). At the left end, a constant concen-
tration for dissolved SO24 was set, which could emerge e.g. as a
product of pyrite oxidation during the tunnel excavation period.
As the time span of analysis (around 100 a) is much shorter than
the half-life of 226Ra (1700 a), radioactive decay is not considered
in this model. However, it is assumed that re-crystallization or
co-precipitation rates of carbonate and sulfate solid solutions are
fast enough to approach chemical equilibrium within the mass
transport time step.
Bentonite usually contains some sorbed Sr and Ba together with
significant amounts of CaCO3, re-crystallization of which may lead
to the formation of carbonate solid solutions between RaCO3,
BaCO3, SrCO3, and CaCO3 end members. Because it is generally as-
sumed that sorption of Ba, Sr and Ra on clay minerals is weak (e.g.
Bradbury and Baeyens, 2003), aqueous speciation of these metals
was considered, as well as their carbonate and sulfate mineral
forms, but no sorption on clay component. Ingression of SO24 ,
e.g. from wall rock, may result in re-partitioning of Ba, Ra and Sr
into sulfate solid solutions. Consequently, in the geochemical mod-
el setup both carbonate and sulfate non-ideal solid solutions of Ba,
Sr and Ra are considered (see Appendix) together with calcite
CaCO3. The ternary carbonate and sulfate solid solution phases
are each included twice because of the possible miscibility gaps
which would result e.g. in Sr and Ba dominated sulfate phases
co-existing in the particular equilibrium state. Lead–Ca carbonatesDistance (m)
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bonate solid solutions. Dashed lines are for vRa in sulfate and solid lines for vRa in
)CO3 phase is dissolved and (Ba, Sr, Ra)SO4 phase precipitates.
H. Shao et al. / Applied Geochemistry 24 (2009) 1287–1300 1293were also added for completeness. However, in all the simulations
their concentrations are found to be more or less constant and do
not interfere with the Ba–Sr–Ra ones, therefore they were not fur-
ther investigated.
It should be noted that although this chemical system contains
five non-ideal solid solutions (four ternary Ba–Sr–Ra carbonates
and sulfates, plus one binary Ca–Pb carbonate) together with many
pure solid phases, it is still a simplification compared with the nat-
ural bentonite system. For instance, the Ba, Sr, and Ra end mem-
bers in calcite were ignored for two reasons: (1) Ba–Sr–Ra
carbonates belong to the aragonite group which has a different
structure compared with the calcite group carbonates (e.g. calcite
and cerussite PbCO3). (2) Large cations such as Sr, Ba and Ca are dif-
ficult to incorporate into the calcite structure, which results in
large uncertainties in determining the properties of respective pure
end members with a calcite structure. In any case, their miscibility
with calcite is expected to be quite limited, as the interaction
parameters a are larger than 3. For similar reasons, the Ba, Sr
and Ra end members of gypsum were omitted. However, it is be-
lieved that even the simplified chemical system will realistically
reproduce the main trends in partitioning of Ra, Ba and Sr between
aqueous, carbonate and sulfate phases.
The simulation was set up in a way that at the beginning, Ra2+
cations and SO24 anions diffuse into the tunnel from the opposite
ends. Due to the presence of excess carbonate in the pore water
of the bentonite–sand mixture, Ra2+ is first captured in Ba–Sr car-
bonate solid solutions. However, when SO24 enter the system, theB
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Fig. 5. Temporal evolution of mole fractions vBa of Ba end members in sulfate and carb
carbonate phases.carbonates are expected to be replaced with much less soluble Ba–
Sr sulfates (barite and celestite). In turn, as the dissolved aqueous
sulfates arrive at these areas, Ra in the aqueous phase and in car-
bonate solid solutions will be converted into sulfate solid solutions,
and the Ra2+ aqueous concentration will strongly decrease. In this
way, most of the mobile Ra will be immobilized in sulfate solid
solutions. Upon further supply of SO24 , the dissolved concentra-
tions of Ba, Sr and Ra are expected to continue to decrease, because
of the so-called ‘‘common-anion” effect. For instance, if maximum
dissolved concentration of SO24 is controlled by the presence of
gypsum (CaSO42H2O) which is much more soluble than celestite
or barite, the dissolved Ba or Ra will be about two orders of mag-
nitude less than that without excess gypsum.
The numerical reactive transport simulation results confirm this
scenario. Fig. 3 shows the evolution of SO24 and Ra
2+ aqueous con-
centrations, Figs. 4b, 5 and 6 depict the mole fractions vj of RaSO4
and RaCO3, BaSO4 and BaCO3 as well as SrSO4 and SrCO3 end mem-
bers in both solid solutions ((Ba,Sr,Ra)CO3 and (Ba,Sr,Ra)SO4),
respectively. At the beginning of simulation, both SO24 and Ra
2+
diffuse into the model domain, and a small fraction of the Ra is
fixed in the form of Ra-containing Ba–Sr carbonates (see Fig. 4a
where the very weak incorporation of Ra in calcite is neglected).
At around 40 a, when the SO24 front encounters the Ra
2+ front,
the carbonate solid solutions are transformed into the Ra-contain-
ing sulfate solid solutions (Fig. 4a and b). This causes a sharp de-
cline of the aqueous Ra2+ concentration (Fig. 3). At the same
time, Ba and Sr are also re-partitioned into the sulfate phase (Figs.Distance (m)
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onate solid solutions. Dashed lines are for vBa in sulfate and solid lines for vBa in
1294 H. Shao et al. / Applied Geochemistry 24 (2009) 1287–13005 and 6). As the SO24 ingression proceeds, the mobile Ra
2+ can no
longer diffuse further into the tunnel. Instead, the dissolved aque-
ous Ra2+ is gradually fixed into stable sulfate solid solutions.
As a result of the numerical study, it can be shown that the for-
mation of solid solutions and their transformations must strongly
retard the transport of Ra. In Fig. 7 the reactive transport results
are compared with analytical solutions for linear sorption effects
(e.g. Fetter, 1999). The following set of Ra distribution coefficients
KD = 0.0, 3.0  104, 2  103 and 0.1 m3/kg from Nagra (2002) was
used for comparison. These values stand for no retardation, pessi-
mistic, reference and optimistic estimation of the Ra sorption in
compacted bentonite, respectively. It should be noted that the KD
values given in Nagra (2002) are based on a cation exchange mech-
anism. Details on the derivation of the values are given in Bradbury
and Baeyens (2003) and Wersin and Schwyn (2004). According to
Bradbury and Baeyens (2003), only very few experimental data
for the sorption of Ra on clay minerals are available. Therefore,
they assumed that Ra is present as a bivalent cation in solution
and that it is sorbed by cation exchange in analogy to other alka-
li-earth metals e.g. Ca, Mg, Sr and Ba. If appropriate data for Ra
are not available, Sr and Ba are often used as chemical analogues.
Compared with the solid solution incorporation, cation exchange
is a different sorption mechanism in which Ra2+ competes with
major cations (Ca2+, Na+, K+) for permanent-charge sites in clay
present in the (large) amount limited by the cation exchange
capacity. In general, both mechanisms are expected to compete
for metal cations. However, in the present study, cation exchange
was omitted from the chemical model in order to simplify the anal-
ysis of the effects of solid solutions on the transport of Ra.Distance (m)
χ S
r
In
su
lfa
te
(
-
)
χ S
r
In
ca
rb
o
n
at
e
(
-
)
0.0 1.0 2.0 3.0 4.0 5.0
10-3
10-2
10-1
100
101
102
10-3
10-2
10-1
100
101
102
Time = 3.0E+08 sec 10 years≈
Distance (m)
χ S
r
In
su
lfa
te
(
-
)
χ S
r
In
ca
rb
o
n
at
e
(
-
)
0.0 1.0 2.0 3.0 4.0 5.0
10-3
10-2
10-1
100
101
102
10-3
10-2
10-1
100
101
102
Time = 2.1E+09 sec 70 years≈
Fig. 6. Temporal evolution of mole fractions vSr of Sr end members in sulfate and carb
carbonate phases.At the initial stage of the simulation, as long as SO24 has not
reached the Ra front, only a negligibly small fraction of Ra is fixed
in the form of Ra carbonates (Fig. 4a). Therefore, the concentration
of Ra2+ follows the one calculated with analytical solutions where
no sorption is included. After around 40 a, when the SO24 starts
binding aqueous alkali-earth cations and transforming carbonates
into sulfates, the profile of Ra2+ is retarded, depending on the
ingression of the SO24 front. Because it is the specific chemical sys-
tem and corresponding reactions that influence the sorption of
radio nuclides, none of the single-KD value estimations can predict
the Ra2+ profile correctly, particularly in a long-time period. This is
consistent with the work of Reardon (1981), who did the simula-
tion based on ion-exchange and concluded that a constant KD is
not sufficient to characterize a dynamic chemical evolution.
To test the model sensitivity, the amounts of Ba, Sr and SO24
were varied and the simulation results are compared. First, the
amounts of Ba and Sr were scaled down by a factor of 102 and
104. Fig. 8 shows that Ra2+ is still heavily retarded even with
0.01% of the original Ba and Sr inventories. This means that the
Ba–Ra or Sr–Ra solid solutions can be formed even with very lim-
ited amount of Ba and Sr, presuming there is enough SO24 avail-
able. In addition, the influence of the SO24 content on the
incorporation of Ra in the solid solutions was tested. In the system
of interest, the limiting dissolved concentration of SO24 is expected
to be set by the solubility of gypsum (CaSO42H2O). Hence, five
chemical setups of the backfill material were prepared containing
0.1%, 0.25%, 0.5%, 0.75% and 1% mass of gypsum, respectively. They
were used as initial conditions in the reactive transport model. The
SO24 -rich left boundary was removed, to let only Ra
2+ diffuse fromDistance (m)
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onate solid solutions. Dashed lines are for vSr in sulfate and solid lines for vSr in
Fig. 7. Comparison of the retardation behavior using solid solution and the traditional KD concept. Solid lines are concentration profiles of Ra2+ using the solid solution
approach, dashed, double-dot ted lines, dashed-dotted lines, dashed lines and dotted lines are profiles calculated for KD values of 0.0, 3  104, 2  103 and 0.1 m3/kg,
respectively.
H. Shao et al. / Applied Geochemistry 24 (2009) 1287–1300 1295right to left. Therefore the shape of the Ra front in Fig. 9 is different
compared to Fig. 8. It is found that the amount of SO24 heavily
influences the formation of solid solutions. With 0.1% of gypsumFig. 8. Sensitivity of retardation effects regarding the available amounts of Ba and
Sr. Solid lines are concentration of Ra2+ calculated for the chemical setup given in
Table A3, dashed line and dotted line are Ra2+ concentration profiles with 1%, and
0.01% of Ba and Sr from the original setting, respectively. The dashed dotted line is
the Ra2+ concentration profile calculated for the analytical solution with a KD value
of zero.added, the calculated Ra2+ profile is close to the reference curve
that has no retardation effect. The more SO24 that is available,
the more strongly Ra2+ is retarded. Therefore, the availability of
SO24 seems to be the most important factor for the retardation of
Ra. It should be mentioned that the chemical system in thisFig. 9. Sensitivity of retardation effects regarding the available amount of SO24 .
From right to left, the curves are Ra2+ concentration profiles calculated for 1%, 0.75%,
0.5%, 0.25% and 0.1% of gypsum initially existing in the solid phase of the buffer
material, compared to the amount of calcite, respectively. The leftmost solid line is
the reference profile calculated for a KD value of zero.
Table A1
Chemical input data for the system totals and product species expressed in the form of mass actions (LMA approach, calcite–dolomite example).
Master (primary) species log K
product
H+ H2O Ca2+ Mg2+ Cl HCO3 e
Product (secondary) species
Aqueous species
H2 2 2 3.11
O2 4 2 4 85.99
CH4 9 3 1 8 27.85
OH 1 1 14.00
CO2 1 1 1 6.35
CO32 1 1 10.33
CaCO3 1 1 1 7.10
CaHCO3+ 1 1 1.11
CaOH+ 1 1 1 12.78
MgCO3 1 1 1 7.35
MgHCO3+ 1 1 1.07
MgOH+ 1 1 1 11.44
Solids
Aragonite CaCO3 1 1 1 1.99
Brucite Mg(OH)2 2 2 1 16.84
Calcite CaCO3 1 1 1 1.85
Dolomite
(disordered)
CaMg(CO3)2 2 1 1 2 4.12
Dolomite (ordered) CaMg(CO3)2 2 1 1 2 3.57
Graphite C 5 3 1 4 21.82
Portlandite Ca(OH)2 2 2 1 22.80
Imposed total mass balance constraints
(M)
At inflow boundary 0.00E+00 5.55E+01 1.00E10 1.00E03 2.00E03 1.00E10 0.00E+00
In column initially 0.00E+00 5.55E+01 1.22E04 1.00E12 1.00E12 1.22E04 1.22E04
1296 H. Shao et al. / Applied Geochemistry 24 (2009) 1287–1300simulation has a pH of about 8, and an Eh from 200 to 300 mV,
which is consistent with the values predicted by Nagra (2002).
In this redox environment, SO24 is stable. Over a long term,
i.e. >10 ka, redox might be altered due to canister corrosion,
and SO24 can be reduced to H2S. However, that scenario isTable A2a
Input thermodynamic and speciation data (GEM approach, calcite–dolomite
example).
Phases and dependent
components (DC)
DC chemical
stoichiometry
Standard Gibbs
energy (J/mol)
Dependent components
Aqueous electrolyte Ca(CO3) 10,99,176
Ca(HCO3)+ 11,46,041
Ca2+ 552,790
CaOH+ 717,024
Mg(CO3) 998,975
Mg(HCO3)+ 10,47,022
Mg2+ 453,985
MgOH+ 625,868
CO2 386,015
CO32 527,982
HCO3 586,940
CH4 34,354
ClO4 8535
Cl 131,290
H2 17,729
O2 16,446
OH 157,270
H+ 0
H2O 237,181
Gas mixture CO2 394,393
CH4 50,659
H2 0
O2 0
Solid phase
Aragonite CaCO3 11,28,355
Brucite Mg(OH)2 832,227
Graphite C 0
Calcite CaCO3 11,29,176
Dolomite (disordered) CaMg(CO3)2 21,57,149
Portlandite Ca(OH)2 897,013beyond the scope of this work, therefore not considered in this
simulation.
At the temperature of 25 C, some minerals may not maintain
overall internal equilibrium with the aqueous phase. The crystals
may precipitate over time from solutions with varying composi-
tion, and become zoned as they grow. Such heterogeneous crystals
form commonly, for instance, in the case of carbonate minerals.
However, Doerner and Hoskins (1925) observed that barite rapidly
recrystallizes even at low temperatures. During this process
(which they called ‘‘replacement”), large barite crystals grow at
the expense of small (thermodynamically less stable) particles.
As long as crystal growth continues, Ra will be incorporated in
the growing crystals, continuously generating fresh surfaces for
further Ra fixation. Such dynamic recrystallization will ultimately
produce barite with homogeneously distributed Ra. In addition, be-
cause the amount of Ba–Sr sulfate in bentonite largely exceeds the
amount of Ra, almost all of the Ra released from the waste will
coprecipitate, even if part of the pre-existing sulfate minerals fails
to react with the aqueous solution e.g. due to the presence of pref-
erential pathways. This will result in a strong retardation effect for
the Ra migration (as in Fig. 8).
As the KD values from Nagra (2002) are based on a cation ex-
change model, the values depend on the cation exchange capacity
of the clay rock. These values were given for pure compacted ben-
tonite; for sand–bentonite mixtures, they have to be reduced
according to the sand/bentonite ratio. However, the incorporationTable A2b
Initial bulk composition data used in calcite–dolomite example.
On left inflow boundary In the colomn initially
Bulk elemental compositions (mol)
C 1.00E16 3.30E04
Ca 1.00E16 3.30E04
Cl 2.00E03 2.00E07
H 1.11E+02 1.11E+02
Mg 1.00E03 1.00E07
O 5.55E+01 5.55E+01
Charge 0 0
Table A3a
Thermodynamic and initial speciation data used in the Ra Aq-SS application example (1 bar, 25 C).
Phases Species stoichiometry
composition
Standard Gibbs free
energy (J/mol)
Initial in the
column (mol)
On left boundary,
sulfate rich (mol)
On right boundary,
radium rich (mol)
Aquous phase components Ba(CO3) 11,04,251 1.38E07 1.33E12 1.38E07
Ba(HCO3)+ 11,53,325 7.05E07 1.21E11 7.05E07
Ba(SO4) 13,20,652 2.15E14 9.43E09 6.04E12
Ba2+ 560,782 4.90E05 8.03E09 4.90E05
BaOH+ 721,077 1.14E10 8.14E15 1.14E10
Ca(CO3) 10,99,176 1.11E06 1.11E06 1.11E06
Ca(HCO3)
+ 11,46,041 2.33E06 4.15E06 2.34E06
Ca(SO4) 13,10,378 2.13E14 9.65E04 5.99E12
Ca2+ 552,790 1.22E04 2.06E03 1.22E04
CaOH+ 717,024 1.39E09 1.03E08 1.39E09
Pb(HS)2 83,923 5.32E18 4.96E14 1.49E15
Pb(HS)3 79,375 0.00E+00 2.15E17 0.00E+00
Pb2+ 23,891 1.42E15 6.21E19 5.10E18
PbO2H
 338,904 0.00E+00 0.00E+00 0.00E+00
PbO 164,640 9.63E17 0.00E+00 0.00E+00
PbOH+ 225,727 6.27E14 1.19E17 2.25E16
Ra(CO3) 11,03,745 3.43E14 0.00E+00 3.43E10
Ra(OH)+ 721,617 4.33E17 0.00E+00 4.32E13
Ra(SO4) 13,21,649 0.00E+00 1.09E16 2.76E14
Ra2+ 561,493 1.99E11 8.24E17 1.99E07
HSiO3 10,14,598 2.70E07 1.94E07 2.70E07
SiO2 833,411 2.00E05 2.00E05 2.00E05
SiO32 938,510 1.24E12 8.22E13 1.23E12
Sr(CO3) 11,07,830 6.83E08 3.57E09 6.83E08
Sr(HCO3)+ 11,57,538 4.52E07 4.22E08 4.52E07
Sr(SO4) 13,21,366 3.36E15 7.99E06 9.45E13
Sr2+ 563,836 1.97E05 1.75E05 1.97E05
SrOH+ 725,159 6.93E11 2.69E11 6.92E11
CO2 386,015 9.84E06 2.36E06 9.87E06
CO302 527,982 1.75E06 2.80E07 1.74E06
HCO3
 586,940 3.80E04 6.57E05 3.81E04
CH4 34,354 1.41E06 2.90E13 1.40E06
H2 17,729 4.08E10 1.24E11 4.07E10
O2 16,446 0.00E+00 0.00E+00 0.00E+00
S2O32 519,989 0.00E+00 1.50E11 0.00E+00
HSO3
 529,098 0.00E+00 1.19E14 0.00E+00
SO32 487,886 0.00E+00 6.49E14 0.00E+00
HSO4 755,805 0.00E+00 2.20E09 7.86E17
SO4
2 744,459 2.81E13 2.05E03 7.90E11
H2S 27,930 7.24E11 6.74E07 2.02E08
HS 11,969 6.44E10 4.32E06 1.80E07
S2 120,422 0.00E+00 3.92E17 1.76E18
OH 157,270 1.74E07 1.25E07 1.74E07
H+ 0 2.59E09 4.60E09 2.59E09
H2O 237,181 1.11E+01 1.11E+01 1.11E+01
Gas phase components CO2 394,393 0.00E+00 0.00E+00 0.00E+00
CH4 50,659 0.00E+00 0.00E+00 0.00E+00
H2 0 0.00E+00 0.00E+00 0.00E+00
O2 0 0.00E+00 0.00E+00 0.00E+00
H2S 33,752 0.00E+00 0.00E+00 0.00E+00
Solid solutions (Ra,Ba,Sr)CO3 Witherite BaCO3 11,37,634 0.00E+00 0.00E+00 0.00E+00
Ra-carbonate RaCO3 11,36,851 0.00E+00 0.00E+00 0.00E+00
Sr-carbonate SrCO3 11,44,735 0.00E+00 0.00E+00 0.00E+00
(Ra,Sr,Ba)CO3* Witherite BaCO3 11,37,634 1.99E07 0.00E+00 1.99E07
Ra-carbonate RaCO3 11,36,851 4.43E14 0.00E+00 4.43E10
Sr-carbonate SrCO3 11,44,735 7.98E05 0.00E+00 7.98E05
(Ra,Ba,Sr)SO4 Ba-sulfate BaSO4 13,62,152 0.00E+00 9.40E04 0.00E+00
Ra-sulfate RaSO4 13,64,516 0.00E+00 1.88E11 0.00E+00
Sr-sulfate SrSO4 13,46,150 0.00E+00 2.20E04 0.00E+00
(Ra,Sr,Ba)SO4* Ba-sulfate BaSO4 13,62,152 0.00E+00 5.95E05 0.00E+00
Ra-sulfate RaSO4 13,64,516 0.00E+00 1.19E12 0.00E+00
Sr-sulfate SrSO4 13,46,150 0.00E+00 2.55E04 0.00E+00
(Pb,Ca)CO3 Calcite CaCO3 11,29,176 9.87E03 1.10E02 9.87E03
Cerussite PbO3 629,148 6.97E10 1.99E14 2.50E12
Solid phases Graphite C 0 7.17E06 0.00E+00 6.79E06
Portlandite Ca(OH)2 897,013 0.00E+00 0.00E+00 0.00E+00
Gypsum CaSO42H2O 17,97,763 0.00E+00 0.00E+00 0.00E+00
Cerussite PbO3 629,148 0.00E+00 0.00E+00 0.00E+00
Litharge PbO 189,200 0.00E+00 0.00E+00 0.00E+00
Galenite PbS 81,846 1.00E09 1.00E09 9.96E10
Anlgesite PbSO4 813,173 0.00E+00 0.00E+00 0.00E+00
Ra-carbonate RaCO3 11,36,851 0.00E+00 0.00E+00 0.00E+00
Ra-sulfate RaSO4 13,64,516 0.00E+00 0.00E+00 0.00E+00
Sulfur S 0 0.00E+00 0.00E+00 0.00E+00
Quartz SiO2 856,239 3.53E+01 3.53E+01 3.53E+01
pH 7.91 7.72 7.91
pe 5.12 4.17 5.12
* Two solid solution phases were included to model miscibility gaps wherever appropriate.
H. Shao et al. / Applied Geochemistry 24 (2009) 1287–1300 1297
Table A3b
Initial bulk composition data used in the Ra Aq–SS application example.
Initial in the column On left boundary (sulfate rich) On right boundary (with radium)
Bulk elemental compositions (mol)
Ba 5.00E05 1.00E03 5.00E05
C 1.04E02 1.10E02 1.04E02
Ca 1.00E02 1.40E02 1.00E02
H 2.22E+01 2.21E+01 2.22E+01
O 8.17E+01 8.16E+01 8.17E+01
Pb 1.00E09 1.00E09 1.00E09
Ra 2.00E11 2.00E11 2.00E07
S 1.02E09 4.50E03 2.01E07
Si 3.53E+01 3.53E+01 3.53E+01
Sr 1.00E04 5.00E04 1.00E04
Charge 0 0 0
Table A4
Regular interaction parameters aij used in solid solution models.
End member binary Carbonate solid solution Sulfate solid solution
Ba–Sr 5.3a 2.34b
Ba–Ra 0c 0c
Sr–Ra 5.3d 2.34d
Ca–Pb 2.94a –
Note: Ca end members in Ba–Sr–Ra carbonate and sulfate solid solutions, as well as
Ba,Sr,Ra end members in Ca carbonate (calcite) and sulfate phases, have been
omitted because of very limited miscibility (less than 1%) in order to simplify the
example.
a Data (Glynn, 2000), Table 2, assumed regular mixing in Ba–Sr binary.
b Data (Glynn, 2000), Table 1c.
c Mixing between Ba2+ and Ra2+ was assumed ideal due to similar ionic radii.
d No direct data, interaction parameter assumed the same as for the Ba–Sr binary.
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amount of bentonite in the system. The effective retardation of
Ra in the system scales mainly with the availability of SO24 ions.
The results show that the incorporation in solid solutions results
in a retardation similar or stronger than that expected to result
from cation exchange in compacted bentonite. This can partially
be due to the fact that initial Sr and Ba inventories are also mainly
located on cation exchange sites. For a more plausible evaluation of
Ra2+ transport in such systems, both mechanisms (solid solution
and cation exchange) need to be taken into account simulta-
neously. This is currently the work in progress.
7. Conclusions and outlook
In this study, a new coupled code GeoSys-GEM, which is capable
of simulating reactive transport processes in complex aqueous–so-
lid solution systems is presented. The codes are coupled at source
code level, which provides a maximum efficiency for simulation
and software maintenance. The coupling of the multi-component
mass-transport code GeoSys with the chemical solver GEMIPM2K
is verified by a widely used dissolution–precipitation benchmark
test. Further tests and benchmarks are planned. Especially a com-
parison between LMA and GEM methods will be interesting for
systems that involve highly redox sensitive phases and elements,
as code comparison for such systems very often gives highly diver-
gent results (De Windt et al., 2003).
The Gibbs Energy Minimization (GEM) method can find chemi-
cal equilibrium between several non-ideal and ideal solutions, and
many pure condensed phases. Stable phases are found in a theoret-
ically sound way within a single GEM run. This feature of GEM is
important especially for the investigation of aqueous–solid solu-
tion systems. Such a chemical system is expected to exist e.g. at ce-ment–clay interfaces that are common in designs for nuclear waste
repositories. In the solid solution example, it was demonstrated
that the SO24 ingression into a carbonate-containing bentonite
may significantly enhance the fixation of mobile Ra. This is caused
by the re-partitioning of Ra from carbonate into sulfate solid solu-
tions. In safety assessment of waste repositories, a linear KD con-
cept is often used to predict retardation during the transport of
radionuclides. To be conservative, and in order not to overestimate
the retardation, minimum or even zero-KD values are chosen. How-
ever, these values do not always reflect properly the chemical buf-
fering capacity of the back-filling material (i.e. compacted
bentonite or bentonite–sand mixtures).
With the new reactive transport modeling code presented in
this paper, it was possible to predict the transport of radionuclides
more precisely, if provided with detailed chemical composition of
the material. The ability to model complex interactions is a neces-
sary prerequisite for the proper analysis of the experimental inves-
tigation of the transport experiments in such systems. Moreover,
with this new simulation tool, it is possible to enhance the retarda-
tion effect of solid solutions by optimizing the chemical
composition in the buffer system, i.e. by adjusting the Ba, Sr and
SO24 contents. The new tool will not replace existing performance
assessment codes, but it should provide the possibility of gaining a
more detailed system understanding and improving the concept
used in performance assessment.
A disadvantage of reactive transport modeling using the GEM
approach is that it is computationally more expensive than that
with LMA based codes. Therefore, future work will also be focused
on improving the computational efficiency of numerical
algorithms.
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Appendix A
A.1. Chemical system setups for calcite–dolomite and radium Aq-SS
examples
See Tables A1–A4.
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Modeling the competition between solid solution formation and cation exchange
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Clays and clay rocks are considered viable geotechnical barriers in radioactive waste disposal. One reason for this is
the propensity for cation exchange reactions in clay minerals to retard the migration of radionuclides. Although another
retardation mechanism, namely the incorporation of radionuclides into sulfate or carbonate solid solutions, has been
known for a long time, only recently has it been examined systematically. In this work, we investigate the competitive
effect of both mechanisms on the transport of radium (Ra) in the near-field of a low- and intermediate level nuclear waste
repository. In our idealized geochemical model, numerical simulations show that barium (Ba) and strontium (Sr) needed
for Ra sulfate solid solutions also partition to the cation exchange sites of montmorillonite (Mont), which is the major
mineral constituent of bentonite that is used for tunnel backfill. At high Mont content, most Ra tends to attach to Mont,
while incorporation of Ra in sulfate solid solutions is more important at low Mont content. To explore the effect of the
Mont content on the transport of radium, a multi-component reactive transport model was developed and implemented in
the scientific software OpenGeoSys-GEM. It was found that a decrease of fixation capacity due to low Mont content is
compensated by the formation of solid solutions and that the migration distance of aqueous Ra is similar at different Mont/
water ratios.
Keywords: reactive transport, solid solutions, cation exchange, bentonite, radioactive waste repository, montmorillonite, OpenGeoSys,
GEM-Selector
and possible release of radionuclides from the repository
to the biosphere. Among all chemical processes, cation
exchange (Reardon, 1981), surface complexation (Glynn,
2003) and the formation of solid solutions (Zhu, 2004)
are considered to contribute most significantly to the re-
tardation of radionuclides. Cation exchange reactions in
bentonite, and in more general form, on clay minerals,
have been well investigated (Bradbury and Baeyens, 1997;
Huertas et al., 2001; Fernandez et al., 2004). The effect
of solid solutions has also attracted some recent atten-
tion. Martin et al. (2003) evaluated experimentally the
mobility of radium, and reported that dissolution of a
(Ba,Ra)SO4 solid solution controls the aqueous concen-
tration of radium and barium in pore water released from
nuclear waste repositories. Zhu (2004) provided a com-
pilation of mixing parameters for Ra and Ba sulfate
isostructural family. Grandia et al. (2008) found that the
solubility of Ra in a repository environment should be in
the range of 10–11 mol/L, in the presence of (Ba,Ra)SO4
INTRODUCTION
Bentonite, comprised mainly of the clay mineral
montmorillonite (Mont), is widely used in geotechnical
applications to isolate hazardous wastes. In radioactive
waste repositories, pure bentonite is suggested as a buffer
material to seal waste canisters, while bentonite-sand
mixtures are utilized as backfill for access tunnels (Nagra,
2002). The understanding of thermo-hydro-mechanical
(THM) and chemical (C) processes in engineered barrier
systems is of crucial importance for the long-term safety
of subsurface waste repositories (Stephansson et al., 2004;
Wallner et al., 2007; Rutqvist et al., 2009). In such
geotechnical systems, chemical interactions between
radionuclides and clay minerals determine the retention
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co-precipitation, and that it will be three orders of mag-
nitude higher if only a pure RaSO4 phase is considered.
Shao et al. (2009a) numerically analyzed non-ideal
aqueous-solid solution systems with both Ba–Sr–Ra car-
bonate and Ba–Sr–Ra sulfate formations. They concluded
that the re-partitioning of radium from carbonate to sulfate
may cause a strong retardation effect on Ra. A shortcom-
ing of their study is that the cation exchange process was
not considered in their reactive transport model. In this
work, we further develop their model and investigate how
the radium-containing solid solutions may interact with
the cation exchange in bentonite, and how these interac-
tions may influence the transport of Ra.
MODEL
Governing equations
In this work, the reactive transport of chemical com-
ponents is governed by an advection-dispersion mass bal-
ance, supplemented by source/sink from chemical reac-
tions occurring at equilibrium. These relationships are
respectively (Bear and Bachmat, 1990),
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where Ci denotes the molar concentration of the i-th spe-
cies of a m multi-species system; v is the pore water ve-
locity of groundwater flow; Di is the diffusion-dispersion
coefficient of component i; Qi is a source/sink term and
Γi(Ci ··· Cm) is a source/sink term of species i due to equi-
librium chemical reactions with other species. The above
governing equations are simulated using the multi-
component reactive transport code OpenGeoSys-GEM.
It employs the sequential non-iterative approach to cou-
ple the mass transport code OpenGeoSys (Wang et al.,
2009) with GEMIPM2K (Kulik et al., 2008). For each
time step, the advection-dispersion equation (ADE) is
calculated first, and concentrations for each species are
passed to the chemical solver, which calculates local equi-
librium at each grid node. Resultant concentrations of
chemical species are then passed to the subsequent time
step. Details regarding code development and verifica-
tion can be found in Shao et al. (2009a).
Representation of cation exchange processes
In reactive transport codes, cation exchange processes
are usually calculated assuming that the clay mineral is
represented by an X-“ligand” initially occupied with Na+.
We implemented a more chemically plausible solid solu-
tion model of ion exchange in clay. For such a model it is
necessary to formulate each end member with exactly one
negative charge per formula unit of Mont, according to
the following exchange reaction
1
2
22 0 5M NaMont Na M Mont
+ ++ ⇔ + ( ). .
The corresponding equilibrium constant KG (expressed
in the Gapon convention in mole fractions) for the ideal
mixing is
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where a stands for the activity of aqueous cation and x is
the mole fraction of corresponding mineral end member.
It is numerically the same as a Gaines-Thomas selectiv-
ity coefficient KcGT (Gaines and Thomas, 1953) or
Vanselow (1932) selectivity coefficient KcV for the mono-
to-monovalent exchange, but is related to them for mono-
to-divalent exchange as
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Here ∑n is the sum of the mole amounts and ∑zn is the
sum of equivalents of ions present on the exchanger.
Geochemical model
The geochemical model is constructed from
compositional data on FEBEX bentonite (Huertas et al.,
2001; Fernandez et al., 2004), which contains approxi-
mately 92% smectite. In order to focus on the competi-
tion of cation exchange and solid solutions, we do not
consider the redox effect in our chemical system. There-
fore the smectite is represented by a pure montmorillonite
formula unit  (referred to as Mont,
[MgAl5(Si4O10)3(OH)6]
–) without any Fe. From this ba-
sis formula, a sodium montmorillonite with a composi-
tion of Na[MgAl5(Si4O10)3(OH)6] (referred to as Na-
Mont) was first set up as a dependent component. Other
cation-exchange components, including K, Ca, Mg, Ba,
Sr, and Ra end members, were defined using exchange
reactions with Na-Mont in form of Eq. (2). An ideal solid
solution phase was composed of K-, Ca-, Mg-, Ba-, Sr-,
and Ra-Mont as end members, and exchange coefficients
were converted from KcGT values given by Fernandez et
al. (2004). The exchange equations and corresponding
coefficients are listed in Table 1.
Because pore water composition for highly compacted
bentonite is difficult to estimate, most available pore water
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cation profiles are extrapolated from batch extraction
tests. In this work, Mont phase composition is based on
the initial cation loadings reported by Fernandez et al.
(2004). The model system includes mineral phases of
Mont, quartz, kaolinite and gibbsite, together with 3.2
mMol/L of NaCl to match the chloride inventory of
FEBEX bentonite. An excess atmosphere with logPCO2
of –3.5 is built into the system. GEM simulation results
were compared with the data from batch experiments at a
solid/liquid ratio of 0.147. Initial guesses of G°j values
were first obtained from thermodynamic databases
(Bechtel SAIC Company, 2004; CTDP, 2009), or esti-
mated by analytical method (Mattigod and Sposito, 1978).
They are later adjusted such that trace amount of kaolinite
precipitated in the presence of Mont and quartz, while
Gibbsite remained undersaturated. Next, the solid/liquid
ratio was varied from 0.147 to 25. The simulated pH value
decreased from 8.6 to about 7.5, and dissolved Al drops
from 3 × 10–7 to less than 4 × 10–8 molal at a solid/liquid
ratio of 4.0. For higher solid/liquid ratios, the pore water
composition is dominated by cation occupancies on clay
and remained nearly constant. A more improved calibra-
tion would require comparison with measured Al concen-
trations, unfortunately such information was not provided
by Fernandez et al. (2004).
Additionally, a sensitivity analysis was performed by
increasing the stability of all Mont end members, i.e.,
decreasing their G°298 values simultaneously with 30 kJ/
mol. In terms of aqueous primary species, only the
behavior of Al was noticeably altered. Total dissolved Al
decreased to 1 × 10–8 molal, while kaolinite disappeared
and gibbsite remained undersaturated. The pH and other
dissolved cations remained nearly unaffected. From this
we conclude that the ion distribution between ion ex-
changer (clay) and aqueous solution is largely unaffected
by the solubility of the Mont phase as long as this phase
is stable relative to gibbsite and kaolinite. Hence, we ac-
cepted the G°298 values for Na-Mont. G°298 values for all
other end-members are calculated using exchange reac-
tions with Na-Mont. The exchange coefficients and sub-
sequent G°298 values are listed in Table 1.
After calibrating the Mont phase model, four non-ideal
solid solutions, (Ca,Ba,Sr)CO3, (Ra,Ba,Sr)CO3,
(Ra,Ba,Sr)SO4 and (Ra,Sr,Ba)SO4, were added to the defi-
nition of the chemical system. We assumed that Ba and
Sr tend to form separate solid solution phases, while cal-
cium is distributed between calcite and gypsum in the
presence of sulfate. The CaSO4 containing solid solutions
were excluded from the present setup. Instead, the Ra–
Ba–Sr sulfate system was set as two solid solution phases,
one mainly celestite–RaSO4 and another mainly barite–
RaSO4. Gypsum, magnesite and quartz were included as
pure mineral phases. Details regarding the chemical sys-
tem definition are provided in a separate Excel file (see
supporting information Shao et al., 2009b). During pre-
processing, bentonite is usually exposed to the air, and
the bentonite pore water alkalinity is then controlled by
the partial pressure of CO2. To reflect this, the system is
maintained in equilibrium with atmospheric air so that
the logPCO2 value is consistent at –3.5. With this setting,
our calculated pH value (7.51) is similar to the one mea-
sured by Fernandez et al. (2004). A different logPCO2 value
would be required to represent a closed and fully satu-
rated repository (e.g., to –2.2 for typical groundwater).
In FEBEX bentonite, the initial bentonite (solid)/liquid
ratio is 19 kg/kg (Fernandez et al., 2004). However, ben-
tonite can be mixed with different proportions of sand
for backfilling the access tunnels. This also results in a
change of the solid/liquid ratio. For example, the tunnel
backfilling material may contain 80 wt. % of sand and 20
wt. % of bentonite (that contains 75% Mont) for the dry
material. At a porosity of 0.3, the solid/liquid ratio for
Mont/water is about 1.35. In our model, we fix the amount
of water at 1 kg, and scale the given amount of Mont
proportionally. Total system volume is conserved through
the addition of quartz, thus representing different propor-
Table 1.  Selectivity coefficients KcGT, equilibrium constants KG for ion-exchange reac-
tions, and standard Gibbs energies of end members representing the montmorillonite
clay phase (-Mont stands for [MgAl5(Si4O10)3(OH)6]) at 298.15 K
*According to measurements by Fernandez et al. (2004).
**Assumed to be the same as for Sr.
End members Reactions KcGT* KG G°298 (J/mol)
Na-Mont –15908267
K-Mont K+ + Na-Mont ⇔ Na+ + K-Mont 10.6 10.6 –15934700
Ca1/2-Mont 1/2Ca
2+ + Na-Mont ⇔ Na+ + Ca1/2-Mont 12.8 2.2 –15924343
Mg1/2-Mont 1/2Mg
+ + Na-Mont ⇔ Na+ + Mg1/2-Mont 10.7 2.0 –15874717
Sr1/2-Mont 1/2Sr
2+ + Na-Mont ⇔ Na+ + Sr1/2-Mont 12.8 2.5 –15930451
Ba1/2-Mont 1/2Ba
2+ + Na-Mont ⇔ Na+ + Ba1/2-Mont 12.8** 2.5** –15928924
Ra1/2-Mont 1/2Ra
2+ + Na-Mont ⇔ Na+ + Ra1/2-Mont 12.8** 2.5** –15929280
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tions of sand in the Mont-sand backfill. The Mont/water
ratio was gradually lowered from 19 to 0.1, but with 2 ×
10–7 M of Ra2+ remaining in the system. The Ra distribu-
tion between sulfate solid solutions and Mont phase was
calculated in order to investigate the influence of clay
content on retention mechanisms of Ra.
Model geometry and numerical setup
To demonstrate the impact of competition between the
two mechanisms on the transport of mobile radium, we
considered a simplified 5 m long one-dimensional col-
umn model, representing a tunnel connected to an inter-
mediate level radioactive waste repository. Sensitivity
analyses were conducted to ensure appropriate spatial and
temporal discretizations. For a constant time step setting,
grid sizes of 0.05, 0.025, and 0.0125 m were tested, with
no observable influence on the radium profile. Therefore
we have chosen a spatial discretization of 0.05m. On the
other hand, an inappropriate choice of the time step size
has a much bigger impact on the penetration depth of ra-
dium. An improperly calibrated time step (too large) re-
sults in overestimation of transport distance for radium.
After several tests, we found that, at the conditions in-
vestigated here, the simulation result converges accurately
for time steps equal to or smaller than 1 × 106 s (11.6
days). If we accept that time step size is governed theo-
retically by a relationship of the form ∆t = A∗∆x2/De,
where De is effective diffusion coefficient, then these re-
sults suggest A is approximately 0.1 for the conditions
explored here. Therefore, all of our reactive transport
simulations adopt this setting.
Within a waste repository, the hydraulic gradient is
usually flat and the bentonite has a very low hydraulic
conductivity (up to 5.0 × 10–11 m/s), so that transport of
aqueous species in the tunnel will be dominated by diffu-
sion. We used for all species the same effective diffusion
coefficient of 2.0 × 10–10 m2/s. With a cation accessible
porosity of 0.12 for a highly compacted bentonite (Nagra,
2002), the pore diffusion coefficient for all mobile chemi-
cal components is set to 1.7 × 10–9 m2/s. The temperature
and pressure were assumed to be 25°C and 1 bar, respec-
tively. The imposed chemical boundary condition is a
constant radium concentration, representing the leakage
of the radionuclides out of the waste matrix at the right
end of the tunnel backfill. The source term, i.e., aqueous
concentration of Ra2+, was fixed at 1.0 × 10–6 mol/L. Such
a radium concentration can be estimated in the cement
backfill material for intermediate level waste (Nagra,
2002). To keep the model simple, the radioactive decay
of radium was not considered.
RESULTS
Figure 1 depicts the partitioning of Ra between the
ion exchanger and solid solutions subject to the amount
of clay in the system (in terms of the Mont/water ratio).
At a Mont/water ratio of 19, bentonite is in a compacted
form, which is used to seal the high level waste canister.
Cation exchange sites in the Mont phase attract most of
the Ba and Sr in the system so that, while carbonate and
sulfate are abundant in the aqueous phase, insufficient
Ba and Sr restrains the formation of Ra sulfate solid so-
lutions. Sufficient Ba and Sr remain for sulfate forma-
tion only when the Mont/water ratio is lowered to ap-
proximately unity. Despite the fact that the limited clay
content lowers the total amount of Ra bound in the Mont
phase, the sulfate solid solutions compensate for this and
provide a secondary fixation mechanism. When the ratio
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Fig. 1.  Influence of Mont/water ratio on the radium distribu-
tion among cation exchange sites and solid solution formations.
Fig. 2.  Aqueous phase radium profile after 1000 years, with
clay content adjusted by Mont/water ratio of 10, 1.0 and 0.1
kg/kg.
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is about 0.1, only a minor proportion of Ra is retained in
the montmorillonite, and the incorporation in sulfate solid
solution becomes the major retardation mechanism for
the transport of radium.
Figure 2 shows the concentration profile for aqueous
Ra2+ after 1000 years. The shape and extension of the
profiles are similar at three different Mont/water ratios
of 0.1, 1.0, and 10 kg/kg. The aqueous radium concentra-
tions is lowered by 2~3 orders of magnitude, as soon as it
diffuses into the column. Both sulfate and Mont solid
solutions provide the capacity to fix radium. Figure 3
shows the amount of radium in solution and on both types
of fixation sites, at a Mont/water ratio of 0.1. The sulfate
solid solution provides the major fixation capacity, due
to the low Mont content in the solid phase. These results
agree well with the case study presented by Martin et al.
(2003), where Ra transport was monitored in a sandy/
gravel aquifer contaminated by leakage from a mining
waste deposit.
DISCUSSIONS
In order to simulate cation exchange reactions, mod-
els based on the Law of Mass Action (LMA) such as
PhreeqC (Parkhurst and Appelo, 1999, Xie et al., 2004)
and MINSORB (Bradbury and Baeyens, 1997) are often
used. In such models, the real stoichiometry of clay min-
erals (Al, Mg, Si, H and O) is usually not included, and is
replaced by “sorption site capacities”. However, the GEM-
Selektor package based on Gibbs Energy Minimization
simplifies the thermodynamic consideration of cation ex-
change reactions in the form of solid solutions with full
stoichiometry of the clay mineral, whose solubility can
be calibrated according to cation profiles measured in
batch extraction tests. In the experiment of Fernandez et
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al. (2004), it was observed that the measured aqueous
concentrations of K, Mg, Ca and Sr increase together with
the S/L ratio (table 5 in their paper), while the pH of the
aqueous solution decreased accordingly. These phenom-
ena are both qualitatively reproduced in our model.
In this work, the equilibrium exchange constant for
Ra was assumed to be the same as for Sr. To test the sen-
sitivity of this parameter, we decreased the stability of
the exchange component Ra1/2Mont, by increasing its
G°298 value 7000 J/mol (17 times weaker KG). This cor-
rection is well above the range of selectivity coefficients
for alkali earth cations on montmorillonite (Benson, 1982;
Bruggenwert and Kamphorst, 1979). However, the model
result basically remains the same and the trend in Fig. 1
is intact, suggesting that it is the availability of Ba, Sr,
and sulfate in competition with the availability of clay
ion exchange sites that govern the formation of solid so-
lutions, rather than a particular value of the exchange
constant of radium on montmorillonite. Therefore, the
distribution of Ra among the clay ion exchange and the
sulfate solid solution is far more influenced by the Mont/
water ratio than by the value of cation exchange constant.
A comparison of the Ra profile in Fig. 2 with previ-
ous results (Shao et al., 2009a) shows that the mobility
of aqueous radium is considerably lower if cation ex-
change reactions in addition to solid solution formation
is considered. Even with a limited amount of clay (Mont/
water ratio of 0.1 in Fig. 3), Ra2+ can penetrate less than
1.5 m into the column after 1000 years. The Ra profile
shown in Fig. 2 suggests that the diminishing fixation
capacity of the Mont phase can be compensated for by
incorporation into sulfate solid solution. However, the
chemical system presented here is simplified. In a real
bentonite-sand mixture, it is possible that some portion
of carbonate and sulfate will be unavailable to solid solu-
tion formation and that the cation exchange reactions may
be influenced by the competition with other cations.
SUMMARY
In this work, the impact of competition between the
cation exchange on montmorillonite and the formation
of sulfate solid solutions on the retardation of radium is
investigated. Both mechanisms are built in an idealized
geochemical model and simulation shows that both of
them can fix the mobile radium into the solid phase. The
distribution of radium in sulfate solid solutions is mainly
influenced by the amount of Ba and Sr available, which
can also undergo cation exchange on clay minerals like
montmorillonite. At high clay content, the cation exchange
dominates the whole system and is the major process that
retards the transport of Ra, whereas at low clay content,
the incorporation in sulfate solid solutions fixes most of
the Ra.
Fig. 3.  Amount of Ra distributed between sulfate solid solu-
tions, clay cation exchange, and pore water. Simulation results
after 1000 years, at Mont/water ratio of 0.1.
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