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Resumo
O advento dos processadores multi-core marcou o nascimento de uma nova era, em que
se requer que as aplicações sejam concorrentes para que possam usufruir da natureza
paralela do hardware. No entanto, esta mudança de paradigma na arquitectura dos pro-
cessadores não foi acompanhada por alterações significativas nas linguagens de progra-
mação de uso generalizado. Obrigando frequentemente o programador a optar entre
desempenho (com o recurso a computação paralela) e a produtividade no processo de
desenvolvimento do software.
Neste contexto, esta dissertação propõe a aplicação do paradigma de paralelismo de
dados ao nível da sub-rotina. A invocação de uma sub-rotina dá origem a várias tarefas,
cuja execução opera sobre partições distintas dos dados de entrada. A execução destas
tarefas é delegada a uma pool de threads trabalhadores, que as executarão em paralelo,
segundo uma variação do modelo de execução Single Program Multiple Data a que bapti-
zámos como Single Operation Multiple Data. Este modelo é apresentado ao programador
segundo o paradigma Distribute-Map-Reduce, em que os dados de entradas são partici-
onados e submetidos às múltiplas instâncias da sub-rotina para execução paralela. Aos
resultados parciais é posteriormente aplicada uma operação de redução para calcular o
resultado final.
A instanciação do modelo foi realizada como uma extensão à linguagem de progra-
mação Java, sendo o sistema de execução construído sobre o sistema de execução da
linguagem X10 [CGS+05]. O protótipo resultante pode ser aplicado tanto em ambientes
de memória partilhada como distribuída.
A avaliação realizada atesta a viabilidade da solução, apresentando resultados de
desempenho interessantes para um conjunto considerável de aplicações, sem que o pro-
gramador tenha de escrever código especializado.
Palavras-chave: Computação paralela, Paralelismo de dados, Modelo de execução SOMD,
Distribute-Map-Reduce
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Abstract
Multi-core processors inaugurated a new era in CPU design and organization, that re-
quires applications to be concurrent, in order to fully benefit from the parallel nature of
the hardware. However, this paradigm shift in processor architecture was not followed
by significant changes in mainstream programming languages. Therefore, currently soft-
ware developers must often choose between performance (by resorting to parallel com-
puting) and productivity in the software development process. This state of the art makes
this area of great relevance and impact in current computer science research.
In this context, this dissertation proposes the application of the data parallel paradigm
at subrotine level. The invocation of a subrotine spawns several tasks, each operating
upon a partition of the input dataset. The execution of these tasks is delegated to a pool
of worker threads that will execute them in parallel, accordingly to a variant of the ex-
ecution model Single Program Multiple Data which we baptised Single Operation Multiple
Data. This model is presented to the programmer as a Distribute-Map-Reduce paradigm,
where the data of the input dataset is decomposed and submitted to multiple instances
of the subrotine that are executed in parallel. The partial results are after subtmitted to a
reduction operation, which will compute the final result.
The model was instantiated as an extension to the Java programming language, sup-
ported by a runtime system built on top of the Java runtime for the X10 programming lan-
guage [CGS+05]. The resulting prototype is able to execute applications in both shared
and distributed memory environments.
The performed evaluation attest the viability of the solution. We obtained good per-
formance results for a considerable set of applications without burdening the program-
mer with the writing of specialized code.
Keywords: Parallel Programming, Data Parallelism, SOMD execution model, Distribute-
Map-Reduce.
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Introdução
1.1 Motivação
Em 2006 verificou-se uma importante mudança no paradigma de construção dos proces-
sadores para computadores pessoais, a transição de processadores single-core para pro-
cessadores multi-core. A Lei de Moore, que constata que o número de transístores num
processador duplica a cada dois anos sem custos acrescidos, era acompanhada, até então,
por um aumento na velocidade do relógio, o que permitia que um programa sequencial
fosse cada vez mais rápido com a evolução do processador. Contudo, apesar da lei ainda
se manter válida, limites físicos que têm como consequência o sobreaquecimento do pro-
cessador, impediram que o aumento da velocidade de relógio pudesse manter-se como
o motor da evolução dos processadores. Neste contexto, a indústria de processadores
foi obrigada a optar por outras alternativas, nomeadamente a introdução de múltiplos
processadores num só chip - as arquitecturas multi-core - e o aumento significativo da
capacidade da memória cache.
Esta mudança de paradigma arquitectural teve um impacto significativo no desem-
penho das aplicações sequenciais. O aumento do número de cores não se traduz em me-
lhorias de desempenho nesta categoria de aplicações. Podendo até haver um decréscimo
de desempenho devido à competitividade pelos recursos por parte dos cores. Com este
novo paradigma apenas aplicações concorrentes podem tirar benefício destas arquitectu-
ras, vendo o seu desempenho aumentar com o número de processadores.
No entanto, apesar dos processadores multi-core já existirem desde 2006, as linguagens
de programação de uso generalizado, compiladores e sistemas de execução, permanecem
na sua generalidade inalteradas, não tendo sofrido alterações significativas com vista a
adaptarem-se a este novo tipo de arquitecturas de processadores. A comunidade almeja
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assim que sejam propostas novas soluções ao nível de linguagens, compiladores e siste-
mas de execução para que se possa tirar melhor partido do paralelismo presente neste
tipo de processadores.
O desafio desta área é encontrar construções linguísticas, quer a nível de construtores
de linguagem ou de bibliotecas. Estes têm como função permitir abstrair o programador
dos vários detalhes inerentes à programação paralela, nomeadamente, composição fun-
cional e de dados, e o seu mapeamento na arquitectura alvo. Estas construções deverão
ter uma curva de aprendizagem pequena, para que possam obter uma produtividade nas
linguagens de computação paralela semelhante à produtividade observada na programa-
ção de uso geral. Este aumento na produtividade permitirá então trazer a programação
paralela para o desenvolvimento de aplicações do dia-a-dia, podendo ser usada por não-
especialistas na área da computação paralela.
Neste contexto esta dissertação propõe um modelo de execução, que permite expres-
sar paralelismo de dados de forma simples ao nível de uma sub-rotina.
1.2 Single Operation Multiple Data
A decomposição paralela de um problema pode incidir sobre os seus dados (paralelismo
de dados) ou sobre o seu código (paralelismo de tarefas ou funcional). Este último é
normalmente explorado através de sub-rotinas que são submetidas para execução a um
conjunto threads organizados em pools. Este conceito é a base do modelo de execução de
linguagens como o Cilk [FLR98], ou o X10 [CGS+05] ou os executores do Java (incluídas
no pacote java.util.concurrent1). Já o paralelismo de dados é normalmente explorado ao
nível do ciclo, sendo exemplos desta abordagem o OpenMP [DM98], o Intel TBB [Rei07]
e linguagens PGAS (Partitioned Global Address Space) como o UPC [UPC05] ou o X10.
Esta dissertação tal como referido anteriormente, propõe expressar o paralelismo de
dados ao nível de sub-rotinas. A invocação duma sub-rotina neste contexto inicia a cria-
ção de várias tarefas, que trabalharão sobre diferentes partições dos dados de entrada,
aplicando o mesmo conjunto de operações a cada uma dessas partições. Estas tare-
fas serão executadas por múltiplos threads trabalhadores, que executarão em conformi-
dade com uma variação do modelo de execução Single Program Multiple Data (SPMD)
[DGNP88], que baptizámos como Single Operation Multiple Data (SOMD).
O modelo de execução é apresentado ao programador segundo o paradigma de pro-
gramação Distribute-Map-Reduce (DMR), no qual o conteúdo dos dados de entrada é par-
ticionado e alimentado às múltiplas instâncias da sub-rotina (MI) que executam em pa-
ralelo. Aos resultados parciais obtidos da execução das MIs é aplicada uma função de
redução, que calcula o resultado a ser devolvido ao invocador. A figura 1.1 ilustra o
modelo, onde se pode observar que várias tarefas executam em paralelo sobre partições
de dados diferentes, produzindo, cada uma delas, um resultado parcial. O cálculo do
resultado final é realizado aplicando uma função de redução aos resultados parciais.
1http://docs.oracle.com/javase/7/docs/api/java/util/concurrent/package-summary.html
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Redução dos resultados
Resultado final
Figura 1.1: Execução do modelo SOMD
Esta abordagem permite ao programador comum expressar computações paralelas
através da anotação de sub-rotinas inalteradas. A simples indicação das estratégias de
distribuição e redução é suficiente para que, partes da aplicação (a sub-rotina anotada)
execute em paralelo, permitindo assim tirar partido da natureza paralela do ambiente de
execução alvo, sem a criação de código especializado para o efeito.
Como será observado nos exemplos apresentados ao longo deste documento, as dis-
tribuições e reduções são normalmente independentes de uma sub-rotina em particular
e portanto podem ser utilizadas em diversos casos. Nesta medida antevemos que estas
possam ser disponibilizadas sob a forma de bibliotecas. Nesse caso, a tarefa do progra-
mador restringe-se à selecção das políticas de distribuição e redução a aplicar. Porém
o programador mais conhecedor da área poderá sempre criar as suas próprias políticas,
de modo a particionar outras estruturas de dados, ou criar partições e funções de redu-
ção especializadas. O programador pode ainda modificar o código da sub-rotina alvo de
modo a mapear melhor no modelo de execução SOMD, seja por questões de desempenho
ou algorítmicas.
Esta dissertação foca a incorporação do modelo SOMD na linguagem de programa-
ção Java, através da criação duma extensão que introduz construtores que expõem o pa-
radigma de programação DMR. A extensão de linguagem foi criada usando a ferramenta
Polyglot [NCM03], através da geração dum compilador source-to-source, cujos os fichei-
ros de entrada são processados e compilados para Java, sendo neste processo criado o
bytecode que executará na Java Virtual Machine (JVM).
O modelo de execução SOMD é suportado através do sistema de execução X10, forne-
cendo este as funcionalidades para que métodos Java sejam executados segundo a nossa
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especificação em ambientes de memória partilhada e distribuída. O foco desta disser-
tação encontra-se nos ambientes de memória partilhada, mais concretamente nas arqui-
tecturas de multi-cores. O protótipo implementado integra os sistemas de execução da
linguagens Java e X10 através da integração de computações em threads Java com com-
putações no sistema de execução do X10. Este último é apenas responsável pela execução
de métodos SOMD. Os resultados obtidos por este protótipo inicial são bastante promis-
sores, perspectivando assim mais trabalhos futuros nesta solução.
1.3 Contribuições
O objectivo desta dissertação é instanciar o modelo de execução SOMD numa linguagem
de programação de grande utilização, nomeadamente o Java. Para tal a API fornecida
assumirá a forma de um paradigma Distribute-Map-Reduce em que o programador poderá
definir (ou controlar) os três estágios.
O protótipo assentará sobre o sistema de execução do X10, partindo de uma base con-
solidada que nos permitirá concentrar nas funcionalidades que são efectivamente contri-
buições para o estado da arte.
As contribuições deste trabalho podem então ser resumidas nos seguintes pontos:
1. A apresentação do modelo execução SOMD e do paradigma de programação sub-
jacente Distribute-Map-Reduce;
2. O protótipo que instancia este modelo na linguagem Java, usando chamadas ao
sistema de execução do X10;
3. Uma avaliação da exequibilidade deste modelo na execução de computações para-
lelas em máquinas multi-core.
1.4 Estrutura do documento
Além deste capítulo de introdução esta dissertação contempla outros seis capítulos estru-
turados das seguinte forma:
• Capítulo 2 - apresenta-se o levantamento do estado de arte na área da programação
concorrente, sendo introduzidos os conceitos mais importantes. Realiza-se também
o levantamento das linguagens de programação concorrente, terminando com uma
discussão crítica respeitante à escolha do sistema de execução, que dará suporte ao
modelo de execução SOMD.
• Capítulo 3 - apresenta-se o modelo de execução SOMD, o seu paradigma de pro-
gramação e os construtores que darão suporte ao modelo. Ao longo do capítulo
serão também apresentados exemplos que ilustram o uso desses construtores.
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• Capítulo 4 - define-se a sintaxe concreta da extensão à linguagem Java, apresenta-
se o mapeamento dos construtores na linguagem X10, a integração dos sistemas
de execução Java e X10, e os passos do processo de compilação que permitem a
geração de código Java.
• Capítulo 5 - discute-se os resultados do protótipo relativamente ao seu desempe-
nho, à qualidade da implementação quando comparada com sistema de execução
X10, e a nível da produtividade da linguagem.
• Capítulo 6 - apresenta-se o balanço do trabalho realizado face aos objectivos da dis-
sertação, sendo mencionados alguns dos aspectos a abordar como trabalho futuro.
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Estado da Arte
Neste capítulo serão abordados os temas que enquadram a dissertação a realizar, nome-
adamente o estado da arte na área programação paralela. Sendo que se pretende que o
protótipo a implementar assente sobre um sistema de execução existente, com suporte
para o paralelismo de dados em ambientes de memória partilhada e distribuída, realiza-
se um levantamento dos conceitos relativos à programação concorrente e paralela e mo-
delos de programação, fazendo-se ainda referência às linguagens PGAS e APGAS.
O capítulo encontra-se dividido em seis partes: a secção 2.1 relativa a conceitos já
consolidados referentes à programação concorrente e paralela, presente nos livros [Bre09,
BA06, HS08]; na secção 2.2 são apresentados os modelos de programação paralela mais
relevantes actualmente e as dimensões, segundo as quais podemos classificar estes mo-
delos; nas secções 2.3 e 2.4 são apresentados os modelos e linguagens PGAS e APGAS
respectivamente; e por fim, na secção 2.5 é elaborada uma discussão crítica às linguagens
PGAS e APGAS, de modo a determinar qual deverá ser integrada na implementação.
2.1 Programação Concorrente e Paralela
Nesta secção serão abordados os paradigmas de programação concorrente e paralela,
sendo apresentada as suas definições, os seus desafios e as vantagens e desvantagens de
cada um dos paradigmas.
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2.1.1 Programação Concorrente
O paradigma de programação concorrente consiste na coexistência de vários fluxos de
execução (threads1) de um ou mais processos em execução e ao mesmo tempo, em um ou
mais processadores.
Cada thread tem acesso exclusivo ao processador por um determinado intervalo de
tempo. Findo esse tempo poderá ter de dar o seu lugar a outro e aguardar que chegue
novamente a sua vez, verificando-se assim acções intercaladas no tempo por parte destes.
Desafios
O grande desafio deste paradigma é como efectuar a comunicação entre os threads, de
forma a que estes possam cooperar para levar a cabo os seus objectivos. Esta pode ser
realizada via memória partilhada ou através da troca de mensagens. O modelo de me-
mória partilhada consiste na partilha de um espaço de endereçamento por vários threads
de um ou mais processos, a acederem a um espaço de endereçamento partilhado por
todos. A utilização deste modelo implica lidar com problemas de acessos concorrentes,
que são normalmente resolvidos recorrendo-se a monitores, locks ou semáforos, e ainda
lidar com problemas de sincronização que são solucionados através do uso de portas de
sincronização para coordenar o trabalho dos threads.
O modelo de troca de mensagens consiste na partilha de dados e sincronização de
threads através do envio e recepção explícita de mensagens entre processos, apresentando
cada processo o seu próprio espaço de endereços de memória. As operações de envio
e recepção de mensagens são normalmente suportadas por bibliotecas implementadas
para o efeito.
Vantagens e Desvantagens
O paradigma de programação concorrente apresenta como vantagens um melhor uso dos
recursos do sistema, enquanto um thread espera por operações de entrada/saída (I/O),
outro pode ser escalonado para fazer uso do processador, permitindo também um maior
rendimento (throughput), ou seja, um aumento da quantidade de processos concluídos
por unidade de tempo.
Em relação às desvantagens, este paradigma implica um controlo de concorrência dos
fluxos de execução, que nem sempre é trivial de programar e a possibilidade dos fluxos
incorrerem numa situação de deadlock, devido à não libertação dos recursos utilizados.
2.1.2 Programação Paralela
A programação paralela trata-se dum subconjunto da programação concorrente, no qual
se desenha a aplicação tendo o pressuposto que vários threads irão executar efectivamente
1A partir deste ponto, por questões de simplificação, assumimos que o thread é a unidade básica de
concorrência.
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em paralelo, sendo cada thread atribuído aos processadores disponíveis. O paralelismo
pode-se encontrar ao nível da instrução, dos dados ou das tarefas.
O paralelismo permite assim que um programa possa executar mais rapidamente do
que se estivesse a correr num só processador (caso o programa esteja preparado para
executar em paralelo). Contudo, o ganho que se tem ao aumentar o número de processa-
dores não equivale muitas vezes a um ganho linear no desempenho, devido aos diversos
custos existentes (comunicação, processamento de I/O, etc.), ou devido à desadequação
do algoritmo paralelo.
Desafios
Paralelizar um programa diz respeito à transformação dum algoritmo sequencial, de
modo a prepará-lo para execução em múltiplos processadores simultaneamente, tendo
em conta a arquitectura alvo. Para isso muitas vezes é necessário modificar os algo-
ritmos sequenciais utilizados, pois o modelo de programação incute no programador a
responsabilidade pela comunicação e pela decomposição do problema, de modo a que
este execute eficientemente.
A decomposição do problema refere-se à divisão do mesmo em uma ou mais tare-
fas que poderão executar em paralelo. Este tema é abordado na secção 2.2, onde serão
apresentadas diversas formas de decompor um problema.
Vantagens e desvantagens
Para além das vantagens e desvantagens da programação concorrente, este paradigma
tem como vantagem permitir um throughput mais elevado, se o problema estiver prepa-
rado para executar em paralelo, e como desvantagem incutir no programador a responsa-
bilidade pela comunicação e decomposição do problema, sendo um problema não trivial
de se resolver quando se quer o melhor desempenho possível.
Este paradigma encontra-se também muito ligado à arquitectura alvo para qual o pro-
blema deve ser decomposto. Isto traz como vantagem, a optimização do problema para
essa arquitectura, e como desvantagem, a dificuldade a sua portabilidade para outras
arquitecturas.
2.1.3 Lei de Amdahl
A medida de desempenho de um programa paralelo é normalmente calculada através
da fracção entre os tempos da versão sequencial do programa e da versão paralela do
mesmo, e intitula-se speedup.
A lei de Amdahl [Amd67] indica que o speedup máximo que se pode alcançar, sem ter
em conta factores adversos (e.g. tempo de comunicação), encontra-se limitado pela frac-
ção de código não paralelizável, querendo isto dizer que o aumento do número de pro-
cessadores a partir de certa altura não apresenta impacto no desempenho do programa.
Contudo constatou-se que para um número elevado de aplicações o valor dessa fracção
9
2. ESTADO DA ARTE 2.1. Programação Concorrente e Paralela
não é constante, sendo inversamente proporcional ao volume de dados. O aumento do
volume de dados das aplicações permite assim obter speedups lineares, proporcionais ao
número de processadores. Este resultado justifica assim a exploração do paralelismo nos
programas.
2.1.4 Taxonomia de Flynn
A arquitectura alvo da execução de um programa paralelo influencia bastante o modo
como este irá ser programado. Michael J. Flynn definiu quatro tipo arquitecturas [Fly72]
de computadores, que são classificadas sobre duas dimensões, número de fluxos de exe-
cução e número de fluxos de acesso a dados:
SISD - Single Instruction, Single Data: Existe apenas um fluxo de execução e que tra-
balha sobre um conjunto de dados - a execução é sequencial, não explorando qualquer
paralelismo. Nesta categoria inserem-se os mainframes e o modelo básico da máquina
de Von Neumann, a base dos processadores single-core e de um core num processador
multi-core.
SIMD - Single Instruction, Multiple Data: A mesma instrução é aplicada simultanea-
mente a conjunto de dados diferentes, existindo assim paralelismo no conjunto de da-
dos. Máquinas vectoriais, GPGPUs [THO02] e os conjuntos de instruções vectoriais -
por exemplo as instruções SSE (Streaming SIMD Extensions) [Sie10] - existentes em alguns
processadores, são exemplos de implementações deste tipo de arquitectura.
MISD - Multiple Instruction, Single Data: O mesmo conjunto de dados é aplicado a
fluxos de execução diferentes em simultâneo. Não se conhecem arquitecturas que se
insiram nesta categoria.
MIMD - Multiple Instruction, Multiple Data: Vários fluxos de execução operam sobre
vários conjuntos de dados em simultâneo. Esta categoria pode ser decomposta em duas
subcategorias: arquitecturas de memória partilhada e de memória distribuída.
Uma arquitectura de memória partilhada consiste em máquinas com vários processa-
dores que partilham a mesma memória física. Mais uma vez, estas podem ser decompos-
tas nas arquitecturas SMP (Symmetric Multiprocessors), em que os vários processadores ou
cores estão ligados a um bus partilhado, e as NUMA, em que cada processador tem a sua
própria memória privada, apesar de poder aceder à memória dos restantes. Na última
o tempo de acesso de um thread à memória depende da localidade da mesma, ou seja é
rápido se o thread aceder à memória local do processador onde está a executar, porém
apresenta uma velocidade menor quando acede à memória de outro processador.
As arquitecturas de memória distribuída correspondem a arquitecturas em que vários
nós estão ligados por uma rede, sendo que cada nó pode conter vários processadores e a
sua própria memória. Exemplos desta arquitectura são o Beowulf [SBS+95], um cluster de
computadores que está ligado por uma rede local de TCP/IP, os MPPs (Massively Parallel
Processors) [Bat80] e arquitecturas de sistemas distribuídos.
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O trabalho a realizar no contexto desta dissertação foca-se essencialmente em arqui-
tecturas MIMD de memória partilhada, porém o desenho da arquitectura e o protótipo a
implementar suportarão também arquitecturas de memória distribuída.
2.2 Modelos de Programação Paralela
Um modelo de programação paralela é um conjunto de conceitos que permite exprimir
o paralelismo em programas, podendo a sua implementação assumir a forma de uma
linguagem (ou extensão de uma linguagem) de programação ou de um biblioteca. Os
modelos podem ser caracterizados segundo várias dimensões, sendo abordadas nesta
secção as seguintes: comunicação, decomposição do problema e modelos de execução.
2.2.1 Comunicação
A dimensão da comunicação é o que permite ao programa progredir e atingir o resultado
final do problema. Esta pode ser conseguida através de duas formas diferentes, memória
partilhada ou troca de mensagens.
Memória Partilhada: Tal como foi referido na subsecção 2.1.1, o modelo de memória
partilhada baseia-se na existência de um espaço de memória partilhado, a que vários
threads acedem para poderem comunicar entre si, sendo este modelo de programação
baseado em threads, o modelo de base para a programação em memória partilhada. Exis-
tem várias APIs que fornecem suporte para este modelo, entre as quais a POSIX Threads
[Mue93], também conhecida por Pthreads, e o OpenMP [DM98].
As Pthreads são um padrão POSIX, que especifica uma API para suportar aplicações
multi-threaded. Essa API fornece funcionalidades de criação e gestão de threads, permi-
tindo também o uso de mutexes2, variáveis condição e sincronização de threads, através
do uso de portas de sincronização. Uma das razões da utilização de threads é o facto do
tempo de mudança de contexto entre threads dum mesmo processo, ser mais rápido do
que o tempo de mudança de contexto entre processos. Isto sucede-se devido à partilha
de código entre os threads, levar a que apenas os registos e o program counter dos threads
sejam trocados aquando da mudança de contexto, sendo esta uma operação muito mais
barata do que a mudança de contexto entre processos.
O OpenMP consiste num conjunto de funções de biblioteca e directivas dadas ao com-
pilador, que permitem ao programador inserir paralelismo no seus programas sem ter
que se preocupar com a criação e gestão de threads. A programação em OpenMP consiste
em inserir directivas do pré-processador (pragmas), que anotam as zonas do programas
em que o normal comportamento de execução deve ser alterado. Esta alteração inicia a
execução paralela do programa, não necessitando em muitos casos de modificações a ní-
vel do código do programa. O modelo de execução do OpenMP segue o modelo fork-join
2Permite o acesso em exclusão mútua a zonas de memória
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descrito na subsecção 2.2.3.
Troca de Mensagens: O modelo de programação baseado em troca de mensagens tem
como base o uso de sockets suportados pelo sistema de operação, através da sua interface
de chamadas ao sistema. Um socket cria um canal de comunicação fiável ponto-a-ponto
entre dois processos, sendo a comunicação realizada através de escritas e leituras nesse
canal.
O modelo de programação baseado em troca de mensagens está presente em diferen-
tes cenários, por exemplo na programação paralela, com o PVM (Parallel Virtual Machine)
[Sun90], uma biblioteca que permite a programação de uma rede de computadores como
se tratasse de uma máquina virtual, sendo a comunicação feita à base de mensagens. Na
programação distribuída em Java com o RMI (Remote Method Invocation) [Ora11], uma
biblioteca que permite a invocação de métodos em outros espaços de endereçamento, no
estilo RPC para aplicações Java; e na programação Web com o protocolo de invocação
SOAP (Simple Object Access Protocol) [W3C07], que permite a troca de informação estru-
turada na implementação de Web Services.
No âmbito da área que nos interessa o destaque vai para o MPI (Message Passage In-
terface) [SOHL+98], uma biblioteca que é considerada o padrão deste modelo. O MPI
especifica funções de comunicação de mensagens entre threads. Permite a troca de men-
sagens síncronas e assíncronas, assim como comunicação ponto-a-ponto e multiponto.
Devido ao elevado número de arquitecturas que dispõem de uma implementação desta
biblioteca, o MPI é considerado portável.
A segunda versão do standard MPI, conhecido por MPI-2 [GLT99], trouxe novas fun-
cionalidades ao standard MPI: comunicação one-sided, permitindo com operações como
put e get, escrever e ler duma memória remota respectivamente; gestão dinâmica de pro-
cessos e operações de I/O paralelas.
O MPI deixa a cargo do programador, a responsabilidade pela comunicação do pro-
grama e pela decomposição do problema. A paralelização dum programa usando o MPI,
tende a ser não trivial, sendo o código gerado bastante mais extenso que o programa
sequencial[HCS+05].
Memória Virtualmente Partilhada: Consiste na utilização do modelo de memória par-
tilhada em arquitecturas de memória distribuída, através duma camada de software que
simula este comportamento. Este modelo de programação pode ser extendido a múl-
tiplas máquinas, tratando-se neste caso de memória partilhada distribuída, sendo este
muitas vezes dependente da arquitectura alvo. Como exemplos de software que permi-
tem este fim são o GASNet (Global Address Space Networking) [BBNY06], os espaços de
memória distribuída (Distributed Shared Memory - DSM), p.e. TreadMarks [KCDZ94] ou o
Kerrighed [MLV+03], linguagens de espaços de endereços globais particionado - PGAS e
APGAS (Asynchronous Partitioned Global Address Space) - e os espaços de tuplos distribuí-
dos, p.e. modelo Linda [Gel85].
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O modelo de memória distribuída partilhada expõe o problema da não uniformização
do acesso à memória. Isto acontece devido à memória não se apresentar à mesma distân-
cia de todos os processadores, podendo assim provocar deteriorações no desempenho.
Este problema é tratado nos modelos PGAS e APGAS com a noção de localidade.
2.2.2 Decomposição
A decomposição dum problema diz respeito à forma de reduzir um problema em várias
partes tendo em conta a arquitectura alvo, ou seja trata-se da divisão de um problema
em problemas mais pequenos, de forma a poderem ser executados em paralelo. Existem
duas formas de se obter tal efeito, através do paralelismo nos dados ou do paralelismo
nas tarefas.
Paralelismo nos Dados: O paralelismo ao nível dos dados consiste na subdivisão dos
dados em conjuntos mais pequenos, que são enviados a threads que executam a mesma
sequência de instruções sobre cada subconjunto dos dados. Na execução de programas
que executem segundo este modelo, pode-se encontrar operações de sincronização de
threads, para sincronizar as operações a realizar por estes. A figura 2.1 exemplifica o
modelo de execução deste modelo de programação.
Este modelo de paralelismo está muito ligado à instrução forall[DBK+96], uma vari-
ante da instrução for, que permite paralelizar o bloco de instruções delimitado. A para-
lelização do for diz respeito à divisão de iterações pelos vários threads disponíveis, sendo
estas independentes entre si.
Conjunto de dados
A B C
THREAD 0 THREAD 1 THREAD 2
Aplicar 
operações 
sobre A
Aplicar 
operações 
sobre B
Aplicar 
operações 
sobre C
Figura 2.1: Paralelismo de dados
Uma das primeiras linguagens a surgir, que implementa o modelo de paralelismo nos
dados, foi o High Performance Fortran (HPF) [MH95]. Esta linguagem é uma extensão
à linguagem Fortran, que adiciona o paradigma de programação paralela baseada no
modelo de paralelismo de dados, através de directivas passadas ao compilador. Das
características mais importantes desta linguagem, destacam-se a distribuição dos dados
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sob arquitecturas de memória distribuída, através do uso de arrays distribuídos presente
no HPF e a sua portabilidade sob as diversas arquitecturas, devido ao uso das directivas
passadas sob a forma de comentários, que só são reconhecidas pelo compilador HPF. Esta
linguagem liberta o programador das preocupações com os detalhes de comunicação, e
da computação paralela dos dados, estando estas dificuldades a cargo do compilador.
A ZPL (Z-level Programming Language) [CCL+98, Bra00] é uma linguagem de pro-
gramação vectorial, ou seja baseia-se em operações sob escalares para a manipulação
de vectores, que introduz a noção de região para designar um conjunto de índices de
vectores. Este conceito é usado para distribuir os dados dos vectores pelos vários pro-
cessadores, sendo distribuídos consoante a interacção das regiões dos vectores. Apesar
da distribuição dos dados pelos diversos processadores, a ZPL mostra uma visão glo-
bal dos dados ao programador. Esta noção é usada em muitas outras linguagens, como
o X10 [CGS+05], Chapel [CCZ07] e Array Building Blocks (ArBB) [GSC+10]. Outra ca-
racterística desta linguagem é o facto de, tal como o HPF, libertar o programador das
complicações de explicitar como ocorre a comunicação no programa, sendo o compila-
dor responsável por identificar e gerar o código necessário para a comunicação que se
adequa a cada máquina onde o programa irá executar.
O Sequoia [FKH+06] é uma linguagem de programação que expõe ao programador
a hierarquia de memória no modelo de programação, adoptando a estratégia de ”dividir
para conquistar”, que consiste na divisão do trabalho a realizar em unidades mais básicas
que podem ser paralelizáveis. A hierarquia de memória é vista como uma árvore, em
que os nós representam as tarefas associadas ao nível de memória em que cada nó se
encontra. O nó raíz é responsável pela agregação das computações de todos os outros
nós, e os nós folha são responsáveis pelas tarefas a executar na sua forma mais básica. Os
restantes nós intermédios são responsáveis pela divisão de tarefas do nó em tarefas mais
básicas, e reencaminhar o resultado das tarefas dos filhos ao nó que se encontra no nível
acima. O Sequoia usa a noção de task para definir a computação, incluindo informação
também sobre a comunicação e conjuntos de trabalho. Esta noção expressa o paralelismo
do Sequoia, permitindo duas variantes na implementação duma task, a variante inner
e a variante leaf. A primeira é aplicada aos nós que não são folhas, representando as
tarefas que dividem trabalho e devolvem o resultado da computação dos filhos ao nó
pai. A variante leaf é aplicada aos nós folha, representando o trabalho a executar na sua
forma mais básica. A parametrização das tasks é da responsabilidade do programador,
cabendo a este a definição das diversas instâncias que representam os níveis de memória
da máquina, assim como a definição das tarefas executar em cada nível de memória e
ainda definir o valor das variáveis tunable, variáveis que podem ser ajustadas para cada
um dos níveis de memória.
As linguagens PGAS e APGAS são também exemplos de linguagens que suportam
paralelismo nos dados. Visto serem as linguagens que mais se aproximam do trabalho a
realizar, serão abordadas de forma mais detalhada em secções dedicadas, nomeadamente
nas secções 2.3 e 2.4, respectivamente.
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Paralelismo nas tarefas: O paralelismo nas tarefas consiste na decomposição dum pro-
blema em várias tarefas mais básicas, que podem executar concorrentemente. O pro-
gramador é responsável pela identificação das tarefas que depois são atribuídas a um
conjunto de trabalhadores (normalmente threads). Esta atribuição pode ocorrer de forma
estática, sendo no início efectuada a atribuição das tarefas a cada thread, ou de forma di-
nâmica, sendo criada uma fila de tarefas, que os threads vão consumindo à medida que
o seu trabalho for terminando. A figura 2.2 exemplifica o modelo de execução deste mo-
delo de programação.
THREAD 0 THREAD 1 THREAD 2
Executar 
tarefa A
Executar 
tarefa B
Executar 
tarefa C
Divisão do problema em tarefas
CA
B
Figura 2.2: Paralelismo de tarefas
Um dos sistemas referência do paralelismo funcional é o Cilk [FLR98], uma extensão
à linguagem C, que adiciona funcionalidades de programação paralela. A palavra reser-
vada cilk no cabeçalho das funções, permite que o paralelismo possa ocorrer nessa função
quando da invocação desta é precedida pela palavra reservada spawn, ocorrendo assim
o paralelismo nas tarefas.
Em relação ao escalonamento das tarefas, cada processador tem uma fila de tarefas
prontas a executar e suporta o balanceamento de tarefas entre processadores. O balan-
ceamento das tarefas é suportado, na forma em que processadores sem trabalho vão à
procura de trabalhos por executar em processadores mais ocupados, removendo tarefas
à cabeça das filas de espera destes. A esta capacidade de retirar trabalho aos processado-
res mais ocupados deu-se o nome de work stealing.
O sistema de execução pSystem [LS97] permite a anotação de programas feitos em C,
com poucas modificações à sua sintaxe, de modo a que os programas possam explorar o
paralelismo. No pSystem é realiza-se a distinção entre funções C e tarefas. As tarefas são
funções C anotadas, que permitem a exploração do paralelismo nessa função, apresen-
tando uma sintaxe um pouco diferente da normal definição de funções C.
Neste sistema de execução é possível definir o número de workers (threads), parame-
trizar a heurística a usar pelo escalonador do sistema de execução e a inicialização da
memória partilhada. A comunicação efectuada através de memória partilhada, realiza-se
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trocando apontadores para zonas de memória partilhada entre tarefas, sendo responsa-
bilidade do programador a distribuição do dados pelas tarefas. Este sistema de execução
tem como principal vantagem a parametrização da heurística a usar pelo escalonador
por parte do programador, permitindo assim definir funcionalidades como distribuição
de carga entre os processadores, ou o roubo de tarefas a outros processadores mais ocu-
pados. Os workers comunicam com o escalonador quando precisam de mais tarefas ou
existe uma nova distribuição de tarefas.
O di_pSystem [SPL99] extende o pSystem de forma a permitir o seu funcionamento
sobre arquitecturas de memória distribuída. Este sistema introduz a noção de agentes
(processos), responsáveis pela execução em cada máquina do trabalho gerado pelo sis-
tema de execução, dispondo cada agente de um thread de comunicação e outro de com-
putação. O thread de computação é responsável pela criação, execução e suspensão de
tarefas. A computação do trabalho das tarefas pode ser realizado localmente ou remota-
mente, de modo a evitar race conditions entre threads e a balancear a carga entre agentes,
sendo o escalonador responsável por tomar esta decisão. O thread de comunicação é res-
ponsável por receber e enviar pedidos de tarefas a outro agentes, comunicando também
com escalonador para decidir se a tarefa é realmente enviada a outro agente, ou se é
transferida para execução local. A comunicação entre agentes é gerida pelo sistema de
execução, passando despercebida ao programador.
A Intel Thread Building Blocks (Intel TBB) [Rei07, CM08] é uma biblioteca de templa-
tes para a linguagem C++ que permite expressar paralelismo em termos de tarefas, em
vez de threads. Desta forma o nível de abstracção do programador aumenta, reduzindo o
conhecimento que este tem de possuir, para produzir algoritmos paralelos eficientes. As
tarefas são mapeadas automaticamente pelo sistema de execução, para threads de forma
a usar os recursos do processador de maneira mais eficiente. A carga de trabalho é balan-
ceada através do roubo de tarefas a outros processadores. A biblioteca também oferece
primitivas para a utilização do paralelismo a nível de dados, permitindo uma maior es-
calabilidade dos programas, através de funções como parallel_for (baseado no conceito da
instrução forall) que limita a execução dum ciclo for a um dado intervalo e permite a sua
execução em paralelo.
2.2.3 Modelos de execução
Os sistemas de execução paralelos para arquitecturas de memória partilhada normal-
mente adoptam um modelo fork-join (ou master-slave), em que as zonas sequenciais do
programa são executadas por um único fluxo de execução, enquanto que as zonas suscep-
tíveis de paralelismo são adjudicadas por este mesmo a um conjunto de trabalhadores.
No final da execução paralela existe um ponto de sincronização, em que o fluxo principal
aguarda pela terminação do trabalho computado em paralelo, para que possa continuar
a sua computação. Este modo de execução pode ser repetido várias vezes ao longo da
execução do programa. São exemplos desta abordagem são o OpenMP, os executores do
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Java e X10 (num só place).
Em ambientes de memória distribuída é necessário lançar um processo por máquina.
Para tal existem duas abordagens: SPMD e MPMD, sendo que estas usam como modelo
base o fork-join, porém de formas distintas.
No caso do SPMD, cada fluxo executa o mesmo programa, sendo que nas zonas do
código susceptíveis a execução paralela, como por exemplo as delimitadas pela instrução
forall, cada um opera sobre uma partição dos dados.
Já no caso do MPMD, normalmente um processo assume o papel de mestre e os res-
tantes de trabalhador. O esquema é semelhante ao descrito para memória partilhada - o
mestre adjudica trabalho aos trabalhadores disponíveis, e estes poderão realizar tarefas
diferentes uns dos outros.
2.2.4 Paralelismos implícito e explícito
Os modelos descritos até este ponto enquadram-se na categoria do paralelismo explícito.
Este diz respeito à chamada explícita de funções de biblioteca ou directivas usadas pelo
programador para induzir o comportamento concorrente no seu programa, apresentando
como vantagem a produção de programas mais eficientes, contudo a sua programação
não é trivial.
Por outro lado, o paralelismo implícito diz respeito às transformações automáticas
que o compilador, ou o interpretador, de uma dada linguagem, fazem de forma a ex-
plorar o paralelismo, sem que o programador se dê conta de tal. O paralelismo é assim
criado sem que o programador se aperceba, porém as transformações paralelas geradas
geralmente não são as mais eficientes. São exemplos disso algumas implementações do
Prolog [CWY91] e do Java [BG97].
2.3 PGAS
O modelo de programação de memória partilhada apresenta ainda um problema que
está dependente das arquitecturas dos sistemas, que é o facto de o acesso à memória não
ser constante para todos os processadores, pois esta não se encontra sempre à mesma
distância. Isto é considerado um problema, pois pode levar a graves problemas de de-
sempenho.
O PGAS (Partitioned Global Address Space) resolve este problema expondo ao progra-
mador a localização da memória. No PGAS a memória encontra-se dividida em duas
partes, uma global e partilhada entre todos os threads e outra, privada e local a cada thread.
A zona de memória global, a todos os threads, encontra-se particionada pelo número de
threads, sendo assim introduzido o conceito de afinidade de memória, também conhecido
por localidade. Acessos por um thread a qualquer partição, à qual não tenha afinidade,
requer comunicação remota. A exposição deste facto ao programador permite que este
possa gerir o impacto dos acessos remotos. Tal como outros modelos de programação o
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PGAS permite o uso de primitivas de sincronização entre threads, como p.e. barreiras. Re-
lativamente à comunicação, no modelo PGAS esta é semelhante à comunicação one-sided
do MPI 2.0.
De seguida vamos descrever as linguagens Titanium e UPC que instanciam o modelo
PGAS. Vamos dar mais destaque à primeira pois no nosso trabalho será realizado no
âmbito da linguagem Java.
2.3.1 Titanium
O Titanium [YSP+98] é uma implementação do modelo PGAS para a linguagem Java. É
uma extensão à versão 1.4 do Java, que usa as bibliotecas do Java 1.0. O Titanium é uma
linguagem orientada a objectos, que faz uso dum garbage collector tal como o Java, mas o
código é compilado para C e mais tarde para código máquina, não fazendo uso da JVM
para executar o código.
Os programas Titanium são executados segundo o modelo de execução SPMD sendo
indicado o número de threads a executar antes do programa iniciar. Em fase de compi-
lação é indicado qual o tipo de arquitectura onde os programas deverão ser executados,
p.e. SMP.
A palavra single pode ser utilizada tanto num método, para indicar que este irá ser
executado por todos os threads, ou numa variável, para criar uma variável partilhada.
Possui também primitivas de comunicação como: o barrier, em que os threads se blo-
queiam até todos os chegarem à barreira de sincronização; o broadcast para enviar um
dado valor a todos os outros threads a partir dum thread específico; o Reduce permite a
aplicação de uma função de redução a uma variável presente em todos os threads; e o ex-
change preenche um dado array A, com os valores v específicos a cada thread. A listagem
2.1 apresenta algumas das primitivas de comunicação mencionadas num exemplo que
tem por objectivo contar o número de ocorrências dum dado número num vector.
Listagem 2.1: Contagem de um dado número num vector
1 public single in t countNumber ( i n t [1d ] array , i n t num) {
2 single in t r e s u l t = 0 ;
3 i n t count = 0 ;
4 broadcast count from 0;
5 foreach ( i in ar ray . domain ( ) )
6 i f ( a r ray [ i ] == num)
7 count ++;
8 Ti . b a r r i e r ( ) ;
9 r e s u l t = Reduce . add ( count ) ;
10 return r e s u l t ;
11 }
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O conceito de localidade no Titanium encontra-se presente na declaração dos aponta-
dores, através do qualificador local. Uma variável que não seja qualificada com a pala-
vra local é considerada uma variável global, cujo conteúdo pode ser encontrado remota-
mente. Uma variável que apresente local é considerada uma variável local, cujo conteúdo
se encontra localmente. O uso de ambos pode ter impacto significativo na execução dum
programa, uma vez que a utilização de apontadores locais incorre num número de ins-
truções menor, quando comparados com os apontadores globais.
No Titanium foi criado um novo tipo de vectores por questões de desempenho, cuja
sintaxe difere um pouco da existente para os vectores em Java. Estes novos vectores são
construídos a partir de Points, tuplos de inteiros, e RectDomain, um espaço multidimen-
sional constituído por Points. Na criação dum vector é indicado o número de dimensões
seguido da letra d - p.e. int [3d] cube. É ainda de salientar a presença de açúcar sintáctico
sob a forma da construção foreach que permite a iteração sobre todos os elementos do
vector, sem ter qualquer preocupação relativa a índices. A listagem 2.1 apresenta o uso
do foreach na linha 5.
Esta linguagem disponibiliza um grande número de operações sobre vectores, como:
restrict, que restringe o domínio dum vector; translate, que translada o domínio; e o slice,
que usa apenas uma pequena parte, ou "fatia", do domínio; entre outras funções. A
listagem 2.2 exemplifica a multiplicação de matrizes usando a operação slice.
Listagem 2.2: Multiplicação de matrizes usando slices
1 public s ta t i c void matMul (double [2d ] a , double [2d ] b , double [2d ] c ) {
2 foreach ( i j in c . domain ( ) ) {
3 double [1d ] aRowi = a . s l i c e (1 , i j [ 1 ] ) ;
4 double [1d ] bCo l j = b . s l i c e (2 , i j [ 2 ] ) ;
5 foreach ( k in aRowi . domain ( ) ) {
6 c [ i j ] += aRowi [ k ] ∗ bCol j [ k ] ;
7 }
8 }
9 }
O Titanium extende a noção de tipos primitivos do Java através do uso de classes
imutáveis. Uma classe imutável não é uma subclasse de java.lang.Object, não sendo por
isso possível atribuir o valor null às variáveis deste tipo de classes. Outra restrição é
a existência de um construtor por omissão que não pode apresentar parâmetros. De
salientar ainda que estas classes não podem estender outras, nem implementar interfaces.
Nestas classes é permitida ainda a redefinição dos operadores. A listagem 2.3 apresenta
a definição duma classe imutável para representar um número complexo, tendo sido
redefinida a operação de soma para esta classe.
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Listagem 2.3: Classe imutável para representar um número complexo
1 immutable class Complex {
2 public double r ea l ;
3 public double imag ;
4
5 Complex ( ) {
6 r ea l =0;
7 imag=0;
8 }
9 public Complex (double r , double i ) {
10 r ea l = r ; imag = i ;
11 }
12 public Complex op+(Complex c ) {
13 return new Complex ( c . r ea l + rea l , c . imag + imag ) ;
14 }
15 }
2.3.2 UPC
A linguagem UPC (Unified Parallel C) é uma extensão à linguagem C, que implementa
o modelo PGAS. O UPC utiliza a palavra reservada shared para diferenciar os dados
partilhados dos privados. Assim uma variável que tenha na sua declaração a palavra
shared, fica acessível a todos os threads. As variáveis pertencentes ao espaço privado de
cada thread são declaradas da mesma forma que no C. A partilha dos dados dos vectores
é feita ao bloco, podendo o programador escolher o tamanho dos blocos a distribuir pelos
threads. O UPC segue o modelo de execução SPMD, fazendo uso de expressões como o
upc_forall, que distribui iterações independentes pelos diversos threads.
Em relação à sincronização possui barreiras bloqueantes, upc_barrier, e barreiras não
bloqueantes, conhecidas por Split-Phase Barriers, em que são distinguidas as fases de noti-
ficação e de espera. A fase de notificação é não bloqueante, permitindo ao thread notificar
outros threads e prosseguir o seu trabalho, é usado através da primitiva upc_notify. A
fase de espera é bloqueante, tendo o thread de esperar que os outros terminem o seu
trabalho para poder prosseguir, é usado através da primitiva upc_wait. Entre outras
formas de sincronização que o UPC permite, destacam-se as fences, upc_fence, que asse-
guram que a partir daquele ponto qualquer referência a variáveis partilhadas feita ante-
riormente está completa, e os locks, através do uso das primitivas upc_lock, upc_unlock
e o upc_lock_attempt. Esta última devolve o valor 1, se esta operação tiver obtido o lock
e zero caso contrário.
Esta linguagem permite ainda ao programador a escolha entre dois modelos de con-
sistência de memória, relaxado e estrito. Ao usar o modelo de consistência relaxado, as
operações sob variáveis partilhadas podem ser reordenadas, ou mesmo ignoradas pelo
compilador, ou pelo sistema de execução, caso não afectem o resultado final, enquanto
que no modelo estrito esta situação já não se sucede, a ordenação sequencial das opera-
ções sob variáveis partilhadas é garantida, não havendo operações intercaladas no tempo
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sob estas variáveis.
2.4 APGAS
O modelo de programação APGAS (Asynchronous PGAS) [SAB+10] estende o modelo do
PGAS com a faculdade da composição funcional, através dos conceitos de localidade e de
actividade.
O conceito de place consiste numa unidade computacional que tem uma colecção fi-
nita de light-weight threads residentes, denominadas actividades, e uma quantidade limi-
tada de memória partilhada, que é acessível de forma uniforme por todos os threads do
place.
Uma actividade representa uma actividade computacional realizada numa dada lo-
calidade, que permite a execução de código assincronamente, podendo ser usada para
transferir dados, p.e. copiar um vector duma dada localidade para outra. O lançamento
de uma actividade pode ser feito localmente ou remotamente, permanecendo esta na lo-
calidade em que foi lançada durante todo o seu tempo de vida. Aceder a dados remotos
numa actividade apresenta algumas limitações, sendo tal apenas possível se for lançado
um novo actividade na localidade de destino. Com o intuito de controlar a execução das
actividades, foi introduzido o finish, que se trata duma porta de sincronização, que permite
à actividade pai bloquear, até que todas as actividades filhos terminem.
2.4.1 X10
O X10 é uma linguagem de programação orientada a objectos, inspirada na linguagem
Java, e que instancia o modelo de programação APGAS. Nesta linguagem as localidades
foram denominadas places e as actividades denominadas asyncs.
Os asyncs para além de referenciar objectos do seu place, podem referenciar objectos
em outros places, fornecendo assim o conceito de espaço de endereçamento global comum
às linguagens PGAS.
Os exemplos de programação nesta linguagem ilustrados ao longo deste capítulo
apresentam uma sintaxe ligeiramente diferente da linguagem Java, por isso recomenda-
se a leitura da especificação da linguagem [IBM11] para mais informações sobre a mesma.
A palavra reservada at determina em que place as instruções do bloco delimitado
devem ser executadas. Os dados referenciados no bloco do at são copiados para o place
onde irá ocorrer a computação, originando assim uma redundância nos dados, havendo
uma cópia local e outra remota no place em questão. Esta actividade de mandar executar
código noutro place é uma actividade síncrona. O número de places é determinado no
início do programa, não sendo permitida a sua alteração durante a sua execução.
A palavra reservada async indica que as instruções presentes no bloco deste, devem
ser computadas independentemente do thread invocador. O async representa o conceito
de actividade existente no APGAS. As actividades podem ser encapsuladas por um bloco
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Listagem 2.4: Soma paralela de 2 vectores usando DistArray
1 s ta t i c def sumDistArrays ( a1 : D is tA r ray [ I n t ] , a2 : D is tA r ray [ I n t ] ,
a3 : D is tA r ray [ I n t ] ) : void {
2 f in ish for ( d i n Place . places ( ) ) at ( d ) async {
3 va l d i s t = a1Dist . d i s t . get ( d ) ;
4 for ( i i n d i s t ) {
5 a3Dist ( i ) = a1Dist ( i ) + a2Dist ( i ) ;
6 }
7 }
8 }
finish,que garante a terminação global da actividade antes que o resto da computação
local possa prosseguir.
A linguagem X10 utiliza a estruturas de dados DistArray para suportar arrays distri-
buídos, tendo esta estrutura a capacidade de particionar os dados pelos diversos places.
Os acessos a dados no próprio place através desta estrutura não necessitam de qualquer
operação auxiliar, contudo acessos a dados em outros places implicam a mudança da exe-
cução para o place em questão. Por exemplo o acesso a dados localizados num place B a
partir de um place A, implica a mudança da execução do programa para o place B, onde aí
então se poderá aceder aos dados em questão. A listagem 2.4 ilustra a soma de dois vec-
tores, sendo o resultado guardado num terceiro vector, usando DistArrays. Neste exemplo
procede-se à criação de um async por cada place (linha 2). Cada async obtém a partição
dos dados referente ao place onde executa (linha 3), procedendo de seguida à soma dos
vectores. Estas acções encontram-se encapsuladas pelo bloco finish de modo a garantir,
que quando o método só termina, quando a computação da soma em paralelo assim o
faz também.
As variáveis partilhadas no X10 são encapsuladas por instâncias da classe GlobalRef.
Esta estrutura tem como objectivo guardar os dados relativos à variável partilhada num
dado place, guardando informação sobre a variável partilhada e sobre o place onde esta
está localizada.
Com vista a trabalhar sobre ambientes de programação de memória partilhada e de
modo a que o acesso a dados partilhados não produza resultados inconsistentes, o cons-
trutor atomic aparece como um construtor de alto nível capaz de coordenar o acesso aos
dados partilhados, encapsulando as operações a realizar de forma atómica. A listagem
2.5 ilustra um método para contar o número de ocorrências dum dado número num Dis-
tArray, recorrendo a uma variável partilhada para guardar o seu resultado. A criação da
variável partilhada ocorre na linha 2, correspondendo a linha 3 à atribuição do seu valor
inicial. Nas linhas 5 a 14 encontramos o lançamento da execução de actividade em cada
place de modo a calcular o número de ocorrências, nas linhas 9 a 11 é apresentado o có-
digo relativo à alteração do valor da variável partilhada, no qual a execução é enviada
para o place que guarda essa variável, e aí é realizada o incremento da variável dentro
dum bloco atomic. O comando at(count) corresponde a açúcar sintáctico para mudar a
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Listagem 2.5: Contagem do número de ocorrências de um número num DistArray
1 public s ta t i c def countNum ( ar ray : D i s t tA r r a y [ I n t ] , num: I n t ) {
2 va l count = GlobalRef [ Array [ I n t ] ( 1 ) ] (new Array [ I n t ] ( 1 ) ) ;
3 count ( ) ( 0 ) = 0 ;
4
5 f in ish for ( d i n Place . places ( ) ) at ( d ) async {
6 va l d i s t = ar ray . d i s t . get ( d ) ;
7 for ( i i n d i s t ) {
8 i f ( a r ray ( i ) == num) {
9 at ( count ) {
10 atomic count ( ) ( 0 ) ++;
11 }
12 }
13 }
14 }
15
16 Console .OUT. p r i n t l n ( " Count " + g1 ( ) ( 0 ) ) ;
17 }
execução para o place onde está guardada a variável partilhada.
A sincronização de actividades no X10 é baseada no conceito de clock, que pode ser
visto como uma porta de sincronização com diversas fases. O uso do clock garante que
todas as actividades registadas neste avançam a uma próxima fase, quando todas estas
terminarem a computação da fase precedente. Uma actividade pode estar registada em
mais do que um clock. A listagem 2.6 ilustra o caso em que são lançadas duas actividades,
cuja computação em cada fase diz respeito à impressão de uma String que contém o
número da fase em que se encontra. As fases encontram-se separadas pela instrução
cl.advance() que funciona como uma barreira de sincronização, garantindo assim que
não haverão operações de fases diferentes intercaladas no tempo.
A linguagem X10 apresenta duas implementações do seu sistema de execução, uma
em C++ e outra em Java. A implementação em C++, implica um processo por place e
uma thread pool por processo, não havendo balanceamento de trabalho entre places. A
implementação em Java conta com uma JVM para cada place, uma pool de threads para
cada place, e utiliza o conceito de work stealing para balancear trabalho pelos threads.
2.4.2 Outras linguagens
A linguagem Chapel é outra instância do modelo APGAS, em que o conceito de place é
denotado como locale e o conceito actividade como o bloco begin, suportando tal como o
X10, uma visão global do espaço de endereçamento.
Numa versão inicial o X10 foi implementando como uma extensão à linguagem Java,
tendo posteriormente evoluído para uma linguagem independente. Nesse contexto, o
Habanero-Java prossegue o trabalho realizado na versão inicial do X10, apresentando-
se como uma extensão à linguagem Java. Esta linguagem é usada a nível académico
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Listagem 2.6: Uso de clocks no X10
1 s ta t i c def say ( s : S t r i ng ) = {
2 atomic { x10 . i o . Console .OUT. p r i n t l n ( s ) ; }
3 }
4
5 public s ta t i c def main ( argv : Ra i l [ S t r i ng ] ) {
6 f in ish async {
7 va l c l = Clock .make ( ) ; / / Criacao do clock
8 async clocked ( c l ) { / / inicia uma activity A registada no clock cl
9 say ( "A−1" ) ;
10 c l . advance ( ) ; / / funcao bloqueante que garante que so avanca para a proxima fase,
11 say ( "A−2" ) ; / / quando todos os clocks registados na actividade mudam de fase
12 }
13 async clocked ( c l ) { / / inicia uma activity B registada no clock cl
14 say ( "B−1" ) ;
15 c l . advance ( ) ;
16 say ( "B−2" ) ;
17 }
18 }
19 }
no ensino da programação paralela aos estudantes e a nível de investigação, como lin-
guagem de testes. Não suporta genéricos nem anotações e tem suporte para vectores
multi-dimensionais, que são definidos por dois pontos, um limite superior e um limite
inferior, que definem regiões. Suporta também números complexos como tipo primitivo
da linguagem.
O Habanero-Java herda a maior parte dos conceitos do X10, nomeadamente os pla-
ces, os blocos async e finish. As diferenças centram-se na utilização explícita de futuros
(algo que foi abandonado pelo X10) e a sincronização de actividades baseadas em pha-
sers. Um phaser assemelha-se ao clock existentes no X10, sendo uma primitiva de sincro-
nização. Existe ainda o foreach que permite a iteração paralela dos pontos dos vectores
multi-dimensionais duma dada região, sendo cada iteração lançada em paralelo.
2.5 Discussão Crítica
Finda a apresentação dos fundamentos da programação paralela e de algumas das lin-
guagens mais próximas com o nosso trabalho, culminamos este capítulo com uma pe-
quena discussão critica. Esta foca, por um lado, o estado da arte no que se refere ao
suporte linguístico para o paralelismo de dados, e por outro, que sistema de execução é
o mais apropriado para o desenvolvimento do nosso trabalho.
O paralelismo de dados apresenta-se na sua essência ao nível dos ciclos do programa.
Instruções como o forall definem o paralelismo a este nível, onde o trabalho dos ciclos
é dividido pelos vários trabalhadores existentes. Os construtores a introduzir na lin-
guagem devem então apresentar este comportamento permitindo dividir o trabalho da
iteração dos ciclos pelos trabalhadores.
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Ao longo deste capítulo foram apresentados os conceitos e linguagens de programa-
ção relacionados com a programação A nível da escolha da arquitectura alvo o nosso
foco vai para arquitecturas MIMD de memória partilhada, mais propriamente sistemas
multi-core, porém na implementação do protótipo este suportará sistemas de memória
partilhada distribuída.
No que se refere ao suporte à execução do modelo SOMD em Java, os nossos requi-
sitos eram 1) que a linguagem fosse uma extensão ao Java ou fosse compilada para Java
e 2) que suportasse a distribuição de dados em arquitecturas de memória partilhada e
distribuída. Neste contexto, as opções possíveis são Titanium, X10 e o Habanero-Java.
Destas a nossa escolha recai sobre o X10, sendo explicado o porquê dessa decisão nos
parágrafos seguintes.
O Titanium tem como vantagens a fácil integração de classes Java com código Ti-
tanium, podendo as classes Java chamarem métodos de classes Titanium sem grande
dificuldade, sendo a sintaxe do Titanium bastante semelhante à do Java. Apresenta tam-
bém de forma explícita o conceito de localidade existente no modelo PGAS. Em relação às
desvantagens salientamos o facto de o Titanium não correr numa JVM, sendo o código
compilado para C. As classes Java que queiram usar classes Titanium têm de ser compi-
ladas com o compilador de Titanium, o que inviabiliza o uso de bibliotecas disponíveis
para o desenvolvimento de aplicações Java. Além de mais, as bibliotecas standard do Java
que o Titanium dispõe encontram-se bastante desactualizadas (versão 1.0). Estas não in-
cluem a serialização de objectos Java, o que inviabiliza o envio de objectos através de
canais de comunicação (como um socket).
O X10 que instancia o modelo APGAS, apresenta mais funcionalidades do que o Tita-
nium, contudo estamos apenas interessados nas funcionalidades relativas ao paralelismo
de dados. O X10 pode ser compilado para Java, sendo a sua execução suportada pelo sis-
tema de execução X10JRT cujo código e documentação se encontra disponível na página
da linguagem. Esta linguagem ao contrário do Titanium suporta a serialização de objec-
tos, o que permite a execução de programas em ambientes de arquitectura de memória
partilhada distribuída. Fornece uma biblioteca também mais rica que o Titanium, p.e.
DistArray e os GlobalRef. Como desvantagens o X10 apresenta uma sintaxe diferente da
do Java, o que para criar programas de exemplo poderá dificultar numa fase inicial, tendo
de para isso de se recorrer à especificação da linguagem.
A alternativa Habanero-Java tem a vantagem de ser uma extensão ao Java, o que
facilita na criação de programas nesta linguagem e na integração do sistema de execução
desta linguagem com o código Java dos programas SOMD. No entanto, esta linguagem
aparece ligada ao ensino da programação paralela o que pode ser uma desvantagem,
por não apresentar mais análises comparativas de desempenho com outras linguagens
existentes (como por exemplo o próprio X10 que deu origem à linguagem).
Podemos então concluir que a linguagem que apresenta mais vantagens para ser inte-
grada na extensão à linguagem Java é o X10. Este comparativamente com o Titanium tem
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a vantagem de conseguir ser executado numa JVM, sendo por isso mais fácil a sua inte-
gração com o sistema de execução Java. O X10 também ganha vantagem em relação ao
Habanero-Java, pois encontra-se numa versão mais maturada que o Habanero-Java (que
surgiu a partir da versão 1.5 do X10) tendo já sofrido profundas alterações e evolução do
seu desempenho.
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Modelo de execução SOMD
Neste capítulo é descrito o modelo de execução SOMD, apresentado o modelo de progra-
mação inerente, definidos os construtores que dão suporte ao modelo e ilustrados alguns
exemplos de programação usando estes construtores.
3.1 O Modelo de Execução
O modelo de execução SOMD consiste na execução de várias instâncias duma dada sub-
rotina em paralelo sobre partições distintas dos dados de entrada, ou seja trata-se da
transposição do conceito de SPMD para a execução de uma sub-rotina, seja ela uma fun-
ção, um método ou uma operação de computação orientada a serviços.
Este modelo é transparente para o invocador, desacoplando a invocação da execução,
sendo semelhante ao que pode ser encontrado nos modelos de actor [Agh86] e objecto
activos [LS95]. A figura 3.1 ilustra este comportamento, a invocação é realizada de forma
síncrona e a execução realizada por múltiplos fluxos de execução. Nesta imagem é ainda
possível identificar duas fases importantes deste modelo, a fase de distribuição de dados
e a de redução dos resultados, que serão abordadas na secção 3.2.
Com este modelo pretendemos fornecer ao programador o paralelismo de dados nas
suas aplicações, sem se ter preocupar com a gestão e criação dos threads e com um con-
junto mínimo de alterações no código, e.g. o uso das palavras reservadas será o suficiente
desencadear a paralelização do programa, disponibilizando assim o modelo de parale-
lismo de dados aos programadores sem experiência na área.
Este modelo pode ser aplicado tanto a ambientes locais - e.g. multi-cores - como a
ambientes distribuídos, sendo muitas vezes a implementação da sub-rotina, que use este
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Invocação
Espera pelo 
resultado
Distribuição
Redução dos resultados
Resultado final
Servidor
Continuação da 
computação
Figura 3.1: Transparência para o invocador (retirado de [MP12])
modelo de execução, indiferente à arquitectura em que irá ser executado. As diferen-
ças de implementação dependentes da arquitectura encontram-se ao nível das variáveis
partilhadas. Em ambientes de programação multi-core os parâmetros do método, que
não estão sujeitos a uma distribuição, são partilhados por todos os threads e no âmbito
de ambientes distribuídos tal requer uma camada de software que ofereça o suporte de
memória partilhada sobre ambientes de memória distribuída, como o GASNet. A figura
3.2 mostra a execução do modelo num ambiente distribuído, como é o caso dum cluster.
Neste, a execução segue o modelo mestre-trabalhador, onde o nó que responde à invoca-
ção do método assume o papel de mestre, sendo responsável por realizar a distribuição
dos dados, lançar a computação para os nós trabalhadores (executando ele próprio parte
da computação); colectar os resultados parciais, e; aplicar a função de redução a esses
resultados. A distribuição dos dados de entrada num cluster é realizada a dois níveis,
ao nível dos nós alvo e ao nível dos trabalhadores existentes em cada nó. No que diz
respeito à redução, esta é realizada apenas no nó mestre devido a: 1) que normalmente
os resultados parciais devido à sua dimensão, não justificam a sua aplicação paralela,
e 2) a aplicação hierárquica da política de redução pode comprometer a correcção dos
resultados computados. Por exemplo, dado o conjunto de dados vi : i ∈ [1, n+m]:
média(média(v1, ..., vn),média(vn+1, ..., vn+m)) 6=
média(v1, ..., vn, vn+1, ..., vn+m)
Por isso, invés de se expor estes detalhes ao programador, optou-se por relegar estes para
a implementação da estratégia de redução, que por sua vez poderá recorrer a um método
SOMD para computar o resultado.
3.2 Modelo de Programação - Paradigma Distribute-Map-Reduce
O modelo de execução é apresentado ao programador como um paradigma Distribute-
Map-Reduce (DMR) referente às várias fases de execução da sub-rotina, nas quais pode-
mos encontrar as fases de:
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Figura 3.2: Execução em ambiente distribuído (retirado de [MP12])
distribuição de dados - corresponde ao particionamento dos parâmetros da sub-rotina
em múltiplos subconjuntos que serão atribuídos aos threads que irão executar o mé-
todo. A criação das partições consiste na criação de cópias dos dados consoante a
distribuição definida. As distribuições podem ser aplicadas a parâmetros do mé-
todo ou a variáveis locais, podendo ser efectuadas mais do que uma distribuição
nesta fase, desde que sejam aplicadas a parâmetros diferentes;
aplicação da sub-rotina - aplicação em paralelo de uma instância do método sub-rotina
sobre cada partição dos parâmetros de entrada. Cada execução produz um resul-
tado que é passado para o estágio seguinte;
redução dos resultados - consiste na aplicação duma função de redução ao conjunto de
resultados computados pela fase anterior, de forma a obter apenas um único resul-
tado final (o resultado da sub-rotina). É apenas permitido aplicar uma redução para
cada método.
A figura 3.3 é representativa do modelo DMR, sendo possível identificar as fases de
distribuição, execução e de redução. Na fase de distribuição é apresentada de forma sim-
plificada na medida em que é apresentada apenas uma distribuição, mas podem ocorrer
várias distribuições sobre dados diferentes. Dado um argumento do tipo T , a distribuição
sobre tal argumento deve ser uma função do tipo
T 7→ V ector < T >
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Em relação à fase de redução, esta devolve um valor do tipo R, devendo representar
uma função do tipo
V ector < R > 7→ R
O facto de se usar vectores na representação destas funções, prende-se com o facto de
ser necessário manter a informação sobre a ordem das partições e dos resultados parciais,
de modo a computar um resultado correcto. Por exemplo o elemento i do vector dado à
redução é o resultado da aplicação da sub-rotina à partição i da distribuição do conjunto
de dados inicial.
Deste modo, cada instância do método (uma vez que nesta dissertação como se apli-
cou o modelo SOMD a uma linguagem orientada a objectos, a partir deste ponto em
diante usar-se-á a terminologia método invés de sub-rotina) está de acordo com o seu
protótipo original, uma vez que recebe um dos elementos da distribuição (do tipo T ) e
produz um resultado do tipo R.
Estrutura de 
dados D
(do tipo T)
Distribuição Execução Redução
Resultado 
final (do tipo 
R)
entrada
entrada
entrada
entrada
saída
saída
saída
saída
Resultado parcial 
(do tipo R)
Resultado parcial 
(do tipo R)
Resultado parcial 
(do tipo R)
Resultado parcial 
(do tipo R)
Método
Método
Método
Método
Partição de D
(do tipo T)
Partição de D
(do tipo T)
Partição de D
(do tipo T)
Partição de D
(do tipo T)
Figura 3.3: Forma básica do modelo de execução (retirado de [MP12])
O objectivo deste trabalho é fornecer mecanismos que permitam ao programador co-
mum poder tirar partido da natureza paralela do hardware alvo com um esforço mínimo.
Para tal antevê-se que seja disponibilizadas sob a forma de biblioteca o conjunto das dis-
tribuições e reduções mais utilizadas.
Neste contexto, o programador terá apenas de escolher as políticas de distribuição e
redução a aplicar, sem que para isso tenha de modificar o código do método alvo.
No entanto, tal não impede o programador de definir a sua própria política de distri-
buição, ou redução, ou definir uma implementação do método, ciente de que este vai ser
executado segundo o modelo SOMD, quer questões de algoritmia, quer por questões de
desempenho.
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3.3 Exemplos de programação
O modelo apresentado foi instanciado numa extensão à linguagem Java, fazendo uso
de todos os construtores disponíveis na mesma, mais os construtores que servirão de
suporte à execução do modelo.
Optámos por adicionar construtores à linguagem em detrimento da definição de um
conjunto de anotações, devido ao facto deste trabalho estar inserido num projecto mais
vasto que visa adicionar o paradigma de paralelismo de dados a um modelo de progra-
mação baseado em serviços, estando este a ser instanciado como uma extensão à lingua-
gem Java. Apesar do modelo SOMD ser ortogonal ao modelo dos serviços, optou-se pela
mesma solução para manter a coerência.
Começamos por apresentar os construtores base para a definição das políticas de dis-
tribuição e redução: o dist e o reducewith, sendo apresentada a sua descrição e a sua
notação de modo a se perceber os exemplos de programação. Mais detalhes sobre a inte-
gração da linguagem Java com estes construtores serão apresentados na secção 4.2.
dist - define a política de particionamento de um dado parâmetro de entrada (ou va-
riável local, como será descrito em 4.2). A sintaxe definida para os construtor é a
seguinte:
dist C(~e) declaração_de_variável
onde C(~e) denota o construtor duma classe que implementa a política de distri-
buição. No caso em que o tipo da estrutura alvo é um vector, a classe que deter-
mina a política de distribuição pode ser omitida em detrimento de uma política por
omissão. Esta particiona o vector da forma mais equitativa quando possível pelos
trabalhadores existentes.
reducewith - define a política de redução a ser aplicada aos resultados parciais prove-
nientes das múltiplas execuções do método. A sintaxe da aplicação da política ao
método é a seguinte:
cabeçalho_do_método reducewith C(~e) {corpo_do_método}
onde C(~e) é o construtor duma classe que implementa a política de redução.
Tanto as classes de distribuição, assim como as classes de redução, têm de seguir as
especificações das interfaces Distribution e Reduction respectivamente, sendo estas apre-
sentadas na subsecção 4.4.
De seguida apresentam-se alguns exemplos ilustrativos da aplicação de ambos os
construtores. A listagem 3.1 apresenta um método que soma o conteúdo de dois vecto-
res, sendo ambos anotados para serem distribuídos de acordo com a política por omissão.
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A redução apresentada na listagem 3.2, ArrayAssembler, cria um vector a partir dos vec-
tores parciais gerados pela execução de cada instância do método. A redução recebe um
parâmetro que indica o tamanho do vector a construir, tal pode ser omitido à custa da
penalização do desempenho, o que implica a descoberta desse mesmo tamanho a partir
dos resultados parciais.
Em relação à redução ainda mais uma nota referente ao construtor da classe da redu-
ção em causa, que recebe como argumento o tamanho do vector a criar.
É ainda de salientar que o valor da expressão array1.length toma valores diferentes
em partes distintas do código. Quando é passado ao construtor da redução este tem o
valor do tamanho do vector sem ser particionado, e quando é passado como argumento
para criar um novo vector no código, o seu valor é do tamanho do vector particionado
durante a fase de distribuição.
Listagem 3.1: Função que soma dois vectores em paralelo
1 public in t [ ] sum( dist i n t [ ] array1 , dist i n t [ ] ar ray2 ) reducewith
ArrayAssembler ( array1 . leng th ) {
2 i n t [ ] a r ray = new in t [ ar ray1 . leng th ] ;
3 for ( i n t i = 0 ; i < ar ray . leng th ; i ++) {
4 ar ray [ i ] = array1 [ i ] + array2 [ i ] ;
5 }
6 return ar ray ;
7 }
Listagem 3.2: Redução ArrayAssembler
1 public class ArrayAssembler <T> implements Reduction <T[ ] > {
2
3 private in t s ize ;
4
5 public ArrayAssembler ( i n t s ize ) {
6 th is . s i ze = s ize ;
7 }
8
9 public in t [ ] reduce (T [ ] [ ] a r ray ) {
10 T [ ] r e s u l t = new T [ s ize ] ;
11 i n t count = 0 ;
12 for ( i n t i = 0 ; i < ar ray . leng th ; i ++)
13 for ( i n t j = 0 ; j < ar ray [ i ] . l eng th ; j ++) {
14 r e s u l t [ count ++] = ar ray [ i ] [ j ] ;
15 }
16 return r e s u l t ;
17 }
18 }
A listagem 3.3 ilustra a definição dum método que calcula o número de nós existente
numa dada árvore. Sendo a estrutura de dados a usar uma árvore e não um vector, a
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distribuição por omissão não é aplicável. Assim sendo, é indicada a classe que imple-
menta uma função de distribuição sob árvores, TreeDist, que particiona a árvore original
em várias sub-árvores, como ilustrado na listagem 3.4.
Este exemplo apresenta ainda uma pequena particularidade, a decomposição de mé-
todo original em dois. Tal acontece porque o método original é recursivo e a sua aplicação
obriga à criação de um método auxiliar que realize. Isto acontece porque caso aplicásse-
mos apenas o método countSizeParallel, este iria ser chamado recursivamente para cada
partição de dados, aplicando assim paradigma DMR sucessivamente, até já não haver
mais dados para particionar. Isto provocaria assim um custo no desempenho que penali-
zaria a execução do programa. Assim recorreu-se à função auxiliar countSize para evitar
que tal aconteça.
A política de redução SumReduce, apresentada na listagem 3.5, soma todos os resul-
tados parciais, de modo obter o número total de nós da árvore.
Listagem 3.3: Contagem do número de nós duma árvore Tree
1 public in t coun tS i zePa ra l l e l ( dist : TreeDis t ( ) Tree t ) reducewith
SumReduce ( ) {
2 return countSize ( t ) ;
3 }
4
5 public in t countSize ( Tree t ) {
6 i n t sum = 0;
7 for ( Tree s : ( L i s t <Tree >) t . sons )
8 sum += countSize ( s ) ;
9 return 1 + sum;
10 }
Listagem 3.4: Distribuição TreeDist
1 public class TreeDist <A> implements D i s t r i b u t i o n <Tree<A>> {
2 public Tree<A> [ ] d i s t r i b u t e ( Tree<A> tree , i n t n ) {
3 Ar rayL i s t <Tree<A>> a = new Ar rayL i s t <Tree<A> >() ;
4 Ar rayL i s t <Tree<A>> b = new Ar rayL i s t <Tree<A> >() ;
5 Tree<A> n i l = new Ni l <A> ( ) ;
6 a . add ( t ree ) ;
7 for ( i n t i = 0 ; i < n ; i ++ ) {
8 Ar rayL i s t <Tree<A>> u = a ; a = b ; b = u ;
9 a . c l ea r ( ) ;
10 for ( Tree<A> t : b ) {
11 a . add ( t . IsEmpty ( ) ? n i l : t . L e f t ( ) ) ;
12 a . add ( t . IsEmpty ( ) ? n i l : t . R ight ( ) ) ;
13 }
14 }
15 a . add (0 , t r ee . Copy ( n ) ) ;
16 return a . toAr ray ( ) ;
17 }
18 }
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Listagem 3.5: Redução SumReduce
1 public class SumReduce implements Reduction < In teger > {
2 public I n t ege r reduce ( In tege r [ ] a r ray ) {
3 i n t r e s u l t = 0 ;
4 for ( i n t i = 0 ; i < ar ray . leng th ; i ++) {
5 r e s u l t += ar ray [ i ] ;
6 }
7 return r e s u l t ;
8 }
9 }
3.3.1 Variáveis partilhadas e sincronização
Até esta altura apenas os parâmetros passados aos métodos podem ser partilhados pelas
várias instâncias em execução (relembra-se que tal não inclui os parâmetros distribuídos).
Portanto, a menos destes parâmetros, o corpo de cada método define um contexto de
execução isolado dos restantes. No entanto, alguns problemas beneficiam da partilha de
estado entre as instâncias do métodos. Com esse pressuposto estendemos o modelo base
com o construtor shared.
Porém o uso de variáveis partilhadas é gerador de alguns problemas de concorrência,
nomeadamente problemas de sincronização e de acesso concorrente ao estado partilhado
das variáveis. Para lidar com estes dois problemas foram adicionados os construtores
barrier e atomic.
barrier - indica um ponto de sincronização no código, onde todos as instâncias dos
métodos (IM) devem aguardar até, que estes se encontrem todos nesse ponto do
código. Este construtor está ao nível dos comandos e a sua sintaxe é:
barrier
atomic - para sincronizar o acesso às variáveis partilhadas é permitida a definição de
blocos atómicos, ou seja o conjunto de operações será visto como uma só operação
e apenas o resultado final das variáveis será visto pelas IMs. Este mecanismo difere
do existente no Java, em que os blocos synchronized adquirem o monitor do ob-
jecto, na medida em que sincroniza apenas as instâncias dos métodos em execução.
Este construtor é usado da seguinte maneira:
atomic{comandos}
Estes construtores fornecem ao programador mecanismos para que a execução dos
métodos seja determinística, não estando sujeita ao escalonamento dos threads e aplicar
este modelo a uma gama maior de problemas.
A listagem 3.6 faz uso dos construtores mencionados acima. Neste exemplo pretende-
se normalizar os valores presentes num vector, através da subtracção do valor mínimo
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existente neste. Na linha 2 é declarada uma variável local partilhada, nas linhas 7 a 9 é
modificado o valor da variável em exclusão mútua, e na linha 10 procede-se à sincroni-
zação das IMs de modo a garantir que todos procedem à normalização dos resultados,
apenas quando todos se encontrarem na barrier.
Listagem 3.6: Variáveis partilhadas e construtores de sincronização
1 public in t [ ] normal ize ( dist i n t [ ] a r ray ) reducewith
ArrayAssembler < In teger > {
2 shared in t globalMin = I n t e r ge r .MAX_VALUE;
3 i n t l oca lM in = ar ray [ 0 ] ;
4 i n t [ ] r e s u l t = new in t [ a r ray . leng th ] ;
5 for ( i n t i = 1 ; i < ar ray . leng th ; i ++)
6 i f ( a r ray [ i ] < loca lM in )
7 l oca lM in = ar ray [ i ] ;
8 atomic {
9 i f ( l oca lM in < globalMin )
10 globalMin = loca lM in ;
11 }
12 barr ie r ;
13 for ( i n t i = 0 ; i < r e s u l t . l eng th ; i ++)
14 r e s u l t [ i ] = ar ray [ i ] − globalMin ;
15 return r e s u l t ;
16 }
3.3.2 Construtor distshared
Alguns problemas beneficiam da sobreposição de partições, nomeadamente para permi-
tir leituras e escritas a posições para além dos limites definidos pela distribuição. Quando
se trata de apenas de operações de leitura, tal pode ser conseguido com a criação duma
estratégia de distribuição, que realize o particionamento dessa forma. Porém uma vez
que valores distribuídos não são partilhados pelas instâncias dos métodos, modificações
a estes por parte dum thread não são propagadas para as restantes. Para superar a esta
limitação propomos a noção de vector partilhado distribuído, distshared. Este constru-
tor assemelha-se ao construtor dist, realizando à mesma a partição dos dados, mas com
a vantagem de permitir acessos de leitura e de escrita a áreas de outras partições destina-
das a outras IMs. As áreas possíveis de aceder são adjacentes à partição obtida por um
dado thread. A sintaxe para aplicar uma política de distribuição distshared é:
distshared(e1, e2) variable_declaration
onde e1 e e2 são inteiros que indicam o número de posições das partições adjacentes a
que se quer obter acesso, sendo esta notação apenas aplicável a vectores.
Tal como se referiu anteriormente, o construtor distshared oferece a capacidade de
aceder a posições que não estão na partição de dados dada ao thread, o exemplo ilustrado
na listagem 3.7 contém a criação dum método, no qual queremos substituir as ocorrências
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de uma dada substring num vector de caracteres. O construtor distshared precisa que
lhe sejam indicados dois parâmetros, o número de posições precedentes e posteriores
à partição a que ser quer ter acesso. No exemplo indicado queremos ter acesso a zero
posições antes e a até quantas posições necessárias depois, de modo a que uma ocorrência
da substring comece dentro dos limites definidos pela partição dos dados.
Listagem 3.7: Substuição de todas as referências duma substring num texto
1 public char [ ] rep lace ( S t r i ng o ldSt r , S t r i ng newStr , distshared (0 ,
o l dS t r . length−1) char [ ] t e x t ) reducewith ArrayAssembler <Char > ( ) {
2 for ( i n t i = 0 ; i < t e x t . length−( o l dS t r . length−1) ; i ++) {
3 St r i ng s = " " ;
4 for ( i n t j = 0 ; j < o l dS t r . l eng th ; j ++)
5 s = s + t e x t [ j + i ] ;
6 i f ( s . equals ( o l dS t r ) )
7 for ( i n t j = 0 ; j < o l dS t r . l eng th ; j ++)
8 t e x t [ j + i ] = newStr . charAt ( j ) ;
9 }
10 return t e x t ;
11 }
A figura 3.4 exemplifica o caso particular da substituição da string ”aaa” pela string
”xxx”. Neste caso o número de posições de outras partições a que cada instância do
método tem acesso são duas, encontrando-se estas no final da sua partição.
a b c a a a d v d e a a a g a j
x x x
a a a
a b c a a a a a d v d e d e a a a g a g a j
OldStr
NewStr
a b c x x x x x d v d e d e x x x g x g a j
Depois da substituição
a b c x x x d v d e x x x g a j
Figura 3.4: Exemplo da aplicação do construtor distshared
Apresentados o modelo de execução SOMD, o paradigma de programação DMR e os
construtores que dão suporte ao modelo de execução, será descrita no próximo capítulo
a implementação realizada numa extensão à linguagem Java.
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Arquitectura e Implementação
Este capítulo é dedicado à abordagem utilizada para incorporar o modelo de execução
SOMD na forma do paradigma DMR na linguagem de programação Java. Será descrita a
arquitectura da solução encontrada, a sintaxe concreta da extensão, a integração realizada
com o runtime do X10 e por fim, serão descritas as transformações realizadas ao código e
a sua geração.
4.1 Arquitectura
Como referido no capítulo 3, o modelo foi instanciado como uma extensão à linguagem
Java. Para tal foi utilizada a ferramenta Polyglot [NCM03], que permite criar compila-
dores para extensões à linguagem Java. A implementação das funcionalidades exigidas
aos construtores foi realizada recorrendo-se ao sistema de execução da linguagem X10.
Este apresenta uma biblioteca Java, podendo assim ser integrado em computações desta
linguagem.
Relembrando o modelo de execução do X10, este está organizado em localidades (pla-
ces), sendo estes uma porção do espaço de memória particionado. Acrescido ao conceito
de place existe o conceito de actividade, computações assíncronas que são executadas nos
places onde são lançadas. O modelo APGAS permite realizar o seu mapeamento para
o modelo de execução SOMD, podendo execução ser realizada em um ou mais places,
consoante se pretenda um ambiente de memória partilhada ou memória partilhada dis-
tribuída. Por omissão a execução ocorre num único place.
A figura 4.1 apresenta o processo de transformação do código presente nos ficheiros
com a extensão sp em ficheiros com a extensão java, com referências à biblioteca Java
do X10. Os ficheiros de entrada são processados pelo compilador gerado pelo Polyglot,
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que por sua vez realizará transformações ao código nos seus diversos passos, de modo
a produzir neste processo código Java que ao ser compilado para bytecode é reconhecido
pela Java Virtual Machine (JVM).
Files.sp
Polyglot
…
entrada saída
Biblioteca 
Java do X10 
Files.java
R
eferên
cia
SOMDRT
Figura 4.1: Processo de compilação
De seguida descrevemos de forma sucinta a ferramenta Polyglot, indicando também
o seu modo de funcionamento.
4.1.1 Polyglot
O Polyglot é uma ferramenta que permite criar compiladores source-to-source, que rece-
bem como entrada código numa linguagem e geram código noutra. Neste caso em par-
ticular, recebe como entrada ficheiros duma dada extensão de linguagem e que produz
como resultado ficheiros com código Java que são compilados usando um compilador
Java.
O compilador submete os ficheiros de entrada a uma sequência configurável de pas-
sos, até produzir o código Java final. Um passo é uma dada actividade do processo de
compilação, que segue o modelo de visitor [PJ98], os nós da Abstract Syntax Tree (AST) são
processados em cada passo, sendo a AST resultante de cada passo, submetida ao passo
seguinte. O conjunto base de passos do compilador são:
parsing - cria uma Abstract Syntax Tree (AST) a partir da gramática reconhecida pelo
analisador sintáctico criado com o Polyglot Parser Generator (PPG), uma extensão
ao CUP [HFA99], um gerador de analisadores sintácticos LALR para Java. O PPG
permite extender uma gramática de linguagem existente no CUP ou no PPG, com
modificações localizadas, evitando ter que reescrever uma gramática por completo;
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build-types - constrói um objecto Type que representa cada tipo existente no ficheiro de
entrada;
clean-super e clean-sigs - remoção de ambiguidades encontradas na declaração de su-
pertipos e na declaração de métodos de classes e interfaces;
add-members - recolhe informação sobre os membros duma classe ou interface e adiciona-
a aos objectos Type criados no passo build-types;
disambiguate - remove ambiguidades existentes nos corpos dos métodos, construtores
ou inicializações;
type checking - realiza uma análise semântica ao código;
exception checking - realiza uma análise semântica à declaração de excepções e à sua
propagação;
reachability checking - verifica se não existem porções de código que não sejam alcan-
çáveis dentro dum método;
exit checking - verifica se todos os caminhos existentes num método que deve retornar
um dado valor, retornam esse valor;
initialization checking - verifica se as variáveis locais estão inicializadas antes de serem
utilizadas;
translation - percorre os nós da AST para escrever o código final no ficheiro alvo.
Quando se invoca o compilador do Polyglot indica-se qual a extensão que se quer
processar, de modo a que este carregue a classe fonte ExtensionInfo correspondente. Esta
classe contém informações relativas à extensão dos ficheiros de entrada, ao gerador de
nós da AST, sistema de tipos e escalonamento dos passos. Aos passos existentes numa
extensão podem ser adicionados novos passos e modificada a ordem de escalonamento
destes.
4.2 Sintaxe concreta
A extensão realizada é uma extensão à versão 5 da linguagem Java1 em que é permitido
o uso dos construtores definidos na secção 3.3. A implementação da extensão requereu
alterações de produções da gramática e a implementação dos nós respectivos nós de AST.
As modificações introduzidas focaram-se a dois níveis:
1O compilador Polyglot para a versão 5 do Java foi construído como uma extensão à versão base do
Polyglot
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Tabela 4.1: Sintaxe do cabeçalho do método
<cabecalho_metodo> ::= <modificador> <tipo_retorno> <nome_metodo>
( [<lista_parametros>] ) [<reducewith>]
<reducewith> ::= reducewith <construtor>
<lista_parametros> ::= <parametro> [, <lista_parametros>]
<parametro> ::= [dist] <tipo> <nome>
| dist : <construtor> <tipo> <nome>
Alterações sobre os cabeçalhos dos métodos A tabela 4.1 resume as modificações efec-
tuadas à linguagem na representação Extended Backus-Naur Form (EBNF), para acomo-
dar a inclusão dos novos construtores ao nível do cabeçalho dos métodos. A utilização
de parêntesis rectos nesta notação indica a opcionalidade da construção. A este nível
foi permitido o uso do construtor reducewith no final da declaração do método, sendo
este sucedido do construtor da classe que implementa a política de redução. A adição
deste construtor é opcional, uma vez que a métodos do tipo void não se aplica qualquer
redução, sendo esta situação verificada semanticamente.
Foi também necessário permitir a qualificação dos parâmetros do método com o mo-
dificador dist. O construtor é seguido do construtor da classe que implementa a política
de distribuição, e à semelhança reducewith a indicação da política pode ser omitida, em
detrimento duma política por omissão sobre vectores.
Alterações sobre o corpo dos métodos A listagem 4.2 resume as modificações realiza-
das para permitir o uso dos novos construtores, ao nível do corpo dos métodos. Estes são
métodos Java normais cuja implementação pode fazer uso dos seguintes construtores:
dist, shared, barrier e atomic.
O código presente no corpo dum método método SOMD será executado em paralelo,
contudo existem construtores que não se adequam ao contexto duma execução paralela.
Exemplos paradigmáticos deste caso são os construtores dist e shared. No caso do dist a
declaração duma variável deste tipo, no contexto de uma execução paralela do programa,
equivale à declaração duma variável local, pois os restantes IMs não teriam acesso às
partições a si destinadas, uma vez que todos criaram essa variável no seu escopo. O caso
do shared é análogo ao do dist. Aquando da execução paralela do programa a criação
deste tipo de variáveis, faria com que todos os IMs criassem uma variável deste género
no seu escopo, o que na realidade corresponderia à criação duma variável local que seria
apenas usada pelo thread que a criou.
Assim sendo a declaração de variáveis dist e shared está restringida ao início do pro-
grama, numa zona na qual as operações são efectuadas de forma sequencial. O corpo do
método apresenta assim duas secções: a primeira relativa ao início do corpo onde apenas
podem ser declaradas variáveis do tipo dist e shared, e a segunda que corresponde ao
código que será executado em paralelo.
A definição de corpo do método foi então estendida de modo a permitir o uso dos
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Tabela 4.2: Sintaxe do cabeçalho do corpo do método
extends <corpo_metodo> ::= { [<decl_dist_shared_vars>
[<lista_construcoes>] }
<decl_dist_shared_vars> ::= <decl_dist_shared>
[<decl_dist_shared_vars>]
<decl_dist_shared> ::= dist <decl_init_variavel> ;
| shared <decl_init_variavel> ;
<lista_construcoes> ::= <construcao> [<lista_construcoes>]
extends <construcao> ::= barrier ;
| atomic { [<lista_construcoes>] }
construtores SOMD, sendo distinguidas duas secções: uma referente apenas à declaração
de variáveis dist e shared; e outra secção respeitante à execução paralela e que contém
construções Java. Os construtores atomic e o barrier foram introduzidos como uma ex-
tensão às construções permitidas pela linguagem. Em relação ao atomic este é aplicado a
um bloco de código, ou seja, a uma sequência de construções.
Os nós AST necessários para implementar as alterações na gramática definidas acima,
encontram-se descritos na tabela 4.3.
Tabela 4.3: Descrição dos nós de AST introduzidos na gramática
AtomicBlock Representa o construtor atomic, guardando o bloco de opera-
ções a realizar de forma atómica
Barrier Denota o construtor barrier
DistParameter Representa um parâmetro que faz uso do construtor dist
DistVar Denota a declaração duma variável local distribuída através do
uso do construtor dist
SOMDBlock Identifica o código que irá ser executado segundo o modelo de
execução SOMD. O conteúdo deste apresenta duas partes, a pri-
meira relativa à declaração de variáveis locais SOMD, e a se-
gunda referente ao código que executará em paralelo e que po-
derá apresentar os construtores barrier e atomic
SharedVar Análogo ao nó DistVar, mas tratando-se neste caso de variáveis
locais partilhadas através do uso do construtor shared
SpringMethodDecl Usado para representar a declaração dos cabeçalhos dos méto-
dos SOMD. Guarda informação sobre qual a redução a aplicar,
os parâmetros do método e o corpo do método
4.3 Compilação para X10
Finda a introdução dos construtores na gramática, apresenta-se de seguida o mapea-
mento do modelo de execução SOMD nos construtores da linguagem X10, isto tendo
em vista a transformação dos nós SOMD em nós Java com chamadas à biblioteca Java do
X10.
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Para aferir-se que construções X10 seriam mais adequadas para a implementação das
funcionalidades exigidas aos construtores, foram realizados pequenos programas na lin-
guagem X10, cujo comportamento simula as funcionalidades a implementar. O foco é nos
ambiente multi-core mas tendo-se em conta também, uma possível extensão do suporte
do modelo para ambientes distribuídos. A análise efectuada originou as conclusões apre-
sentadas ao longo desta secção.
Modelo base - Ambientes de memória partilhada
No que se refere ao modelo DMR base, o código X10 gerado apresenta a mesma decom-
posição em três fases. A figura 4.2 apresenta de forma resumida o que foi mencionado
na secção 3.2 para um sistema multi-core. A fase de distribuição dá origem a um vector
de elementos contendo as várias partições da estrutura de dados. Esta estratégia têm
em conta o número de threads disponíveis, na altura em que se particiona os dados. A
distribuição dos dados implica a cópia das zonas de memória dos dados para criar as
partições, seja qual for a distribuição a utilizar.
método (dist A, dist B) reducewith R 
{
Corpo do método
}
Java
X10
distribuição de A
distribuição de B
finish {
}
Actividades 
com corpo do 
método
Redução dos 
resultados
1
2
3
for(t in (0..(Runtime.NTHREADS-1))) 
}
async {
Figura 4.2: Modelo SOMD num programa X10 num sistema multi-core
Nesta fase realizaram-se experiências com vectores nativos Java e vectores X10, uma
vez que a linguagem X10 apresenta uma implementação própria desta estruturas, de
modo a aferir a possibilidade da utilização dos primeiros no sistema de execução X10, e
de qual a estrutura de vectores que menor impacto provoca no desempenho dos progra-
mas. Constatou-se que é possível utilizar-se vectores Java em computações X10, tendo-se
realizado a partição de dados e a respectiva distribuição dos mesmos pelos threads. Com
isto queria-se observar se era obrigatório usar os vectores X10, o que implicaria a fases de
transformação de vectores Java para os seus congéneres do X10, e que se traduziria em
custos acrescidos a nível de desempenho.
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O suporte à execução paralela das várias instâncias de um dado método foi imple-
mentado sobre as actividades do X10, uma actividade por instância. A sua execução é deli-
mitada por um bloco finish que impõe um ponto de sincronização para que a execução
do restante código (estágio de redução) só prossiga quando todas as actividades tiverem
terminado.
Cada actividade executará o código referente a uma instância do método, trabalhando
cada uma sobre as suas partições de dados, produzidas na fase de distribuição. O número
de actividades a lançar depende do tamanho, determinado em tempo de arranque, da
pool de threads do X10. Por forma a que a execução das IMs não seja sequencializada, o
tamanho da thread pool não deverá ser superior ao número de processadores disponíveis
para a computação.
O número de actividades deverá tomar um valor máximo igual ao número de processa-
dores disponíveis, de modo a prevenir perdas de desempenho devido ao escalonamento
de tarefas.
Os resultados parciais computados por cada instância do método são colocados num
vector, de forma a serem disponibilizados ao estágio de redução. Para a construção deste
vector recorreu-se a um vector partilhado por todas as actividades, sendo que cada uma
escreve numa posição pré-determinada desse vector.
O estágio de redução é executado assim que termina o bloco finish. A sua implemen-
tação pode ser realizada de duas formas distintas:
• Uso da função reduce existente nas estruturas de dados de vectores do X10, nome-
adamente Arrays. A operação reduce recebe como parâmetro uma função que deve
ser aplicada à estrutura de dados;
• Aplicação de um método especificamente implementado para realizar a redução
desejada.
A solução adoptada foi a segunda, pois permite um maior desempenho que não se
consegue com a solução usando os vectores X10, uma vez que o uso destes implica es-
tágios de transformação de vectores Java em vectores X10 o que penaliza o tempo de
execução. Além de que a função a usar pelo método reduce teria de ser mapeada numa
classe de fecho do sistema de execução X10 (para mais detalhes consultar secção 4.4),
enquanto a segunda solução apenas implica a criação de classes que implementem a in-
terface definida para a redução.
Modelo base - Ambientes de memória distribuída
No que se refere a ambientes de memória distribuída, foram novas estratégias para a dis-
tribuição e para a redução. Assim foram testados os DistArrays para particionar os dados
ao nível dos places e uso de GlobalRefs para armazenar os resultados parciais das activi-
dades nos diversos places, de forma a possibilitar a realização da operação de redução.
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O uso dos DistArrays permite a aplicação de funções de distribuição a nível de pla-
ces de forma automática, através dos métodos makeBlock, makeConstant, make(region),
entre outros presentes na classe Dist. Esta classe é a classe responsável por definir a dis-
tribuição a usar pelo DistArray. A nível do particionamento dos dados pelas actividades
de cada place, as estratégia utilizada quando se usou DistArrays passou pela estratégia
adoptada para ambientes de memória partilhada. Apesar desta alternativa para realizar
o particionamento dos dados, optou-se por manter uma solução baseada nos vectores
Java, uma vez que o uso dos DistArrays implica à semelhança dos vectores X10, estágio
de transformação de dados que penalizam o desempenho do programa.
Na fase de execução paralela é necessário enviar a computação para os diferentes
places que compõem o ambiente distribuído. Para tal foi utilizado o construtor at para
enviar a computação para os places disponíveis. Em cada place à semelhança dum sistema
multi-core são lançadas um número de actividades igual ao número de threads existentes
no sistema. A listagem 4.1 apresenta o que foi referido anteriormente.
Listagem 4.1: Execução em ambientes distribuídos na linguagem X10
1 f in ish {
2 for ( p lace i n Place . places ( ) ) at ( p lace ) {
3 for ( t i n ( 0 . . ( Runtime .NTHREADS−1) ) ) async {
4 \ \ codigo a executar
5 }
6 }
7 }
A implementação da redução em sistemas distribuídos é semelhante à usada em siste-
mas multi-core, com a diferença que é usada uma variável partilhada, um GlobalRef, para
guardar o vector de resultados. Este vector apresenta o tamanho de threads × places no
place inicial, o que permite que cada actividade de cada place escreva na sua posição cor-
respondente do vector, o valor por si computado. Depois de finalizado o bloco finish é
aplicada a estratégia de criação dum método para aplicar a redução aos resultados exis-
tentes no vector do GlobalRef. Este foi preferido em detrimento do DistArray, pois este
último obrigaria a no final a aceder a cada um dos places onde os resultados do DistArray
estão armazenados de modo a que possam ser passados à fase de redução. O Global-
Ref por seu lado simplifica este processo pois os dados estão todos guardados no mesmo
place, sendo apenas necessário enviar o vector de resultados parciais à função de redução.
Em todas as abordagens de redução apresentadas, os vectores que guardam os resultados
são sempre do tipo de retorno do método SOMD.
Variáveis locais partilhadas
Tal como foi referenciado na secção 4.2 é permitida a declaração de variáveis locais shared
e dist, no início do método. O mapeamento duma variável local dist em código X10 é
feito tal como os parâmetros dist, ocorrendo uma fase de distribuição dos dados antes da
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execução do método, contudo esta só é realizada após as distribuições dos parâmetros.
Tal como indicado no capítulo anterior, os parâmetros do método (à excepção dos
dists) são considerados partilhados. Porém isto só é válido para arquitecturas multi-core,
em ambientes distribuídos tal é apenas conseguido através do construtor shared. Em
relação ao construtor shared este foi mapeado num GlobalRef que guarda o conteúdo
da variável no place em que está localizada o thread Java que realiza a computação. Este
é declarado na mesma zona do código X10 dedicada às distribuições, ou seja antes da
execução paralela. Um GlobalRef é visível por todas as actividades permitindo o acesso
a uma variável que deste modo se encontra partilhada por estes. A implementação do
shared mantém-se igual seja qual for o ambiente de execução que se esteja a usar.
A figura 4.3 mostra a declaração de uma variável local distribuída e de uma variável
local partilhada, sendo esta última acedida para leituras e escritas por todas as actividades.
método (dist A, dist B) reducewith R {
dist C;
shared D; 
corpo do método 
}
Java
X10
distribuição de A
distribuição de B
finish {
}
Actividades 
com corpo do 
método
Redução dos 
resultados
for(t in (0..(Runtime.NTHREADS-1))) 
}
async {
GlobalRef com D
Figura 4.3: Declaração de variáveis locais dum método SOMD num programa X10 (reti-
rado de [MP12])
Sincronização
O construtor atomic é mapeado trivialmente no seu congénere da linguagem X10, atomic.
Já para simular o uso do construtor barrier foram usados os clocks do X10. Cria-se um
Clock antes do bloco finish respeitante à execução do código em paralelo e no lançamento
das actividades qualificam-se estas com o construtor clocked(clock), para indicar que as
actividades lançadas devem ficar registadas no Clock criado. Isto permite assim o controlo
sob a execução das actividades de modo a sincronizá-las. A sincronização nos pontos do
código indicados com barrier passam a ser chamadas ao método clock.advance() que faz
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com que as actividades bloqueiem nesse ponto até que todas as actividades registadas no
clock cheguem a esse ponto.
A figura 4.4 mostra o mapeamento que é realizado para implementar o construtor
barrier na linguagem X10. As linhas que separam a execução das actividades são as cha-
madas ao método clock.advance(), que servem para sincronizar as várias actividades em
execução.
método (dist A, dist B) reducewith R {
…
barrier
…
barrier
...
}
Java
X10
distribuição de A
distribuição de B
finish {
}
Actividades 
com corpo do 
método
Redução dos 
resultados
for(t in (0..(Runtime.NTHREADS-1))) 
}
async clocked(cl) {
val cl = Clock.make();
cl.advance();
cl.advance();
Figura 4.4: Uso de barreiras dum método SOMD num programa X10
Distshared
Este construtor ao contrário dos anteriores não dispõe de uma classe ou construtor que
consiga simular o seu comportamento directamente na linguagem X10. Assim a maneira
encontrada para simular o seu comportamento foi através do uso de DistArrays, em que
cada acesso é precedido da verificação se a posição aceder pertence ou não à partição
adjudicada à actividade. Caso não pertença a execução é enviada para o place que alberga
a posição a aceder - actividades X10 só podem aceder a zonas de memória do seu place.
Em trabalho exploratório foi implementada uma classe DistShared baseada no código
Java da classe DistArray da biblioteca do X10, de modo a encapsular o comportamento
desejado numa estrutura de dados, tendo-se verificado que funcionava pelo menos com
vectores.
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4.4 Arquitectura da solução para a integração das linguagens
Elaborado este trabalho de análise sobre as funcionalidades permitidas pelo X10, analisou-
se o código gerado pelo compilador da linguagem X10 para os exemplos que simulam o
comportamento dos construtores a implementar. Esta análise teve por objectivo encon-
trar a melhor forma de mapear os construtores SOMD na API do sistema de execução do
X10 em Java (X10JRT).
A compilação de um ficheiro X10 gera um ficheiro Java que contém uma classe com
informações relativas: ao modelo de serialização usado pelo X10; os métodos usados na
classe X10; uma classe estática que é utilizada para executar o código X10, que funciona
como classe Main; várias outras classes estáticas que definem closures (fechos) das com-
putações encapsuladas por cada at e async presentes no código X10.
Dada esta estrutura, decidiu-se que cada método SOMD seria mapeado numa classe
que, à semelhança do X10, encapsularia os fechos das acções da execução paralela (closu-
res de at e async).
Tendo em vista a desacopulação da especificação da implementação foram definidas
interfaces para as classes que representam métodos SOMD, distribuições e reduções.
A interface SOMD, apresentada na listagem 4.2, especifica os métodos que devem ser
implementados pela classe que encapsula a informação relativa ao método SOMD:
• init - construtor da classe que recebe como parâmetros as variáveis que devem ser
passadas ao método SOMD;
• run - inicia a execução do método SOMD com todas as suas fases (distribuição,
execução e redução);
• getResult - devolve o resultado da execução do método SOMD.
O método run não retorna o resultado da computação porque a sua execução é de-
legada num trabalhador, thread da pool do X10JRT. Uma vez terminada a computação, o
resultado pode ser obtido através do método getResult.
Listagem 4.2: Interface SOMD
public inter face SOMD<T> extends x10 . x10 r t . X10JavaSer ia l i zab le {
public void run ( ) ;
public SOMD<T> i n i t ( Object . . . ob jec ts ) ;
public T getResu l t ( ) ;
}
A especificação das políticas de distribuição implementadas pelo utilizador é definida
na interface Distribution. A política deve ser definida dando uma implementação concreta
do seu único método, dist, que recebe como parâmetro a estrutura de dados que se quer
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particionar e o número de partições a realizar2, retornando um vector com as partições
realizadas. A listagem 4.3 apresenta a interface Distribution.
Listagem 4.3: Interface Distribution
public inter face D i s t r i b u t i o n <T> {
T [ ] d i s t (T x , i n t p a r t i t i o n s ) ;
}
Para especificar as reduções foi criada a interface Reduction, apresentada na listagem
4.4. Esta classe especifica apenas o método reduce que define a política de redução a
utilizar. Este método recebe o vector de resultados proveniente da execução do método e
aplica a função de redução a esse vector de modo a obter o resultado final.
Listagem 4.4: Interface Reduction
public inter face Reduction <T> {
T reduce (T [ ] a r ray ) ;
}
As funcionalidades comuns a qualquer código gerado foram factorizadas num con-
junto de classes abstractas que definem o sistema de execução SOMD sobre o X10. Dessas
classes constam as classes Closure e SOMDEnqueuer. Estas no seu geral factorizam infor-
mação sobre super-classes e interfaces, relativas ao sistema de execução X10 assim como
métodos e campos referentes à serialização de dados do X10. Destas salienta-se a classe
SOMDEnqueuer, apresentada na listagem 4.5. Nas linhas 5 a 7 encontra-se campos impor-
tantes, que intervêm na integração dos sistemas de execução X10 e Java. Nesta listagem
é ainda apresentada a implementação do método enqueue que coloca a própria instância
da classe na fila de execução de métodos SOMD, abordada mais adiante nesta subsecção.
A execução dum método SOMD no sistema de execução X10 só pode ser realizada à
custa de uma thread X10. Contudo queremos fazer a integração deste modelo de execu-
ção com computações que ocorrem em threads Java, tendo de para isso de ligar os dois
sistemas de execução.
Ao analisar o código gerado pelo compilador do X10, verificou-se a existência duma
classe que serve de ponto de entrada para a execução dos programa X10. Esta é uma
classe interna (inner class) que estende x10.runtime.impl.java.Runtime e tem por objectivo
iniciar o sistema de execução do X10 transformando a thread Java em execução numa
thread X10 e, de seguida, executar o código do método runtimeCallback. Este último, por
2Apesar deste ser pré-determinado em tempo de arranque, a construção da classe de distribuição ne-
cessita de receber esta informação de forma a evitar chamadas ao sistema de execução X10 para obter essa
informação.
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Listagem 4.5: Classe abstracta SOMDEnqueuer
1 public abstract class SOMDEnqueuer<T> extends x10 . core . Ref
2 implements SOMD<T> {
3 private s ta t i c f i n a l long ser ia lVers ionUID = 1L ;
4
5 protected Lock lock ;
6 protected Condi t ion resultQueue ;
7 protected boolean hasResult ;
8
9 public x10 . r t t . RuntimeType<?> $getRTT ( ) { . . . }
10
11 public void $_se r i a l i z e ( x10 . x10r t . X10JavaSer ia l i zer $ s e r i a l i z e r )
12 throws java . i o . IOExcept ion { }
13
14 protected x10 . ar ray . D i s t g e tD i s t r i b u t i o n ( f i n a l i n t s ize ) { . . . }
15
16 public SOMDEnqueuer ( f i n a l java . lang . System [ ] $dummy) {
17 super ($dummy ) ;
18 }
19
20 public void enqueue ( ) {
21 XRT.SOMDRuntime . enqueue ( th is ) ;
22 }
23
24 }
sua vez, invoca o método main do programa e uma vez finalizado, termina a execução na
máquina virtual (System.exit(0)).
Pretende-se que o sistema de execução do X10 seja capaz de processar os pedidos
de execução de métodos SOMD de várias threads e portanto não termine a execução da
máquina virtual após o método runtimeCallback ser terminado.
Para tratar o problema relativo ao processamento dos múltiplos pedidos, procedeu-se
à alteração da classe x10.runtime.impl.java.Runtime da biblioteca do X10, dividindo o mé-
todo que inicia o sistema de execução deste e dá início à execução do código do método
main em três partes: inicialização, execução e terminação do sistema de execução. As-
sim só com a chamada do método para terminar o sistema de execução é que a máquina
virtual é finalizada.
Em relação ao processamento de pedidos por parte de várias threads, optámos pela
criação duma fila de trabalhos, em que as threads Java assumem o papel de produtoras,
colocando pedidos de execução, e a thread X10 assume o papel de consumidora, retirando
e processando os pedidos. A figura 4.5 retrata o funcionamento da integração feita entre
os sistemas de execução Java e X10 através da fila de trabalhos. Na figura está ilustrada
apenas uma thread Java a colocar pedidos na fila, porém podem ser mais.
Da compilação destas soluções resultou a classe SOMDRuntime que faz a ponte entre
os sistemas de execução Java e X10. Esta classe à semelhança da inner classe que serve
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Figura 4.5: Integração dos sistemas de execução Java e X10 (retirado de [MP12])
classe Main, extende a classe x10.runtime.impl.java.Runtime e apresenta uma fila de traba-
lhos a executar, com instâncias das classes SOMD.
A figura 4.6 apresenta as fases do programa e chamada dos métodos criados na classe
SOMDRuntime. O início do programa a executar é seguido pela criação de uma thread
Java, para executar o sistema de execução do X10, ficando a thread original encarregue do
código da aplicação.
Uma invocação de um método SOMD assegura-se que o sistema de execução do X10
está pronto a receber pedidos de trabalho através do método waitInit. Finalizado este
passo, a thread Java invocadora pode colocar o seu pedido de execução na fila de trabalhos
e ficar a aguardar pelo resultado da computação do método, que apenas será obtido
quando o pedido for processado por parte da classe SOMDRuntime.
A thread responsável pela execução do sistema de execução do X10 inicia o seu traba-
lho ao carregar o sistema de execução, de seguida passa para um estágio de sincronização
de threads referente à utilização de múltiplos places devido ao lançamento de várias JVM.
Terminada a fase de inicialização a thread Java que despoletou a execução do X10JRT
transforma-se e dá origem a um thread X10, pronto a receber e executar pedidos de exe-
cução de métodos SOMD. Neste instante, o thread original Java bloqueado no método
waitInit é notificada (através de um invocação do método isReady) e prossegue o seu tra-
balho. A thread X10 prossegue por sua vez para a execução do método runtimeCallBack
continuamente retira da fila de trabalho instâncias de classes SOMD, sendo lançada a sua
execução, sendo apenas retirada uma instância de cada vez, pois cada uma faz uso da to-
talidade de trabalhadores existentes na pool do X10. A execução do thread X10 é na figura
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ilustrada pelos pontos escuros do diagrama.
No final da execução do programa Java é indicado ao runtime do X10 que a sua execu-
ção pode terminar, através da invocação do método terminate. A invocação deste método
provoca a terminação do método runtimeCallback, permitindo ao fluxo inicial prosseguir
e terminar a execução do programa (através do método exitRT).
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Figura 4.6: Diagrama da integração entre as threads Java e X10
Definida a estrutura das classes que vão ser usadas neste modelo, procedemos à gera-
ção de código e às transformações que devem ser realizadas, para se executar um método
segundo este modelo.
4.5 Implementação do Compilador
A implementação do compilador requereu a introdução de três passos no processo de
compilação da framework Polyglot: o SpringRewrite, SpringX10Replacer e o SpringX10-
SOMDPrettyPrinter.
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4.5.1 Passo SpringRewrite
Este passo é executado após o passo buildTypes e tem como funções: transformar métodos
classificados como privados em protected; explicitar o uso do this no uso de membros de
dados da classe que são invocados ou acedidos; e uniformizar nós AST relativos ao corpo
de métodos SOMD (que podem ser Block ou SOMDBlock) em nós SOMDBlock.
As transformações de AST referentes às duas primeiras indicadas acima, prendem-se
com o facto de se fazer uso de membros e métodos da classe que que os alberga. Para
que tal propriedade se mantenha no código gerado é necessário passar uma referência
do objecto que contém esse mesmo método, uma vez que método SOMD vai ser movido
para uma classe de fecho que não tem acesso a esses campos ou métodos.
Esta abordagem não é a ideal, pois em ambientes de memória distribuída um objecto
pode conter demasiada informação que deverá ser serializada, contudo em ambientes
multi-core onde objectos são passados por referência esta não apresenta um impacto sig-
nificativo na execução do programa. A solução ideal a usar em ambientes distribuídos
deveria passar pela análise de quais os membros de dados e que métodos são invocados.
No caso dos membros de dados apenas aqueles que são efectivamente usados deveriam
ser copiados pela rede, e no caso dos métodos estes deveriam ser copiados para a classe
Closure referente à execução da actividade.
A transformação de nós Block para SOMDBlock é importante para focar o trabalho
dos passos seguintes, uma vez que nós classificados como SOMDBlock correspondem a
código que deverá ser executado em paralelo.
4.5.2 Passo SpringX10Replacer
Este passo é responsável por realizar transformações nos nós SOMDBlock da AST e reco-
lher informações necessárias para a geração de código implementada no passo SpringX10-
SOMDPrettyPrinter (subsecção 4.5.3).
No caso das transformações, estas adicionam chamadas a métodos e membros de
dados da X10JRT e também referências a variáveis que só serão criadas no passo que
gera as classes SOMD. Isto é realizado tendo em vista a cópia do código modificado
para as classes que serão geradas no passo seguinte. As transformações aos nós AST
são efectuadas apenas em nós pertencentes ao corpo de métodos SOMD. Tal é verificado
testando se os nó referentes ao corpo de métodos nos nós SpringMethodDecl 3 se tratam
de nós SOMDBlock.
As informações relevantes a cada método SOMD que são extraídas neste passo dizem
respeito: ao uso da redução a aplicar em cada método; que variáveis são partilhadas; e
que variáveis são distribuídas e as suas distribuições. Toda a informação recolhida será
utilizada na geração de código efectuada no passo SpringX10SOMDPrettyPrinter.
De seguida são descritas as transformações realizadas e as recolhas de informação
efectuadas nos nós de AST relevantes visitados neste passo:
3Declarações de métodos do modelo dos serviços que estende o Java.
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SpringMethodDecl Caso corresponda a um cabeçalho dum método SOMD são recolhi-
das neste nó as informações sobre a redução, nome do método, parâmetros (no caso
de serem distribuídos obtém-se também informação sobre as suas distribuições) e
código do corpo do método resultante da transformações efectuadas;
DistVar Recolha da informação relativa à distribuição a aplicar para esta variável;
LocalAssign Um nó LocalAssign denota a operação de uma atribuição realizada a uma
variável. A verificação destes nós só é relevante quando se está a verificar atri-
buições a variáveis partilhadas. Nesse caso é recolhida informação que levará à
geração duma nova classe, para realizar a atribuição a essa variável. Da informa-
ção recolhida consta o nome da classe, o GlobalRef respeitante à variável partilhada,
a expressão a atribuir à variável partilhada e as variáveis que fazem parte dessa ex-
pressão. Estas informações levarão à geração duma classe de fecho, respeitante à
atribuição da expressão à variável partilhada guardada no GlobalRef, no seu place
de origem.
O nó respeitante ao LocalAssign é então modificado para um Call, que invoca a
operação para mudar a execução do programa para o place de origem do GlobalRef.
Local Este nó da AST refere-se a uma dada variável que já foi declarada anteriormente.
É necessário analisar estes nós nos casos em que representam variáveis distribuídas
ou partilhadas. Nesses casos procede-se à renomeação das variáveis em causa, para
facilmente diferenciar no código as variáveis qualificadas com os modificadores
dist ou shared pelo programador.
Special Este nó da AST é relativo às variáveis especiais this e super.
No caso do this este é substituído pela variável object$class. Este vai ser o nome da
variável que vai conter o objecto da classe que alberga o método SOMD.
No caso do super é realizada a substituição deste por um cast para a superclasse da
variável object$class.
Barrier Serve apenas para indicar se o método em questão faz uso de barreiras ou não.
Caso faça esta informação influenciará a criação de classes no passo
SpringX10SOMDPrettyPrinter.
Return O retorno do método SOMD é mapeado na chamada de função que guardará o
resultado a retornar num vector partilhado array$results caso se encontre num am-
biente de memória partilhada, ou no vector armazenado no GlobalRef
array$resultsdist caso se use memória partilhada distribuída. O resultado é guar-
dado no índice resultante da expressão here$place×NTHREADS + thread$t. As va-
riáveis here$place e thread$t dizem respeito ao número do place onde a computação
se encontra e número da thread dentro dum dado place, respectivamente.
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Call Este nó refere-se às chamadas de métodos existentes no código. A transformação
realizada neste ponto envolve a substituição duma chamada a um método SOMD
pelo construtor da classe que representará esse método, sendo realizada de seguida
a invocação do método que se pretende usar.
Isto permite assim a chamada de outros métodos SOMD dentro dum método SOMD.
4.5.3 Passo SpringX10SOMDPrettyPrinter
O último passo adicionado ao processo de compilação diz respeito à criação das classes
Java necessárias ao programa, através do uso de templates de código que são completados
com as informações recolhidas no passo anterior.
O resultado final deste passo são ficheiros Java que contêm classes que permitem
a execução do modelo SOMD e as classes Java presentes nos ficheiros de entrada. De
seguida o compilador termina a sua função compilando estes ficheiros para Java bytecode.
O uso de templates para gerar as classes prendeu-se com o facto destas serem bastante
extensas, cerca de centenas linhas de código. A sua manipulação ao nível de nós AST
requereria a criação de um muito elevado número de nós, para criar o mesmo código
presente nos templates. Assim os templates de código foram a solução adoptada, tendo
sido criados a partir de programas X10 que foram compilados para a linguagem Java,
usando as opções de compilação -O e -NO_CHECKS do compilador do X10. Estas opções
dizem respeito ao uso de optimizações no código e à desactivação da verificação dos
limites de vectores, apontadores nulos e se o conteúdo dos DistArrays está contido no
place em questão, respectivamente.
Cada método SOMD origina a criação duma classe construída a partir dos templates.
Cada template apresenta código Java com etiquetas, que começam com o símbolo # se-
guidas dum nome e.g. #CLASSNAME, onde devem ser inseridas informações referentes
a nomes de variáveis, ou nomes de classes, distribuições, classes de fecho, aplicar uma
dada redução, entre outras. Entre os templates criados encontram-se:
• SOMDClass;
• CreateShared;
• GetSharedClosure;
• SetSharedClosure;
• SetResultClosure;
• DivideArrayPerPlace;
• DivideArrayPerThread;
• AtEachPlaceClosure;
• ExecParallelClosure;
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• ApplyReduction.
Segue-se a descrição detalhada de cada uma, podendo os templates ser consultados no
anexo A.
SOMDClass Este template gera a classe que mapeia um método SOMD no modelo de
execução com o mesmo nome. A classe presente no template extende a classe a SOMDEn-
queuer, sendo o tipo desta classe preenchido com o tipo de retorno do método SOMD
orignal.
Os membros de dados que este apresenta dizem respeito ao sistema de serialização da
biblioteca X10, contudo se o método SOMD apresentar parâmetros, estes farão parte tam-
bém dos membros de dados da classe, sendo passados através do construtor da classe.
Caso o método SOMD não seja void existirá uma variável que guardará o resultado da
computação do método SOMD, pertencendo esta também aos membros de dados da
classe.
De seguida é preenchido o método que irá executar o método segundo o modelo
SOMD. A listagem 4.6 apresenta a estrutura deste método mostrando também as etique-
tas que possui. As etiquetas presentes nesta listagem são:
• #RETURNTYPE - tipo de retorno do método;
• #METHODNAME - nome do método;
• #PARAMETERS - parâmetros dos método;
• #TRANSFORMARRAYSTODIST - cria as partições dos dados usando as distribui-
ções definidas pelo programador e cria as variáveis GlobalRef que mapeiam as va-
riáveis partilhadas e a variável onde são guardados os resultados das computações;
• #APPLYREDUCTION - aplica o template relativo à redução;
Relativamente ao lançamento da execução paralela do programa, este refere-se ao
lançamento das actividades do sistema de execução X10, que irão executar o código rela-
tivo ao método SOMD. Existem duas formas de lançar as actividades, uma para sistemas
multi-core onde são lançadas apenas actividades, e outra para sistemas distribuídos onde
são lançadas execuções nos places existentes. Nesta fase e caso se use as distribuições
por omissão, os templates relativos a estas são aplicados antes do lançamento de cada
actividade ou lançamento de execução num dado place.
A seguir ao método são aplicados os templates referentes à criação das classes de fecho
relativas à execução das actividades e gets e sets realizados a variáveis mapeadas em
GlobalRefs (variáveis partilhadas e variável que guardará o resultados das computações
das actividades).
Este template termina com as definições das implementações dos métodos herdados
da interface SOMD.
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Listagem 4.6: Estrutura resumida método principal do template SOMDClass
public #RETURNTYPE #METHODNAME(#PARAMETERS) {
#TRANSFORMARRAYSTODIST
. . .
/ / lancamento da execucao pa ra l e l a do programa
. . .
#ADDRESULTTEMPLATE
}
CreateShared Todas as operações necessárias à criação duma variável GlobalRef a par-
tir do código X10 compilado para Java encontram-se neste template. As informações ne-
cessárias para criar uma variável deste género são: o tipo da variável shared, o nome
dessa variável e o seu valor inicial, caso tenha.
No caso de ser dado um valor inicial à variável shared, a declaração do GlobalRef é
seguida da atribuição do valor dado ao mesmo.
GetSharedClosure, SetSharedClosure e SetResultClosure Estes templates dizem res-
peito à criação das classes de fecho necessárias para mapear as operações leitura e escrita
sobre GlobalRefs. Num sistema composto por um único place (uma só JVM) as operações
sobre os GlobalRef podem ser executadas localmente. No entanto, num sistema distri-
buído é necessário encaminhar as operações sobre este tipo de variáveis para o place de
origem.
O template GetSharedClosure cria a classe de fecho que acede e retorna o valor de um
dado GlobalRef. Assim a informação essencial a este template é o GlobalRef referente à
variável partilhada que se quer aceder e o tipo de retorno da variável partilhada.
Já os templates SetSharedClosure e o SetResultClosure são referentes à atribuição de va-
lores à variável contida no GlobalRef. A diferença entre estes prende-se na especialização
do template SetResultClosure, na qual não é necessária a informação sobre a atomicidade
da afectação do resultado (uma vez que cada actividade escreve numa posição específica
do vector), presente no template SetSharedClosure.
As informações necessárias ao preenchimento do template SetSharedClosure são: o Glo-
balRef da variável partilhada, as variáveis que participam na expressão a atribuir à va-
riável shared e a própria expressão que será atribuída. No caso do SetResultClosure a in-
formação é análoga exceptuando o facto de não haver expressão neste caso, sendo neste
caso apenas necessário o tipo da variável a guardar no vector.
DivideArrayPerPlace e DivideArrayPerThread Estes templates referem-se à criação de
partições de dados aplicando à distribuição por omissão a vectores, sendo o DivideAr-
rayPerPlace respeitante à partição dos dados por places e DivideArrayPerThread referente à
partição dos dados por actividades. A fórmula utilizada para realizar a partição dos dados
ao nível dos places e ao nível das actividades é a mesma, a menos do uso de variáveis refe-
rentes a cada um desses níveis. O resultado desta partição é uma distribuição equitativa
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dos dados tanto quanto possível, a estratégia neste caso passa por dividir o vector pelo
número de trabalhadores, sendo o resto da divisão distribuído pelas partições.
A listagem 4.7 apresenta o código relativo à fórmula usada para particionar um ar-
ray por places. Esta fórmula é aplicada à iteração de places sendo as etiquetas relativas a
#ARRAY, #DISTARRAY e #TYPE referentes a vector a particionar, nome da variável cor-
respondente à partição dos dados e tipo da estrutura dados, respectivamente. A fórmula
apresentada é análoga para particionar dentro dum place por actividades. Nesta fórmula
a expressão place.id corresponde a um identificador inteiro atribuído a cada place, sendo
que no caso das actividades este é substituído pelo número identificador da actividade num
dado place.
Listagem 4.7: Excerto de código que contém a fórmula usada para definir a distribuição
por omissão
i n t reg ionSize = #ARRAY. leng th ;
i n t numPlaces = x10 . lang . Place . numPlaces$O ( ) ;
i n t perPlace = reg ionSize / numPlaces ;
i n t remainder = reg ionSize % numPlaces − place . i d > 0 ? 1 : 0 ;
i n t o f f s e t = java . lang . Math . min ( place . id , reg ionSize % numPlaces ) ;
i n t begin = place . i d ∗ perPlace + o f f s e t ;
i n t end = begin + perPlace + remainder − 1;
#TYPE #DISTARRAY = java . u t i l . Arrays . copyOfRange (#ARRAY, begin , end+1) ;
AtEachPlaceClosure O template define a classe AtEachPlaceClosure que se insere nos
trabalhos de extensão deste modelo de execução a ambientes de execução distribuídos.
A classe distribui as partições de dados atribuídas a cada place pelas actividades que irão
executar nesses mesmos places e lança a sua execução. As informações necessárias para
preencher este template são os parâmetros e variáveis locais SOMD, imprescindíveis para
executar o método.
ExecParallelClosure O template define a classe ExecParallelClosure que encapsula as ac-
ções a executar por cada instância do método, correspondendo ao código que uma acti-
vidade irá executar. O código relativo ao corpo método, é copiado para o método apply
presente nesta classe. Para preencher a restante informação necessária pelo template é
necessário fornecer a informação sobre os parâmetros e variáveis locais.
ApplyReduction Diz respeito ao código relativo à redução do método SOMD. Este tem-
plate é aplicado à classe produzida pelo template SOMDClass, sendo o código referente à
obtenção do vector de resultados armazenado no vector partilhado array$results, ou no
GlobalRef array$resultsdist dependendo do ambiente de memória utilizado, e à chamada
do método reduce do construtor de classe passado ao reducewith. Terminando este tem-
plate com o retorno do resultado computado no reduce.
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Transformações finais
Os nós de AST referentes aos construtores SOMD estão até a esta altura inalterados. Para
finalizar a geração do código é necessário proceder à sua transformação final para que o
compilador Java possa reconhecer o código e gerar o Java bytecode. As alterações efectu-
adas encontram-se descritas na tabela 4.4.
Tabela 4.4: Transformações realizadas aos nós de AST
AtomicBlock
t ry {
x10 . lang . Runtime . enterAtomic ( ) ;
statements
} f i n a l l y {
x10 . lang . Runtime . ex i tA tomic ( ) ;
}
Onde statements são operações realizadas dentro do bloco ato-
mic
Barrier
c lock . advance ( ) ;
DistParameter Perde o qualificador dist
DistVar À semelhança do DistParameter também perde o qualificador
dist
SOMDBlock
XRT.SOMDRuntime . w a i t I n i t ( ) ;
f i n a l SOMDEnqueuer<#TYPE> somd = new
#SOMDClass ( ( System [ ] ) nul l ) . i n i t (#PARAMETERS) ;
XRT.SOMDRuntime . enqueue (somd) ;
[#TYPE r e s u l t = ] somd . getResu l t ( ) ;
[ return r e s u l t ; ]
Onde #TYPE refere-se ao tipo de retorno do método, #SOMD-
Class ao nome da classe SOMD gerada com a partir dos templa-
tes e #PARAMETERS aos parâmetros do método. Caso o tipo de
retorno seja diferente de void então o resultado do método ge-
tResult é guardado numa variável, sendo efectuado o retorno da
mesma.
SharedVar Tal como as variáveis distribuídas perde o seu qualificador, sha-
red
SpringMethodDecl A informação relativa ao construtor reducewith é retirada
Terminada a explicação de como foi implementado este protótipo, com a criação do
compilador que reconhece a extensão à linguagem Java, no próximo capítulo será discu-
tida avaliação realizada ao protótipo criado.
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Avaliação
Este capítulo apresenta uma avaliação de desempenho do protótipo implementado. Fo-
ram realizadas duas análise: uma que foca os ganhos de desempenho (speedup) obtidos
relativamente a versões sequenciais dos métodos Java e com versões sequenciais dos mé-
todos das implementações SOMD; e uma segunda que foca a qualidade do protótipo
quando comparado com programas de benchmark da linguagem X10.
Além disso foi efectuada uma pequena análise de produtividade, baseada no número
de linhas necessárias à implementação das políticas de distribuição e redução usadas
pelos métodos. Todas as aplicações usadas nesta avaliação estarão disponíveis em http:
//asc.di.fct.unl.pt/serco/somd.
5.1 Análise de desempenho
A análise efectuada envolveu a implementação métodos SOMD para aplicações estatís-
ticas, aritméticas e ainda algoritmos de ordenação. Sendo esse conjunto bastante vasto
para ser apresentado na sua totalidade, optou-se por escolher implementações represen-
tativas dos métodos testados: cálculo dum histograma, média dos elementos dum vector,
o algoritmo de ordenação Merge Sort, a soma de dois vectores, o algoritmo de K-means e
duas implementações de multiplicação de matrizes: linhas (MML) que distribui as linhas da
primeira matriz e colunas (MMC) que distribui as colunas da segunda.
Nestes testes foram utilizados diversos tamanhos para os dados de entrada de ordens
de magnitude diferentes, tendo sido classificadas em classes de problemas de A a D. As
medições de tempos foram realizadas recolhendo várias medições para cada teste, em
que se retirou cerca de 15% melhores e dos piores tempos, tendo-se efectuado a média
das restantes medições. A tabela 5.1 apresenta a configuração dos dados de entrada para
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cada método, o tempo de execução da versão sequencial Java de cada método, que apenas
contabiliza o tempo da invocação e execução do método SOMD (tempo de execução)
e o custo induzido pela partição dos dados para cada classe de problemas, quando o
método é executado pelo sistema de execução X10 (custo da partição). De referir ainda
que o tamanho do conjunto de dados de usado no K-means era composto por observações×
atributos, sendo o número de atributos igual a 4 para todas as classes de problemas.
As medições de tempos foram efectuadas num sistema composto por dois CPU Quad-
Core AMD Opteron a 2.3GHz, com 16 Gigabytes de memória RAM, a executar a versão
2.6.26-2 do sistema de operação Linux.
Tabela 5.1: Tabela de referência com as configurações de cada classe
Classe A Classe B
Aplicações Configuração Execução Partição Configuração Execução Partição
tempo (s) custo (s) tempo (s) custo (s)
Histograma tamanho do vector:
100.000.000
2.34 0.5 tamanho do vector:
10.000.000
0.22 0.055
Média tamanho do vector:
100.000.000
0.21 0.5 tamanho do vector:
10.000.000
0.02 0.055
Soma tamanho do vector:
100.000.000
0.20 1.02 tamanho do vector:
10.000.000
0.02 0.1
Merge Sort tamanho do vector:
100.000.000
23.98 0.5 tamanho do vector:
10.000.000
2.18 0.065
K-means nr observações:
25.000.000
141.47 0.165 nr observações:
2.500.000
14.26 0.017
MML tamanho da matriz:
2000× 2000
222.94 0.00007 tamanho da matriz:
1500× 1500
82.87 0.00005
MMC tamanho da matriz:
2000× 2000
222.94 0.05 tamanho da matriz:
1500× 1500
82.87 0.04
Classe C Classe D
Histograma tamanho do vector:
1.000.000
0.024 0.0045 tamanho do vector:
100.000
0.006 0.00045
Média tamanho do vector:
1.000.000
0.005 0.0045 tamanho do vector:
100.000
0.003 0.00045
Soma tamanho do vector:
1.000.000
0.006 0.008 tamanho do vector:
100.000
0.005 0.0008
Merge-sort tamanho do vector:
1.000.000
0.231 0.0045 tamanho do vector:
100.000
0.061 0.00045
K-means nr observações:
250.000
1.40 0.0015 nr observações:
25.000
0.185 0.0002
MML tamanho da matriz:
750× 750
3.35 0.00004 tamanho da matriz:
250× 250
0.148 0.000035
MMC tamanho da matriz:
750× 750
3.35 0.033 tamanho da matriz:
250× 250
0.148 0.005
As tabelas de 5.2 até 5.5 apresentam as medições efectuadas para as aplicações com
implementação SOMD, respeitantes a cada classe. Estas medições contam com o tempo
de execução do método assim como o tempo na fila de trabalhos. Contudo este último é
negligenciável, uma vez que na execução dos testes era garantido que apenas um método
era executado de cada vez.
Os gráficos das figuras 5.1a a 5.1d apresentam os speedups obtidos pelas implemen-
tações SOMD das aplicações, quando comparadas com os métodos Java originais. Esta
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Tabela 5.2: Medições dos problemas da classe A
Tempo de execução (s) - Classe A
IMs
SOMD
Histograma Média Soma Merge
Sort
K-Means MML MMC
1 2.8354 0.7028 2.0597 31.2078 138.3764 222.6412 222.7932
2 1.6795 0.5931 1.8277 17.1471 62.9661 111.3317 79.0965
4 1.0981 0.5528 1.7356 11.1054 36.2014 56.1223 27.5471
7 0.8750 0.5592 1.7425 9.6015 23.8448 32.3031 16.6955
8 0.8709 0.5597 1.8746 10.5098 23.9040 28.2747 15.2686
Tabela 5.3: Medições dos problemas da classe B
Tempo de execução (s) - Classe B
IMs
SOMD
Histograma Média Soma Merge
Sort
K-Means MML MMC
1 0.2794 0.0810 0.2271 2.9177 14.0412 84.6538 82.8085
2 0.1805 0.0800 0.3099 1.7388 6.7195 41.9175 23.2265
4 0.1532 0.0780 0.2526 1.1787 3.6194 20.7317 7.3079
7 0.2336 0.1703 0.3609 1.1099 5.8782 12.1039 4.3459
8 0.2311 0.1900 0.3930 1.3617 7.1803 10.7006 3.9792
Tabela 5.4: Medições dos problemas da classe C
Tempo de execução (s) - Classe C
IMs
SOMD
Histograma Média Soma Merge
Sort
K-Means MML MMC
1 0.0357 0.0997 0.1027 0.3060 1.5201 3.3372 3.4375
2 0.0235 0.0585 0.1028 0.2237 0.8393 1.7375 1.6854
4 0.1088 0.0209 0.1781 0.2099 0.5910 0.9755 0.9138
7 0.0280 0.0245 0.0553 0.2270 1.2109 0.6334 0.6095
8 0.0391 0.0256 0.0558 0.1885 1.4772 0.6285 0.6660
Tabela 5.5: Medições dos problemas da classe D
Tempo de execução (s) - Classe A
IMs
SOMD
Histograma Média Soma Merge
Sort
K-Means MML MMC
1 0.0117 0.0090 0.0180 0.0594 0.2609 0.1453 0.1608
2 0.0147 0.0111 0.0200 0.0665 0.2216 0.0897 0.0638
4 0.0150 0.0137 0.0228 0.0602 0.3603 0.0744 0.0611
7 0.0217 0.0240 0.0235 0.1495 0.6358 0.0838 0.0645
8 0.0278 0.0340 0.1542 0.2618 0.6482 0.0868 0.0851
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Figura 5.1: Speedup - Java (retirado de [MP12])
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comparação tem como objectivo observar o comportamento da execução paralela usando
a aplicação directa do paradigma DMR, quando comparado com o método original. Apli-
cação directa indica que o método original não foi alterado de modo a que o paradigma
seja usado. A única aplicação cujo este paradigma não foi aplicado de forma directa é
o caso do K-means, cujo o código foi alterado de modo a que a redução acontecesse na
execução paralela do algoritmo.
Analisando os resultados observa-se que as aplicações em que foram usadas matrizes,
K-means, MML e MMC, são as aplicações que tiveram um melhor desempenho ao nível
do speedup. Isto pode ser explicado pelo peso computacional dessas mesmas aplicações.
Destas, a multiplicação de matrizes por linhas, MML, atinge um speedup linear nas classes
A e B, apresentando no seu pico 7.80 e 7.76 respectivamente, baixando o seu desempenho
para 5.42 na classe C e na classe D para 1.67.
O gráfico referente à classe A desta figura mostra logo que as aplicações Soma e Média
são maus candidatos de aplicações a paralelizar usando o mecanismo DMR por omissão,
apresentando um speedup negativo.
O desempenho do Merge Sort encontra-se limitado pela sua fase redução, na qual é
necessário reordenar os vectores parciais de modo a produzir o resultado final, sendo este
um bom candidato para a implementação duma estratégia de redução paralela. Apesar
de ter obtido algum speedup nas classes A e B, este é considerado um speedup tímido.
O Histograma à semelhança do Merge Sort também não é um bom candidato à para-
lelização, pois apresentam apenas um speedup tímido nas classes A e B, atingindo um
speedup negativo na classe C. Isto deve-se ao seu peso computacional não ser suficiente
para obter melhores resultados.
As aplicações que obtiveram melhores desempenhos foram o K-means, MML e MMC,
isto pode ser explicado pelo peso computacional destas aplicações. No caso do K-Means
apresenta speedups interessantes nas classes A e B atingindo os valores de 5.93 e 3.93
respectivamente. Na classe C ainda apresenta um speedup quando usados quatro traba-
lhadores, contudo já não se consegue obter esse desempenho na classe D.
O MML apresenta um speedup linear com picos de 7.87 na classe A e 7.74 na classe B.
Na classe C apresenta já um ganho menor atingindo um speedup máximo de 5.3. Porém
na classe D o ganho no desempenho já é bastante menor sendo o valor máximo de 1.99
com 4 trabalhadores. A multiplicação de matrizes por colunas, MMC, por sua vez apre-
senta um speedup super-linear nas classes A e B com valores máximos de 14.59 e 20.82
respectivamente, beneficiando assim dum mapeamento na memória que vai de encontro
hierarquia de memória do computador. Nas classe C e D o seu desempenho desce con-
sideravelmente apresentando valores já semelhantes ao seu congénere MML. De referir
que o comportamento desta multiplicação na classe D apresenta resultados um pouco
melhores que a MML apresentando um speedup máximo de 2.63 nesta classe.
Para o próximo grupo de medições foi aplicada uma estratégia em que se tentou re-
duzir o custo de criar as partições. Este custo foi reduzido definindo intervalos para
as estruturas de dados, invés de se particionar as próprias estruturas. Isto deu origem
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a modificações no código das aplicações introduzindo a noção de computação parcial,
uma vez que se deixa a ilusão de se estar a trabalhar sobre a estrutura completa. Esta
estratégia será referida a partir daqui como solução baseada em intervalos. A listagem
5.1 mostra a implementação do método Soma usando esta estratégia. As tabelas 5.6 a 5.9
são relativas às medições efectuadas neste contexto.
Listagem 5.1: Implementação baseada em intervalos do método Soma
1 void sum( i n t [ ] array1 , i n t [ ] array2 , dist i n t [ ] range ) {
2 i n t begin = range [ 0 ] ;
3 i n t end = range [ 1 ] + 1 ;
4 for ( i n t i = 0 ; i < ( end − begin ) ; i ++)
5 array1 [ i + begin ] = array1 [ i + begin ] + array2 [ i +begin ] ;
6 }
Tabela 5.6: Medições das implementações com intervalos para a Classe A
Tempo de execução (s) - Classe A
IMs
SOMD
Histograma Média Soma Merge
Sort
K-Means MML MMC
1 2.3994 0.2164 0.2062 31.1447 142.1173 223.5662 230,1234
2 1.2320 0.1185 0.1236 17.0335 65.4200 111.4784 114,9744
4 0.6275 0.0712 0.0852 10.8190 33.2723 56.0799 64,9544
7 0.4226 0.0795 0.0988 9.2904 30.4867 32.3454 40,5015
8 0.4638 0.0844 0.1149 9.8711 27.8726 28.3949 34,9357
Tabela 5.7: Medições das implementações com intervalos para a Classe B
Tempo de execução (s) - Classe B
IMs
SOMD
Histograma Média Soma Merge
Sort
K-Means MML MMC
1 0.2355 0.0318 0.0312 2.9075 15.0184 84.4511 87.0371
2 0.1302 0.0233 0.0264 1.6508 6.8275 41.9107 41.9347
4 0.0776 0.0223 0.0232 1.1405 3.6376 20.6789 23.0141
7 0.0830 0.0501 0.0506 1.1704 6.0805 12.0577 13.3625
8 0.1030 0.0739 0.0685 1.4523 7.6135 10.7712 11.9435
Os gráficos da figura 5.2a a 5.2d dizem respeito ao cálculo do speedup das aplicações
usando a estratégia de distribuição com intervalos, quando comparadas com a versão
original do método Java. Observando o gráfico relativo à classe A, verificamos que todas
as aplicações conseguiram speedup positivo, o que não se sucedia com a estratégia ante-
rior. O speedup obtido foi bastante generoso para quase todas aplicações, exceptuando a
Média, a Soma e o Merge Sort.
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Figura 5.2: Speedup - Java usando intervalos (retirado de [MP12])
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Tabela 5.8: Medições das implementações com intervalos para a Classe C
Tempo de execução (s) - Classe C
IMs
SOMD
Histograma Média Soma Merge
Sort
K-Means MML MMC
1 0.0317 0.0129 0.0128 0.3045 1.5423 3.3357 3.4123
2 0.0262 0.0269 0.0281 0.2223 0.7956 1.7386 1.7679
4 0.0210 0.0196 0.0243 0.2088 0.5992 0.9702 0.9847
7 0.0396 0.0225 0.0202 0.1686 1.3693 0.6548 0.6294
8 0.0427 0.0294 0.0276 0.1985 1.4662 0.6354 0.6303
Tabela 5.9: Medições das implementações com intervalos para a Classe D
Tempo de execução (s) - Classe D
IMs
SOMD
Histograma Média Soma Merge
Sort
K-Means MML MMC
1 0.0118 0.0091 0.0109 0.0591 0.2590 0.1486 0.1475
2 0.0144 0.0133 0.0135 0.0681 0.2141 0.0884 0.0859
4 0.0168 0.0149 0.0149 0.0629 0.3238 0.0882 0.0705
7 0.0310 0.0235 0.0169 0.1350 0.5783 0.1110 0.0903
8 0.0296 0.0181 0.0185 0.2223 0.7064 0.1017 0.1227
As aplicações que melhor desempenho apresentam usando esta estratégia são as mul-
tiplicações de matrizes, seguidas pelo K-Means e Histograma. Porém este último apesar
de apresentar um bom resultado na classe A, começa rapidamente a perder esse efeito
nas classes seguintes.
A aplicação MML apresenta à mesma um speedup linear até à classe D e a sua con-
génere MMC perdeu o efeito de speedup super-linear que apresentava nas classes A e B
da aplicação directa do modelo DMR, dando origem a um speedup linear que se man-
tém também até à classe D. A aplicação K-means voltou acompanhar as multiplicações de
matrizes até à classe D, tendo tido um speedup interessante até certos pontos nas classes
anteriores, contudo na classe D voltou a mostrar um desempenho negativo.
Para analisar melhor os custos associados a cada uma das estratégias apresenta-se na
tabela 5.10 as medições das estratégias implementadas para cada aplicação, na sua ver-
são sequencial. Observamos que as estratégias adoptadas pelas implementações SOMD
apresentam na sua generalidade um desempenho pior, devendo-se isto ao tempo consu-
mido nas fases de distribuição de dados e de redução de resultados que acaba por ser
penalizador na versão sequencial.
Das estratégias adoptadas nas implementações SOMD observa-se que apesar da es-
tratégia usando intervalos se mostrar eficaz nos programas com tempos de execução mais
baixos e em que se usam vectores, esta solução acaba por ter desempenho pior quando
as aplicações fazem uso de matrizes.
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Tabela 5.10: Medições das versões sequenciais das diferentes implementações - classe A
Tempo de execução (s)
Estratégia Histograma Média Soma Merge
Sort
K-Means MML MMC
Partições 2.8354 0.7028 2.0597 31.2078 138.3764 222.6412 222.7932
Intervalos 2.3994 0.2164 0.2062 31.1147 142.1773 223.5662 230.1234
Original 2.3378 0.2075 0.2003 23.9821 141.4682 222.9378 222.9378
5.2 Comparação entre a implementação SOMD e X10
Esta segunda análise tem como objectivo aferir da qualidade do protótipo implemen-
tado. Com esse propósito foram implementados segundo o modelo SOMD, um conjunto
de aplicações de benchmark do X10, tendo-se comparado os resultados de ambas as im-
plementações. O código usado pelo X10 foi compilado com as flags -O e -NO_CHECKS
que permitem uma compilação optimizada e uma execução mais rápida dos programas.
As aplicações incluídas neste estudo são:
• Monte Carlo - cálculo duma estimativa para o valor da constante pi através do mé-
todo de Monte Carlo;
• Mandelbrot - cálculo do conjunto de Mandelbrot;
• Crypt - cifrar e decifração dum texto;
• Stream - computação da fórmula a = b+α× c, onde a, b e c são vectores de inteiros
e α uma constante.
Todas as aplicações, com a excepção do Monte Carlo, distribuem pelo menos um vec-
tor. Sendo as configurações usadas: Crypt distribui um vector de 50 milhões de bytes;
Mandelbrot executa duas distribuições, uma sobre uma matriz de 6000×750 e outra sobre
um vector de 750 doubles; e o Stream executa três distribuições sobre vectores de 33 Me-
gabytes. Neste contexto não faz sentido aplicar a estratégia de intervalos ao código da
computação de Monte Carlo uma vez que este já usa intervalos para fazer a sua compu-
tação. Todas as configurações indicadas fazem parte dos valores testados nos benchmarks
do X10.
As tabelas 5.11 e 5.12 são referentes às medições das aplicações segundo as estratégias
de partições e de intervalos respectivamente. A tabela 5.13 apresenta os valores obtidos
pelas aplicações X10.
Na análise dos tempos da tabela destacamos o caso da implementação do Stream com
a estratégia de partições, cujo o tempo de perda anda à volta de 18 vezes mais lento
que o seu congénere X10. Isto pode ser explicado pelo número de distribuições que se
realizaram e pelo tamanho dos dados a distribuir, que num programa com um tempo
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de execução baixo como é o caso, influencia bastante no seu desempenho, pois as dis-
tribuições são parte significativa da computação. Este resultado é melhorado usando a
estratégia dos intervalos para as distribuições.
Tabela 5.11: Medições dos benchmarks SOMD
Tempo de execução (s)
IMs SOMD Montecarlo Mandelbrot Crypt Stream
1 5.4489 29.1913 3.8304 1.9072
2 2.7506 14.8489 2.3695 1.7215
4 1.3996 12.1889 1.4974 1.6004
7 0.9630 8.3353 n/d 1.4538
8 0.9548 7.2813 1.4697 1.7211
Tabela 5.12: Medições dos benchmarks SOMD com intervalos
Tempo de execução (s)
IMs SOMD Mandelbrot Crypt Stream
1 29.5575 3.4168 0.3292
2 14.8315 1.7664 0.1908
4 12.1040 0.9343 0.1317
7 8.4031 n/d 0.1385
8 7.4991 0.7429 0.1477
Tabela 5.13: Medições dos benchmarks X10
Tempo de execução (s)
IMs SOMD Montecarlo Mandelbrot Crypt Stream
1 5.7596 28.5223 5.9534 0.2538
2 2.9118 14.5619 3.1032 0.1811
4 0.9810 11.5922 1.6957 0.1451
7 0.9810 8.3441 n/d 0.1333
8 0.9977 7.6217 1.3579 0.2190
O gráfico da figura 5.3 apresenta a razão da diferença dos tempos das aplicações
SOMD com as aplicações X10. Na legenda as aplicações terminadas com um I no final di-
zem respeito às aplicações que usaram intervalos. Deste gráfico foi omitida a informação
de comparação relativa ao programa Stream usando partições, por apresentar um valor
demasiado elevado que tornaria irrelevantes as restantes medições do gráfico.
Do gráfico observamos que os benchmark Mandelbrot e Monte Carlo obtêm resultados
semelhantes ao do X10, com o X10 a escalar melhor neste último e o SOMD em ambas as
implementações do Mandelbrot a ganhar uma pequena vantagem.
Tal como se previa a versão StreamI consegue um desempenho bem superior que a
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implementação Stream, uma vez que se reduz o custo de particionar os vectores, conse-
guindo a passos escalar melhor que o X10.
Finalmente a aplicação Crypt perde comparativamente para o X10, escala melhor que
o SOMD até ter um ganho de 38% com oito trabalhadores, ajudando as partições dos
dados a contribuir para esse tempo. Por sua vez a implementação CryptI apresenta re-
sultados bem superiores ao do X10, podendo isto ser explicado pelo código gerado pelo
X10, cujo o método principal executa perto de 1000 comandos Java, enquanto o mesmo
método no SOMD apresenta apenas 60 desses comandos.
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Figura 5.3: Comparação entre SOMD e X10 (retirado de [MP12])
5.3 Análise da Produtividade
Foi realizada uma pequena análise de produtividade ao medir o número de linhas de
código necessárias para implementar as políticas de distribuição e redução para cada
aplicação. A tabela 5.14 apresenta essas medidas, corroborando a nossa ideia de que
o modelo proposto é simples de usar. Esta afirmação é ainda mais substanciada pelos
factos de que:
1. a maior parte dos métodos de manipulação de vectores recorrem a esta distribuição
por omissão, sendo a distribuição indicada pelo programador usada em casos mais
especializados;
2. a maior parte das distribuições e reduções são gerais o suficiente para se encontra-
rem sob a forma duma biblioteca;
3. as computações que executam problemas de algoritmia não necessitam de conhe-
cimento especial sobre programação paralela, ficando a ressalva de que nem todas
as implementações poderão gerar programas eficientes.
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Tabela 5.14: Linhas de código das distribuições e reduções nas aplicações que usam a
estratégia de partições
Aplicações Distribuições Reduções Total
Histograma Por omissão 8 8
Média Por omissão 6 6
Merge Sort Por omissão 40 40
K-means Por omissão 8 8
Multiplicação de matrizes - linhas Por omissão 14 14
Multiplicação de matrizes - colunas 19 12 31
Tabela 5.15: Linhas de código dos benchmarks
Benchmarks SOMD X10
Crypt 208 + 15 202
Mandelbrot 68 + 16 83
Stream 28 + 16 33
Montecarlo 31 + 10 37
Estes resultados poderiam ainda ser melhorados, arranjando um novo construtor que
usasse o mesmo código da execução na redução, uma vez que a maior parte dos métodos
testados utilizam uma operação de redução igual ao código da sua execução. Esta solução
melhoraria por exemplo, o resultado do Merge Sort no qual se implementou novamente
o algoritmo de Merge Sort para aplicar a redução.
Foi ainda realizada a comparação do número de linhas dos benchmarks X10 quando
comparados com os respectivas implementações SOMD. A tabela 5.15 apresenta para o
SOMD, o número de linhas de código do programa, mais o número de linhas da redução
usad. As implementações X10 apresentam sempre menos linhas de código se contarmos
com a totalidade dos programas, porém se contarmos apenas com o código do programa,
não contabilizando as reduções que podem surgir sob a forma de bibliotecas, as imple-
mentações SOMD apresentam na sua generalidade menos linhas de código, exceptuando
o caso do Crypt.
Terminado este capítulo de avaliação segue-se o capítulo de conclusões e de informa-
ções sobre o trabalho futuro.
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Conclusões e Trabalho Futuro
Neste capítulo faz-se o balanço dos objectivos cumpridos, avalia-se os resultados obtidos
e enquadra-se o trabalho futuro a realizar no contexto desta dissertação.
6.1 Conclusões
O trabalho elaborado no contexto desta dissertação consistiu na instanciação de um mo-
delo de execução paralelo, SOMD, na linguagem de programação Java. O objectivo foi
oferecer ao programador sem experiência na área da programação paralela, meios para
criar aplicações que usufruam de paralelismo de dados sem ter de criar código especiali-
zado para estas.
A sintaxe concreta apresenta ao programador um paradigma DMR em que métodos
Java podem ser anotados com as políticas de distribuição e de redução a aplicar. Para
tal foram definidos e implementados vários construtores que permitem expressar políti-
cas de distribuição e redução, partilhas de zonas de memória entre as várias instâncias,
atomicidade ao nível das operações e pontos de sincronização. Dos construtores suge-
ridos apenas o distshared não se encontra devidamente implementado por questões de
desempenho, tendo sido apenas criado o protótipo que simula o seu comportamento.
Verificou-se que a grande maioria dos casos de estudo adoptados, a distribuição por
omissão é indicada para realizar o particionamento dos dados dos vectores. No entanto,
tal não impede a implementação de estratégias específicas. Um exemplo de tal aborda-
gem foi a aplicação de uma distribuição por colunas na multiplicação de matrizes.
Quando comparado com os mecanismos existentes no X10, a classe que suporta a dis-
tribuição automática dos dados, DistArray, não permite a criação de distribuições específi-
cas para estruturas de dados que não sejam vectores. Porém isto pode ser conseguido no
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X10 através da criação das partições por parte do programador e na distribuição destas
pelos places, contudo isto envolve trabalho do programador que se quer evitar.
Outro factor que pensamos que contribui para a redução da complexidade da aplica-
ção do modelo é a "reusabilidade"das políticas de distribuição e redução. A quase totali-
dade das políticas implementadas pode ser aplicada em variados cenários, um exemplo
é a aglomeração de vectores a partir dos vectores parciais. Tal permite que estas polí-
ticas possam ser apresentadas em bibliotecas, reduzindo o trabalho do programador à
selecção das mesmas. Claro que tal ainda obriga o programador a saber que par dis-
tribuição/redução é o mais indicado para o seu algoritmo, mas o nível de abstracção
é substancialmente superior à decomposição explícita do domínio do problema e à sua
adjudicação a fluxos de execução.
Para programadores mais experientes e com conhecimentos da área é permitida a
criação de programas conscientemente paralelos, cuja a implementação apresenta cons-
trutores habitualmente existentes em linguagens de computação paralela. Tal permite
um grau de optimização das aplicações, tendo a noção de que estas irão ser executadas
em ambientes concorrentes.
O protótipo implementado foi alvo de uma avaliação de desempenho, que pretendeu
analisar em que cenários a abordagem proposta pode obter ganhos a nível do speedup.
Nesta avaliação de desempenho estávamos interessados em aplicar este modelo de exe-
cução a operações comuns usadas no desenvolvimento de software e não a problemas
específicos de computação paralela. Foi também efectuada uma avaliação de desempe-
nho comparativa com o X10, com o intuito de aferir da qualidade da implementação
realizada. Relativamente à primeira fase da avaliação esta apresentou resultados satis-
fatórios para classes de problemas com dados de entrada de grande dimensão, havendo
geralmente sempre algum ganho no desempenho quando se paralelizava as aplicações.
Estes ganhos foram resultado da simples anotação da distribuição e redução a usar pelas
aplicações, o que perspectiva que implementações mais especializadas consigam obter
um desempenho ainda melhor. Contudo as restantes classes de problemas não apresen-
taram os mesmos resultados, uma vez que o seu tempo de execução é demasiado baixo,
para que o tempo de criação das partições não tenha impacto.
Foi ainda possível aferir que a criação de partições cria um custo acrescido demasiado
elevado para classes de aplicações com tempos de execução baixos. Esse custo deve-se
à criação dos vectores que contêm as partições dos dados distribuídos, que envolvem a
cópia dos valores do vector inicial para os mesmos. A sua eliminação requer a adopção
de estratégias como a distribuição de intervalos (ver secção 5.1) que diminuem o nível
de abstracção do programador. Em linguagens de programação como o C (e derivados)
poderia ser utilizada a aritmética de apontadores para reduzir este custo, através da cri-
ação das partições com o uso de apontadores. Estes indicariam onde começa cada uma
das partições de dados a utilizar.
A utilização do sistema de execução do X10 provou ser bastante útil para a prova do
conceito SOMD. No entanto, este impõe custos acrescidos, que apesar de serem bastante
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úteis em ambientes de memória distribuída, impedem que se tenha melhores resultados.
Pensamos que a implementação deste modelo, num sistema de execução dedicado bene-
ficiaria na sua execução numa única JVM, encontrando-se trabalhos em curso para que
tal se suceda.
A comparação com o sistema de execução X10 atestou a qualidade do protótipo que
apresentou resultados semelhantes ao X10 na execução de um conjunto de aplicações
benchmark. A nível de produtividade deste modelo, podemos constatar que a definição
da estratégia de redução é uma constante na maior parte dos casos, sendo o programa-
dor responsável pela sua escolha ou implementação. No caso da implementação duma
estratégia de redução, os valores apresentados na tabela 5.14 são indicadores que, no
caso geral, a complexidade de programação destas políticas é relativamente baixa. O
caso mais complexo necessitou de 40 linhas de código, pois a ordenação total dum vector
implica a junção ordenada dos vectores parciais.
O trabalho realizado nesta dissertação originou já um artigo [MP12] que irá ser apre-
sentado na conferência HPCC.
6.2 Trabalho Futuro
O trabalho realizado no âmbito desta dissertação é apenas um primeiro passo na defi-
nição e maturação do modelo SOMD. Antevê-se que o trabalho futuro incida sobre os
seguintes pontos:
• Realização de testes de usabilidade dos construtores propostos com o intuito de
comparar a sua facilidade de programação e expressividade com outras propostas
existentes. Para estes testes será necessário um número elevado de programadores,
com e sem experiência na área da programação paralela, que serão submetidos a
vários exercícios nos quais utilizarão as soluções existentes e o nosso protótipo,
para criar aplicações paralelas sendo sujeitos a questionário no final.
• Formalização dos construtores sugeridos, definindo as regras de semântica a que
os construtores obedecem. Este ponto de trabalho já se encontra em curso.
• Implementação do modelo SOMD em outros sistemas de execução, incluindo um
sistema de execução dedicado. Isto tem como objectivo comparar resultados das
implementações realizadas, de modo a aferir qual a implementação que melhor de-
sempenho apresenta para este modelo de execução. Em trabalho em decurso existe
um middleware para programação de clusters de multi-cores [Sar12] que já incorpora
este conceito.
• Paralelização dos estágios de distribuição e redução. Esta adição permitiria tirar
ainda melhor desempenho das aplicações SOMD, pois neste momento a execução
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destas fases ocorre de forma sequencial. No caso da distribuição paralela esta pode-
ria ocorrer quando conjunto de dados de entrada é de grande dimensão, sendo cri-
adas várias tarefas que calculariam as partições dos mesmos. Relativamente à fase
de redução realizou-se testes que envolvem a utilização de métodos SOMD para
efectuar a redução, tendo-se conseguido melhorar o desempenho do programa,
quando se usou a redução em paralelo. Esta funcionalidade não se encontra im-
plementada, pois necessita de mais trabalho a nível do compilador, que envolve a
identificação das classes no estágio de redução, que no caso de serem outras classes
SOMD deverão gerar código diferente nesta fase.
• Estudo para adição de novos construtores, como por exemplo a criação dum cons-
trutor para a redução que permita usar o código da execução para aplicar a redução.
Este estudo teria por base a criação de vários programas de modo a abstrair com-
portamentos que poderiam ser abstraídos como construtores.
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A.1 AtEachPlaceClosure
Listagem A.1: Template AtEachPlaceClosure
public s ta t i c class $AtEachPlace extends Closure {
private s ta t i c f i n a l long ser ia lVers ionUID = 1L ;
private s ta t i c f i n a l short $_ se r i a l i z a t i o n _ i d =
x10 . x10r t . Dese r i a l i za t i onD i spa t che r
. addDispatcher (
x10 . x10r t . Dese r i a l i za t i onD i spa t che r
. ClosureKind .CLOSURE_KIND_SIMPLE_ASYNC,
$AtEachPlace . class ) ;
public s ta t i c f i n a l x10 . r t t . RuntimeType<$AtEachPlace> $RTT =
x10 . r t t . Stat icVoidFunType . <$AtEachPlace>make(
/∗ base c lass ∗ / $AtEachPlace . class , /∗ parents ∗ /new x10 . r t t . Type [ ] {
x10 . core . fun . VoidFun_0_0 .$RTT, x10 . r t t . Types .OBJECT } ) ;
public x10 . r t t . RuntimeType<?> $getRTT ( ) {
return $RTT ;
}
public s ta t i c x10 . x10 r t . X10JavaSer ia l i zab le $_deser ia l ize_body (
$AtEachPlace $_obj , x10 . x10r t . X10JavaDeser ia l izer $dese r i a l i z e r )
throws java . i o . IOExcept ion {
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$_obj . here$place = $dese r i a l i z e r . r ead In t ( ) ;
$_obj . c l o c k$ba r r i e r = ( x10 . lang . Clock ) $dese r i a l i z e r . readRef ( ) ;
#DESERIALIZER
return $_obj ;
}
public s ta t i c x10 . x10r t . X10JavaSer ia l i zab le $_dese r i a l i z e r (
x10 . x10r t . X10JavaDeser ia l izer $dese r i a l i z e r )
throws java . i o . IOExcept ion {
$AtEachPlace $_obj = new $AtEachPlace ( ( java . lang . System [ ] ) nul l ) ;
$ dese r i a l i z e r . record_re ference ( $_obj ) ;
return $_deser ia l ize_body ( $_obj , $ dese r i a l i z e r ) ;
}
public short $_ge t _ se r i a l i z a t i o n_ i d ( ) {
return $_ se r i a l i z a t i o n _ i d ;
}
public void $_se r i a l i z e ( x10 . x10r t . X10JavaSer ia l i zer $ s e r i a l i z e r )
throws java . i o . IOExcept ion {
$ s e r i a l i z e r . w r i t e ( th is . here$place ) ;
i f ( c l o c k$ba r r i e r instanceof x10 . x10 r t . X10JavaSer ia l i zab le ) {
$ s e r i a l i z e r . w r i t e ( ( x10 . x10 r t . X10JavaSer ia l i zab le )
th is . c l o c k$ba r r i e r ) ;
} else {
$ s e r i a l i z e r . w r i t e ( th is . c l o c k$ba r r i e r ) ;
}
#SERIALIZER
}
/ / cons t r uc to r j u s t f o r a l l o c a t i o n
public $AtEachPlace ( f i n a l java . lang . System [ ] $dummy) {
super ($dummy) ;
}
public void $apply ( ) {
f i n a l i n t nThreads$0 = x10 . lang . Runtime .NTHREADS − 1;
i n t t h read$ t = 0 ;
#DISTRIBUTE
for ( ; true ; ) {
f i n a l boolean hasMoreThreads$0 = th read$ t <= nThreads$0 ;
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i f ( ! hasMoreThreads$0 ) {
break ;
}
f i n a l boolean has$bar r ie r = #BARRIER;
#DIVIDEARRAYPERTHREAD
i f ( has$bar r ie r ) {
x10 . lang . Runtime . runAsync__0$1x10$lang$Clock$2 (
x10 . core . ArrayFactory . <x10 . lang . Clock> makeArrayFromJavaArray (
x10 . lang . Clock . $RTT,
new x10 . lang . Clock [ ] { th is . c l o c k$ba r r i e r } ) ,
( ( x10 . core . fun . VoidFun_0_0 ) (new #CLASSNAME. $ExecPara l le l (
#ARGUMENTS,
thread$t ,
here$place ,
( java . lang . Class <?>) nul l ) ) ) ) ;
}
else {
x10 . lang . Runtime
. runAsync ( ( ( x10 . core . fun . VoidFun_0_0 ) (new
#CLASSNAME. $ExecPara l le l (
#ARGUMENTS,
thread$t ,
here$place ,
( java . lang . Class <?>) nul l ) ) ) ) ;
}
th read$ t ++;
}
}
#GLOBALVARS
public in t here$place ;
public x10 . lang . Clock c l o c k$ba r r i e r ;
public $AtEachPlace (#PARAMETERS, i n t here$place , x10 . lang . Clock
c l ock$ba r r i e r , java . lang . Class<?> $dummy0) {
{
#INITGLOBALVARS
th is . here$place = here$place ;
th is . c l o c k$ba r r i e r = c l o c k$ba r r i e r ;
}
}
}
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A.2 CreateShared
Listagem A.2: Template CreateShared
f i n a l x10 . ar ray . Array <#TYPE> #ARRAY = new x10 . ar ray . Array <#TYPE>(
( java . lang . System [ ] ) null , x10 . r t t . NamedType. <#TYPE>make(
" #TYPE" , /∗ base c lass ∗ /#TYPE. class
, /∗ parents ∗ / new x10 . r t t . Type [ ] { x10 . r t t . Types .OBJECT}
) ) ;
#ARRAY. x10$lang$Object$$ in i t$S ( ) ;
f i n a l x10 . ar ray . RectRegion1D region$#ARRAY =new
x10 . ar ray . RectRegion1D ( ( java . lang . System [ ] ) nul l ) ;
reg ion$#ARRAY. $ i n i t (0 , #SIZE − 1) ;
f i n a l x10 . ar ray . Region myReg$#ARRAY = region$#ARRAY;
#ARRAY. reg ion = myReg$#ARRAY;
#ARRAY. rank = 1;
#ARRAY. r e c t = true ;
#ARRAY. zeroBased = true ;
#ARRAY. r a i l = true ;
#ARRAY. s ize = #SIZE ;
#ARRAY. layout_min0 = #ARRAY. l a you t _s t r i de1 = #ARRAY. layout_min1 = 0;
#ARRAY. layou t = nul l ;
f i n a l x10 . core . IndexedMemoryChunk<#TYPE> chunk$#ARRAY =
x10 . core . IndexedMemoryChunk. <#TYPE>
a l l o ca t e ( x10 . r t t . NamedType. <#TYPE>make(
" #TYPE" , /∗ base c lass ∗ /#TYPE. class
, /∗ parents ∗ / new x10 . r t t . Type [ ] { x10 . r t t . Types .OBJECT}
) , #SIZE , true ) ;
#ARRAY. raw = chunk$#ARRAY;
f i n a l x10 . core . GlobalRef <x10 . ar ray . Array <#TYPE>> #SHAREDNAME = new
x10 . core . GlobalRef <x10 . ar ray . Array <#TYPE>>(
x10 . r t t . ParameterizedType .make( x10 . ar ray . Array . $RTT,
x10 . r t t . NamedType. <#TYPE>make(
" #TYPE" , /∗ base c lass ∗ /#TYPE. class
, /∗ parents ∗ / new x10 . r t t . Type [ ] { x10 . r t t . Types .OBJECT}
) ) , #ARRAY,
( x10 . core . GlobalRef . __0x10$lang$GlobalRef$$T ) nul l ) ;
84
A. TEMPLATES
A.3 GetSharedClosure
Listagem A.3: Template GetSharedClosure
public s ta t i c class #SHAREDCLOSURENAME extends x10 . core . Ref implements
x10 . core . fun . Fun_0_0 , x10 . x10r t . X10JavaSer ia l i zab le {
private s ta t i c f i n a l long ser ia lVers ionUID = 1L ;
private s ta t i c f i n a l short $_ se r i a l i z a t i o n _ i d =
x10 . x10r t . Dese r i a l i za t i onD i spa t che r
. addDispatcher (
x10 . x10r t . Dese r i a l i za t i onD i spa t che r .
ClosureKind .CLOSURE_KIND_NOT_ASYNC,
#SHAREDCLOSURENAME. class ) ;
public s ta t i c f i n a l x10 . r t t . RuntimeType<#SHAREDCLOSURENAME> $RTT =
x10 . r t t . Stat icFunType . <#SHAREDCLOSURENAME>make(
/∗ base c lass ∗ /#SHAREDCLOSURENAME. class , /∗ parents ∗ /new
x10 . r t t . Type [ ] {
x10 . r t t . ParameterizedType .make( x10 . core . fun . Fun_0_0 .$RTT,
x10 . r t t . Types . INT ) , x10 . r t t . Types .OBJECT } ) ;
public x10 . r t t . RuntimeType<?> $getRTT ( ) {
return $RTT ;
}
public s ta t i c x10 . x10 r t . X10JavaSer ia l i zab le $_deser ia l ize_body (
#SHAREDCLOSURENAME $_obj , x10 . x10r t . X10JavaDeser ia l izer
$dese r i a l i z e r )
throws java . i o . IOExcept ion {
x10 . core . GlobalRef g = ( x10 . core . GlobalRef ) $dese r i a l i z e r . readRef ( ) ;
$_obj . g = g ;
return $_obj ;
}
public s ta t i c x10 . x10 r t . X10JavaSer ia l i zab le $_dese r i a l i z e r (
x10 . x10r t . X10JavaDeser ia l izer $dese r i a l i z e r )
throws java . i o . IOExcept ion {
#SHAREDCLOSURENAME $_obj = new
#SHAREDCLOSURENAME( ( java . lang . System [ ] ) nul l ) ;
$ dese r i a l i z e r . record_re ference ( $_obj ) ;
return $_deser ia l ize_body ( $_obj , $ dese r i a l i z e r ) ;
}
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public short $_ge t _ se r i a l i z a t i o n_ i d ( ) {
return $_ se r i a l i z a t i o n _ i d ;
}
public void $_se r i a l i z e ( x10 . x10r t . X10JavaSer ia l i zer $ s e r i a l i z e r )
throws java . i o . IOExcept ion {
i f ( g instanceof x10 . x10r t . X10JavaSer ia l i zab le ) {
$ s e r i a l i z e r . w r i t e ( ( x10 . x10 r t . X10JavaSer ia l i zab le ) th is . g ) ;
} else {
$ s e r i a l i z e r . w r i t e ( th is . g ) ;
}
}
/ / cons t r uc to r j u s t f o r a l l o c a t i o n
public #SHAREDCLOSURENAME( f i n a l java . lang . System [ ] $dummy) {
super ($dummy) ;
}
public #TYPE $apply$G ( ) {
return $apply$O ( ) ;
}
public #TYPE $apply$O ( ) {
f i n a l x10 . ar ray . Array <#TYPE> ar ray = th is . g . $apply$G ( ) ;
f i n a l x10 . core . IndexedMemoryChunk<#TYPE> chunk = ar ray . raw ;
f i n a l #TYPE res = ( ( #TYPE [ ] ) chunk . value ) [ 0 ] ;
return res ;
}
public x10 . core . GlobalRef <x10 . ar ray . Array <#TYPE>> g ;
public #SHAREDCLOSURENAME(
f i n a l x10 . core . GlobalRef <x10 . ar ray . Array <#TYPE>> g ,
java . lang . Class<?> $dummy0) {
{
th is . g = g ;
}
}
}
86
A. TEMPLATES
A.4 DivideArrayPerPlace
Listagem A.4: Template DivideArrayPerPlace
f i n a l i n t region$#ARRAY = #ARRAY. leng th ;
f i n a l i n t numPlaces$#ARRAY = x10 . lang . Place . numPlaces$O ( ) ;
f i n a l i n t perPlace$#ARRAY = region$#ARRAY / numPlaces$#ARRAY;
f i n a l i n t res tP laces$#ARRAY = region$#ARRAY % numPlaces$#ARRAY −
where$place . i d > 0 ? 1 : 0 ;
f i n a l i n t o f f s e t $ #ARRAY = java . lang . Math . min ( where$place . id ,
region$#ARRAY % numPlaces$#ARRAY) ;
f i n a l i n t begin$#ARRAY = where$place . i d ∗ perPlace$#ARRAY +
o f f s e t $ #ARRAY;
f i n a l i n t end$#ARRAY = begin$#ARRAY + perPlace$#ARRAY
+ restP laces$#ARRAY − 1;
f i n a l #TYPE #DISTARRAY = java . u t i l . Arrays . copyOfRange (#ARRAY,
begin$#ARRAY, end$#ARRAY + 1) ;
A.5 DivideArrayPerThread
Listagem A.5: Template DivideArrayPerThread
f i n a l i n t subRegion$#ARRAY = #ARRAY. leng th ;
f i n a l i n t numThreads$#ARRAY = x10 . lang . Runtime .NTHREADS;
f i n a l i n t perThread$#ARRAY = subRegion$#ARRAY / numThreads$#ARRAY;
f i n a l i n t restThreads$#ARRAY = subRegion$#ARRAY % numThreads$#ARRAY
− t h read$ t > 0 ? 1 : 0 ;
f i n a l i n t subOffset$#ARRAY = java . lang . Math . min ( thread$t ,
subRegion$#ARRAY % numThreads$#ARRAY) ;
f i n a l i n t f i r s t $ #ARRAY = thread$ t ∗ perThread$#ARRAY
+ subOffset$#ARRAY;
f i n a l i n t l a s t $ #ARRAY = f i r s t $ #ARRAY + perThread$#ARRAY
+ restThreads$#ARRAY − 1;
f i n a l #TYPE #DISTARRAY = java . u t i l . Arrays . copyOfRange ( th is .#ARRAY,
f i r s t $ #ARRAY, l a s t $ #ARRAY + 1) ;
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A.6 ExecParallelClosure
Listagem A.6: Template ExecParallelClosure
public s ta t i c class $ExecPara l le l extends Closure {
private s ta t i c f i n a l long ser ia lVers ionUID = 1L ;
private s ta t i c f i n a l short $_ se r i a l i z a t i o n _ i d =
x10 . x10r t . Dese r i a l i za t i onD i spa t che r
. addDispatcher (
x10 . x10r t . Dese r i a l i za t i onD i spa t che r .
ClosureKind .CLOSURE_KIND_SIMPLE_ASYNC,
$ExecPara l le l . class ) ;
public s ta t i c f i n a l x10 . r t t . RuntimeType<$ExecPara l le l > $RTT =
x10 . r t t . Stat icVoidFunType . < $ExecPara l le l >make(
/∗ base c lass ∗ / $ExecPara l le l . class , /∗ parents ∗ /new x10 . r t t . Type [ ] {
x10 . core . fun . VoidFun_0_0 .$RTT, x10 . r t t . Types .OBJECT } ) ;
public x10 . r t t . RuntimeType<?> $getRTT ( ) {
return $RTT ;
}
public s ta t i c x10 . x10r t . X10JavaSer ia l i zab le $_deser ia l ize_body (
$ExecPara l le l $_obj , x10 . x10 r t . X10JavaDeser ia l izer $dese r i a l i z e r )
throws java . i o . IOExcept ion {
i f ( x10 . runt ime . impl . java . Runtime .TRACE_SER) {
java . lang . System . out
. p r i n t l n ( " X10JavaSer ia l i zab le : $_deser ia l ize_body ( ) o f "
+ $ExecPara l le l . class + " c a l l i n g " ) ;
}
$_obj . here$place = $dese r i a l i z e r . r ead In t ( ) ;
$_obj . th read$ t = $dese r i a l i z e r . r ead In t ( ) ;
#DESERIALIZER
return $_obj ;
}
public s ta t i c x10 . x10r t . X10JavaSer ia l i zab le $_dese r i a l i z e r (
x10 . x10r t . X10JavaDeser ia l izer $dese r i a l i z e r )
throws java . i o . IOExcept ion {
$ExecPara l le l $_obj = new $ExecPara l le l ( ( java . lang . System [ ] ) nul l ) ;
$ dese r i a l i z e r . record_re ference ( $_obj ) ;
return $_deser ia l ize_body ( $_obj , $ dese r i a l i z e r ) ;
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}
public short $_ge t _ se r i a l i z a t i o n_ i d ( ) {
return $_ se r i a l i z a t i o n _ i d ;
}
public void $_se r i a l i z e ( x10 . x10r t . X10JavaSer ia l i zer $ s e r i a l i z e r )
throws java . i o . IOExcept ion {
$ s e r i a l i z e r . w r i t e ( th is . here$place ) ;
$ s e r i a l i z e r . w r i t e ( th is . th read$ t ) ;
#SERIALIZER
}
/ / cons t r uc to r j u s t f o r a l l o c a t i o n
public $ExecPara l le l ( f i n a l java . lang . System [ ] $dummy) {
super ($dummy) ;
}
public void $apply ( ) {
/ / long s t a r t = System . cu r r en tT imeM i l l i s ( ) ;
/ / System . out . p r i n t l n ( " I n i t "+ here$place + " Thread ( "+
th read$ t + " ) " ) ;
#PARALLELBODY
/ / long end = System . cu r r en tT imeM i l l i s ( ) − s t a r t ;
/ / System . out . p r i n t l n ( here$place + " Thread ( "+ th read$ t + " ) t ime : " +
( double ) end /1000) ;
}
#GLOBALVARS
public in t t h read$ t ;
public in t here$place ;
public $ExecPara l le l (#PARAMETERS, i n t th read$t , i n t here$place ,
java . lang . Class<?> $dummy0) {
{
#INITGLOBALVARS
th is . th read$ t = th read$ t ;
th is . here$place = here$place ;
}
}
}
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A.7 GetSharedClosure
Listagem A.7: Template GetSharedClosure
public s ta t i c class #SHAREDCLOSURENAME extends x10 . core . Ref implements
x10 . core . fun . Fun_0_0 , x10 . x10r t . X10JavaSer ia l i zab le {
private s ta t i c f i n a l long ser ia lVers ionUID = 1L ;
private s ta t i c f i n a l short $_ se r i a l i z a t i o n _ i d =
x10 . x10r t . Dese r i a l i za t i onD i spa t che r
. addDispatcher (
x10 . x10r t . Dese r i a l i za t i onD i spa t che r .
ClosureKind .CLOSURE_KIND_NOT_ASYNC,
#SHAREDCLOSURENAME. class ) ;
public s ta t i c f i n a l x10 . r t t . RuntimeType<#SHAREDCLOSURENAME> $RTT =
x10 . r t t . Stat icFunType . <#SHAREDCLOSURENAME>make(
/∗ base c lass ∗ /#SHAREDCLOSURENAME. class , /∗ parents ∗ /new
x10 . r t t . Type [ ] {
x10 . r t t . ParameterizedType .make( x10 . core . fun . Fun_0_0 .$RTT,
x10 . r t t . Types . INT ) , x10 . r t t . Types .OBJECT } ) ;
public x10 . r t t . RuntimeType<?> $getRTT ( ) {
return $RTT ;
}
public s ta t i c x10 . x10r t . X10JavaSer ia l i zab le $_deser ia l ize_body (
#SHAREDCLOSURENAME $_obj , x10 . x10r t . X10JavaDeser ia l izer
$dese r i a l i z e r )
throws java . i o . IOExcept ion {
x10 . core . GlobalRef g = ( x10 . core . GlobalRef ) $dese r i a l i z e r . readRef ( ) ;
$_obj . g = g ;
return $_obj ;
}
public s ta t i c x10 . x10r t . X10JavaSer ia l i zab le $_dese r i a l i z e r (
x10 . x10r t . X10JavaDeser ia l izer $dese r i a l i z e r )
throws java . i o . IOExcept ion {
#SHAREDCLOSURENAME $_obj = new
#SHAREDCLOSURENAME( ( java . lang . System [ ] ) nul l ) ;
$ dese r i a l i z e r . record_re ference ( $_obj ) ;
return $_deser ia l ize_body ( $_obj , $ dese r i a l i z e r ) ;
}
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public short $_ge t _ se r i a l i z a t i o n_ i d ( ) {
return $_ se r i a l i z a t i o n _ i d ;
}
public void $_se r i a l i z e ( x10 . x10r t . X10JavaSer ia l i zer $ s e r i a l i z e r )
throws java . i o . IOExcept ion {
i f ( g instanceof x10 . x10r t . X10JavaSer ia l i zab le ) {
$ s e r i a l i z e r . w r i t e ( ( x10 . x10 r t . X10JavaSer ia l i zab le ) th is . g ) ;
} else {
$ s e r i a l i z e r . w r i t e ( th is . g ) ;
}
}
/ / cons t r uc to r j u s t f o r a l l o c a t i o n
public #SHAREDCLOSURENAME( f i n a l java . lang . System [ ] $dummy) {
super ($dummy) ;
}
public #TYPE $apply$G ( ) {
return $apply$O ( ) ;
}
public #TYPE $apply$O ( ) {
f i n a l x10 . ar ray . Array <#TYPE> ar ray = th is . g . $apply$G ( ) ;
f i n a l x10 . core . IndexedMemoryChunk<#TYPE> chunk = ar ray . raw ;
f i n a l #TYPE res = ( ( #TYPE [ ] ) chunk . value ) [ 0 ] ;
return res ;
}
public x10 . core . GlobalRef <x10 . ar ray . Array <#TYPE>> g ;
public #SHAREDCLOSURENAME(
f i n a l x10 . core . GlobalRef <x10 . ar ray . Array <#TYPE>> g ,
java . lang . Class<?> $dummy0) {
{
th is . g = g ;
}
}
}
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A.8 ApplyReduction
Listagem A.8: Template ApplyReduction
#TYPE#DIMENSIONS r e t $ r e s u l t ;
i f ( x10 . lang . Place . numPlaces$O ( ) > 1) {
#TYPE#DIMENSIONS [ ] tmp$array = new #TYPE[ x10 . lang . Runtime .NTHREADS
∗ x10 . lang . Place . numPlaces$O ( ) ]#DIMENSIONS;
f i n a l x10 . ar ray . Array <#TYPE#DIMENSIONS> tmp$resu l ts =
a r r a y $ r e s u l t s d i s t . $apply$G ( ) ;
for ( i n t i = 0 ; i < tmp$array . leng th ; i ++)
tmp$array [ i ] = tmp$resu l ts . $apply$G ( i ) ;
r e t $ r e s u l t = #REDUCTION. reduce ( tmp$array ) ;
} else
r e t $ r e s u l t = #REDUCTION. reduce ( a r r ay$ resu l t s ) ;
return r e t $ r e s u l t ;
A.9 SOMDClass
Listagem A.9: Template SOMDClass
class #CLASSNAME extends SOMDEnqueuer<#RETURNTYPE> {
protected s ta t i c f i n a l long ser ia lVers ionUID = 1L ;
private s ta t i c f i n a l short $_ se r i a l i z a t i o n _ i d =
x10 . x10r t . Dese r i a l i za t i onD i spa t che r
. addDispatcher (
x10 . x10r t . Dese r i a l i za t i onD i spa t che r .
ClosureKind .CLOSURE_KIND_NOT_ASYNC,
#CLASSNAME. class ) ;
public s ta t i c f i n a l x10 . r t t . RuntimeType<#CLASSNAME> $RTT =
x10 . r t t . NamedType. <#CLASSNAME>make(
" #CLASSNAME" , /∗ base c lass ∗ /#CLASSNAME. class , /∗ parents ∗ /
new x10 . r t t . Type [ ] { x10 . r t t . Types .OBJECT } ) ;
#RETURNGLOBALVAR
#GLOBALVARS
public s ta t i c x10 . x10r t . X10JavaSer ia l i zab le $_deser ia l ize_body (
#CLASSNAME $_obj , x10 . x10r t . X10JavaDeser ia l izer $dese r i a l i z e r )
throws java . i o . IOExcept ion {
return $_obj ;
}
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public s ta t i c x10 . x10r t . X10JavaSer ia l i zab le $_dese r i a l i z e r (
x10 . x10r t . X10JavaDeser ia l izer $dese r i a l i z e r )
throws java . i o . IOExcept ion {
#CLASSNAME $_obj = new #CLASSNAME( ( java . lang . System [ ] ) nul l ) ;
$ dese r i a l i z e r . record_re ference ( $_obj ) ;
return $_deser ia l ize_body ( $_obj , $ dese r i a l i z e r ) ;
}
public short $_ge t _ se r i a l i z a t i o n_ i d ( ) {
return $_ se r i a l i z a t i o n _ i d ;
}
/ / cons t r uc to r j u s t f o r a l l o c a t i o n
public #CLASSNAME( f i n a l java . lang . System [ ] $dummy) {
super ($dummy) ;
lock = new ReentrantLock ( ) ;
resultQueue = lock . newCondit ion ( ) ;
hasResult = fa lse ;
}
/ / c r ea t i on method f o r java code (1−phase java cons t ruc to r )
public #CLASSNAME(#PARAMETERS) {
th is ( ( java . lang . System [ ] ) nul l ) ;
$ i n i t (#ARGUMENTSPARAMS) ;
}
/ / cons t r uc to r f o r non−v i r t u a l c a l l
f i n a l public #CLASSNAME #CLASSNAME$$init$S(#PARAMETERS) {
{
#INITGLOBALVARS
}
return th is ;
}
/ / cons t r uc to r
public #CLASSNAME $ i n i t (#PARAMETERS) {
return #CLASSNAME$$init$S(#ARGUMENTSPARAMS) ;
}
f i n a l public #CLASSNAME #CLASSNAME$$#CLASSNAME$this ( ) {
return #CLASSNAME. th is ;
}
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public #RETURNTYPE #METHODNAME(#PARAMETERS) {
/ / long s t a r t = System . cu r r en tT imeM i l l i s ( ) ;
/ / System . out . p r i n t l n ( " I n i t t rans form " ) ;
#TRANSFORMARRAYSTODIST
/ / long end = System . cu r r en tT imeM i l l i s ( ) − s t a r t ;
/ / System . out . p r i n t l n ( " end t rans form " + ( double ) end /1000) ;
f i n a l x10 . lang . Clock c l o c k$ba r r i e r = x10 . lang . Clock .make( " " ) ;
{
x10 . lang . Runtime . ensureNotInAtomic ( ) ;
f i n a l x10 . lang . F in i shS ta te x10$__var10 =
x10 . lang . Runtime . s t a r t F i n i s h ( ) ;
t ry {
t ry {
{
{
i f ( x10 . lang . Place . numPlaces$O ( ) == 1) {
f i n a l i n t nThreads$0 = x10 . lang . Runtime .NTHREADS − 1;
f i n a l i n t here$place = x10 . lang . Runtime .home ( ) . i d ;
i n t t h read$ t = 0 ;
for ( ; true ; ) {
f i n a l boolean hasMoreThreads$0 = th read$ t <=
nThreads$0 ;
i f ( ! hasMoreThreads$0 ) {
break ;
}
f i n a l boolean has$bar r ie r = #BARRIER;
#DIVIDEARRAYPERTHREAD
i f ( has$bar r ie r ) {
x10 . lang . Runtime
. runAsync__0$1x10$lang$Clock$2 (
x10 . core . ArrayFactory
. <x10 . lang . Clock> makeArrayFromJavaArray (
x10 . lang . Clock . $RTT,
new x10 . lang . Clock [ ] { c l o c k$ba r r i e r
} ) ,
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( ( x10 . core . fun . VoidFun_0_0 ) (new
#CLASSNAME. $ExecPara l le l (
#ARGUMENTS,
thread$t ,
here$place ,
( java . lang . Class <?>) nul l ) ) ) ) ;
} else {
x10 . lang . Runtime
. runAsync ( ( ( x10 . core . fun . VoidFun_0_0 ) (new
#CLASSNAME. $ExecPara l le l (
#ARGUMENTS,
thread$t ,
here$place ,
( java . lang . Class <?>) nul l ) ) ) ) ;
}
th read$ t ++;
}
} else {
f i n a l x10 . ar ray . Array <x10 . lang . Place> p$places =
x10 . lang . Place . g e t I n i t i a l i z e d $p l a c e s ( ) ;
f i n a l x10 . lang . Sequence<x10 . lang . Place> seq$places =
p$places . sequence ( ) ;
f i n a l x10 . lang . I t e r a t o r <x10 . lang . Place> i t e r a t o r $p l a ce s
= seq$places . i t e r a t o r ( ) ;
for ( ; true ; ) {
f i n a l boolean hasNextPlace =
i t e r a t o r $p l a ce s . hasNext$O ( ) ;
i f ( ! hasNextPlace ) {
break ;
}
f i n a l x10 . lang . Place where$place =
i t e r a t o r $p l a ce s . next$G ( ) ;
#DIVIDEARRAYPERPLACE
x10 . lang . Runtime . runAt ( where$place ,
( ( x10 . core . fun . VoidFun_0_0 ) (new
#CLASSNAME. $AtEachPlace (#ARGUMENTS,
where$place . id , c l ock$ba r r i e r ,
( java . lang . Class <?>) nul l ) ) ) ) ;
}
}
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c l o c k$ba r r i e r . drop ( ) ;
}
}
} catch ( x10 . core . Throwable $exc$ ) {
throw $exc$ ;
} catch ( java . lang . Throwable $exc$ ) {
throw x10 . core . Th r owab l eU t i l i t i e s
. convertJavaThrowable ( $exc$ ) ;
}
} catch ( x10 . core . X10Throwable __lowerer__var__10__ ) {
x10 . lang . Runtime
. pushException ( ( ( x10 . core . X10Throwable )
( __lowerer__var__10__ ) ) ) ;
throw new x10 . lang . RuntimeException ( ) ;
} f i n a l l y {
{
x10 . lang . Runtime
. s topF in i sh ( ( ( x10 . lang . F in i shS ta te ) ( x10$__var10 ) ) ) ;
}
}
}
#ADDRESULTTEMPLATE
}
#SHAREDCLOSURESCLASSES
/ / @Override
public void run ( ) {
lock . lock ( ) ;
#ASSIGNRESULT#METHODNAME(#ARGUMENTSPARAMS) ;
hasResult = true ;
resultQueue . s i gna l ( ) ;
l ock . unlock ( ) ;
}
/ / @Override
public SOMDEnqueuer<#RETURNTYPE> i n i t ( Object . . . ob jec ts ) {
return th is . $ i n i t (#OBJECTSTOARGS) ;
}
/ / @Override
public #RETURNTYPE getResu l t ( ) {
lock . lock ( ) ;
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while ( ! hasResult )
t ry {
resultQueue . awai t ( ) ;
} catch ( I n te r rup tedExcep t i on e ) {
/ / TODO Auto−generated catch block
e . p r in tS tackTrace ( ) ;
}
lock . unlock ( ) ;
#RETURNRESULT
}
}
A.10 SetResultClosure
Listagem A.10: Template SetResultClosure
public s ta t i c class $Set$Result$Closure extends Closure {
private s ta t i c f i n a l long ser ia lVers ionUID = 1L ;
private s ta t i c f i n a l short $_ se r i a l i z a t i o n _ i d =
x10 . x10r t . Dese r i a l i za t i onD i spa t che r
. addDispatcher (
x10 . x10r t . Dese r i a l i za t i onD i spa t che r .
ClosureKind .CLOSURE_KIND_NOT_ASYNC,
$Set$Result$Closure . class ) ;
public s ta t i c f i n a l x10 . r t t . RuntimeType<$Set$Result$Closure > $RTT =
x10 . r t t . Stat icVoidFunType . < $Set$Result$Closure >make(
/∗ base c lass ∗ / $Set$Result$Closure . class , /∗ parents ∗ /new
x10 . r t t . Type [ ] {
x10 . core . fun . VoidFun_0_0 .$RTT, x10 . r t t . Types .OBJECT } ) ;
public x10 . r t t . RuntimeType<?> $getRTT ( ) {
return $RTT ;
}
public s ta t i c x10 . x10 r t . X10JavaSer ia l i zab le $_deser ia l ize_body (
$Set$Result$Closure $_obj , x10 . x10 r t . X10JavaDeser ia l izer
$dese r i a l i z e r )
throws java . i o . IOExcept ion {
$_obj . index = $dese r i a l i z e r . r ead In t ( ) ;
$_obj . value = (#TYPE) $dese r i a l i z e r . readObject ( ) ;
x10 . core . GlobalRef g = ( x10 . core . GlobalRef ) $dese r i a l i z e r . readRef ( ) ;
$_obj . a r r a y$ resu l t s = g ;
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return $_obj ;
}
public s ta t i c x10 . x10r t . X10JavaSer ia l i zab le $_dese r i a l i z e r (
x10 . x10r t . X10JavaDeser ia l izer $dese r i a l i z e r )
throws java . i o . IOExcept ion {
$Set$Result$Closure $_obj = new
$Set$Result$Closure ( ( java . lang . System [ ] ) nul l ) ;
$ dese r i a l i z e r . record_re ference ( $_obj ) ;
return $_deser ia l ize_body ( $_obj , $ dese r i a l i z e r ) ;
}
public short $_ge t _ se r i a l i z a t i o n_ i d ( ) {
return $_ se r i a l i z a t i o n _ i d ;
}
public void $_se r i a l i z e ( x10 . x10r t . X10JavaSer ia l i zer $ s e r i a l i z e r )
throws java . i o . IOExcept ion {
$ s e r i a l i z e r . w r i t e ( th is . index ) ;
$ s e r i a l i z e r . w r i t eOb jec t ( th is . value ) ;
i f ( a r r a y$ resu l t s instanceof x10 . x10 r t . X10JavaSer ia l i zab le ) {
$ s e r i a l i z e r . w r i t e ( ( x10 . x10 r t . X10JavaSer ia l i zab le )
th is . a r r a y$ resu l t s ) ;
} else {
$ s e r i a l i z e r . w r i t e ( th is . a r r a y$ resu l t s ) ;
}
}
/ / cons t r uc to r j u s t f o r a l l o c a t i o n
public $Set$Result$Closure ( f i n a l java . lang . System [ ] $dummy) {
super ($dummy) ;
}
public void $apply ( ) {
f i n a l x10 . ar ray . Array <#TYPE> ar ray = th is . a r r a y$ resu l t s . $apply$G ( ) ;
f i n a l x10 . core . IndexedMemoryChunk<#TYPE> chunk = ar ray . raw ;
( ( #TYPE [ ] ) chunk . value ) [ index ] = value ;
}
public x10 . core . GlobalRef <x10 . ar ray . Array <#TYPE>> a r r ay$ resu l t s ;
public in t index ;
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public #TYPE value ;
public $Set$Result$Closure (
i n t index , #TYPE value ,
f i n a l x10 . core . GlobalRef <x10 . ar ray . Array <#TYPE>> ar ray$ resu l t s ,
java . lang . Class<?> $dummy0) {
{
th is . index = index ;
th is . value = value ;
th is . a r r a y$ resu l t s = a r r ay$ resu l t s ;
}
}
}
A.11 SetSharedClosure
Listagem A.11: Template SetSharedClosure
public s ta t i c class #SHAREDCLOSURENAME extends Closure {
private s ta t i c f i n a l long ser ia lVers ionUID = 1L ;
private s ta t i c f i n a l short $_ se r i a l i z a t i o n _ i d =
x10 . x10r t . Dese r i a l i za t i onD i spa t che r
. addDispatcher (
x10 . x10r t . Dese r i a l i za t i onD i spa t che r .
ClosureKind .CLOSURE_KIND_NOT_ASYNC,
#SHAREDCLOSURENAME. class ) ;
public s ta t i c f i n a l x10 . r t t . RuntimeType<#SHAREDCLOSURENAME> $RTT =
x10 . r t t . Stat icVoidFunType . <#SHAREDCLOSURENAME>make(
/∗ base c lass ∗ /#SHAREDCLOSURENAME. class , /∗ parents ∗ /new
x10 . r t t . Type [ ] {
x10 . core . fun . VoidFun_0_0 .$RTT, x10 . r t t . Types .OBJECT } ) ;
public x10 . r t t . RuntimeType<?> $getRTT ( ) {
return $RTT ;
}
public s ta t i c x10 . x10 r t . X10JavaSer ia l i zab le $_deser ia l ize_body (
#SHAREDCLOSURENAME $_obj , x10 . x10r t . X10JavaDeser ia l izer
$dese r i a l i z e r )
throws java . i o . IOExcept ion {
x10 . core . GlobalRef g = ( x10 . core . GlobalRef ) $dese r i a l i z e r . readRef ( ) ;
$_obj . g = g ;
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#DESERIALIZER
return $_obj ;
}
public s ta t i c x10 . x10r t . X10JavaSer ia l i zab le $_dese r i a l i z e r (
x10 . x10r t . X10JavaDeser ia l izer $dese r i a l i z e r )
throws java . i o . IOExcept ion {
#SHAREDCLOSURENAME $_obj = new
#SHAREDCLOSURENAME( ( java . lang . System [ ] ) nul l ) ;
$ dese r i a l i z e r . record_re ference ( $_obj ) ;
return $_deser ia l ize_body ( $_obj , $ dese r i a l i z e r ) ;
}
public short $_ge t _ se r i a l i z a t i o n_ i d ( ) {
return $_ se r i a l i z a t i o n _ i d ;
}
public void $_se r i a l i z e ( x10 . x10r t . X10JavaSer ia l i zer $ s e r i a l i z e r )
throws java . i o . IOExcept ion {
i f ( g instanceof x10 . x10r t . X10JavaSer ia l i zab le ) {
$ s e r i a l i z e r . w r i t e ( ( x10 . x10 r t . X10JavaSer ia l i zab le ) th is . g ) ;
} else {
$ s e r i a l i z e r . w r i t e ( th is . g ) ;
}
#SERIALIZER
}
/ / cons t r uc to r j u s t f o r a l l o c a t i o n
public #SHAREDCLOSURENAME( f i n a l java . lang . System [ ] $dummy) {
super ($dummy) ;
}
public void $apply ( ) {
#BEGINATOMIC
f i n a l x10 . ar ray . Array <#TYPE> ar ray = th is . g . $apply$G ( ) ;
f i n a l x10 . core . IndexedMemoryChunk<#TYPE> chunk = ar ray . raw ;
( ( #TYPE [ ] ) chunk . value ) [ 0 ] = #EXPRESSION;
#ENDATOMIC
}
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#GLOBALVARS
public x10 . core . GlobalRef <x10 . ar ray . Array <#TYPE>> g ;
public #SHAREDCLOSURENAME(
f i n a l x10 . core . GlobalRef <x10 . ar ray . Array <#TYPE>> g ,
#PARAMETERS
java . lang . Class<?> $dummy0) {
{
#INITGLOBALVARS
th is . g = g ;
}
}
}
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