Abstract. We describe the spatial variability of high frequency ice velocity in the Weddell Sea using satellite-tracked ice-mounted buoys. Ice motion is analyzed separately for "diurnal" (1/36-1/18 cph) and "semidiurnal" (1/18-1/6 cph) bands. Ice motion in both bands is caused by a combination of ocean tidal currents and wind stress. 
.
• ocean-only tide model that we use to interpret the drifter observations (section 4). We conclude with a discussion (section 5) including an assessment of the validity of the free drift approximation and the oceanographic relevance of the modeled and measured tidal band ice divergence. The influence of lead fraction on average air-sea heat fluxes, ice formation, and salt flux to the upper ocean in the western Weddell Sea will be quantified in a future study (O.
Eisen, personal communication, 1999) on the basis of a kinematic-thermodynamic sea ice model and the time series of ice divergence from one buoy cluster.
Methodology for Obtaining Tidal Band Ice
Motion From Buoys
Buoy Data Sets and Tidal Band Ice Velocity

Determination
Autonomous buoys deployed on the Weddell Sea pack ice have provided large-scale wind, temperature, and ice motion statistics from this region [Kottmeier et al., 1997] . The buoys that we consider here were deployed during the Winter Weddell Sea Project 1986 (WWSP86) [Augstein, 1986] A regularly spaced time series with a resolution of 3 hours was generated using cubic spline interpolation. Long gaps were filled by linear interpolation. The geographical distribution of these data is shown in Figure 2 . The mean ice drift paths were clockwise with the mean flow of the Weddell Gyre [Orsi et al., 1993; Fahrbach et al., 1994 Fahrbach et al., , 1998 ]. The momentum balance for drifting sea ice involves wind and water stresses, the pressure gradient associated with any geostrophic current, Coriolis forces, internal stresses, and advective and local accelerations. Even without the latter two terms, the forces acting on the ice generally cause a nonlinear response of ice motion to winds and currents. Despite these difficulties, ice motion can be a useful marker of tidal currents, as is demonstrated below.
The linear model [Thorndike and Colony, 1982] approximates the time-dependent ice motion by O(t)--AVg(t)+Cg+•(t),
where, Vg(t) is the geostrophic wind, A is a constant complex multiplier linearly relating ice drift fluctuations to geostrophic wind variations, Cg is the constant mean (not wind-correlated) component of the ice motion, and e(t) is the residual drift. The vector Cg sums all mean effects that are not represented by the geostrophic wind, specifically the mean effects of internal ice stress and ocean surface tilt. The residual e(t) accounts for ice drift that is neither wind-related nor caused by the constant ocean current. It not only includes ocean tidal motion and higher-frequency fluctuations of internal stress but also "noise" from wind velocity and ice drift observational errors.
Equation (1), without e, is used as a regression equation to calculate the optimum constants A and Cg for 30 day periods (240 three-hourly estimates of D(t) and Vg(t)). It is found that
for periods >0.5 days the linear model generally accounts for >60% of the total variance of drift speeds except for the region west of 45øW and south of-68øS in the southwestern Weddell Sea. In the latter region, relative explained variances vary from 15 to 70%, and the modulus of the complex multiplier [A[ ranges from 0.2x10 -2 to 0.9xl 0 -2, whereas it is above l xl 0 '2 in all other regions. The weaker and nonlinear correspondence of ice motion to the winds in this region has previously been attributed to more frequent events associated with tidal influences [Kottmeier and Sellmann, 1996] and also to large internal stresses. Variances explained by the linear model (1) were recalculated for ice drift and geostrophic wind data in the Weddell Sea after low-pass filtering at 36 hours to eliminate direct tidal effects. Relative explained variances for the southwestern Weddell Sea became significantly larger, between 50 and 90%, and did not systematically differ from those for other regions. However, IAI remained below lx10 -2. [ 1992] demonstrated that tidal band ice velocities could be much greater in the same region in summer, when the ice was weaker and thus less able to resist internal stresses. Similar seasonal variation can be expected for the Weddell Sea pack ice, which undergoes a pronounced seasonal cycle. Rowe et al. [1989] suggested that internal ice stresses were responsible for the observed reduction in tidal frequency ice motion during the austral winter, for the one drifter that they analyzed. However, as we will show below, much of the variability seen in individual drift tracks is truly spatial rather than temporal, and so, Rowe's conclusion must be regarded with caution.
Ice distribution in the Antarctic has been monitored with satellites for over 2 decades. The Special Sensor Microwave Imager (SSM/I) has provided ice concentration C•c½ estimates approximately once per day since 1987. High Cite values are found in the western portion of the Weddell Sea, which is a region of frequent onshore wind stress and mean ice convergence [Kottmeier and Sellmann, 1996] . This is illustrated in Figure 3 where we show the fraction of time that C, ce in each SSM/I satellite pixel location exceeds 90% (denoted C9o) during the period 1988-1995. In Figure 3 , contour intervals are closely spaced for C90>80%. Figure 3 is intended as a qualitative guide to regions where free drift may usually be valid (low values of C9o) and to suggest that in regions of persistently high Cite the small perturbations in C9o are related to topography and perhaps therefore also to tides. 
Tidal Analysis of Ice Motion
The usual method for tidal analysis of ocean currents involves a multivariate least squares fit of sine and cosine waves at the known tidal frequencies [see, e.g., Foreman, 1978] . The total analyzed record length determines the number of constituents that can be numerically resolved (although additional constituents can be obtained by inferring the spectrally inseparable constituents from the resolved constituents). The four most energetic constituents are O• (periods25.82 hours)and K• (23.93 hours)in the diurnal band, and M2 (12.42 hours) and S2-(12.00 hours) in the semidiurnal band. While the minimum required record length for resolving each of these pairs is -15 days, in practice, much longer records are required to partition the total energy accurately between constituents. The method assumes that the amplitude and phase of constituents is stationary. For currents obtained at fixed moorings, some nonstationarity arises because of such processes as nonlinear interactions with seasonally varying "mean" flows and temporal variability in the baroclinic component of the total tidal current. Fortunately the kinetic energy of the baroclinic tide in the Weddell Sea is usually small relative to the more stable barotropic component.
For ice velocity, D(t)=(dfft), dy(t)), nonstationarity is also
caused by the mean drift of the ice through a region of varying amplitude and/or phase. Even assuming free drift, the quality of a multiconstituent tidal analysis is reduced by any significant mean drift. Remember that the tidal bands as defined previously are quite broad, and so, tidal band ice motion includes some contribution due to wind stress. Throughout our domain, wind-forced near-inertial oscillations are included in Dsd. 
dy(x,y,t)=c l(t)x+c 2(t)y+c 3(O The time series of bj and cj describe the time dependence of all spatial derivatives. Some of our clusters consisted of only three buoys (K=3) or were reduced to three buoys by instrument failure. For these clusters the first-order polynomials in (2) provide an exact solution to the cluster velocity fields. Higher-order polynomials could be used for clusters with K>3 and, for perfect ice velocity data, would provide more accurate estimates of gradient parameters. We chose not to do this, however, so that the analysis methodology was consistent between different clusters, and our experience with higher-order fits is that they introduce unacceptable noise because of the buoy position errors. The latter difficulty is particularly relevant to Argos-tracked buoys: the more accurate and frequent position data from buoys navigated with the Global Positioning System (GPS) could be used to generate higher quality estimates of ice velocity gradients.
We create cluster-averaged time series of the differential kinematic parameters (DKPs) from time varying coefficients bj and cj: i=1 ...3 in (2), for example, the drift divergence,
V z x D(t) = &ly &lx • Cl-b 2.
Approximate signal-to-error ratios for the quantities used to study ice dynamics on the basis of daily averaged data are shown in Table 1 .
The assumption made in estimating ice divergence from (2) and (3) is that over the entire cluster and for each time step, the linear functions (2) used to fit dx(x,y) and dy(x,y) for the K buoys truly represent the ice motion field. In the real ocean, however, true measures of ice divergence require that the area occupied by an identifiable "patch" of sea ice can be accurately integrated or that ice velocity is defined and fully resolved around some closed perimeter. These methods are possible with synthetic aperture radar (SAR) when individual ice floes can be identified and tracked between pairs of SAR images [Drinkwater, 1998 ]. However, orbit characteristics of existing SAR data generally preclude resolution of feature motion at the timescales necessary for estimating tidal band divergence. For the present study therefore we use these buoy-derived tidal-band divergence estimates in a primarily qualitative way, in comparisons with divergence estimates from an ocean tidal model. Time series of the linearized approximations to V.I) and Vzxl) were calculated for each cluster. Buoys from different deployment programs rarely overlapped in time, and so were never combined. Our previously defined frequency limits were used for exploring diurnal and semidiurnal DKP variability. In addition we defined a "weather band," which was obtained by low-pass filtering with a cutoff frequency of 1/36 cph. Wind forcing of ice motion occurs mainly at frequencies below this cutoff but also contributes some energy to the diurnal band and a smaller amount to the in the central western Weddell Sea, and we attribute this to a combination of much higher ice concentration and lower wind energy in the latter region. The spectra in Figure 4 also demonstrate some of the difficulties in using ice motion for tidal analyses, even when Cite is sufficiently low that we might expect the free drift approximation to apply. The most obvious difficulty is the contamination of the semidiurnal band by inertial motion. In addition, it is not always possible to resolve even the major tidal constituents because the buoy drift during the time interval needed to separate constituents can be large, thus moving the buoy through a region in which the tidal amplitudes and phases may change significantly. In the semidiurnal band this problem is significant only when the buoy drift is across isobaths so that tidal current amplitude changes rapidly. In the diurnal band, along-slope mean drift can blur the tidal spectra because much of the diurnal energy along the outer shelf and upper slope is associated with shelftrapped topographic vorticity waves (TVWs). The TVWs have a short wavelength, 0(200) km, so that phase varies rapidly along the slope, while amplitude varies rapidly across the slope. Thus, even a slow mean drift of 1-2 km d -1 (Ax=-30 -60 km over 1 month) might lead to significant broadening of the tidal spectral peaks. Despite these difficulties, by limiting analyses to periods of buoy drift with small Ax and Cice<<100% it appears that useful information on ocean tidal currents may be obtained from measured ice motion. One difficulty with testing this hypothesis is the paucity of ocean tidal current data in much of the Weddell Sea. Our approach to mitigating this data limitation is to use an ocean tidal model to produce tidal speed maps that can be directly compared to the tidal band ice drift data from the buoys. This ocean model is described in section 4, including comparisons with the available ocean data. Sea ice is not included in CATS99.2. As will be shown in the section 4.2, the model comparison with current meter data is quite poor in the important diurnal band along the southern shelf break. We believe that it is premature to add ice dynamics before investigating ways to improve the oceanonly tidal solution for this region. In the semidiurnal band much of the energy in ice motion is due to near-inertial response to wind stress events. Despite these limitations in the ocean tidal model, comparing CATS99.2 with ice drift data will demonstrate the distribution of regions in which tidal currents influence ice motion and divergence in the Weddell Sea and will provide a basis for estimating tidal effects on ice divergence variance.
Spatial Distribution of Mean
Before we compare the ocean tidal model and measured ice motion, however, we compare CATS99.2 with available tidal data in the Weddell Sea. This comparison will illuminate both the strengths and weaknesses of this model. Table 3 ); thus we expect these measurements to be within the benthic momentum boundary layer for the semidiurnal constituents, especially M2. The current obtained from depth-integrated models will generally exceed the current measured in this boundary layer. With this in mind we regard 
Spatial Distribution of Modeled Ocean Tidal Divergence
We wish to use our ocean-only depth-integrated tidal model to estimate tidal band ice divergence statistics. To this end we first equate the surface current with the modeled depth-averaged ocean velocity vector U(x,y,t). The limited ocean data suggest that this is a reasonable first approximation. The horizontal divergence at a location with water depth H(x,y) is then balanced by the time rate of change in surface elevation rl at that point,
v. (HU) + &----= O. (5)
When H is constant the divergence is simply -H40rl/Ot, which we shall call the "Eulerian" divergence, denoted (V.U)E. However, a water column that is advected over a sloping bottom experiences a "Lagrangian" divergence that can be much larger than (V.U)E. We see this by rewriting the conservation of volume for a water column in Lagrangian We postulated that ice response to ocean tidal currents can often be adequately represented by free drift models (see section 2.1)' this is a necessary condition for inferring ice divergence from the modeled ocean current divergence (Plate 3). Is free drift ever a valid assumption in areas of interest to us? We compare tidal band ice drift with analyses of current meters and CATS99.2 predictions for three moorings near the northern Filchner Depression (Table 4) Table 4 , diurnal currents are not well modeled. However, the comparison of diurnal band energy in the ice motion and moored current meter data (Table 4 ) and the validation of the free drift assumption in the semidiurnal band (Figure 9 ), lead us to expect that diurnal band ice motion will also be strongly correlated with true ocean diurnal tidal currents. These observations will be relevant to our discussion of tidal band ice divergence in section 5.2. Instrument depths and water depth at the moorings are given in Table 2 (Figures 4a and 10) are also well correlated. We suspect that high ice concentration is less effective at damping tidal motion in the ice than the nearinertial response to wind stress because the length scales of tidal variability are typically much larger than those of inertial motion. As the length scales of tidal current variability decrease, however, for example close to the shelf break where cross-slope amplitude variability is large and the diurnal TVW along-slope wavelengths can be short, we expect the free drift approximation to be less valid for large values of Cite. Since this is the region where tidal frequency ocean divergence is largest, we assume for the present study that Table 2 ). That is, the contribution of tides to divergence variance, when averaged over the entire western Weddell Sea, is significantly less than the measured average value. When the damping effect of ice internal stresses are taken into account, we expect the area-averaged tidal contribution to divergence variance to be even smaller than is suggested by these estimates based on free drift.
The shelf break and Ronne Ice Front are, however, regions that are crucial to setting the thermohaline characteristics of the entire Weddell Sea, thus the role of tide-forced divergence may be more significant than is implied by this simple areaaveraging. High-salinity shelf water (HSSW) at the Ronne Ice We conclude that there is sufficient evidence of tidal influence on ice motion, divergence variance, and the associated winter air/sea heat and salt fluxes over the shelf and upper slope to justify additional improvements in tidal models for the Weddell Sea. Planned improvements include development of inverse models that are capable of assimilating nontraditional tidal information such as shelf ice displacements (detected by differential SAR interferometry) and sea ice motion from ice-mounted satellite-tracked buoys. The focus of these efforts is the improvement in model skill for diurnal shelf waves along the continental shelf break. With improved ocean tidal modeling capability it would also be appropriate to develop a coupled ocean-ice model, initially with a dynamics-only ice component but ultimately including full thermodynamics. This effort would serve two purposes. It would allow us to quantify more rigorously the role of tidal divergence on ocean/atmosphere heat and salt exchanges and ice production, extending the application of the methods of O.
Eisen and C. Kottmeier to the entire Weddell Sea and not simply to the areas in which buoy cluster motion data are available. It would also allow us to separate tidal from windforced near-inertial ice motion, which will be valuable in interpreting ice velocity maps obtained from ice feature tracking in SAR image pairs where tides and inertial motion usually appear as strongly aliased signals.
