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The point-like nature and exquisite magnetic field sensitivity of the nitrogen vacancy (NV) center
in diamond can provide information about the inner workings of magnetic nanocircuits in comple-
ment with traditional transport techniques. Here we use a single NV in bulk diamond to probe the
stray field of a ferromagnetic nanowire controlled by spin transfer (ST) torques. We first report an
unambiguous measurement of ST tuned, parametrically driven, large-amplitude magnetic oscilla-
tions. At the same time, we demonstrate that such magnetic oscillations alone can directly drive
NV spin transitions, providing a potential new means of control. Finally, we use the NV as a local
noise thermometer, observing strong ST damping of the stray field noise, consistent with magnetic
cooling from room temperature to ∼150 K.
In nanoscale magnetic circuits, spin transfer (ST) ef-
fects provide an efficient means of all-electronic con-
trol, prompting the development of ST-based non-volatile
memories, microwave-frequency oscillators, filters, detec-
tors, and amplifiers [1, 2]. These developments call for
new tools to understand the interplay between spins,
magnons, and the environment. In parallel, the nitrogen-
vacancy (NV) center in diamond [3] has emerged as a
versatile sensor for studying magnetic systems, with ex-
cellent spatial and spectral resolution [4, 5]. The tiny
magnetic moment of a single spin provides a non-invasive
probe of local stray fields, and can be combined with
scanned-probe [6] or subwavelength imaging [7] tech-
niques to achieve nanoscale spatial resolution. Moreover,
the NV offers a variety of sensing modalities appropri-
ate for DC and AC magnetic fields [8, 9] or noise spec-
troscopy [10–12]. Recently, NV centers have probed fer-
romagnetic phenomena including vortex cores [13, 14],
domain walls [15], ferromagnetic resonance (FMR) [16–
20], and magnetic thermal quantities in an extended YIG
film [20] modified by ST effects.
Here, we probe a metallic ST-controlled ferromagnetic
nanowire with a single NV in bulk diamond. Differ-
ent from microwave-frequency magnetoresistance read-
out [21–23], the NV’s point-like nature enables coupling
to shorter-wavelength spin waves, thereby revealing qual-
itatively new features. First, we provide transport-based
evidence of parametrically-driven magnetic oscillations –
tuned through threshold with spin transfer anti-damping
– and use the resulting (phase-locked) stray field oscilla-
tions alone to drive the NV spin resonance. This demon-
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Figure 1. Device geometry. (a) Cross-section of nanowire on
a diamond substrate with implanted NVs. Nanowire current
(red arrow along xˆ) drives spins (green circle) polarized along
yˆ into the Py layer (red arrow along zˆ). (b) Confocal PL
map of the device. The nanowire (dotted box) appears as a
shadow. Circle indicates the NV under study.
stration removes any ambiguity from the interpretation
of the transport measurements, and provides a potential
new means of NV control. Additionally, transport read-
out indicates a precession angle up to ∼55◦, suggesting
the absence of Suhl-like (multi-magnon) instabilities [24],
which we tentatively attribute to the reduced density of
states in our confined geometry. The observed changes in
field at the NV independently corroborate the estimated
angle, and (more importantly) we observe no signs of
NV spin flips in the PL spectra when directly driving
FMR – a feature normally appearing in extended mag-
netic films [16–20] – providing additional evidence of sup-
pressed multi-magnon instabilities. This highlights the
NV’s potential use as a tool for understanding internal
workings of magnetic nanosystems. Finally, we demon-
strate strong ST control of the magnetic thermal fluc-
tuations: adapting the NV noise relaxometry method of
Ref. [20], we observe large ST damping of the stray field
noise, providing evidence of magnetic cooling from room
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Figure 2. Transport FMR and parametric response. (a) Voltage ∆VMR spectra (vertically separated for clarity) for bias I0 = 0,
RF amplitude IRF = 0.95 mA, and magnetic field µ0H0 = 16.5 mT applied along the NV axis (orange) or rotated about zˆ
by θ = 5◦ (blue). Red points (y-values divided by 10) correspond to I0 = 4.08 mA and θ = 0◦ (taken at µ0H0 = 23.5 mT),
showing a large resonance near twice the FMR frequency νFMR. (b) and (c) show the frequency and field dependence of ∆VMR
for θ = 5◦ and 0◦, with symbols denoting fit values of νFMR. (d) Same as (c), but with I0 = 4.08 mA. Vertical lines in (b)-(d)
correspond to the traces plotted in (a).
temperature to ∼150 K. The observed noise suppression
is orders of magnitude larger than measured with an NV
near a YIG film [20], and a factor of ∼2 larger than mea-
sured with Brillouin light scattering from a related metal-
lic structure [25]. An interesting open question is the
fundamental limits of this cooling technique, in particu-
lar if and from what temperature the ground state can be
reached. Interestingly, our demonstrated NV sensitivity
suggests it may be possible to resolve magnetic zero-point
fluctuations, thereby providing an optically active “han-
dle” on a macroscopic magnet in the quantum regime.
These techniques, which are especially advantageous
in systems having low magnetoresistance, pave the way
to a deeper understanding of short-wavelength magnons,
ST effects, and quantum emitter control.
DEVICE GEOMETRY
We fabricate [26] an 8-µm-long × 417-nm-wide Py
(Ni81Fe19, 10 nm) / Pt (10 nm) multilayer nanowire on
electronic grade diamond with a layer of NVs implanted
60±15 nm below the surface, as shown in Fig. 1(a). Fig-
ure 1(b) shows a photoluminescence (PL) image of the
device pumped (532 nm) and collected (>594 nm) from
above. Bright spots are NVs, the nanowire appears dark,
and the contacts (Au) exhibit typical background PL. We
focus on the indicated spot, with PL primarily from sin-
gle NV whose symmetry axis lies 35◦ from the yˆ-axis in
the yz plane [26]. Static magnetic fields are applied with
a permanent neodymium magnet on a motorized stage,
calibrated using the NV spin transitions [26]. For this
device, a moderate field (10− 40 mT) applied along the
NV symmetry axis saturates the Py magnetization along
yˆ, canted at most ∼3◦ out of the xy plane (dictated by
shape anisotropy [26]). All measurements are taken at
room temperature.
TRANSPORT CHARACTERIZATION OF
MAGNETIC RESONANCES
To verify the device’s functionality, we perform ferro-
magnetic resonance (FMR) by applying current I(t) =
I0 + IRF cos 2piνNWt through the nanowire (bias I0, am-
plitude IRF, frequency νNW), and reading the anisotropic
magnetoresistance (AMR) response via a generated DC
voltage ∆VMR [26, 27]. Due to the spin Hall effect, the
electrical current I(t) drives a pure spin current (po-
larized along yˆ) into the Py layer, applying a torque
∂tmˆ ‖ yˆ on the Py magnetization’s unit vector mˆ =
mxxˆ + my yˆ + mz zˆ. The field þHI ‖ yˆ generated by this
current applies a torque along zˆ.
A “typical” ST-FMR spectrum for field µ0H0 =
16.5 mT applied along the NV axis but rotated θ = 5◦
about zˆ is shown in Fig. 2(a) (blue circles), with I0 = 0,
and IRF = 0.95 mA. The resonant feature at 1.6 GHz
is well fit by the expected Fano-like lineshape [26, 27],
allowing us to extract the resonant frequency νFMR and
linewidth ∆ν. Figure 2(b) shows the field dependence
of these spectra (color scale) and the fit values of νFMR
(points). The initial decrease in frequency corresponds
to the equilibrium orientation 〈mˆ〉 shifting from xˆ (where
shape anisotropy provides νFMR ∼ 1 GHz) and saturat-
ing along ≈ yˆ, where the anisotropy field opposes the
applied field. When θ = 0◦ (Fig. 2(a), orange squares),
this FMR signal vanishes (as expected above the satu-
ration field), since both the drive torques and AMR re-
sponse also vanish to lowest order in mx and mz [26].
Figure 2(c) shows the field dependence of these θ = 0◦
spectra, along with νFMR estimated from values at θ Ó= 0
[26]. Above saturation, νFMR is well fit by the Kittel for-
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Figure 3. NV detection of parametrically-driven FMR. (a) Top: Photoluminescence (PL) versus stripline (nanowire) frequency
νSL (νNW) with field µ0H0 = 22.5 mT along the NV axis, and nanowire currents IRF = 1.15± 0.08 mA and I0 = 4.9 mA. PL
decreases near the ESR frequency ν− = 2.19 GHz, and ν− shifts due to a reduced axial stray field. Data are normalized to
off-resonant levels, which is why the contrast vanishes when νNW matches ESR frequencies (i.e., near 2.19 GHz, 3.59 GHz) or
their harmonics (4.38 GHz). Bottom: Transport FMR readout ∆VMR under the same conditions. (b) Same PL measurement
as (a), but with no stripline power, µ0H0 = 29.6 mT, and varied I0, driven near 2ν−. Solid curves represent Lorentzian fits used
to determine the ESR contrast and linewidth. (c) ESR contrast (top) and linewidth (bottom) for a wider range of currents.
Below I0 = 4.3 mA, data are consistent with zero contrast (see (b)).
mula for spatially uniform mˆ, providing effective in-plane
(out-of-plane) coercive fields µ0Hyx = 7.57 ± 0.08 mT
(µ0Hzx = 517± 4 mT) [26].
Figure 2(d) shows the same θ = 0◦ measurement with
I0 = 4.08 mA. This applies a steady torque along −yˆ that
anti-damps the magnetization (HI = −6 mT also shifts
saturation to higher fields). Importantly, a significantly
larger, asymmetric peak appears near twice the expected
FMR frequency (see Fig. 2(a), red symbols), suggesting
parametrically driven, large-amplitude oscillations. Sim-
ple macrospin simulations [26] reproduce the sign, mag-
nitude, frequency, and line shape of this feature semi-
quantitatively, and we interpret it as arising from a large-
angle elliptical precession [21] of the spatially-averaged
magnetization. Within this macrospin approximation,
the largest-amplitude signal (120 µV) in Fig. 2(a) cor-
responds to an in-plane (out-of-plane) precession angle
≈ 30◦ (6◦).
NV RESPONSE TO PARAMETRIC
OSCILLATIONS
This picture is validated by the NV’s PL spectrum
shown in Fig. 3. First, while driving the nanowire at fre-
quency νNW, we apply a pi-pulse with a nearby stripline to
determine the NV’s lower electron spin resonance (ESR)
frequency. Figure 3(a) shows the PL response (top) and
∆VMR (bottom) for field µ0H0 = 22.5 mT along the NV
axis. Reductions in PL are associated with driving the
NV spin from its ms = 0 spin projection to ms = ±1,
occurring at resonant frequencies ν±. Notably, the fre-
quency ν− of the stripline-driven transition shifts by up
to 13 MHz when mˆ is driven to large amplitude, and
follows a path qualitatively similar to ∆VMR. The max-
imum shift in ν− corresponds to a decrease in the NV-
axial magnetic field of 0.5 mT, as expected for the re-
duced average magnetization. This is a large fraction of
the estimated 2.4 mT total stray field [26], corresponding
to an in-plane precession angle ≈ 60◦ that is within 10%
of the value (55◦) estimated from ∆VMR in Fig. 3(a).
More compellingly, we can drive the NV transition us-
ing only the Py layer’s stray field. Figure 3(b) shows a
similar set of measurements in the absence of stripline
current, with µ0H0 tuned to 29.6 mT, such that νFMR ≈
ν−. Above I0 = 4.3 mA, a PL dip (corresponding to
field-driven transitions) appears at twice ν−, as expected
for parametric oscillations at half the drive frequency.
Figure 3(c) shows the contrast and linewidth of this PL
dip for a wider bias range, illustrating a sharp threshold
at I0 = 4.3 mA. This measured PL response provides
unambiguous evidence of ST anti-damping and large-
amplitude, parametrically driven oscillations. We note
that details such as the precise threshold current and
shapes of the bias dependences in (c), depend somewhat
on þHI , which slightly tunes the NV and FMR frequen-
cies.
In Fig. 4, we map out the parametrically driven phase
space of (a) ∆VMR, and (b) PL under the same condi-
tions as Fig. 3. For this larger drive, new features ap-
pear above the primary parametric ∆VMR peak, which
we tentatively attribute to higher order spin-wave modes
[29]. Of interest, the Py-driven PL feature near 2ν− from
Fig. 3(b) extends over a wide range of fields, consistent
with the presence of these higher-frequency transport fea-
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Figure 4. Phase space for parametrically driven (a) ∆VMR and
(b) PL at I0 = 4.9 mA and IRF = 1.15 mA. The four promi-
nent PL features correspond to current-driven ESR transi-
tions of the ground (ν±) and excited (ν±,ES) states. Inset of
(b) shows the Py-driven feature at 2ν−. Red curves indicate
the expected FMR frequency νFMR.
tures.
At this larger drive, we observe a residual directly-
driven precession amplitude up to ∼ 14◦ at νFMR in
the transport data (Fig. 4(a)). Despite this, we observe
no evidence of spin flips at νFMR in the PL spectra of
Fig. 4(b), contrasting what is ubiquitously observed near
extended films [16–20]. We tentatively attribute this to
the reduced density of states in our confined geometry,
which acts to suppress multi-magnon up-conversion pro-
cesses.
Finally, as shown in the inset, the Py-driven spin reso-
nance splits by up to∼60 MHz at some fields. The nature
of this splitting will be the subject of future work, but
we suspect it is due to the presence of quasistable mag-
netic modes [30, 31] having different average stray fields.
Notably, information about these dynamics are not ap-
parent in (a), highlighting this technique’s potential to
provide qualitatively new information.
STRONGLY DAMPED MAGNETIZATION
The associated NV spin relaxation rates Γ± can also
probe the local field noise, providing some information
about the thermal occupancy of spin wave modes [20,
25]. Stated briefly, the noise spectral density S⊥ of the
stray field perpendicular to the NV axis (units of T2/Hz)
should have the form
S⊥(ν,H0) =
∑
k
n¯(νk(H0))Pk(ν,H0)fk, (1)
where n¯(νk) is the thermal occupancy of the spin wave
mode having wavenumber k and frequency νk, fk is a
constant converting magnon number to field noise power,
and Pk(ν,H0) is a density function describing how this
power is spread over the frequency domain (peaked at
νk). In the presence of S⊥, the NV spin relaxation rate
Γ(ν) increases from its nominal value Γ0 ∼ 60 Hz [26] to
a value
Γ(ν) = Γ0 + γ
2
NV
2 S⊥, (2)
where γNV is the gyromagnetic ratio of the NV spin. Fig-
ure 5(a) shows the measured [26] relaxation rates Γ± for
varied field H0, along with ν± and νFMR below. Quali-
tatively similarly to extended YIG films [20], the largest
relaxation occurs when when ν± is just above νFMR, with
peak value determined by the balance of n¯, Pk, fk (which
takes the largest value when 2pi/|k| is comparable to the
NV-wire distance), and the density of spin wave states.
In contrast to Ref. [20], spin-transfer damping (and an-
tidamping) in this confined metallic system should com-
pletely dominate over Joule heating (the nanowire tem-
perature changes at most by ∼5 K [26]), enabling strong
modification of the thermal fluctuations. Figure 5(b)
shows how Γ± varies with I0 (while simultaneously com-
pensating þHI to fix νFMR); the weaker I0-generated field
at the NV leads to modest shifts of ν± in Fig. 5(d). Both
relaxation rates significantly decrease for negative cur-
rent (damping), indicating a strong suppression of stray
field noise, and increase for positive current (antidamp-
ing). Naively assuming these changes arise entirely from
n¯(ν±), and that the action of damping is to modify the
effective magnetic temperature Teff [20, 25], the observed
change in Γ− corresponds to ST cooling to Teff ∼ 150 K at
I0 = −4.08 mA. However, the probe frequencies ν± drift
with I0 and the ST damping broadens the peak in S⊥.
A model combining these effects with the observed field-
dependence in Fig. 5(a) [26] produces the “spin transfer
free” relaxation rate estimates Γ′± shown in Fig. 5(b) and
the color scale in the lower panels of (a) and (b). Impor-
tantly, the expected changes are much smaller (and have
the opposite trend), suggesting that our estimate of Teff
might represent an upper bound. We note that, in this
geometry, we could not extract trustworthy parameters
from FMR at maximum damping, highlighting the utility
of the NV as an independent probe.
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Figure 5. Spin relaxometry under bias. (a) Measured re-
laxation rates Γ± versus applied field, with bias I0=0. Also
shown is the internal rates Γ0±. (b) Measured Γ± for varied I0
(solid lines), adjusting µ0H0 (nominally 16.5 mT at I0 = 0,
white line in (c)) to ensure νFMR remains constant to within
the shown error (shading on red line in (d)). Dashed lines are
estimated rates Γ′± in the absence of ST effects, with absolute
bounds shown as dotted lines. (c)-(d) Comparison of ν± and
νFMR (curves) with reconstructed estimate of Γ′ (color plots)
[26].
CONCLUSIONS
The NV PL spectrum provides qualitatively dif-
ferent information about magnetic nanocircuits than
is provided by traditional transport measurements.
We demonstrated parametric magnetic oscillations con-
trolled by ST effects, and that ESR transitions can be
driven entirely by a local magnetization. The latter tech-
nique may potentially facilitate fast, low-power control
of NV spins, and the nonlinear dynamics involved could,
e.g., be used to amplify incident fields [14]. We also ob-
serve large changes in the NV spin relaxation time when
subjecting the magnetic element to ST damping, consis-
tent with magnon cooling to well below ambient tem-
peratures. Finally, we note that the demonstrated stray
field coupling between the NV and spin wave modes is
quite large. Of note, Fig. 5(a) exhibits a maximal Γ at
15.5 mT, where ν− corresponds to a room-temperature
magnon occupancy ∼2500, meaning the noise S⊥,ZPF
generated by the ferromagnetic zero-point fluctuations
would set Γ ∼1 Hz. This value is comparable to the
intrinsic relaxation rates of bulk NV’s at low tempera-
ture [32], suggesting it might be feasible to resolve the
quantum fluctuations of a magnetic nanocircuit.
ACKNOWLEDGMENTS
We thank Luke Hacquebard, Quentin Pognan, Isabelle
Racicot, Souvik Biswas, and Tsvetelin Totev for discus-
sions and related work. JS, LC, and M-PL acknowl-
edge support from Fonds de Recherche - Nature et Tech-
nologies (FRQNT) PR-181274. LC acknowledges fund-
ing support from Canada Foundation for Innovation and
Canada Research Chairs (CRC) project 229003, National
Sciences and Engineering Research Council of Canada
(NSERC) RGPIN 435554-13, and l’Institut Transdisci-
plinaire d’Information Quantique (INTRIQ). JS acknowl-
edges support from CRC project 228130 & 231509. LC
and JS acknowledge Benjamin Childress and Calvin Chil-
dress for all sleep-deprived errors in judgment, including
this acknowledgment.
[1] D. Ralph and M. Stiles, “Spin transfer torques,” J. Mag.
& Mag. Mat. 320, 1190 (2008).
[2] A. Manchon, I. M. Miron, T. Jungwirth, J. Sinova,
J. Zelezny´, A. Thiaville, K. Garello, and P. Gambardella,
“Current-induced spin-orbit torques in ferromagnetic and
antiferromagnetic systems,” arXiv:1801.09636 (2018).
[3] M. W. Doherty, N. B. Manson, P. Delaney, F. Jelezko,
J. Wrachtrup, and L. C. Hollenberg, “The nitrogen-
vacancy colour centre in diamond,” Phys. Rep. 528, 1
(2013).
[4] L. Rondin, J.-P. Tetienne, T. Hingant, J.-F. Roch,
P. Maletinsky, and V. Jacques, “Magnetometry with
nitrogen-vacancy defects in diamond,” Rep. Prog. in
Phys. 77, 056503 (2014).
[5] F. Casola, T. van der Sar, and A. Yacoby, “Probing
condensed matter physics with magnetometry based on
nitrogen-vacancy centres in diamond,” Nature Rev. Mat.
3, 17088 (2018).
[6] P. Maletinsky, S. Hong, M. S. Grinolds, B. Hausmann,
M. D. Lukin, R. L. Walsworth, M. Loncar, and A. Ya-
coby, “A robust scanning diamond sensor for nanoscale
imaging with single nitrogen-vacancy centres,” Nature
Nano. 7, 320 (2012).
[7] E. Rittweger, K. Han, S. Irvine, C. Eggeling, and S. W.
Hell, “STED microscopy reveals crystal colour centres
with nanometric resolution,” Nature Phot. 3, 144 (2009).
[8] C. L. Degen, “Scanning magnetic field microscope with
a diamond single-spin sensor,” Appl. Phys. Lett. 92,
243111 (2008).
[9] J. M. Taylor, P. Cappellaro, L. Childress, L. Jiang,
D. Budker, P. R. Hemmer, A. Yacoby, R. Walsworth, and
M. D. Lukin, “High-sensitivity diamond magnetometer
with nanoscale resolution,” Nature Phys. 4, 810 (2008).
[10] J.-P. Tetienne, T. Hingant, L. Rondin, A. Cavaille`s,
L. Mayer, G. Dantelle, T. Gacoin, J. Wrachtrup, J.-
F. Roch, and V. Jacques, “Spin relaxometry of sin-
gle nitrogen-vacancy defects in diamond nanocrystals for
magnetic noise sensing,” Phys. Rev. B 87 (2013).
[11] T. Rosskopf, A. Dussaux, K. Ohashi, M. Loretz,
R. Schirhagl, H. Watanabe, S. Shikata, K. M. Itoh, and
C. L. Degen, “Investigation of surface magnetic noise by
shallow spins in diamond,” Phys. Rev. Lett. 112, 147602
(2014).
[12] B. A. Myers, A. Das, M. C. Dartiailh, K. Ohno, D. D.
Awschalom, and A. C. Bleszynski Jayich, “Probing sur-
face noise with depth-calibrated spins in diamond,” Phys.
6Rev. Lett. 113, 027602 (2014).
[13] J.-P. Tetienne, T. Hingant, L. Rondin, S. Rohart, A. Thi-
aville, J.-F. Roch, and V. Jacques, “Quantitative stray
field imaging of a magnetic vortex core,” Phys. Rev. B
88, 214408 (2013).
[14] R. Badea, M. S. Wolf, and J. Berezovsky, “Exploiting
bistable pinning of a ferromagnetic vortex for nitrogen-
vacancy spin control,” Appl. Phys. Lett. 109, 132403
(2016).
[15] J.-P. Tetienne, T. Hingant, J.-V. Kim, L. H. Diez, J.-
P. Adam, K. Garcia, J.-F. Roch, S. Rohart, A. Thiaville,
D. Ravelosona, and V. Jacques, “Nanoscale imaging and
control of domain-wall hopping with a nitrogen-vacancy
center microscope,” Science 344, 1366 (2014).
[16] C. S. Wolfe, V. P. Bhallamudi, H. L. Wang, C. H. Du,
S. Manuilov, R. M. Teeling-Smith, A. J. Berger, R. Adur,
F. Y. Yang, and P. C. Hammel, “Off-resonant manipula-
tion of spins in diamond via precessing magnetization of a
proximal ferromagnet,” Phys. Rev. B 89, 180406 (2014).
[17] T. van der Sar, F. Casola, R. Walsworth, and A. Yacoby,
“Nanometre-scale probing of spin waves using single elec-
tron spins,” Nature Comm. 6, 7886 (2015).
[18] C. S. Wolfe, S. A. Manuilov, C. M. Purser, R. Teeling-
Smith, C. Dubs, P. C. Hammel, and V. P. Bhalla-
mudi, “Spatially resolved detection of complex ferromag-
netic dynamics using optically detected nitrogen-vacancy
spins,” Appl. Phys. Lett. 108, 232409 (2016).
[19] M. R. Page, F. Guo, C. M. Purser, J. G. Schulze,
T. M. Nakatani, C. S. Wolfe, J. R. Childress, P. C.
Hammel, G. D. Fuchs, and V. P. Bhallamudi, “Opti-
cally Detected Ferromagnetic Resonance in Metallic Fer-
romagnets via Nitrogen Vacancy Centers in Diamond,”
arXiv:1607.07485 (2016).
[20] C. Du, T. van der Sar, T. X. Zhou, P. Upadhyaya,
F. Casola, H. Zhang, M. C. Onbasli, C. A. Ross, R. L.
Walsworth, Y. Tserkovnyak, and A. Yacoby, “Control
and local measurement of the spin chemical potential in
a magnetic insulator,” Science 357, 195 (2017).
[21] S. I. Kiselev, J. C. Sankey, I. N. Krivorotov, N. C. Emley,
R. J. Schoelkopf, R. A. Buhrman, and D. C. Ralph, “Mi-
crowave oscillations of a nanomagnet driven by a spin-
polarized current,” Nature 425, 380 (2003).
[22] A. A. Tulapurkar, Y. Suzuki, A. Fukushima, H. Kub-
ota, H. Maehara, K. Tsunekawa, D. D. Djayaprawira,
N. Watanabe, and S. Yuasa, “Spin-torque diode effect
in magnetic tunnel junctions,” Nature 438, 339 (2005).
[23] J. C. Sankey, P. M. Braganca, A. G. F. Garcia, I. N. Kriv-
orotov, R. A. Buhrman, and D. C. Ralph, “Spin-transfer-
driven ferromagnetic resonance of individual nanomag-
nets,” Phys. Rev. Lett. 96 (2006).
[24] H. Suhl, “The theory of ferromagnetic resonance at high
signal powers,” J. Phys. & Chem. Solids 1, 209 (1957).
[25] V. E. Demidov, S. Urazhdin, B. Divinskiy, V. D.
Bessonov, A. B. Rinkevich, V. V. Ustinov, and S. O.
Demokritov, “Chemical potential of quasi-equilibrium
magnon gas driven by pure spin current,” Nature Comm.
8 (2017).
[26] See supplementary materials for more information.
[27] L. Liu, T. Moriyama, D. C. Ralph, and R. A. Buhrman,
“Spin-torque ferromagnetic resonance induced by the
spin Hall effect.” Phys. Rev. Lett. 106, 036601 (2011).
[28] A. Dreau, M. Lesik, L. Rondin, P. Spinicelli, O. Arcizet,
J.-F. Roch, and V. Jacques, “Avoiding power broadening
in optically detected magnetic resonance of single NV
defects for enhanced dc magnetic field sensitivity,” Phys.
Rev. B 84, 195204 (2011).
[29] Z. Duan, C. T. Boone, X. Cheng, I. N. Krivorotov,
N. Reckers, S. Stienen, M. Farle, and J. Lindner, “Spin-
wave modes in permalloy/platinum wires and tuning of
the mode damping by spin Hall current,” Phys. Rev. B
90 (2014).
[30] J. Sankey, I. Krivorotov, S. Kiselev, P. Braganca, N. Em-
ley, R. Buhrman, and D. Ralph, “Mechanisms limiting
the coherence time of spontaneous magnetic oscillations
driven by dc spin-polarized currents,” Phys. Rev. B 72
(2005).
[31] D. V. Berkov and N. L. Gorn, “Magnetization oscillations
induced by a spin-polarized current in a point-contact ge-
ometry: Mode hopping and nonlinear damping effects,”
Phys. Rev. B 76 (2007).
[32] A. Jarmola, V. M. Acosta, K. Jensen, S. Chemerisov,
and D. Budker, “Temperature- and magnetic-field-
dependent longitudinal spin relaxation in nitrogen-
vacancy ensembles in diamond,” Phys. Rev. Lett. 108
(2012).
[33] C. Lee, E. Gu, M. Dawson, I. Friel, and G. Scarsbrook,
“Etching and micro-optics fabrication in diamond using
chlorine-based inductively-coupled plasma,” Diamond &
Rel. Mat. 17, 1292 (2008).
[34] Y. Chu, N. de Leon, B. Shields, B. Hausmann, R. Evans,
E. Togan, M. J. Burek, M. Markham, A. Stacey, A. Zi-
brov, A. Yacoby, D. Twitchen, M. Loncar, H. Park,
P. Maletinsky, and M. Lukin, “Coherent optical transi-
tions in implanted nitrogen vacancy centers,” Nano Lett.
14, 1982 (2014).
Supplementary Information
July 13, 2018
Contents
1 Device fabrication 3
2 NV measurements 3
2.1 Single NV identification and isolation . . . . . . . . . . . . . . . . . . . 3
2.2 Extracting spin relaxation rates . . . . . . . . . . . . . . . . . . . . . . 6
3 Magnetic field calibration 7
4 Spin transfer control and magnetoresistive readout 8
5 Joule heating background, differential resistance, and RF current cal-
ibration 9
5.1 Derivation of Joule heating mixdown voltage . . . . . . . . . . . . . . . 9
5.2 Differential resistance and estimation of RF current . . . . . . . . . . . 11
5.2.1 Traditional lock-in readout . . . . . . . . . . . . . . . . . . . . . 12
5.2.2 Impulse readout . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
5.2.3 Maximum change in wire temperature . . . . . . . . . . . . . . 13
5.2.4 Estimating RF current from rectified voltage . . . . . . . . . . . 15
5.3 Modeling the thermal transfer function for our wire . . . . . . . . . . . 16
5.3.1 Parallel resistor model . . . . . . . . . . . . . . . . . . . . . . . 17
5.3.2 Finite-element simulation . . . . . . . . . . . . . . . . . . . . . 19
6 Macrospin model 22
6.1 Equation of motion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
6.2 Small-angle precession frequency . . . . . . . . . . . . . . . . . . . . . . 23
6.3 Linear susceptibility for magnetization approximately along the in-plane
hard axis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
6.3.1 Mixdown voltage and FMR fit function . . . . . . . . . . . . . . 25
6.3.2 Expected spectrum of Brownian magnetization noise . . . . . . 26
6.4 Parametrically driven, large-amplitude oscillations . . . . . . . . . . . . 26
6.4.1 Nanowire stray field along NV axis . . . . . . . . . . . . . . . . 28
1
ar
X
iv
:1
80
7.
03
41
1v
2 
 [c
on
d-
ma
t.m
es
-h
all
]  
12
 Ju
l 2
01
8
6.4.2 Estimating the parametric precession angle . . . . . . . . . . . . 29
7 Ferromagnetic resonance frequencies 31
7.1 Macrospin approximation to resonant frequency . . . . . . . . . . . . . 32
7.2 Lowest-order spinwave approximation to resonant frequency . . . . . . 32
8 Magnon-induced NV spin relaxation rates 34
2
1 Device fabrication
We fabricate an 8-µm-long × 417-nm-wide Py (Ni81Fe19) / Pt nanowire (layer thick-
nesses tPy = 10 nm and tPt = 10 nm) on CVD-grown, electronic grade diamond (Ele-
ment Six), as shown in Fig. 1 of the main text. Prior to depositing the nanowire, we
relieve strain and smooth the diamond surface to ∼0.2 nm-rms over micron length scales
(∼0.05 nm-rms over smaller scales) with Ar/Cl2 etching [1], then create a layer of NV
centers 75±15 nm below the surface with 15N+ implantation (60 keV, Innovion Corp.)
and high-temperature annealing [2]. A subsequent Ar/O2 plasma etch (20 mTorr, 35
sccm Ar, 10 sccm O2, 108 W RF for 45 sec; etches 20 nm/min) removes contaminants
and reduces the NV depth to 60±15 nm. To remove any residual graphitized carbon
and oxygen-terminate the surface, we perform a final clean in a boiling 1:1:1 mixture
of nitric, perchloric, and sulfuric acid at 200◦ C for 1 hour. The Py/Pt nanowire is
deposited with e-beam lithography, sputtering, and liftoff (we recommend a more di-
rectional deposition, e.g., evaporation to improve liftoff yield). We then deposit Ti (10
nm) / Au (50 nm) macroscopic leads and a microwave stripline (10 µm wide, 17 µm
center-to-center distance) using photolithography, and finally connect the leads to the
nanowire with another e-beam liftoff (Ti (10 nm) / Au (70 nm) evaporated). The
contacts leave an “active” region of length 5.2 µm exposed.
2 NV measurements
2.1 Single NV identification and isolation
We focus on an NV center (“NVA”) having the strongest stray field coupling. However,
this NV is positioned near a second NV “NVB”, that provides an additional small
photoluminescence (PL) signal. As described below, we identify these two NVs using
a combination of electron spin resonance (ESR) spectroscopy and photon correlation
measurements, taking advantage of their different symmetry axes to isolate signals from
NVA.
The two NVs are both associated with the single bright emission spot shown in
Fig. 1(b) of the main text. With the 532 nm excitation focused on this spot, we observe
ESR spectra indicating the presence of NVs having two different orientations. Figure 1
shows two ESR spectra taken with a 6 mT magnetic field oriented 35◦ from the diamond
surface in the xz and yz planes, such that it is aligned with one of the allowed <111>
crystallographic orientations of the diamond bonds (i.e., along one of the allowed NV
symmetry axes). Dips in PL are associated with driving the NV from its ms = 0 spin
projection to ms = ±1, occurring at frequencies ν± (nominally ν+ = ν− = 2.87 GHz
at zero field). The deepest photoluminescence dip in both spectra is associated with
ms = 0 → −1 transition of the better-coupled NV center (NVA), mostly because the
polarization of the 532 nm excitation is perpendicular to the NVA symmetry axis. This
transition shows the largest magnetic field dependence when the field is in the yz plane,
parallel to NVA (corresponding to the arrow in Fig. 1(a) of the main text), while the
3
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Figure 1: ESR measurement of the probed spot in Fig. 1(b) of the main text,
showing PL dips associated with two NV centers.
shallower ms = 0 → −1 transition of NVB shows the largest deviation with the field
aligned in the xz plane. Note that the ms = 0→ +1 transition of NVA is barely visible
above the noise in each spectrum, due to imperfect power coupling to our stripline at
the higher frequencies (this is also why we do not see the ms = 0 → +1 transition for
NVB in these spectra). In principle, there could be multiple NVs creating the observed
spectra, but the total photon count rate is approximately what we expect for two NVs.
Moreover, because the emission spot is close to the magnetic nanowire, in a region
of high magnetic field gradient, NVs with the same orientation would be expected to
show distinct ESR lines. We see no evidence of unexpected dips under any conditions,
lending additional credence to the identification of two NVs.
To further verify our interpretation that only two NV centers are co-located within
the emission spot, we perform photon correlation measurements to estimate the number
of contributing emitters. The second order correlation function g(2)(τ) was measured
with a Hanbury-Brown-Twiss setup, using a fiber beam-splitter and two single photon
counting modules. A time-correlated single photon counting system (PicoHarp 300)
was used to measure the histogram of times between two consecutive photons. Such a
normalized distribution can be interpreted as a measurement of g(2)(τ), as long as τ is
much smaller than the mean time between two detection events (for us, τ  1/count
rate= (30 kcounts/s)−1 ≈ 33 µs) [3]. We measure a background count rate (on a dark
area of the sample) of ≈ 3 kcounts/s, which we subtract from our data before analysis.
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Figure 2: g(2)(τ) correlation measurement of the studied emission spot, with
g(2)(0)=0.45±0.01.
Our data shows a clear anti-bunching signature at short times (see Fig. 2), charac-
teristic of a small number of quantum emitters, and slight bunching at longer times,
associated with metastable states in the emitters. To quantify g(2)(0) requires that we
appropriately normalize the data. Merely setting the long-time value to 1 is problem-
atic because of the exponential decay associated with the fact that we are not directly
measuring the correlation function but a histogram of times between photons. Indeed,
we observed such an exponential decays for g(2)(τ) measured with attenuated laser light.
We thus compensate for the decay by fitting an exponential with a decay constant τ ,
e−t/τ to the data from 1 µs onward. Multiplying the full spectrum of data points by
et/τ corrects for the exponential decay, and allows us to used the long-time value for
our normalization. We then use a three level model to fit the curve to the function [4]:
g(2)(τ) = c1
(
1 + c2e
− τ
τ1 + c3e
− τ
τ2
)
, (1)
where c1,2,3 are scaling factors and τ1,2 correspond to the lifetimes of the involved NV
states. We find that g(2)(0) = 1 + c2 + c3 = 0.45±0.01, consistent with two co-located
emitters, where one is slightly better coupled to our optical excitation/collection path
than the other.
In our measurements, we isolate NVA from NVB by taking advantage of their dif-
ferent orientations. For ESR measurements (such as in Fig. 3 of the main text), the
transitions of NVA and NVB are spectrally resolved. Moreover, we align the polarization
of the 532 nm illumination to preferentially excite NVA, reducing photoluminescence
from NVB; we also work in magnetic fields aligned with NVA, which reduces the ESR
contrast of NVB. As a result, the resonances from NVB are only weakly visible in the
spin resonance data shown in Fig. 4(b) of the main text. For spin relaxation measure-
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ments, we use pi pulses tuned to the transitions of NVA to isolate its relaxation rates
from those of NVB, as described in further detail below.
2.2 Extracting spin relaxation rates
We extract the two relaxation rates Γ± for NVA by initializing the spin into the three
spin projections ms = −1, 0, 1, observing its relaxation via photoluminescence measure-
ments, and fitting our data to a rate equation model.
We prepare the spin projections using a pulse of 532 nm excitation, which optically
pumps both NVA and NVB into ms = 0; to prepare ms = ±1, we then apply a pi pulse
of microwaves tuned to the NVA spin transitions for durations of 50-200 ns, chosen to
maximize the contrast of a Rabi sequence. These pi pulses are far off resonance with
NVB, so it remains in ms = 0. After a variable delay of duration τ , we again apply
a pulse of 532 nm excitation and observe photoluminescence counts, which are higher
for ms = 0 states than for ms = ±1. In the end, we record three photoluminescence
traces: f0(τ), f+(τ), and f−(τ), where the subscript indicates the spin state into which
NVA was initialized.
Since these photoluminescence traces include emission from both NVA and NVB,
we consider the differences in the photoluminescence traces d−(τ) = f0(τ) − f−(τ)
and d+(τ) = f0(τ) − f+(τ). Because NVB is prepared in the same way for all three
initializations, its (possibly τ -dependent) photoluminescence is eliminated in the data
sets d±(τ), as is any background photoluminescence not associated with NVA.
We then simultaneously fit d−(τ) and d+(τ) to a rate equation model for spin re-
laxation:
dp−(t)
dt
= Γ− (p0(t)− p−(t))
dp+(t)
dt
= Γ+ (p0(t)− p+(t))
dp0(t)
dt
= −(Γ− + Γ+)p0(t) + Γ−p−(t) + Γ+p+(t), (2)
where pm(t) is the population of NVA in spin state m and Γ± are the relaxation rates
on the ms = 0↔ ms = ±1 transitions. We also considered double quantum relaxation
between ms = ±1 states, but our fits revealed that this rate was insignificant. The
fit functions for d±(τ) are found by calculating the population in ms = 0 for three
different spin initializations, p0(τ)(m) (where the superscript indicates the initial state),
and subtracting to reconstruct a signal proportional to d±(τ) ∝ p0(τ)(0) − p0(τ)(±).
Note that this proportionality holds even for imperfect optical pumping and imperfect
pi pulses – low fidelity initialization and incomplete pi pulses reduce the contrast of our
signals, but not their time dependence. We can thus fit d±(τ) to A
(
p0(τ)
(0) − p0(τ)(±)
)
,
where A is an unknown fitting parameter, and extract the two relaxation rates Γ±.
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3 Magnetic field calibration
We apply static magnetic fields using a permanent magnet (K&J magnetics, D42-N52)
mounted on a three-axis translation stage equipped with closed-loop motorized actua-
tors (CONEX-TRB25CC). The 25mm range of motion permits us to apply magnetic
fields up to 90 mT oriented along the NV symmetry axis.
To calibrate the relationship between the actuator position and the applied magnetic
field, we exploit the field-dependent photoluminescence of the NV center [5]. Essentially,
NV photoluminescence is maximized when the magnetic field is parallel to its symmetry
axis, with heightened sensitivity near the ground- and excited-state level anti-crossings
near 103 mT and 51 mT, respectively. Following the procedure described in Ref. [6], we
measure the photoluminescence of an NV as a function of the position of the permanent
magnet. From this data, we can extract the controller coordinates that bring the NV
center to the excited state level anti-crossing (51 mT) and align the magnetic field with
the NV axis. We then model the stray field of the permanent magnet using RADIA [7]
and determine the position (relative to the permanent magnet origin) where the stray
field is 51 mT aligned with the NV axis. This provides a coordinate transformation
between our controller position and the model. We can then use the RADIA model to
roughly predict the field as a function of controller position. We design a trajectory for
the magnet that should maintain the magnetic field along the NV axis or at a defined
angle relative to that axis.
This calibration procedure gives only an approximation of the magnetic field due
to potential inaccuracy of the RADIA model and possible misalignment between the
(nominally aligned) coordinate axes of our sample and the controller axes. We therefore
use NV electron spin resonance (ESR) measurements to determine the actual magnetic
field taken along the trajectories used in our experiments. Note that these measure-
ments were taken after the device magnetization disappeared (see Sec. 6.4.1), so the
NV experiences only the applied magnetic field. We fit the ESR spectra to extract
the transition frequencies ν±. From the linear and quadratic Zeeman effects, we can
determine the on- and off-axis components of the magnetic field [6], and thus calculate
its magnitude. Figure 3(a) shows the difference between the extracted and expected
field magnitudes as a function of the expected field predicted by the RADIA model.
These values are found using an NV g-factor of 2.0030(3) and a zero field splitting of
2.870(2) GHz, consistent with our observed splittings and literature values [8, 9]. The
solid red curve is a sixth order polynomial interpolating function used to rescale the
magnitudes of the magnetic fields in the data presented in the main text. Figure 3(b)
shows the extracted angle of the magnetic field, which is poorly constrained by these
measurements; due to the good ESR contrast observed over the entire magnetic field
scan at θ = 0◦ in Fig. 4(b) of the main text, and the strong suppression of directly-
driven FMR at θ = 0◦, we believe the angular alignment is good to within a couple of
degrees.
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Figure 3: (a) Magnetic field magnitude (as determined by ESR measurements),
relative to the expected magnetic field (as calculated by RADIA). Red curve is
a sixth order polynomial fit used to rescale the magnetic field values in the main
text. (b) Off-axis angle of the magnetic field as a function of magnitude. The
(large) error bars represent systematic uncertainties in our system parameters.
4 Spin transfer control and magnetoresistive readout
We control the magnetization of the Py layer with current I(t) in the nanowire, which
provides two torques. First, as indicated in Fig. 1(a) of the main text, the current
density JPt in the Pt layer produces a spin current density Js = θSHJPt (where θSH is
Pt’s spin Hall angle), polarized along yˆ and travelling along zˆ [10]. A fraction η of these
spins are absorbed by the Py layer (ηθSH = 0.055 [11]), thereby applying an areal spin
transfer torque (STT) density at the Py interface, or an effective per-volume torque
density (N·m/m3)
~TSTT =
~ηθSHJPt
2etPy
mˆ× (mˆ× yˆ) , (3)
where the unit vector mˆ = mxxˆ + myyˆ + mz zˆ represents the orientation of the local
magnetization. Second, the current in the wire generates a magnetic field ~HI in the Py
layer, with a torque (volume) density
~THI = µ0Ms
~HI × mˆ, (4)
where Ms is the Py saturation magnetization. Changes in the magnetization can then
be read out via the device’s resistance, which varies approximately1 as
R = R0(1 + δAMRm
2
x), (5)
where R0 = 237 Ω is the wire’s unbiased resistance at mx = 0, and R0δAMR ≈ 0.2 mΩ
is the change due to anisotropic magnetoresistance (AMR) from the fraction of current
flowing through the Py layer (measured by monitoring R while sweeping the field).
1This assumes mz  mx, which is justified by the calculations and simulations in Sec. 6.
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To verify device functionality, we perform spin transfer ferromagnetic resonance
(ST-FMR) similar to that of Ref. [11]. To briefly summarize, a current I(t) = I0 +
IRF cos(2piνNWt) (with DC bias I0, “radio frequency” (RF) amplitude IRF, and frequency
νNW) driving coherent resistance oscillations R(t) = R0 + ∆R0 + ∆RRF cos(νNWt + ψ)
(for constant offset ∆R0, amplitude ∆RRF, and phase ψ) will generate a time-averaged
voltage change
∆V = I0∆R0 +
1
2
IRF∆RRF cosψ (6)
that can be read out with a lock-in technique (see Sec. 5.2). This voltage comprises
a resonant magnetoresistance signal ∆VMR (estimated for a macrospin in Sec. 6) and
a broad background due to Joule heating (useful for estimating IRF, as discussed in
Sec. 5) that is subtracted from all presented spectra.
5 Joule heating background, differential resistance,
and RF current calibration
When a time-dependent current passes through a resistive wire, it dissipates a time-
dependent power, thereby heating the sample and causing a time-dependent change in
resistance. In general, this nonlinear response can generate a static voltage 〈V 〉 across
the resistor. Here we develop a framework for quantifying this effect, and show how
it can be used to provide a reasonable estimate of the RF current flowing through
our nanowires. This calibration considers RF temperature oscillations not included in
(e.g.) Tshitoyan et al [12], which are especially relevant when the substrate is highly
thermally conductive.
5.1 Derivation of Joule heating mixdown voltage
In general, the instantaneous voltage V will depend on current I and the change in
temperature ∆T . For small I and ∆T , we can Taylor expand to 3rd order:
V ≈ (∂IV ) I + (∂TV ) ∆T (7)
+
1
2
(
∂2IV
)
I2 + (∂T∂IV ) I∆T +
1
2
(
∂2TV
)
∆T 2 (8)
+
1
6
(
∂3IV
)
I3 +
1
2
(
∂T∂
2
IV
)
I2∆T +
1
2
(
∂2T∂IV
)
I∆T 2 +
1
6
(
∂3TV
)
∆T 3, (9)
where all of the parenthetical factors are constants of the system determined by the re-
sistor’s geometry, materials, and thermal anchoring. We simplify this with the following
assumptions:
1. In the absence of temperature change, the resistor responds linearly. This means
the terms (red) having no temperature dependence ∂2IV = ∂3IV = 0; as a result,
∂T∂
2
IV = 0 as well.
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2. Changing the temperature does not on its own generate a voltage. This means
the current-independent terms ∂TV = ∂2TV = ∂3TV = 0 (teal).
3. The temperature change ∆T ∼ I2 to lowest order, meaning the penultimate term
(blue) is of order I5 and can be dropped.2
Under these assumptions,
V → (∂IV ) I + (∂T∂IV ) I∆T. (10)
The first term is the heat-free linear response of the resistor, with the constant
∂IV being the resistance near I = 0. We emphasize that ∂IV is a constant that
does not depend on I or ∆T (all differentials in Eq. 10 are evaluated at I = ∆T =
0) and is qualitatively different from laboratory measurements commonly referred to
as “differential resistance”, wherein the current is slowly modulated and the resulting
voltage modulations are recorded (see Section 5.2).
The second term is the Joule heating nonlinearity of interest; an “extra” voltage can
be generated from this term only if there is both a current and a temperature change.
For example, if I = I0 is some constant value, this will heat the sample, causing ∆T > 0,
which raises the resistance by (∂T∂IV ) ∆T , at which point I0 produces an additional
voltage. If I changes slowly enough with time that the system remains in steady state,
it is this term that is responsible for a bias dependence in a low-frequency differential
resistance measurement (see Sec. 5.2.1).
We eliminate temperature ∆T by assuming small enough changes that ∆T responds
linearly to the applied power P . In this limit, an oscillatory component in the power
P1 cosωt of amplitude P1 and frequency ω will induce a temperature change
∆T = [X(ω) cosωt+ Y (ω) sinωt]P1, (11)
where X(ω) and Y (ω) (units of K/W) represent the thermal transfer function of the
wire, capturing the magnitude and phase shift of the thermal response.3 In our exper-
iments, we apply a current of the form
I = I0 + I1 cosωt, (12)
for constants I0, I1 and frequency ω, such that the instantaneous power is, to leading
order (again assuming negligible Peltier effects)
P (t) ≈ (I0 + I1 cosωt)2 (∂IV )
=
(
I20 +
1
2
I21 + 2I0I1 cosωt+
1
2
I21 cos 2ωt
)
(∂IV ) . (13)
2In systems having a more significant Peltier effect (e.g., some spin valves), this should not be
dropped.
3We choose this quadrature formulation of the transfer function over the “usual” complex one due
to the nonlinear operations in the rest of the analysis. The quadrature basis is also very convenient
for calculating the mixdown voltage, which requires only the in-phase component X(ω).
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This comprises a thermal drive at three frequencies (zero, ω, and 2ω) which, in this
linear-response limit, can be treated separately. As such, the temperature
∆T ≈ P0X0 + P1X(ω) cosωt+ P1Y (ω) sinωt+ P2X(2ω) cos 2ωt+ P2Y (2ω) sin 2ωt
(14)
with
P0 ≡
(
I20 +
1
2
I21
)
(∂IV ) (15)
P1 ≡ (2I0I1) (∂IV ) (16)
P2 ≡
(
1
2
I21
)
(∂IV ) . (17)
Plugging Eq. 14 into the voltage expansion of Eq. 10,
V ≈ (∂IV ) (I0 + I1 cosωt) (18)
+ (∂T∂IV ) (I0 + I1 cosωt) (P0X(0)) (19)
+ (∂T∂IV ) (I0 + I1 cosωt) (P1X(ω) cosωt+ P1Y (ω) sinωt) (20)
+ (∂T∂IV ) (I0 + I1 cosωt) (P2X(2ω) cos 2ωt+ P2Y (2ω) sin 2ωt) . (21)
Taking a time-average yields
〈V 〉 = (∂IV ) I0 + (∂T∂IV )
(
I0P0X(0) +
1
2
I1P1X(ω)
)
= I0 (∂IV )
(
1 + χ(0)I20 +
1
2
[χ(0) + 2χ(ω)] I21
)
(22)
where we have defined a fractional resistance change transfer function
χ(ω) ≡ (∂T∂IV )X(ω) (23)
for brevity (units of 1/mA2). The first term is Ohm’s law and the second is the steady
state heating due to DC current. The third term is the response to an RF drive, and is
responsible for large backgrounds observed in FMR (see Sec. 5.2.2). Importantly, this
comprises two terms, the first (χ(0)) arising from the time-averaged power absorbed by
the wire, and the second (χ(ω)) arising from the heat-induced resistance oscillations at
ω mixing with the drive current.
5.2 Differential resistance and estimation of RF current
We now discuss a means of interpreting the signal from a lock-in-based differential
resistance measurement in the presence of DC and RF current. Section 5.2.1 discusses
a “traditional” continuous-wave lock-in approach, and Sec. 5.2.2 discusses an impulse
method that happens to be easier with our apparatus. Section 5.2.4 then discusses a
means of using the observed voltages in these measurements to estimate the RF current
flowing through the device.
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5.2.1 Traditional lock-in readout
When “differential resistance” is measured using a lock-in technique, the bias is modu-
lated, such that the current
I0 → I0 + Im cosωmt, (24)
where Im is the lock-in’s modulation amplitude, and ωm  ω is the modulation fre-
quency (typically chosen to be low enough that the device remains in steady state). In
this case, the voltage (Eq. 22) becomes
〈V 〉 → (∂IV ) (I0 + Im cosωmt)
(
1 + χ(0) (I0 + Im cosωmt)
2 +
1
2
[χ(0) + 2χ(ω)] I21
)
(25)
= ...+ (∂IV )
(
ILI + χ(0)
[
3I20Im +
3
4
I3LI
]
+ Im
[
1
2
χ(0) + χ(ω)
]
I21
)
cosωmt (26)
where we have lumped all terms not contributing to the measured amplitude at ωm into
“...” for brevity, and used the identity
cos3 ωmt =
3
4
cosωmt+
1
4
cos 3ωmt. (27)
The lock-in measurement demodulates at ωm to record the response amplitude, which
is then divided by Im to define a “differential resistance”
Rdiff ≡ (∂IV )
(
1 + χ(0)
[
3I20 +
3
4
I2m
]
+
[
1
2
χ(0) + χ(ω)
]
I21
)
. (28)
Note this result agrees with Eq. 22 in the low-frequency limit χ(ω) → χ(0), but here
we can see how the presence of RF current will alter this signal.
5.2.2 Impulse readout
In our experiment, we employ an impulse readout of Rdiff wherein the amplitude of the
modulation is slowly increased to its maximum value and then decreased to zero as
I0 → I0 + Is(t) (29)
Is(t) ≡ Im sin2
(ωm
2N
t
)
sin (ωmt) (30)
=
Im
4
(
2 sin (ωmt)− sin
[
ωm
(
1 +
1
N
)
t
]
+ sin
[
ωm
(
1 +
1
N
)
t
])
, (31)
where N is a large integer. We have expanded Is in the last line to highlight that this
waveform includes only 3 frequencies near ωm, which helps minimize artifacts associated
with abrupt changes in current. Similar to the continuous-wave measurement, the
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device responds adiabatically for sufficiently small ωm, and the low-frequency voltage
becomes
〈V 〉 → V0 + Vs(t) (32)
= (∂IV ) (I0 + Is(t))
(
1 + χ(0) (I0 + Is(t))
2 +
[
1
2
χ(0) + χ(ω)
]
I21
)
= (∂IV )
(
DC +
(
1 + 3χ(0)I20 +
[
1
2
χ(0) + χ(ω)
]
I21
)
Is + 3χ(0)I0I
2
s + χ(0)I
3
s
)
,
(33)
where “DC” contains all time-independent terms. We then extract a similar “differential
resistance” Rdiff,s by taking an overlap with the injected impulse Is(t) to extract a
(normalized) “in-phase” response amplitude
Rdiff,s =
1
Im
×
∫ 2piN/ω
0
[V0 + Vs(t)] Is(t)dt∫ 2piN/ω
0
I2s (t)dt
(34)
=
8
3piNI3m
∫ 2piN/ω
0
Vs(t)Is(t)dt. (35)
By symmetry, the even powers of Is in Eq. 33 vanish, leaving behind
Rdiff,s = (∂IV )
(
1 + χ(0)
(
3I20 +
35
64
I2m
)
+
[
1
2
χ(0) + χ(ω)
]
I21
)
. (36)
In practice, the measured value of Rdiff,i does not depend on frequency below ∼
300 Hz (limited in our case by the low-pass action of our bias-T), which allows us to
estimate χ(0) from the bias-dependence of Rdiff,i in the absence of RF current (I1 = 0).
Figure 4 shows a measurement of Rdiff,i(I0), with ωm = 2pi×265 Hz. The data is well-
fit by Eq. 36 (with a small offset bias Ioff = −15 ± 1 µA), from which we extract
∂IV = 237.3 ± 0.3 Ω, χ(0) = 5.3085 ± 0.004 × 10−4 mA−2. The small offset current
is likely due to a combination of non-ideal electronics and Peltier effects associated
with asymmetric contacts to our nanowire on chip. In the present experiment, this
offset leads to at most a few-percent error in our calibration of I1 (discussed below),
along with a small, smoothly-varying background signal in our ferromagnetic resonance
measurements of up to ∼5 µV at low frequencies. The associated correction, which
does not affect the central conclusions of the present work, will be the subject future
work.
5.2.3 Maximum change in wire temperature
In the presence of only DC bias, Eq. 22 simplifies to
〈V 〉 → (∂IV ) (I0)
(
1 + χ(0)I20
)
, (37)
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Figure 4: Measured impulse differential resistance Rdiff,i versus DC bias I0 with
modulation amplitude Im = 81.5 µA, modulation frequency ωm = 2pi × 265
Hz, N = 53 periods per impulse, and no RF current (I1 = 0). Solid red curve
is a fit to the form Rdiff,s = (∂IV )
(
1 + χ(0)35
64
I2m + 3χ(0) (I0 − Ioff)2
)
, with fit
parameters ∂IV = 237.3±0.3 Ω, χ(0) = 5.3085±0.004×10−4 mA−2, and offset
current Ioff = −15± 1 µA. Uncertainty on χ(0) and Ioff are statistical, and the
uncertainty on ∂IV is systematic, due to uncertainty in series resistors leading
to the sample. Note this measured ∂IV includes the resistances of everything
after the bias-T, including a circuit board, wire bonds, and on-chip leads /
contacts, so this is an upper bound on the wire resistance.
such that the DC resistance
〈V 〉
I0
= (∂IV ) + (∂IV )χ(0)I
2
0 (38)
= R0 +R0α∆T, (39)
where α is the temperature coefficient of resistance. From this, we identify
R0 = ∂IV (40)
∆T =
χ(0)I20
α
(41)
Using the above fit values and using the Pt coefficient α & 0.003 K−1 as a lower bound,
we place an upper bound on the maximum Joule heating temperature change ∆T . 5
K for our bias range (I0 < 5 mA).
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Figure 5: Joule heating spectra. (a) “Typical” rectified voltage 〈V 〉 versus
RF frequency for bias I0 = −2.04 mA, nominal power -5 dBm (∼ 0.5 mA
into the nanowire), and field µ0H0 =20.6 mT applied a in-plane angle θ = 5◦
(orange) and 0◦ (blue) from the wire axis and 35◦ out of plane. The (heavily
damped) magnetic resonance near 2.4 GHz should only appear in the off-axis
(θ = 5◦) case, and evidently represents at most a sub-percent contribution
to this signal. (b) Frequency-dependent output power used to compensate
for losses in the electronic components between the RF source and nanowire.
(c) Ratio of the two curves in (b), showing at most a few-percent difference
between the compensation spectra.
5.2.4 Estimating RF current from rectified voltage
Knowing χ(0), we can, in principle, use the measured rectified voltage (Eq. 22 rewritten)
〈V 〉 = I0 (∂IV )
(
1 + χ(0)I20 +
1
2
[χ(0) + 2χ(ω)] I21
)
(42)
to estimate the RF current I1. Figure 5(a) shows a “typical” spectrum of just the
RF-induced rectified voltage
∆〈V 〉 = 〈V 〉 − [〈V 〉]I1=0
=
1
2
(∂IV ) [χ(0) + 2χ(ω)] I0I
2
1 (43)
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as recorded with a chopped lock-in technique at 265 Hz [13]4, with a bias I0 = −2.04 mA,
a nominal power -5 dBm (∼ 0.5 mA into the nanowire), and field µ0H0 =20.6 mT
applied along an in-plane angle θ = 5◦ (orange) and 0◦ (blue) from the wire’s long axis
and 35◦ out of plane. Under these conditions, the magnetization dynamics are heavily
damped, and the magnetization is saturated approximately along the in-plane short
axis (yˆ) of the nanowire (canted a few degrees out of plane).
Importantly, this data was recorded after adjusting the output power at each fre-
quency (Fig. 5(b)) to ensure a frequency-independent ∆〈V 〉 at I0 = −4.08 mA, which
allows us to roughly compensate for the strongly frequency-dependent input coupling
of our microwave circuitry. Figure 5(c) shows the ratio of the powers in b, highlighting
that the damped ferromagnetic resonance feature, which should appear near 2.4 GHz
in the θ = 5◦ spectrum, represents at most a ∼1% correction. The high-frequency peak
in Fig. 5(a) is a noise feature owing to poor coupling near 4.7 GHz. The low-frequency
tail is a bias-independent feature that we suspect arises from electronics nonidealities
and / or a small Peltier effect. As such, we subtract it from all spectra in the main text.
Its presence or absence from the data does not quantitatively or qualitatively affect the
conclusions of this work.
Having no reliable means of measuring the loss spectrum of our circuit board, wire
bonds (as connected to the sample), and microfabricated leads, we cannot use the
measurement in Fig. 5(a) to estimate χ(ω) directly. We can, however, still solve Eq. 43
for the RF amplitude
I1 =
√√√√ 2∆〈V 〉
I0 (∂IV )χ(0)
(
1 + 2χ(ω)
χ(0)
) , (44)
and, since we expect 0 < χ(ω) < χ(0) (i.e., χ is largest at ω = 0), we can constrain the
RF current I1 to the range√
2∆〈V 〉
3I0 (∂IV )χ(0)
< I1 <
√
2∆〈V 〉
I0 (∂IV )χ(0)
, (45)
representing a maximum systematic error of ±37%. However, the frequency dependence
of χ(ω) will impose a frequency-dependent systematic error, which can in principle skew
observed ferromagnetic resonance curves. In the following section, we improve upon this
estimate by simulating the thermal response of our wire on a diamond substrate.
5.3 Modeling the thermal transfer function for our wire
The goal of this section is to simulate the thermal response of our nanowire so that
we may more accurately estimate how the Joule-rectified voltage depends on the RF
4The only difference from Ref. [13] is that we employ a Wheatstone bridge on the low-frequency
port of our bias-T to eliminate common-mode noise from our current source, and use the “single-shot”
readout discussed in Sec. 5.2.2.
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current and DC bias. Inspecting Eq. 44, the only quantity of which we do not have an
independent measure is the ratio χ(ω)/χ(0),5 which the following sections address.
5.3.1 Parallel resistor model
To model the thermal response of our multilayer nanowire to an oscillatory current, we
first must estimate the current carried by each layer. We model the Pt and Py layers
of the wire as two resistors connected in parallel, with values RPt and RPy, such that
our total current through the wire
I = I0 + I1 cosωt, (46)
is divided into layer currents
Ij =
R
Rj
(I0 + I1 cosωt) (47)
for j ∈ {Pt,Py}, where
R ≡ RPyRPt
RPy +RPt
(48)
is the total wire resistance. The dissipated power in each layer is then
Pj =
R2
Rj
(
I20 + 2I0I1 cosωt+ I
2
1 cos
2 ωt
)
. (49)
and the first harmonic has amplitude
Pj1 =
2I0I1R
2
Rj
, (50)
Importantly, Pj1 ∝ I1, so the ratio of first-harmonic amplitudes is
PPy1
PPt1
=
RPt
RPy
. (51)
With this oscillatory drive, we expect a steady state solution to cause a (time de-
pendent) temperature change ∆Tj, such that the layer resistances
Rj = Rj0 (1 + αj∆Tj) (52)
where Ij is the layer current, Rj0 is the zero-heat layer resistance, and αj is the layer’s
temperature coefficient of resistance. The resistance of the combined nanowire is then
R = R0
(1 + αPt∆TPt) (1 + αPy∆TPy)
1 + R0
RPy
αPt∆TPt +
R0
RPt
αPy∆TPy
(53)
5Recall the Fig. 5 provides the Joule-rectified voltage ∆〈V 〉, I0 is measured with a series resistor,
and (∂IV )χ(0) can be estimated as in Fig. 4.
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with zero-heat total wire resistance
R0 ≡ RPy0RPt0
RPy0 +RPt0
. (54)
Assuming the resistance changes due to Joule heating are a small fraction of the zero-
heating values (αj∆Tj  1; see Fig. 4),
R ≈ R0 + R
2
0
RPt
αPt∆TPt +
R20
RPy
αPy∆TPy, (55)
and the power amplitudes in each layer (keeping only terms of order I2j ∼ ∆Tj) become
Pj ≈ R
2
0
Rj0
(
I20 + 2I0I1 cosωt+ I
2
1 cos
2 ωt
)
. (56)
In the presence of these static and oscillatory powers, the layer temperature change
∆Tj = (Xj(0)Pj0 + Pj1 (Xj(ω) cosωt+ Yj(ω) sinωt) +Xj(2ω) cos 2ωt) (57)
Pj0 ≡
(
I20 +
1
2
I21
)
R20
Rj
(58)
Pj1 ≡ 2I0I1R
2
0
Rj
(59)
Pj2 ≡ 1
2
I21
R20
Rj
, (60)
where Xj(ω) and Yj(ω) are the quadratures of the transfer function for each layer. The
instantaneous total voltage is then
V = IR (61)
= R0 (I0 + I1 cosωt)
(
1 +
∑
j
R0
Rj
αjXj(0)Pj0
)
(62)
+R0 (I0 + I1 cosωt)
(∑
j
R0
Rj
αjPj1 (Xj(ω) cosωt+ Yj(ω) sinωt)
)
(63)
+R0 (I0 + I1 cosωt)
(∑
j
R0
Rj
αjXj(2ω) cos 2ωt
)
, (64)
and the time-averaged voltage can be written as
〈V 〉 = I0R0
(
1 + χ(0)I20 +
1
2
[χ(0) + 2χ(ω)] I21
)
(65)
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with the total in-phase transfer function
χ(ω) ≡
∑
j
R30
R2j
αjXj(ω)
=
R30
R2Pt
αPtXPt(ω) +
R30
R2Py
αPyXPy(ω). (66)
This formula is identical to that of the single-resistor case (Eq. 22 of Sec. 5.1, identi-
fying R0 = ∂IV ), except that χ(ω) is now a weighted average of the layers’ individual
responses. Not surprisingly, the weighting factors scale as αj, and increase as the layer
resistance Rj is reduced (when a larger fraction of the current flows through layer j).
Additionally, for the case of a single layer (of resistance R0, thermal coefficient α, and
transfer function X), this expression simplifies to χ(ω)→ RαX(ω) and we can identify
∂T∂IV = R0α from Eq. 22, as expected.
As mentioned above (see also Eq. 44), we are interested in the ratio
χ(ω)
χ(0)
=
(
XPt(ω)
XPt(0)
)
1 + ηXPy(ω)/XPt(ω)
1 + ηXPy(0)/XPt(0)
(67)
η =
R2PtαPy
R2PyαPt
.
Assuming RPt/RPy = 0.325 [14] and αPy/αPt ∼ 1.33 for our system, η ∼ 0.15. As we
will show in the following section, XPy/XPt < 1 over the frequency range of interest, so
we can make a further approximation
χ(ω)
χ(0)
≈
(
XPt(ω)
XPt(0)
)(
1 + η
[
XPy(ω)
XPt(ω)
− XPy(0)
XPt(0)
])
(68)
which illustrates the correction due to the presence of the Py layer is small (as discussed
below, it should be . 3%). Nonetheless, we simulate both layers because there is not
much additional overhead.
5.3.2 Finite-element simulation
We perform finite-element simulations (COMSOL) of the nanowire’s active region (be-
tween the contacts, where the current is concentrated) and the diamond substrate.
Figure 6(a) shows the simulated geometry, comprising a L×W ×H diamond substrate
(dimensions varied with frequency as discussed below), upon which a 10 nm Py (bot-
tom) / 10 nm Pt (top) nanowire spanning 5.2 × 0.417 µm2 is positioned at the center.
We assume the heat is primarily dissipated in the constriction (the nanowire), and that
the large-area connection to diamond serves as the dominant heat sink in this system;
as such we do not bother to include the leads in this study. Including a “standard”
convective heat loss of ∼25 W/m2K boundary condition on all free surfaces does not
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Figure 6: Simulated thermal response of Py/Pt nanowire on diamond, assum-
ing a wire length l=5.2 µm, width w=417 nm, Pt and Py thicknesses h=10
nm, resistivities ρPt = 21.9 Ω-cm and ρPy = 65.2 Ω-cm. (a) Simulation volume
for the low-frequency response (left) and nanowire mesh (right). (b) In-phase
temperature oscillation amplitude at the drive frequency for the Pt (blue)
and Py (orange) layer, for a drive power amplitude PPt1 = 1017 W/m3 and
PPy1 = 0.336 × 1017 W/m3 in the Py layer. (b) Out-of-phase oscillation am-
plitude, showing steady-state behavior at low frequencies (where the thermal
penetration depth in the diamond is much larger than the wire) and the onset
of a lagged response at higher frequencies (where the heat is confined to very
near the wire). Inset shows χ(ω)/χ(0) (black) as well as XPt(ω)/XPt(0) (red),
XPy(ω)/XPt(ω) (blue),
XPy(ω)
XPt(ω)
− XPy(0)
XPt(0)
(magenta) from Eqs. 67 and 68.
significantly alter the results, nor does reducing the mesh density along each axis by a
factor of 2.
As per Eq. 51, we introduce an oscillatory power of amplitude PPt1=1017 W/m3 and
PPy1 = (RPy/RPt)PPt1 and frequency ω to the Pt and Py layers. We let the simulation
run until it converges to a steady state, then extract the in-phase (Xj, Fig. 6(b)) and
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out-of-phase (Yj, Fig. 6(c)) amplitudes from the time-dependent temperatures Tj(t).6
At lower frequencies, the temperature change penetrates further into the diamond,
and a larger diamond volume is required for the results to converge. At the lowest
frequency simulated (ω = 2pi×265 Hz), for example, we employed the 0.8 mm × 0.8 mm
× 0.4 mm volume shown in Fig. 6(a), but a small deviation from adiabatic response is
still evidenced by a sub-percent out-of-phase response due to integrator-like behavior as
heat reaches the boundaries of the diamond. This phase lag returns at higher frequencies
(ω > 2pi × 106 Hz) as the heat ceases to efficiently escape the nanowire.
Figure 7: RF current amplitude I1 calibrated from the data in Figs. 4-5 (Fig. 2
of the main text) and the simulated thermal response in Fig. 6 (black). Also
shown is the model-independent calibration range (shaded region) bounded by
the case χ(ω)/χ(0) = 0 (red) and χ(ω)/χ(0) = 1 (blue).
The inset of Fig. 6(c) shows the quantities of interest in Eqs. 67-68, as well as
χ(ω)/χ(0) for the total wire assuming η = 0.15. We can now plug this into our expres-
sion for the RF current amplitude (Eq. 44 rewritten)
I1 =
√√√√ 2∆〈V 〉
I0 (∂IV )χ(0)
(
1 + 2χ(ω)
χ(0)
) (69)
to convert the observed rectified voltage ∆〈V 〉 in Fig. 5(a) (at I0 = −2.04 mA) to RF
current, using the values ∂IV = 237.3±0.3 Ω, χ(0) = 5.3085±0.004×10−4 mA−2 from
the fit in Fig. 4. Figure 7 shows the frequency dependence of I1 (black curve) along with
the absolute calibration range of Eq. 45 (shaded region), highlighting the importance
of the frequency-dependent thermal response in our system. If we ignored χ(ω) as in
Ref. [12] (e.g.) we would overestimate I1 by up to 65%, and miss a systematic variation
of ∼ 10% over the probed frequency range. We suspect this correction is smaller in
more thermally-isolated systems such as wires on oxide or spin valves, though we note
that the thermal transfer function falls off very gradually at high frequencies.
6Note this single-frequency method is significantly more efficient than performing an impulse re-
sponse when covering this many decades of frequency.
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6 Macrospin model
In this section we develop a useful toy model in which the magnetization of the Py layer
is assumed to be spatially uniform. Section 6.1 presents the equations of motion, Sec. 6.2
derives the natural frequency for small-angle precession about equilibrium, and Sec. 6.3
derives the magnetization’s linear susceptibility to general oscillatory torques. Finally,
we perform simulations to roughly describe the parametrically driven, large-amplitude
dynamics in Figs. 3-4 of the main text in Sec. 6.4.
6.1 Equation of motion
We employ the Landau-Lifshitz-Gilbert equation in the low-damping limit, with the
spin Hall torque from the Pt layer [11]:
∂tmˆ = γ0µ0 ~Heff × mˆ+ αmˆ× ∂tmˆ+ gµBηθSHJPt
2etPyMs
mˆ× (mˆ× yˆ)
≈ γ0µ0
(
~Heff × mˆ+ αmˆ×
(
~Heff × mˆ
))
+
gµBηθSHJPt
2etPyMs
mˆ× (mˆ× yˆ) . (70)
Here, mˆ = mxxˆ+myyˆ+mz zˆ is a unit vector describing the orientation of the magnetiza-
tion, γ0 is the magnitude of the gyromagnetic ratio, µ0 is the magnetic permeability of
free space, ~Heff is the effective field (discussed below), α is the damping parameter (ap-
proximately equal to the Gilbert damping for weak damping and spin transfer torques),
µB is the Bohr magneton, η is the fraction of incident spins that are absorbed by the
Py layer, θSH is the spin Hall angle of Pt, JPt is the charge current density in the Pt
layer (determined by the parallel resistor model of Sec. 5.3.1), e is the electron charge,
tPy is the thickness of the Py layer, and Ms is its effective saturation magnetization.
The effective field
~Heff = ~H0 + ~Han + ~HI , (71)
where ~H0 = Hxxˆ+Hyyˆ +Hz zˆ is the applied field, the shape anisotropy field
~Han = −Ms (Nyy −Nxx)myyˆ −Ms (Nzz −Nxx)mz zˆ (72)
≡ −Hyxmyyˆ −Hzxmz zˆ, (73)
with Nij being the elements of a demagnetization tensor (assumed diagonal for simplic-
ity, with Nxx +Nyy +Nzz = 1), and
~HI = −aI(t)yˆ (74)
is the spatially averaged field generated by the instantaneous current I(t) flowing
through the wire, with proportionality constant a. For our long wire (aligned along
x), we assume Nxx  Nyy  Nzz ∼ 1, such that Hyx + Hzx ≈ Ms is the effective
magnetization.
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6.2 Small-angle precession frequency
Our first goal is to estimate the resonant frequency for for small-angle precession when
the applied field is sufficient to saturate my. To do so, we ignore dissipation and current
in Eq. 70, and include an applied field with Hx = 0 (as in the experiment):
∂tmˆ = γ0µ0 ~Heff × mˆ
∂tmˆ
γ0µ0
= ((Hy −Hyxmy) yˆ + (Hz −Hzxmz) zˆ)× mˆ
=
 (Hy −Hyxmy)mz − (Hz −Hzxmz)my(Hz −Hzxmz)mx
− (Hy −Hyxmy)mx
 . (75)
We find the equilibrium values mx0 and my0 of mx and my by setting ∂tmˆ = 0, which
gives three equations and three unknowns. Assuming Hy is large enough that mx = 0
leaves only the first equation, which can be written in terms of mz0 as
Hy√
1−m2z0
=
Hz
mz0
+Hyx −Hzx. (76)
We note that Hz ∼ 0.5 T is required to saturate the magnetization along zˆ meaning
our ∼ 10 mT fields will only slightly raise the magnetization out of the plane. As such,
we assume mz0  1 so that my0 =
√
1−m2z ≈ 1 − 12m2z0. To first order in mz0, this
simplifies to
mz0 ≈ Hz
Hy +Hzx −Hyx . (77)
For our system’s effective saturation fields µ0Hyx = 7.57 mT and µ0Hzx = 517 (see
Sec. 7), a 35-mT field applied along the NV axis (35◦ out of plane), mz0 ≈ 0.04 (2.3◦
out of plane). To find the natural precession frequency νFMR, we therefore apply the
limit mx,mz  1 and my ≈ 1, to Eq. 75, which yields coupled differential equations
for mx and mz:
∂tmx
γ0µ0
≈ (Hy +Hzy)mz −Hz (78)
∂tmz
γ0µ0
≈ − (Hy −Hyx)mx, (79)
with Hzy = Hzx −Hyx. Using the trial solution
mx = X0 cos(2piνFMRt) (80)
mz = mz0 − Z0 sin(2piνFMRt) (81)
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with real-valued amplitudes X0 and Z0 yields
2piνFMRX0 ≈ γ0µ0 (Hy +Hzy)Z0 (82)
2piνFMRZ0 ≈ γ0µ0 (Hy −Hyx)X0, (83)
from which the amplitude ratio
X0
Z0
=
√
Hy +Hzy
Hy −Hyx (84)
and resonant frequency
νFMR =
γ0µ0
2pi
√
(Hy −Hyx) (Hy +Hzx −Hyx). (85)
Importantly, this is the same (Kittel) formula one would arrive at with a purely in-plane
field, which makes sense in this small-mz limit. Also, even for our maximal in-plane
field µ0Hy = 33 mT, X0/Z0 ∼ 4.7, and this ratio increases at lower fields, diverging at
Hy = Hyx, as expected. As such, the mz-generated stray field power at the NV (i.e.,
the quantity responsible for the spin relaxation rates) is at least (X0/Z0)2 ∼ 22 times
smaller than that of mx (and much smaller at the fields of interest).
6.3 Linear susceptibility for magnetization approximately along
the in-plane hard axis
We now derive the susceptibility of mx to an oscillatory drive at frequency ν. Since
we know the magnetization is saturated along yˆ to good approximation (and behaves
as though Hz = 0 for our parameter range; see Sec. 6.2), we consider an applied field
~H0 ‖ yˆ for simplicity, and include a general infinitesimal drive torque
∂tmˆ = γ0µ0 (δxxˆ+ δz zˆ) e
i2piνt (86)
of amplitudes δx and δz. Equation 70 can then be written (replacing the current-induced
terms with this torque) as
∂tmˆ
γ0µ0
=
(
~H0 + ~Han − α
(
~H0 + ~Han
)
× mˆ
)
× mˆ+ (δxxˆ+ δz zˆ) ei2piνt. (87)
In the limit mx,mz  1 and my ≈ 1 to first order, so this becomes
∂tmˆ
γ0µ0
≈
 −α (Hy +Hzy)mzHy −Hyx
−Hzxmz + α (Hy −Hyx)mx
×
 mxmy
mz
+
 δx0
δz
 ei2piνt (88)
or
∂tmx
γ0µ0
≈ (Hy +Hzy)mz − α (Hy −Hyx)mx + δxei2piνt (89)
∂tmz
γ0µ0
≈ −α (Hy +Hzy)mz − (Hy −Hyx)mx + δzei2piνt. (90)
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Using the trial solution
mx = X˜0e
i2piνt (91)
mz = Z˜0e
i2piνt (92)
with complex amplitudes X˜0 and Z˜0 yields an in-plane steady state amplitude
X˜0(ν) ≈
(γ0µ0
2pi
)( νzyδz + iνδx
ν2FMR − ν2 + iν∆ν
)
(93)
with
∆ν ≡ 2αγ0µ0
2pi
(
Hy −Hyx + 1
2
Hzx
)
(94)
νzy ≡ γ0µ0
2pi
(Hy +Hzy) (95)
νyx ≡ γ0µ0
2pi
(Hy −Hyx) (96)
νFMR ≡ √νzyνyx. (97)
The linewidth nominally depends on Hy, but Hzx is the dominant effect, and so ∆ν
should remain approximately constant over our (small) field range. Also, torques along
xˆ and zˆ produce qualitatively different lineshapes, in principle enabling a torque vector
measurement [11, 15, 16].
6.3.1 Mixdown voltage and FMR fit function
If the applied field is tilted slightly toward xˆ, the equilibrium magnetization will gain
a small component mx0. As long as mx0  1, the response X˜0(ν) should not change
to first order (by symmetry7). However such a tilt does provide access to an in-phase
anisotropic magnetoresistance (AMR) oscillation with phase delay ψ, amplitude ∆RRF,
and in-phase component ∆RRF cosψ (see Sec. 4) proportional to the real part of X˜0,
which can be written (see Eq. 93)
Re
[
X˜0(ν)
]
≈
(γ0µ0
2pi
) δzνzy (ν2FMR − ν2) + δxν2∆ν
(ν2FMR − ν2)2 + ν2∆ν2
. (98)
For small-angle precession, the static change in resistance ∆R0 should contribute very
little to the FMR signal, but would scale as∣∣∣X˜0(ν)∣∣∣2 ∝ ν2zyδ2z + ν2δ2x
(ν2FMR − ν2)2 + ν2∆ν2
, (99)
7The resonant frequency νFMR increases ∝ m2x0 to lowest order, since the anisotropy field maximally
opposes the applied field when aligned with yˆ.
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which is close in form to Re
[
X˜0(ν)
]
. As such, FMR spectra are well fit by
VMR(ν) =
az (ν
2
FMR − ν2) + axν2∆ν
(ν2FMR − ν2)2 + ν2∆ν2
, (100)
with free parameters az, ax, νFMR, and ∆ν.
6.3.2 Expected spectrum of Brownian magnetization noise
A thermal (Langevin) field [17] is typically assumed isotropic, exerting stochastic, un-
correlated torques with a white noise spectrum in all three dimensions. If the torque
power spectral densities of each component are ST (units of rad2 sec−2 Hz−1), then we
expect the power spectral density of mx to be scaled by the magnitude of the suscep-
tibility squared:
Smx ∝
∣∣∣∣ νzyν2FMR − ν2 + iν∆ν
∣∣∣∣2 ST + ∣∣∣∣ iνν2FMR − ν2 + iν∆ν
∣∣∣∣2 ST
∝ ν
2
zy + ν
2
(ν2FMR − ν2)2 + (ν∆ν)2
. (101)
6.4 Parametrically driven, large-amplitude oscillations
The transport technique used to measure the signals shown in Fig. 2 of the main
text are most sensitive to the most spatially uniform magnetic oscillations. To gain
some qualitative intuition about the observed large-amplitude, parametrically driven
dynamics, we numerically integrate Eq. 70 with γ0 = 2pi × 29.25 GHz/T (electron
g-factor g = 2.09 for 10-nm-thick Py [18]), ηθSH = 0.055 [11], layer resistivity ratio
ρPy/ρPt = 2.977, and tPy = 10 nm. From our fits (Sec. 7) we use µ0Hyx = 7.57 mT
and µ0Hzx = 517 mT and effective magnetization µ0Ms = 525 mT for consistency. The
proportionality constant for current-induced field a = 1.72 mT/mA is estimated from
the required compensation field at 4.08 mA in Fig. 2 of the main text. In order to
achieve a similar threshold for parametric oscillations (i.e., not needing unreasonably
large currents), we choose α = 0.02, which is approximately half the value estimated
from our FMR fits. This discrepancy is under study, but we nominally think it is related
to the actual device’s nonuniform magnetization and / or other nonidealities such as
material contamination (e.g., oxidization) and roughness.8
To mimic the red data in Fig. 2(a) of the text, we apply a field µ0H0 = 23.5 mT
×
(√
2
3
yˆ +
√
1
3
zˆ
)
along the NV axis, and current
I(t) = I0 + I1 cos(2piν1t) (102)
8Macrospin models are often surprisingly accurate in describing actual nanostructured systems, but
their results should always be considered with caution.
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(ii)
Figure 8: Simulated magnetoresistance signal ∆VMR (orange) and the con-
tribution ∆Vmix from mixing with RF current I1 alone (blue). Simulation
parameters are listed in the main text. At this value of DC bias I0 = 4.08
mA, the signal is dominated by I0 〈∆R(t)〉, which has a different line shape
at the fundamental frequency. (i) Trajectory of mˆ at ν1 = 3.1875 GHz, where
∆VMR = 120 µV. (ii) Time domain showing the relative phase of the resistance
(∝ m2x) and current oscillations.
with I0 = 4.08 mA, I1 = 1 mA, and ν1 stepped from 1-3.5 GHz. At each frequency, the
magnetization is initialized to within 0.1◦ of equilibrium (along yˆ and canted 1.4◦ out
of plane), and evolved for 100 ns to ensure steady state. The time-averaged change in
voltage ∆VMR due to magnetoresistance is then calculated as
∆VMR = 〈I(t)R(t)− I0R0〉 (103)
= 〈(I0 + I1 cos(2piν1t)) (R0 + ∆R(t))− I0R0〉 (104)
= 〈I(t)∆R(t)〉, (105)
where R0 is the undriven resistance, and
∆R(t) = R0δAMRm
2
x (106)
is the time-dependent resistance change due to precession, with R0δAMR = 0.2 Ω. Figure
8 shows ∆VMR calculated using an integer number of oscillations in the last 10 ns of
each simulation. A large-amplitude parametrically driven peak occurs near the second
harmonic of the ferromagnetic resonance above 3 GHz, with a skew toward higher
frequencies similar to the data in Fig. 2(a) of the main text. The magnitude is also
quantitatively similar, corresponding to in-plane precession about the equilibrium offset
(mz = 0.025) amplitude of 30◦ when ∆VMR = 120 µV, the trajectory of which is
shown in inset (i). The peak is positive because the antidamping spin transfer torque
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(pointing away from the inset plot’s origin) is, on average, larger when the angle is
maximal, though the phase of the resistance oscillations lags behind the drive as shown
in Fig. 8(ii). Finally, we note the presence of a much smaller directly-driven oscillation
at νFMR, arising from the small equilibrium value 〈mz〉 and the oscillatory current-
induced field ~HI . This feature is visible in Fig. 4(a) of the main text.
6.4.1 Nanowire stray field along NV axis
In this section, we use the NV’s field-dependent electron spin resonance (ESR) to es-
timate the strength of the stray field along the NV axis when the device is statically
magnetized along yˆ. Figure 9 shows the photoluminescence (PL) spectra with field
µ0H0 = 22.5 mT applied along the NVA axis for (blue data) NVA, (green data) a refer-
ence NVref having the same orientation as NVA but positioned 5 µm from the device,
where the stray field is negligible, and (orange data) NVA after the nanowire’s demise,
which removed all evidence of ferromagnetism (we suspect due to oxidization or de-
struction the Py layer). From the difference in fit ESR frequencies (see Table 1), we
estimate the axial stray field at NVA most likely lies between 2.1 and 2.6 mT, and we
use the “dead device” value 2.5± 0.1 mT as our best estimate.
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Figure 9: Nanowire stray field as measured by ESR. Measurements of the
ms = 0 → ±1 transitions of NVA while the device was magnetized, after the
device had oxidized, and of NVref are fit to Lorentzian profiles in the solid,
dotted and dash-dotted lines respectively.
Note the differences in the linewidths and contrasts are due in part to imperfect
power coupling to the stripline, and inhomogeneity in the external field can only account
for a maximum of 2 MHz of deviation between NVA and NVref.
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Table 1: Fit results from ESR resonances in Fig. 9. The net NV axial field
is estimated assuming a the free electron gyromagnetic ratio γNV = 2pi ×
28.0 GHz/T.
∆ν (MHz) B‖ (mT)
NVA, magnetized device 1362.0± 0.2 24.409± 0.003
NVA, oxidized device 1222± 4 21.9± 0.1
NVref 1230± 10 22.1± 0.2
6.4.2 Estimating the parametric precession angle
Knowing the strength of the nanowire’s stray field at NVA (Sec. 6.4.1 above) allows us
to estimate the parametric oscillation angle ∆θ from the reduction in stray field shown
in Fig. 3(a) of the main text, using the macrospin approximation. As discussed above,
the steady-state trajectory is roughly sinusoidal and highly confined to the xy plane,
so we approximate for simplicity
mx ≈ sin θ(t), (107)
my ≈ cos θ(t), (108)
mz ≈ 0, (109)
θ(t) ≈ ∆θ cos(piνNWt+ ψ), (110)
where θ(t) is the time-dependent in-plane angle from yˆ, ∆θ is the steady-state am-
plitude, and νNW nanowire’s drive frequency, equal to twice the parametric response
frequency, and ψ is a steady-state phase shift. In this limit, we can calculate the time-
averaged magnetization along yˆ, which will reduce the stray field experienced by NVA
as
〈my〉 ≈ 〈cos (∆θ cos(piνNWt+ ψ))〉 (111)
= J0(∆θ) (112)
where J0(∆θ) (≈ 1− 14∆θ2) is the zeroth order Bessel function. Figure 3(a) in the main
text shows an increase in the ms = 0 → −1 transition frequency of ∆ν− = 13 MHz,
which corresponds to a decrease in stray field of ∆Bstray ≈ 0.5 mT. Assuming the
precession is sufficiently symmetric that the stray field orientation remains the same,
the fractional change
∆Bstray
Bstray
≈ 1− 〈my〉. (113)
Using Bstray = 2.5 mT from Sec. 6.4.1 at the same external field, we estimate ∆θ ≈ 60◦.
Under the same approximations, we can independently estimate ∆θ from the mag-
netoresistance signal
∆R(t) = R0δAMR sin
2 (∆θ cos(ωrt+ ϕ)) . (114)
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When current I(t) = I0 + IRF cos(ωt) is sent through the device, with I0 & 4 mA and
IRF ∼ 1, time-averaging the precession-induced voltage yields
∆VMR ≈ 1
2
R0δAMRI0 (1− J0(2∆θ)) , (115)
where we have dropped the comparatively small “mixdown” term involving IRF for
simplicity (the IRF term contributes . 10% to the total signal for this range of pa-
rameters, as shown in supplementary Sec. 6.4). In this limit, the peak measurement
of ∆VMR = 360 µV in Fig. 3(a) of the main text (I0 = 4.9 mA, I1 = 1.15 mA,
R0δAMR = 0.2 Ω) corresponds to ∆θ ≈ 55◦. Similarly, the 120 µV parametric peak
in Fig. 2(a) of the main text (I0 = 4.08 mA) corresponds to ∆θ ≈ 32◦, in reasonable
agreement with the macrospin simulation (Sec. 6.4).
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Figure 10: Estimating the ferromagnetic resonance (FMR) frequency νFMR at
in-plane angle θ = 0. (a) Spin-transfer-driven FMR spectra for θ = ±4◦ and
±8◦ for static field µ0H0 = 16.5 mT applied 35◦ out of plane, as in the main
text. Traces are offset for clarity. Dark lines show Fano fits, and gray lines
extend these fits outside the chosen range of frequencies. (b) Fitted frequencies
(blue points) over the full range of angles, fit to a symmetric quartic function.
(c) Summary of so-estimated νFMR(0) 0◦, with the range 14-35 mT fit with
a simple Kittel model (blue curve), as well as a lowest-order spinwave model
assuming the “extreme” values of fixed effective widths 50 nm (orange curve)
and 1.6 µm (green curve).
7 Ferromagnetic resonance frequencies
Because the spin transfer drive and magnetoresistance signal both approximately vanish
when the equilibrium value of mˆ is (nearly) parallel to yˆ (i.e., the field’s in-plane angle
θ = 0, we cannot measure the ferromagnetic resonance (FMR) frequency νFMR directly.
Instead, we measure νFMR(θ) for a set of 8 to 9 small angles spanning ±10◦ (maintaining
the out-of-plane angle 35◦ as in the main text), and then fit the resulting frequencies
to a symmetric polynomial to estimate νFMR(0) (and a misalignment angle θ0).
Figure 10(a) shows a “typical” set of spin-transfer-driven FMR spectra with applied
field µ0H0 = 16.5 mT, taken as discussed in Sec. 5.2.2, with the Joule heating back-
ground (Sec. 5) subtracted. Due to the frequency-dependence of the drive current (see
Sec. 5.2.4), we fit only the data near the resonant feature to Eq. 100 to extract the
frequency νFMR and width ∆ν. As expected, the signal increases with |θ|. Also, as
shown in Fig. 10(b), the frequency decreases as θ approaches zero, consistent with the
shape anisotropy maximally opposing the applied field at θ = 0. Exploiting the mirror
symmetry of our geometry, we fit the observed angular dependence in Fig. 10(b) to a
low-order symmetric polynomial of the form
νFMR(θ) = C0 + C2(θ − θ0)2 + C4(θ − θ0)4, (116)
with fit constants C0, C2, C4, and offset angle θ0. The offset angle (θ0 = 0.4◦ ±
0.1◦ for the shown data set) takes on values within ±0.5◦ of 0◦ over the usable range
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of applied fields (14-35 mT). Completing the same analysis at each value of applied
field produces the zero-angle frequency data νFMR(0) shown in Fig. 10(c). Clear fit
systematics preclude the trustworthiness of frequencies so estimated below 14 mT. The
“reliable” region (dark symbols) can then be fit to a variety of models to estimate
material parameters of the permalloy (Py) layer.
7.1 Macrospin approximation to resonant frequency
To gain immediate insight, we first assume the magnetization simply behaves as a
uniformly-magnetized ellipsoid with equilibrium magnetization mˆ approximately par-
allel to yˆ. As derived in Sec. 6.2, the resonant frequency for our geometry (Eq. 85)
νFMR =
γ0µ0
2pi
√
(Hy −Hyx)(Hy +Hzx), (117)
where Hy = H0 cos(35◦) is the in-plane component of the applied field. Fitting the
“reliable” range of data (blue curve in Fig. 10(c)) yields effective saturation fields
µ0Hyx = 7.57 ± 0.08 mT and µ0Hzx = 517 ± 4 mT. The low value of Hzx (nomi-
nally close to the saturation magnetization) suggests non-uniform magnetic dynamics
and / or other nonidealities of the Py layer.
7.2 Lowest-order spinwave approximation to resonant frequency
To get a sense of scale for the potential impact of nonuniform dynamics, we can also
perform a fit to an approximate lowest-order (most uniform) spinwave resonance, which
has frequency [19, 20]
νk =
γ0µ0
2pi
√
(Hy +Msλexk2 −Hd) (Hy +Msλexk2 −Hd +MsFk), (118)
where Hy = H0 cos(35◦) is the in-plane component of the applied field, Hd is an effective
demagnetizing (dipole) field, Ms is Py’s saturation magnetization, λex = 2Aex/(µ0M2s ),
with exchange constant Aex = 1.05 × 10−11 J/m [21], k is the magnitude of the spin
wave vector k = kxxˆ+ kyyˆ + kz zˆ, and
Fk = 1 + gk
(
sin2 θk − 1
)
+
Msgk(1− gk) sin2 θk
Hy −Hd +Msλexk2 , (119)
where θk is the angle between the equilibrium magnetization orientation 〈mˆ〉 and k,
and gk = 1−
(
1− e−ktPy) /(ktPy) with device thickness tPy.
For our thin film, we expect mˆ to be approximately uniform along z [19, 22] (we also
ignore the small offset in the equilibrium out-of-plane component 〈mz〉). The nanowire
further constrains the longitudinal wavenumber as kx = nxpi/Leff, with nx = 1, 2, 3, . . .
and Leff ≈ 8.05 µm deviating slightly from the geometrical length due to effective
dipolar boundary conditions on the wire [22, 23]. The remaining relevant wave number
is often written ky = nypi/weff in terms of the transverse mode number ny = 1, 2, 3, . . .
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and an effective width weff, which we expect to be smaller than the actual wire width
when mˆ ‖ yˆ [20, 22, 24]. The lowest frequency (and most spatially homogeneous) mode
should have nx = ny = 1, so we treat the resonances measured in transport as having
a wave vector kFMR = piLeff xˆ+
pi
weff
yˆ.
Equation 118 effectively contains two fit parameters,Msλexk2−Hd andMsFk, which
themselves are composed of three unknown quantities, weff, Ms, and Hd. Table 2 shows
the fit values of Hd for a wide range of assumed weff, with the corresponding fits for
weff = 50 nm (orange) and weff = 1.6 µm (green) plotted in Fig. 10(c) showing negligible
deviation from the macrospin model. As expected, as weff becomes large, the Hd → Hyx
and Ms → Hyx + Hzx from the macrospin approximation (Sec. 7.1). We presume weff
should not be smaller than 50 nm, and the low value of µ0Ms still suggests some
nonidealities in the Py layer, which will be the subject of future investigations and
higher quality materials deposition. Note that modifying the parameters Ms, Hd, weff
or Aex by factors of order unity does not affect the key results – observed spin transfer
threshold for parametric oscillations, observed stray fields (or lack thereof) at the NV,
and observed spin transfer damping – of the main text.
Table 2: Fit results of lowest-ordered magnon modes with fixed weff to data in
Fig. 10(c).
Fixed weff (nm) µ0Hd (mT) µ0Ms (mT)
50 155± 1 709± 6
100 50.1± 0.3 613± 5
200 19.17± 0.04 569± 5
400 10.81± 0.06 548± 5
800 8.79± 0.08 537± 5
1600 8.58± 0.09 532± 5
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8 Magnon-induced NV spin relaxation rates
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Figure 11: Reconstructing the field and frequency dependence of the NV spin
relaxation rate Γ′ in the absence of spin transfer effects. (a) Spectrum of spin
wave mode frequencies for the first transverse mode (ny = 1, nx = 1, 2, 3, ...,
gray lines), and NV resonance frequencies ν+ (orange) and ν− (blue) when vary-
ing only the field (filled circles) or varying the DC bias while compensating the
field at the Py layer (hollow squares). The fundamental mode (nx = ny = 1) is
highlighted in red, and the green lines correspond to the second fundamental
transverse mode (nx = 1, ny = 2) for different assumed effective widths weff
(labeled); all modes follow the same family of curves to good approximation
(deviating from each other by much less than a spin wave linewidth) over the
studied range. The vertical line at µ0H0 = 16.5 mT indicates the field at which
the spin transfer effects were probed in Fig. 5(right) of the main text. Dashed
lines highlight which NV measurements (filled symbols) are used to estimate Γ′
at which frequencies along the vertical line. (b) Reconstructed spin-transfer-
free relaxation rates (solid line) along the vertical line cut in (a) with error
bars from the bias-free measured values (solid points in (a)). The dashed lines
represent the absolute (and quite extreme) bounds of the analysis. Orange
(blue) squares correspond to Γ′+ (Γ′−) in Fig. 5(b) of the main text.
In this section, we use the spin-transfer-free relaxation rates Γ(ν,H) measured at a
variety of NV probe frequencies ν and applied fields H to estimate the rates at other
values of ν and H (i.e., the color scales in Fig. 5 of the main text). The basic idea can
be understood by inspecting the phase space of spin wave modes shown in Fig. 11(a).
Here, many spin wave mode frequencies νk (where k = kxxˆ + kyyˆ + kz zˆ is the mode
wavenumber; see Sec. 7.2) are plotted over our range of applied fields. Importantly,
all modes follow the same family of curves to good approximation, meaning one can
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use a measurement of Γ(ν,H) (taken at the filled symbols) to estimate the relaxation
rate Γ′(ν ′, H ′) at another location along the nearest νk curve; the quantities that vary
the most along these curves are the field, frequency, density of states, and thermal
occupancy, all of which are known or can be approximated, as discussed below.
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Figure 12: Spin wave dispersion and broadened density of modes assuming
an effective width weff = 200 nm. (a) Noise distribution Pk versus frequency
ν and longitudinal wavenumber kx, showing the first (ny = 1) and second
(ny = 2) transverse modes at an applied field of µ0H0 = 16.5 mT along the
NV axis. (b) Broadened density of modes g(ν), and the contributions from the
first (gny=1(ν)), second (gny=2(ν)), and third (gny=3(ν)) modes.
First, we note that the total NV spin relaxation rate [25]
Γ(ν,H) = Γ0 +
γ2NV
2
S⊥(ν,H) (120)
≈ γ
2
NV
2
S⊥(ν,H) (121)
comprises the sum of the NV’s (small) internal rate Γ0−(+) = 64± 7 Hz (54± 12 Hz) (as
measured with NVA at µ0H0 = 22.5 mT after the device magnetization disappeared)
and the rate γ2NVS⊥/2 (∼ kHz) driven by the magnetization’s stray field noise power
spectral density S⊥(ν,H) (units of T2/Hz), where γNV is the magnitude of the NV spin’s
gyromagnetic ratio and the subscript ⊥ reminds us that it is the fields perpendicular to
the NV axis that drive the transitions. Each spin wave mode contributes noise power
in proportion to its thermal occupancy n¯(νk), and so we can write
S⊥(ν,H) =
∑
k
n¯(νk)fkPk(ν,H), (122)
where fk is a mode-dependent geometrical constant converting occupancy to noise
power at the NV (units of T2/magnon), and Pk(ν,H) is a unity-normalized density
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function (units of 1/Hz) describing how this power is distributed over the frequency
domain (i.e., a normalized version of the mode’s power susceptibility, such as Eq. 101).
To simplify the analysis, we assume the mode profiles do not change much over our
range of applied fields, so that fk is approximately independent of field. We do expect
fk to depend on k and the exact location of the NV relative to the nanowire, taking on
the largest values when 1/|k| is comparable to the wire-NV distance d [6, 26].
To simplify further, we note that the observed linewidth ∆ν ∼ 600 MHz of the
fundamental mode is approximately constant over our field range, consistent with the
behavior predicted by the macrospin approximation (Sec. 6.3). We therefore assume the
distributions Pk(ν,H) depend only on νk(H) and the probe frequency ν. Figure 12(a)
shows an example Pk for applied field µ0H0 = 16.5 mT along the NV axis. Summing
across kx, we then define a total “linewidth-broadened density of modes” g(ν,H), which
is shown in Fig. 12(b).
If we imagine following one of the νk(H) curves in Fig. 11(a), we notice two impor-
tant quantities change – the mode frequencies νk(H) and the density of states g(ν,H),
suggesting that, if we factor these trends from Eq. 122, we can write
S⊥(ν,H) = n¯(ν)g(ν,H)
∑
k
wk(ν,H)fk, (123)
in terms of a “weighting factor”
wk(ν,H) ≡ n¯(νk)Pk(ν,H)
n¯(ν)g(ν,H)
(124)
that should be fairly insensitive to the distance traveled along a given νk curve. Of
particular relevance to the cooling argument of the main text, Fig. 13(a) shows these
weights for the direct measurement at point (i) in Fig. 11(a) (cyan circles) as well
as the location of maximum cooling (ii) (magenta markers). As we have engineered,
both peaks occur at the same value of kx (7 rad/µm), which is a restatement of the
fact that we have moved along a νk curve. Importantly, the distributions at these two
extremes look very similar, with individual weights differing by at most 34%, as shown
in Fig. 13(b). We remind ourselves that these weights are multiplied by values of fk
expected to oscillate with kx underneath a smooth envelope, such that the summed
effect is more likely of order the wk-weighted average of the ratio in Fig. 13(b) (i.e.,
∼3%). The presence of additional transverse modes having comparable values of will
not have an impact beyond that of Fig. 13(b) unless their mode frequencies deviate
from the fundamental mode’s family of νk(H) curves (gray lines in Fig. 11(a)) by an
amount comparable to ∆ν over the length of the dotted blue line. Even including a
more complicated spin wave model or micromagnetic simulations, we do not expect to
find modes so strongly deviating from these trends over so small a field range.
We can now convert the directly-measured values of Γ at frequencies ν and fields H
(filled circles in Fig. 11(a)) into estimates at other values ν ′ and H ′ using the ratio
Γ′(ν ′, H ′)
Γ(ν,H)
=
S⊥(ν ′, H ′)
S⊥(ν,H)
=
n¯(ν ′)
n¯(ν)
g(ν ′, H ′)
g(ν,H)
∑
kwk(ν
′, H ′)fk∑
kwk(ν,H)fk
. (125)
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Figure 13: Magnon transfer function weights at points (i) and (ii) in Fig. 11(a).
(a) Relative magnon weights wk probed at frequencies νk = 2.45 GHz (13.5
mT) and ν ′k = 2.67 GHz (16.5 mT) versus kx, which peaks at kx = 7 rad/µm
(as indicated in Fig. 12 for µ0H ′0 = 16.5 mT). (b) Ratio of weights for these
two fields.
The first ratio n¯(ν ′)/n¯(ν) = (ehν/kBT − 1)/(ehν′/kBT − 1), with Planck constant h,
Boltzmann constant kB, and temperature T . The second ratio can be calculated as in
Fig. 12, and the final ratio should be comparable to 1, as discussed above. The resulting
reconstruction is plotted (solid line) for µ0H0 = 16.5 mT, i.e., the field at which the
spin transfer measurements were made in Fig. 11(b). Similar curves can be generated
at other values of field, as is plotted on the color scales in Fig. 5 of the main text. Also
plotted in Fig. 11(b) are upper and lower bounds (dashed curves) corresponding to
worst-case-scenario systematic errors in the final ratio, calculated by assuming the only
contributing mode is the one having the largest and smallest values of wk(H ′)/wk(H)
in Fig. 13(b). Importantly, the expected bias-dependent changes in Γ′± for Fig. 5(b) of
the main text (the probe frequencies of which are indicated by orange and blue squares
in Fig. 13) is much smaller than what is observed, and has the opposite trend with
applied current.
Figure 14(a) shows the same calculations for effective widths spanning a wide range.
As expected, the presence of different transverse mode structure has little effect on these
estimates.
Note that, below the fundamental resonance, there is no obvious choice for the blue
dashed curves, but there are still modes whose tails contribute to S⊥. As such, we
have chosen to fix the difference from the fundamental mode frequency νFMR (where
the density of modes is highest). In this region, the approximation that the final ratio
in Eq. 125 is ≈ 1 becomes increasingly incorrect – mainly because the occupation at the
probing frequency no longer matches the occupation of the nearest magnon modes – as
evidenced by Γ′ exceeding the upper bounds at frequencies below νFMR = 1.64 GHz.
This “spin-transfer-free” approximation is valid to the specified tolerances provided
the linewidth ∆ν is constant. When damped by spin transfer, however, we expect the
linewidth to broaden, which can redistribute noise away from νk and potentially reduce
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Figure 14: Reconstructed relaxation rates Γ′ for a range of effective widths
weff. (a) Γ′ at µ0H0 = 16.5 mT for different assumed values of weff, illustrat-
ing a minimal impact from changes in mode structure, in particular near the
spin-transfer probe frequencies of ν±,ST. (b) Ratio of the linewidth-broadened
density of states at the same field for a factor of 2 increase in ∆ν, illustrating
that the total density of states increases at the probe frequency ν− = 2.58 GHz
of maximal cooling (vertical line).
Γ without cooling. However, as shown in Fig. 14(b), the broadened density of modes
actually increases under the conditions of maximal spin transfer cooling (vertical line),
where the linewidth changes by at most a factor of ∼2. In the worst shown scenario,
where the effective width weff = 100 nm, such that the second transverse mode is well
above the probe frequency, the broadened density of modes at the probe frequency
ν− = 2.58 GHz still increases due to the tails of the modes away from ν−. As weff
increases, the higher-order transverse mode frequencies approach ν−, and g is found
to increase by as much as ∼ 25%. Therefore, if we assume that fk does not vary
significantly over the resonance linewidth (and / or varies linearly), then the sum in
Eq. 123 should remain roughly the same or increase (in opposition to the observed
38
trend) as a result of the increased ∆ν. Combined with the fact that the maximum
temperature change due to Joule heating ∆T . 5 K (see Sec. 5.2.3), we expect this is
not a dominant issue.
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