Obstacle avoidance methods require knowledge of the distance between a mobile robot and obstacles in the environment. However, in stochastic environments, distance determination is difficult because objects have position uncertainty. The purpose of this paper is to determine the distance between a robot and obstacles represented by probability distributions. Distance determination for obstacle avoidance should consider position uncertainty, computational cost and collision probability. The proposed method considers all of these conditions, unlike conventional methods. It determines the obstacle region using the collision probability density threshold. Furthermore, it defines a minimum distance function to the boundary of the obstacle region with a Lagrange multiplier method. Finally, it computes the distance numerically. Simulations were executed in order to compare the performance of the distance determination methods. Our method demonstrated a faster and more accurate performance than conventional methods. It may help overcome position uncertainty issues pertaining to obstacle avoidance, such as low accuracy sensors, environments with poor visibility or unpredictable obstacle motion.
Introduction
A mobile robot must be able to get to its goal location without collision. Many approaches have been proposed to achieve this. Robots are capable of moving as intended with the positions of the robot and when the obstacles are known. However, a robot navigating an environment is subject to the measurement noise of the environment. Thus, the robot has to estimate the relative position of obstacles using the probabilistic sensor model.
The collision probability distribution is related to the position covariance [1] . However, the collision probability distribution has no boundary, meaning that the robot cannot maintain an intended distance from obstacles. Therefore, the robot should possess the ability to determine the boundary of the collision probability distribution, as well as calculate its distance from this boundary. The conventional approaches are discussed here.
The simplest approach is to calculate the distance without the position covariance. If a highly accurate measurement is available, this will facilitate a quick and easy solution. However, the position covariance depends on the environment. In addition, obstacle motion prediction increases the covariance [2] . Therefore, an alternative approach is needed in order to consider position uncertainty.
The second approach is to consider the collision probability distribution using the occupancy grid [3] [4] . The obstacles are represented in an occupancy grid, while the distance to an obstacle is the distance to the nearest occupied grid unit. The occupancy grid approach takes position uncertainty into consideration, unlike the first approach. However, the occupancy grid approach requires a long computation time. The computation time is increased alongside increasing resolution of the grid.
The third technique is the error ellipsoid approach [5] . The error ellipsoid is the confidence region of a normal distribution. A mobile robot can determine the distance to an obstacle by considering the error ellipsoid. However, the error ellipsoid approach has only statistical significance [6] [7] . There is no physical meaning, such as distance or collision probability. Even the conventional method of calculating the distance to the ellipsoid only considers the Lagrange multiplier error [8] .
These approaches are not suitable for determining the distance of the mobile robot from a given obstacle. The position uncertainty, computation time and collision probability must be considered in order to determine the distance that ensures a negligible collision probability. The mobile robot can avoid collision in a stochastic environment using the suitable distance determination method.
In this paper, we propose a method to determine the distance that satisfies the above conditions. The proposed method consists of two steps. First, the obstacle region is determined by a collision probability density threshold. The distance function to the obstacle region is defined using the Lagrange multiplier method. Second, the solution is computed by a root-finding algorithm. The proposed algorithm can be easily applied to conventional collisionfree path planning methods. This paper is organized as follows: section 2 defines an obstacle region, a distance function with the Lagrange multiplier and a root-finding algorithm; section 3 compares the performance of the proposed method and conventional methods using three simulations; and section 4 concludes this paper and discusses potential applications.
Distance Determination Algorithm for Obstacle Avoidance
Let ℛ~N (r, R) denote the estimated position of a mobile robot, where N is the multivariate normal distribution, r is the mean position vector and R is the covariance matrix. Similarly, let Q~N (q, Q) denote the estimated position of an obstacle (see Figure 1 (a)). Then, the relative collision probability distribution between ℛ and Q is N (r − q, R + Q). The N (r − q, R + Q) must be analysed in order to avoid collision. First, a new coordinate system is implemented. The eigenvector of its covariance is represented by eigendecomposition:
is the diagonal matrix of the standard deviations σ i . Using V as a basis set of the new coordinates, the collision probability distribution is represented by S~N ( 0, S 2 ) , where 0 is the zero vector. The relative position of the robot is s = V T (r − q). Then, the collision probability density between ℛ and Q is the probability density of S at s.
The probability density of S is defined for the entire workspace; the mobile robot always has non-zero collision probability. Therefore, it is impossible to move to the target point without collision probability. In this situation, the best strategy is to avoid the high collision probability region. This region is determined by a collision probability density threshold. If any position has higher probability density than the threshold, this position is included in the obstacle region. The obstacle region is defined as follows.
Definition 1. Obstacle region
The obstacle region E is a set of relative positions, which have a greater than negligible collision probability density (see Figure 1 (b)). where ρ is the collision probability density threshold and d M ( 0, S 2 ; e ) = (e − 0) T S −2 (e − 0) is the Mahalanobis distance [9] between N ( 0, S 2 ) and e.
Let Ē denote the volume of E, where Ē is a measure of the influence of E and depends on | S | and ρ (see Eq. (1)). These factors should be analysed in order to control the influence of E as intended.
Property 1.1. Volume of the obstacle region
Ē is concave down at | S | ≥ 0 (see Figure 2 for an example) and should have a positive value. Therefore, the interval for an obstacle region to have volume is:
Volume of the obstacle region (a) Assuming an obstacle is moving from left to right, its position is (t, 0), its standard deviation matrix is 0.5 0 0 1.9 t, and ρ = 10 −2 m −2 , where t is the time. The obstacle region is a point mass at t = 0 s . This region increases for t ∈ 0, 5.855 and decreases for t ∈ ( 
Proof
The boundary of E is a n -dimensional hyperellipsoid. Therefore, the following equations are established: 
There are only two points satisfying Ē ( S 2 ; ρ ) = 0. 
The | S max | can be obtained from the sensor model or experimentation.
Assume that Ē is positive number when the obstacle is in the alert area. From Property 1.1, 
Definition 2. Distance considering position uncertainty
The distance calculation between ℛ and Q is an optimization problem with a constraint as described below:
where ρ satisfies Property 1.2 (see the first paragraph of this section for notation).
If the relative position is inside of E, which is a condition that is easy to check, then the distance is zero. Property 2.1 describes the case for which the relative position is within E . However, in general, the relative position is outside of E. Therefore, the Lagrange multiplier method [10] is used to calculate d U .
Property 2.2. Distance to the obstacle region
If the relative position is outside of E, the Lagrange multiplier method is used to find the minimum distance subject to an equality constraint. Then, d U can be redefined using the Lagrange multiplier λ.
where I is an identity matrix.
Proof
The Lagrange function corresponding to Definition 2 can be defined as:
where f (e, s) = e − s 2 is a function to be optimized, while The variable e in the equation g can be replaced with the above equation: 
Similarly, or not λ is close to the solution. Therefore, a root-finding algorithm is used in order to solve Eq. (4). The following algorithm is a process to determine the distance by implementing Properties 2.1 and 2.2.
In lines 1-2, the relative position and covariance are calculated. If both the robot and the obstacle are point masses, then this algorithm returns a Euclidean distance (line 3). In line 4, it checks s ∈ E using the Mahalanobis distance (see Property 2.1 for details). Finally, a rootfinding algorithm is executed in lines 5-6. It searches for the λ value that satisfies g(λ) = 0, where g(λ) : = g ( s, S 2 ; ρ, λ ) .
The requirements for this approach are as follows:
Thus, an interval a, b satisfying conditions i and ii is required. Also, it should satisfy condition iii (see below) in order to calculate the maximum distance error.
When condition iii is satisfied, the maximum distance error can be calculated from end points of the interval. This value enables the root-finding algorithm to iterate until the distance error sufficiently converges to zero.
In order to satisfy conditions i-iii, the interval is inferred by
In other words, the maximum number of continuous subintervals is n + 1 : the value of g is differentiable at
Since f has small value at λ → 0, the closest subinterval is:
where σ min = min i σ i . The upper limit of λ is derived as follows:
From Eqs. (7) (8) , the interval containing a root can almost be initialized. The value of g at the end points of the interval iii. is a monotone function when ∈ , ,
where ≔ , ;
. When condition ⅲ is satisfied, the maximum distance error can be calculated from end points of the interval. This value enables the root-finding algorithm to iterate until the distance error sufficiently converges to zero.
In order to satisfy conditionsⅰ-ⅲ, the interval is inferred by 0. This function is not differentiable at . In other words, the maximum number of continuous subintervals is
where ∈ 1, 1 and . Since has small value at → 0, the closest subinterval is:
where . The upper limit of is derived as follows: 
However, this interval does not include a lower bound, which therefore decreases the performance of the root-finding algorithm. The interval does not even satisfy condition iii. The purpose of algorithm 2 is to initialize a, b , thereby satisfying conditions iiii.
The above algorithm applies Eqs. (7) (8) in lines 1-2 and sets the initial searching point in consideration of condition iii in lines 3-4; the initial searching point is derived from the
The sign of ∇ λ f (λ) only depends on λ because λ > − σ min 2 .
Thus f (λ) is monotone function at each λ interval (−σ min 2 , 0 and (0, ∞). If λ max ≤ 0, then (λ min , λ max ⊂ (−σ min 2 , 0 , and it satisfies condition iii. Otherwise, (λ min , λ max ⊂ (−σ min 2 , 0 ∪ (0, ∞), and needs to be separated. In this case, condition iii can be achieved by setting λ = 0 as an initial searching point. This will be the end point of the searching interval at the next iteration.
The iteration process of algorithm 2 is simple; at each iteration, the interval is divided in two at the midpoint c = (a + b) / 2. The sign of g(c) is checked, the interval to satisfy condition ii is updated and the process is iterated until the lower bound is changed.
This interval initialization is in preparation for an efficient root-finding. If the interval contains both bounds, the rootfinding method can use an interpolation technique, which is fast. Also, the distance function at this interval is a monotone function; therefore, the distance error bound calculation is possible with a simple computation. Algorithm 3 is the root-finding algorithm in consideration of distance error.
This algorithm is based on the Van Wijngaarden-Dekker-Brent method [11] , a popular root-finding method that superlinearly converges to the root. It modifies the loop repetition condition and error criteria for considering distance error, unlike the original method [8] , which considers the Lagrange multiplier error. The calculated distance error bound determines whether to repeat the loop or not. In other words, it establishes the distance error margin.
Line 3 is the loop repetition condition. If the searching point satisfies Property 2.2 or the interval has a distance error smaller than the distance error margin ϵ, the loop terminates. It then tries to use the fast-converging method in lines 4-6: namely, an inverse quadratic interpolation and secant method. If it fails or the result is not good, it implements a robust bisection method in lines 7-13. Lastly, it updates the interval using the search result in lines 14-17.
The determined distance computed by the proposed algorithm has two criteria: ρ and ϵ.
These criteria, pertaining to position uncertainty, help with improved distance determination over methods using other criteria, such as confidence [5] , or the Lagrange multiplier [8] . Using the proposed algorithm, the mobile robot can compute the distance in the high collision probability region. Figure 3 shows an example of the overall process of the proposed algorithm, while a performance comparison with the conventional method is described in the next section. 
Simulations
In this section, the proposed method is compared with conventional methods. These methods include the uncertainty determination method and the distance computation method, which use parameters listed in Table 1 . The proposed method is A, while the comparison targets are B and C. The reference distance is computed by D using enough samples. The simulations are executed in MATLAB using a 2.67GHz dual-core processor.
Distance to a single obstacle
The purpose of the first simulation is to ascertain whether these methods can determine distance considering position uncertainty. The constraints of this simulation are the distance error margin ϵ = 10 −2 m and the collision probabil-
Algorithm 3. rootFinding
This algorithm is a sub-algorithm of algorithm 1. It finds the value of , which satisfies the constraint 0, or ≔ , having a sufficiently small distance error. Let us consider a single static obstacle in a two-dimensional workspace (see Figure 4(a) ). The mobile robot moves around the obstacle while maintaining a distance of 1 m . B has different criteria; however, it can have the same boundary by using the confidence The distance error of A-C is represented in Figure 4(c) . A and C establish the distance error to be smaller than ϵ. However, B requires the Lagrange multiplier error margin ε, which has no physical meaning. Thus, B cannot ensure the distance error margin. In order to satisfy ϵ, additional simulations are executed. The adjusted parameter The maximum distance error of A-C is similar to ϵ = 10 −2 m (see Table 2 ). In this constrained situation, the operation times of A-C are represented in Figure 4(d) ; the proposed method A has the shortest operation time. A operates 1.05 times faster than B and 10.83 times faster than C. C is inefficient in determining the distance because the operation time of C is highly influenced by the resolution of the occupancy grid. The simulation results show proposed method A to have the best performance of the methods for considering position uncertainty (A-D). The order of operation times required for distance determination is A<B≪C≪D. A and C establish the distance error margin directly; however, B requires additional process adjustments to satisfy the distance error margin. The reference method D is simple, but inefficient.
Distance to multiple obstacles
The second simulation is an extension of the first simulation: the workspace is extended to a three-dimensional space, in which multiple obstacles exist (see Figure 5(a) ). Unlike the first simulation, the operation time constraint is applied. The parameters are adjusted in order for A-C to have similar operation times. This simulation reconfirms the efficiency of A-C.
A-C compute the distance by ρ = 10 −2 m −3 and a mean operation time of 6.3 × 10 −4 s (see Figure 5(d) ). To comply with this criteria, the confidence of B is calculated for each obstacle. The grid width of C is set to ϵ C 3 in order to account for the three-dimensional workspace. As a result of the parameter adjustments, the distance error margin of A is ϵ = 4 × 10 −4 m , the Lagrange multiplier error margin of B is ε = 10 −4 and the grid width of C is 0.25 m . Figure 5(b) shows the minimum distance between the robot and the obstacles. The maximum distance error of A is 3.9305 × 10 −4 m , which is the smallest value of all the methods. A has an accuracy 6.24 times that of B and 910.91 times that of C (see Table 3 ). The distance error of C depicts a stair-step function due to a lack of operation time, although the time for generating the occupancy grids is excluded.
B has a fundamental problem with its criteria: this method cannot ensure the distance error margin. It is difficult to determine the number of iterations for the root-finding algorithm, because the Lagrange multiplier has no physical significance. However, A ensures the distance error margin because it is capable of calculating the bounds of the distance.
The second simulation shows that A is an effective method for determining distance. This method determines apposite distance with limited operation time; the determined distance provides the maximum error within ϵ. However, it is still unclear whether A can help the robot to avoid obstacles. Therefore, the collision-free path planning is executed in the next simulation.
Distance determination and collision avoidance
The third simulation is used to apply distance determination methods in the context of obstacle avoidance. Let us consider a local path planner using a potential field method [12] . This path planner controls the direction of the mobile robot based on attractive and repulsive forces; the destination creates an attractive force, whereas the closest obstacle creates a repulsive force. In order to simplify the situation, this path planner only uses distance information.
Given that the base path planner cannot consider position uncertainty, its obstacle avoidance capability is dependent on the applied distance determination method. Therefore, the utility of A-E can be quantified by travel time, when the path planner is applied to A-E. A good distance determination method helps the path planner to simultaneously avoid collision and minimize the travel time. The mobile robot should move to the goal area without collision. There exist static and dynamic obstacles, while the mean and covariance of the obstacle position are estimated (see Figure 6 (a)). In order to simulate the worst case, it is assumed that the real obstacle position is a point cloud that is normally distributed. Each point in the point cloud is a position at which the obstacle may exist (see Figure 6 (b)). The collision occurs when the closest point is within the radius of the mobile robot.
The five collision-free paths are generated by A-E with the parameters used in Simulation 2 (see Figure 6(b) ). The distance from the closest point is depicted in Figure 6 (c). The fastest path is generated by method E (see Table 4 ). However, it collides 283 times with point clouds because it is incapable of accounting for position uncertainty. The second fastest path is generated by method D. This method is not included in the comparison group because it is a reference with unlimited operation time.
Therefore, the fastest collision-free path is that generated by method A. The travel time error of this method is 23.5 times smaller than that of method B, and six times smaller than that of method C. In other words, proposed method A can determine a distance similar to the reference distance. Table 4 . Third simulation: collision-free path planning using the potential field method in a three-dimensional workspace
Experiment
This section shows a preliminary experiment on a real robot. The purpose of the robot is to move to the destination while avoiding collision with randomly distributed obstacles. Distance determination methods provide distances for preventing collisions. If the determined distance is too short, the collision probability is increased. Conversely, the robot should go around the long way. Therefore, the determined distance can be evaluated by travel time and distance to the closest obstacle.
The experiment is run in a corridor with a width of 3.0 m (see Figure 7 (a)). This area randomly contains 20 cylinders. The radius of the cylinder is 0.02 m and its position is known (see Figure 7 (b)). Thus, these cylinders can be used as landmarks, unlike the walls on both sides.
The robot used in the experiment is Pioneer3dx [13] . This is a differential type of mobile robot. This robot can be assumed to be a disc with a radius of 0.2555 m . An odometer and a sonar ring are equipped, while serial communication is used to control the robot. The sonar ring consists of eight ultrasonic sensors found toward the front. Its ranging distance is 0.1~5.0 m , while its effectual angle is 30 deg .
The localization is based on the discrete-time extended Kalman filter [14] . First, the robot pose X = x y θ T . is predicted by the robot model and odometer:
( )
where X 0 = 0 0 0 T is the initial robot pose, Δt = 0.1 s is the sampling time, u = v w T is the control input, v is the linear velocity and w is the angular velocity. In turn, the following covariance is predicted: is the initial covariance
Using the sonar ring and landmarks, the robot pose and covariance can be estimated as follows: 
, and z k is the measurement of the sonar ring.
X k + and P k + are used to determine distance to the closest obstacle. When the distance is determined, the robot motion planner, namely the potential field method [12] , can calculate the potential function. The gradient of the potential function is z k +1 . Therefore, the robot moves to the goal while avoiding obstacle regions. Figure 8 shows the estimated position and real path of the mobile robot. The position uncertainty is represented by an ellipse, while the real path is in the expected range. However, E is the only method that does not consider the position uncertainty. Rather, it collides with an obstacle (see (5.3, 0.5) at Figure 8(d) ). When colliding with an obstacle, the determined distance to the obstacle is 0.0916 m . The robot did not recognize the collision after it took place.
The path of C is unstable. This phenomenon is caused by a discretely determined distance. In particular, (0.94, -0.17) and (5.75, -0.02) at Figure 8 (c) show sudden turns. Indeed, it may generate a larger accident. Although the robot can overcome by reducing the width of the grid, the computation time will be increased. Table 5 . Third simulation: collision-free path planning using the potential field method in a three-dimensional workspace See Table 5 . A proposes the mean distance margin of 0.1071 m . This distance prevents collisions caused by position uncertainty. Furthermore, it has the shortest travel time and the shortest operation time. Although the paths of A and B are similar (see Figure 8(a-b) ), B is less efficient 11 Jinhong Noh and Ukyoul Huh: Distance Determination Method for Normally Distributed Obstacle Avoidance of Mobile Robots in Stochastic Environments than A, given that this experiment uses the same parameters of Simulation 1, while the size of the covariance is changed.
Discussion
The proper distance determination method for collisionfree path planning should consider position uncertainty, operation time and collision probability. However, conventional methods do not satisfy all these conditions. Thus, we propose a method that addresses all of these conditions in order to help obstacle avoidance of mobile robots. Simulations and an experiment were executed in order to compare the performance of the proposed method A and the conventional methods B-E (see Table 1 ).
Method E is the simplest and fastest method; however, this method does not consider position uncertainty. It results in collision, especially if the robot is in a highly uncertain environment; this is the only method that resulted in collision with obstacles. On the other hand, while D considers position uncertainty, it is incapable of determining a distance error margin. Using more samples is the only way to obtain accuracy.
Method C uses an occupancy grid. This method generates an obstacle grid using collision probabilities, which is suitable for collision-free path planning. However, this method requires too much operation time, since it calculates the distance to all of the adjacent obstacle grid units. When operated within a reasonable timeframe, the resolution is compromised, thereby making this method unsuitable.
B shows good performance and has a sufficiently short operation time. However, its confidence region has a low correlation with the collision probability. In addition, its root-finding method considers the Lagrange multiplier error, which has no physical meaning. Therefore, several parameter adjustments are required to maintain a desired distance whenever the environment is changed. Therefore, we proposed a distance determination method. The obstacle region is defined, while the distance function is organized by a Lagrange multiplier method. In order to solve this problem effectively, the modified Van Wijngaarden-Dekker-Brent method is used. Unlike the conventional method, it is capable of determining the distance effectively.
The proposed method can prevent collisions caused by position uncertainty. The three simulations show that the proposed method is fast and robust: even if the operation time is higher than ideal, it ensures a collision-free distance by setting a distance error margin. Therefore, this method can be applied to a conventional path planner, without the burden of computation.
Conclusion
The purpose of this paper was to determine the distance to the normally distributed obstacle. Our method raises the obstacle avoidance performance of the robot, especially for highly uncertain environments. Simulations and an experiment showed that the proposed method achieves the purpose, regardless of environments. This paper shows the potential field method application. However, other motion planners, such as the rapidly exploring random tree [15] and the fast marching square method [16] can use our method. In other words, it can facilitate consideration of the stochastic environment in relation to existing motion planners: the only constraint is that object position should be normally distributed. Future work shall aim to overcome this constraint.
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