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densityAbstract The probability hypothesis density (PHD) filter has been recognized as a promising tech-
nique for tracking an unknown number of targets. The performance of the PHD filter, however, is
sensitive to the available knowledge on model parameters such as the measurement noise variance
and those associated with the changes in the maneuvering target trajectories. If these parameters are
unknown in advance, the tracking performance may degrade greatly. To address this aspect, this
paper proposes to incorporate the adaptive parameter estimation (APE) method in the PHD filter
so that the model parameters, which may be static and/or time-varying, can be estimated jointly
with target states. The resulting APE-PHD algorithm is implemented using the particle filter
(PF), which leads to the PF-APE-PHD filter. Simulations show that the newly proposed algorithm
can correctly identify the unknown measurement noise variances, and it is capable of tracking mul-
tiple maneuvering targets with abrupt changing parameters in a more robust manner, compared to
the multi-model approaches.
 2016 Production and hosting by Elsevier Ltd. on behalf of Chinese Society of Aeronautics and
Astronautics. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/
licenses/by-nc-nd/4.0/).1. Introduction
Multiple target tracking (MTT) has gained wide attentions due
to its theoretical and practical importance. Conventionally, theMTT problem was tackled from the perspective of data asso-
ciation. A number of tracking algorithms were developed in
the literature on the basis of techniques including the joint
probabilistic data association (JPDA),1 joint integrated
probabilistic data association (JIPDA)2 and multiple
hypothesis tracking (MHT).3 These methods are generally
computationally intensive and some of them even have
exponentially growing complexity as the target number
increases. Reduced-complexity techniques were proposed in
Refs.4–6. They are better for real-time applications at the cost
of degraded estimation accuracy.ts, Chin
2 J. Yang et al.Recently, the use of the random finite set (RFS) theory7–11
attracted great interests, because it provides an elegant formu-
lation of the MTT problem. But the obtained multi-target
Bayesian filter is intractable in most practical scenarios due
to the inherent combinatorial nature of multi-target state den-
sities and the need for evaluating set integrals over high dimen-
sional spaces. To deal with the intractability, the probability
hypothesis density (PHD) filter7 and the cardinalized PHD
(CPHD) filter8 were developed using the first-order moment
and cardinality distributions. Existing closed-form realizations
of PHD filters include the particle filter PHD (PF-PHD),9,10
Gaussian mixture PHD (GM-PHD) filter11 and various mod-
ified versions.12–15 Different from the PHD and CPHD filters,
the cardinality-balanced multi-target multi-Bernoulli
(CBMeMBer) filter was proposed in Ref.16 for MTT by
directly propagating the approximate posterior density of the
targets. These algorithms exhibit good performance only when
the model parameters, such as the measurement noise vari-
ances, are known precisely. In the presence of unknown
time-varying measurement noise variances, the variational
Bayesian (VB) approximation method17–19 can be employed
to recursively estimate the joint PHDs of the multi-target states
and the measurement noise variance.20,21 However, these
methods may suffer from performance degradation if targets
manoeuver with unknown abruptly changing parameters.
For maneuvering target tracking, the use of the jump Mar-
kov system (JMS) that switches among a set of candidate mod-
els in a Markovian fashion has proved to be effective.22,23
Pasha et al.24 introduced the linear JMS into PHD filters
and derived a closed-form solution for the PHD recursion.
Furthermore, the unscented transform (UT) and the linear
fractional transformation (LFT) were combined with the
closed-form solution for the nonlinear jump Markov multi-
target models in Refs.25,26. In Ref.27, a GM-PHD filter for
jump Markov models was developed by employing the best-
fitting Gaussian (BFG) approximation approach. These algo-
rithms assume the Gaussianity of the PHD distribution, which
may limit their application scope. The multiple-model particle
PHD (MMP-PHD) filter, the MMP-CPHD filter and MMP-
CBMeMBer filter are implemented by using the sequential
Monte Carlo (SMC) method and their improved versions were
presented in Refs.28–30. Most of the MM-based filters track
multiple maneuvering targets through the interaction of multi-
ple models, which is realized via combining estimates from dif-
ferent models according to their respective model likelihoods.
The difficulty of applying them in tracking targets with
abruptly changing maneuvering parameters comes from the
need to specify a prior set of candidate models. In other words,
they may suffer from the curse of dimensionality: if we wish to
account for multiple unknown parameters, the number of
models needed would increase exponentially with the number
of parameters.
In this work, we incorporate the adaptive parameter esti-
mation (APE) technique into the PHD filter for addressing
the problem of multiple maneuvering target tracking, where
both static and time varying unknown parameters, namely
the measurement noise variance and the parameters associated
with abrupt target maneuvers, are presented and need to be
estimated. The inverse Gamma (IG) distribution is used to
approximate the posterior distribution of the measurementPlease cite this article in press as: Yang J et al. Probability hypothesis density filter wit
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is adopted to propagate the posterior marginal of the time-
varying parameters as a mixture of multivariate Gaussian dis-
tributions.31–33 The obtained APE-PHD filter is realized using
the particle filter (PF), which leads to the PF-APE-PHD algo-
rithm for tracking multiple maneuvering targets in the pres-
ence of unknown model parameters. Simulation results show
that the proposed algorithm exhibits better robustness and
improved tracking performance over the MM-PHD and
MM-CPHD algorithms.
The remainder of this paper is organized as follows. Sec-
tion 2 formulates the problem of tracking a target in the pres-
ence of unknown model parameters. It also briefly reviews the
APE technique and the PHD filter. Section 3 develops the
APE-PHD algorithm and presents the closed-form solution,
the PF-APE-PHD algorithm. Simulation results are given in
Section 4. Finally, conclusions are provided in Section 5.
2. Preliminary
2.1. Problem formulation
The state-space model for tracking a single target moving on a
two-dimensional plane is given by
xkþ1 ¼ Fxk þ Gvk ð1Þ
yk ¼ hðxkÞ þ wk ð2Þ
where xk ¼ ½xk; vxk ; yk; vyk T denotes the target state at time k,
ðxk; ykÞ and ðvxk ; vykÞ denote its position and velocity. F and
G are the state transition matrix and the process noise gain
matrix. yk is the measurement vector. vk and wk denote the pro-
cess noise and the measurement noise. They are independent of
each other and modeled as zero-mean Gaussian random pro-
cesses with covariance Qk and Rk.
In many practical applications, the state-space model in
Eqs. (1) and (2) may contain unknown parameters. For exam-
ple, if the target conducts a coordinated turn (CT),28 the state
transition matrix would become
FðxÞ ¼
1
sinxT
x
0  1 cosxT
x
0 cosxT 0  sinxT
0
1 cosxT
x
1
sinxT
x
0 sinxT 0 cosxT
2
6666664
3
7777775
ð3Þ
The turn rate x may be unknown and time-varying. Besides,
the measurement noise covariance Rk may also be unknown.
In these scenarios, we need to jointly estimate the posterior dis-
tribution of the target states and the unknown parameters
from the measurements.
Let Uk be a column vector that collects the static and time-
varying parameters in the state-space model. The posterior
probability density function (PDF) of the target state vector
xk and Uk conditioned on the measurements up to time k is,
according to Bayes’ rule,
pðxk;Ukjy1:kÞ ¼
pðykjxk;UkÞpðxk;Ukjy1:k1Þ
pðykjxk;UkÞpðxk;Ukjy1:k1ÞdxkdUk
ð4Þh adaptive parameter estimation for tracking multiple maneuvering targets, Chin
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pðxk;Ukjy1:k1Þ¼ pðxkjxk1;Uk1ÞpðUkjUk1Þpðxk1;Uk1jy1:k1Þdxk1dUk1
ð5Þ
Deriving exact recursive solutions for the posterior distribu-
tion pðxk;Ukjy1:kÞ from Eqs. (4) and (5) is in general intractable
and as a result, approximate solutions are usually resorted to.
One such approach is the SMC method, also referred to as the
particle filter (PF).9,11,14
2.2. Adaptive parameter estimation (APE)
In Refs.31,32, the Liu and West (LW) filter was proposed for
the joint identification of static parameters and target states.
In particular, the marginal posterior distribution of the
unknown parameters is approximated and propagated using
a mixture of multivariate Gaussian distributions. In Ref.33,
the particle learning technique was introduced into the LW fil-
ter. The obtained APE filter can handle both static and time-
varying parameters.
The development of the APE method starts with factorizing
pðxk;Ukjy1:k1Þ into
pðxk;Ukjy1:k1Þ ¼ pðxkjy1:k1;UkÞpðUkjy1:k1Þ ð6Þ
Let Uk ¼ ½hk; nk, where hk and nk collect static and time-
varying parameter vectors. The marginal predicting distribu-
tion of Uk can be expressed as
pðUkjy1:k1Þ ¼ pðhk; nkjy1:k1Þ ¼ pðhkjy1:k1; nkÞpðnkjy1:k1Þ ð7Þ
The predicted distribution pðhkjy1:k1; nkÞ of the static parame-
ter vector hk is characterized using sufficient statistics sk, i.e.,
hk  pðhjskÞ.32 The predicted distribution of the time-varying
parameter vector nk is approximated via
pðnkjy1:k1Þ
XN
i¼1
xik1Nðnkjmik1;h2Vk1Þ with probability 1b
pnðn0Þ with probability b
8><
>:
ð8Þ
where Nðnkjmik1; h2Vk1Þ is a Gaussian kernel with mean mik1
and covariance h2Vk1, and h 2 ð0; 1Þ denotes a scaling param-
eter that shrinks the kernel. xik1 is the weight of the ith com-
ponent. Here, b can model the temporal evolution of nk. It is
defined as the probability that nk is subject to an abrupt change
at time k, or equivalently speaking, time k is a changepoint.33
The time-varying vector nk is assumed to be piecewise constant
between two neighboring changepoints. As defined in Eq. (8),
if there is no abrupt change in nk, its predicted PDF follows a
Gaussian mixture model of N components. The mean and
covariance of each components are obtained by
mik1 ¼ anik1 þ ð1 aÞnk1 ð9Þ
Vk1 ¼
XN
i¼1
xik1ðnik1  nk1Þðnik1  nk1Þ
T ð10Þ
where nk1 ¼
PN
i¼1x
i
k1n
i
k1 is the minimum mean square error
(MMSE) estimate of nk1 at time k 1, and nik1 denotes the
ith Gaussian component of the time-varying vector nk1.
a ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p
is the shrinkage factor suggestedin Ref. 34 toPlease cite this article in press as: Yang J et al. Probability hypothesis density filter wit
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Eq. (8). It is noted that standard kernel smoothing requires
that kernel components be centered around the mean vectors
mik1 ¼ nik1, which results in a posterior distribution overly
dispersed in the sense that the covariance of the mixture is lar-
ger than Vk1. The shrinkage factor introduced in Eq. (9) can
force particles nik1 to move closer to their sample mean nk1 so
that maintaining the same covariance Vk1 is achieved.
In the case that the time instant k is a changepoint, and the
predicting distribution of the time-varying vector nk will be
reset to pnðn0Þ, its prior distribution. With the predicted PDF
given in Eq. (8), the APE filter utilizes the PF to produce an
approximation of the posterior distribution pðxk;Ukjy1:kÞ in
Eq. (4). Suppose at time k  1, the posterior distribution is rep-
resented by N particles fxik1; hik1; nik1g
N
i¼1 with weights x
i
k1.
At time k, each particle is given two weights33
xik;1 / xik1pðykjlik; hik1; nikÞ; where
nik  Nðnkjmik1; h2Vk1Þ; lik ¼ E½xikjxik1; hik1; nik ð11Þ
xik;2 / xik1pðykjlik; hik1; cikÞ; where cik  pnðn0Þ;
lik ¼ E½xikjxik1; hik1; cik ð12Þ
which essentially leads to 2N particles. xik;1 and x
i
k;2 corre-
spond to the probability of the current measurement yk when
there is no changepoint and when there is a changepoint,
respectively. In the former case, the value of time-varying
parameter vector nik is drawn from the Gaussian component
Nðnkjmik1; h2Vk1Þ, while for the latter case, its value cik is pro-
duced using the prior distribution pnðn0Þ (see also Eq. (8)). A
resampling is then performed on the basis of the weights
ð1 bÞxik;1 and bxik;2 to select N particles out of 2N particles
and propagate them to generate the approximation of the pos-
terior pðxk;Ukjy1:kÞ at time k. For more details on the APE fil-
ter for tracking a single maneuvering target, please refer to
Ref.33.
2.3. PHD filter
Under the RFS framework, we denote the multiple target
state set and the measurement set at time k as
Xk ¼ fxk;1; xk;2; . . . ; xk;Nkg and Yk ¼ fyk;1; yk;2; . . . ; yk;Mkg. Both
Nk and Mk are random integers and they are the number of
targets and measurements, respectively. Suppose Xk1 is the
multiple target state set at time k 1, then Xk and Yk can be
expressed as
Xk ¼
[
x2Xk1
Skjk1ðxÞ
 ![ [
x2Xk1
Bkjk1ðxÞ
 ![
Ck ð13Þ
Yk ¼ Kk
[ [
x2Xk
HkðxÞ
 !
ð14Þ
where Skjk1ðxÞ is the RFS of targets surviving from time k 1
to k, Bkjk1ðxÞ is the RFS of targets spawned from Xk1 and Ck
is the RFS of targets that appear spontaneously at time k.
HkðxÞ and Kk are the RFSs of measurements originating from
the targets in Xk and the clutters.h adaptive parameter estimation for tracking multiple maneuvering targets, Chin
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target posterior PDF are7
pkjk1ðXkjY1:k1Þ ¼
Z
fkjk1ðXkjXÞpk1ðXjY1:k1ÞlsðdXÞ ð15Þ
pkjkðXkjY1:kÞ ¼
gkðYkjXkÞpkjk1ðXkjY1:k1ÞR
gkðYkjXÞpkjk1ðXjY1:k1ÞlsðdXÞ
ð16Þ
where ls denotes the approximate state space Lebesgue mea-
sure, pkjk1ðXkjY1:k1Þ and pkjkðXkjY1:kÞ are the predicted
PDF and the posterior PDF, respectively. fkjk1ðÞ is the state
transition PDF and gkðÞ is the measurement likelihood
function.
The PHD filter proposed by Mahler7 yields an approxima-
tion of the optimal Bayesian filter given in Eqs. (15) and (16)
via propagating only the first-order moment of pkjkðXkjY1:kÞ,
i.e., the PHD. It is capable of tracking a variable number of
targets and estimating both the number of targets and their
states without utilizing data association techniques. The
PHD is a multi-peak function in the state space. The number
of peaks is often (but not necessarily) approximately equal
to the number of targets, and the peak positions correspond
to the expected values of target states, which can be
extracted through the use of the expectation-maximum (EM)
algorithm35,36 or clustering techniques.9,37
Let vkjk1ðxÞ and vkjkðxÞ denote the predicted and posterior
intensity functions of pkjkðXkjY1:kÞ. Their prediction and
update equations are
vkjk1ðxÞ ¼
Z
ðpS;kjk1ðx0Þfkjk1ðxjx0Þ
þ bkjk1ðxjx0ÞÞvk1jk1ðx0Þdðx0Þ þ ckðxÞ ð17Þ
vkjkðxÞ ¼ ½1 pD;kðxÞvkjk1ðxÞ
þ
X
y2Yk
pD;kðxÞgkðyjxÞvkjk1ðxÞ
jkðyÞ þ
R
pD;kðxÞgkðyjxÞvkjk1ðxÞdx
ð18Þ
where bkjk1ðxÞ and ckðxÞ are the intensities of the RFSs of the
spawned targets and spontaneous births. pS;kjk1ðxÞ denotes the
survival probability and pD;kðxÞ is the detection probability.
jkðyÞ ¼ kkckðyÞ is the intensity of the clutter RFS, which is
assumed to be Poisson distributed with mean rate kk, and
ckðyÞ is the distribution of the clutter.3. Tracking multiple maneuvering targets
3.1. APE-PHD recursions
We shall first generalize the PHD recursions in Eqs. (17) and
(18) to take into account the presence of unknown model
parameters. To simplify the presentation, it is assumed that
the survival and the detection probabilities are independent
of both the target state vector and the unknown parameter
vector Uk. They will thus be denoted by pS;kjk1 and pD;k. Fur-
ther drop the subscript k in Uk for notation simplicity and let
vk1ðx;UÞ be the joint posterior PHD at time k 1. According
to Eq. (17), Eq. (18) and the Chapman-Kolmogorov equation,
the predicted PHD vkjk1ðx;UÞ can then be described asPlease cite this article in press as: Yang J et al. Probability hypothesis density filter wit
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ZZ
ðpS;kjk1fkjk1ðx;Ujx0;U0Þ
þbkjk1ðx;Ujx0;U0ÞÞvk1ðx0;U0Þdðx0ÞdðU0Þþckðx;UÞ
¼
ZZ
ðpS;kjk1fkjk1ðxjx0;U0Þ
þbkjk1ðxjx0;U0ÞÞpkjk1ðUjU0Þvk1ðx0;U0Þdðx0ÞdðU0Þ
þ ckðx;UÞ ð19Þ
When the latest measurements become available at time k, the
joint posterior PHD becomes
vkjkðx;UÞ ¼ ð1 pD;kÞvkjk1ðx;UÞ
þ
X
y2Yk
pD;kvD;kðx;UjyÞ
jkðyÞ þ pD;kvD;kðx0;U0jyÞdðx0ÞdðU0Þ
ð20Þ
where
vD;kðx;UjyÞ ¼ gkðyjx;UÞvkjk1ðx;UÞ ð21Þ
Note that in Eqs. (19)–(21), because U is unknown, the
measurement likelihood gkðyjx;UÞ and vkjk1ðx;UÞ are hard
to be obtained, this makes it difficult to calculate the analytic
solution of the joint intensity function vD;kðx;UjyÞ. However,
its approximation solution can be obtained through the use
of the APE technique combined with the PF. The proposed
algorithm is therefore referred to as PF-APE-PHD algorithm,
which will be presented in the following subsection.
3.2. PF-APE-PHD algorithm
In this subsection, the PF is utilized to derive an approxima-
tion of the closed-form solution to the extended PHD recur-
sions in Eqs. (19) and (20). The obtained PF-APE-PHD
algorithm consists of two stages, namely the prediction and
update stages.
We assume that initially, there are N0 targets and N parti-
cles are produced for each target. The total number of particles
is therefore L0 ¼ NN0. Let X0 be the initial multiple target
state set and p0ðX0; h0; n0Þ be the prior joint PDF. The initial
particles fxðiÞ0 ; hðiÞ0 ; nðiÞ0 ;wðiÞ0 g
L0
i¼1 are drawn from p0ðX0; h0; n0Þ,
and the weight is set to be w
ðiÞ
0 ¼ 1=N. For kP 1, the PF-
APE-PHD recursions are as follows.
3.2.1. Prediction stage
Denote s
ðiÞ
k1 ¼ ½aðiÞk1; bðiÞk1 as the sufficient statistic for the static
parameter particle h
ðiÞ
k1. For i ¼ 1; 2; . . . ;Lk1, the parameter
particles can be obtained by
h
ðiÞ
k1  pðhjsðiÞk1Þ ð22Þ
In this work, we consider the case that the static unknown
parameter hk is the variance of the measurement noise. Its con-
jugate prior is approximated by an inverse-gamma (IG) distri-
bution IGða; bÞ with parameters a and b, i.e., IGðh; a; bÞ ¼
ba
CðaÞ h
a1 exp  b
h
 
, where CðaÞ ¼ R 01ta1 exp tð Þdt.18 The
method for estimating a and b is similar to the method20 used
to identify the unknown measurement noise covariance R.
Therefore, the details are omitted here.
To account for the possible abrupt changes in the time-
varying parameters, we evaluate Eqs. (9) and (10) to obtain
the estimate of the means m
ðiÞ
k1 and covariance Vk1 for theh adaptive parameter estimation for tracking multiple maneuvering targets, Chin
Probability hypothesis density filter with adaptive parameter estimation for tracking multiple maneuvering targets 5time-varying parameter particle n
ðiÞ
k1. It is noted that
nk1 ¼
PN
i¼1x
ðiÞ
k1n
ðiÞ
k1 of Eqs. (9) and (10) in this algorithm is
the Monte Carlo posterior mean of all n
ðiÞ
k1 which belong to
the same target cluster. The particle clusters are formed in
the stage of state extraction presented later in this subsection.
We then generate 2Lk1 particles as in the APE filter. For
this purpose, the proposal distributions qkðjxðiÞk1; hðiÞk1;
n
ðiÞ
k1;YkÞ and pkðjhðiÞk1; nðiÞk1;YkÞ used to produce predicted par-
ticles as in Refs.7,14 are employed here. The first Lk1 particles
are generated under the condition that the time-varying
parameters do not change abruptly. They are obtained via
x
ðiÞ
kjk1  qkðxkjxðiÞk1; hðiÞk1;mðiÞk1;YkÞ ð23Þ
Their weights are equal to
w
ðiÞ
kjk1 ¼
/ðxðiÞkjk1; xðiÞk1; hðiÞk1;mðiÞk1Þ
qkðxðiÞk
xðiÞk1; hðiÞk1;mðiÞk1;YkÞw
ðiÞ
k1 ð24Þ
where i ¼ 1; 2; . . . ;Lk1 and /ðxðiÞkjk1; xðiÞk1; hðiÞk1;mðiÞk1Þ is the
transitional PDF. At time k, each particle is given another
weight proportional to the predictive likelihood corresponding
to no changepoint parameter m
ðiÞ
k1, i.e.,
xði;jÞ1 / p YkjxðiÞkjk1; hðiÞk1;mðiÞk1
 
ð25Þ
The remaining Lk1 particles are produced under the assump-
tion that abrupt changes occurred. As in the APE technique,
the values of the time-varying parameters are now drawn from
their prior distributions, i.e., c
ðiÞ
k1  pnðn0Þ. The predicted par-
ticles and their weights are obtained via, for
i ¼ Lk1 þ 1;Lk1 þ 2; . . . ; 2Lk1,
x
ðiÞ
kjk1  qkðxkjxðiLk1Þk1 ; hðiLk1Þk1 ; cðiLk1Þk1 ;YkÞ ð26Þ
w
ðiÞ
kjk1 ¼
/ðxðiLk1Þkjk1 ; xðiLk1Þk1 ; hðiLk1Þk1 ; cðiLk1Þk1 Þ
qkðxðiLk1Þk
xðiLk1Þk1 ; hðiLk1Þk1 ; cðiLk1Þk1 ;YkÞw
ðiÞ
k1 ð27Þ
At time k, each particle is also given another weight propor-
tional to the predictive likelihood corresponding to change-
point parameter c
ðiÞ
k1, i.e.,
xðiÞ2 / p YkjxðiLk1Þkjk1 ; hðiLk1Þk1 ; cðiLk1Þk1
 
ð28Þ
We select Lk1 out of the 2Lk1 obtained particles. Denote
their indices as li 2 f1; 2; . . . ; 2Lk1g, where i ¼ 1; 2; . . . ;Lk1,
the selection process is as follows.
(1) For i ¼ 1; 2; . . . ; Lk1, select indices li with probability
ð1 bÞxðliÞ1 from ½1; 2; . . . ; Lk1 and bxðl
iÞ
2 from
½Lk1 þ 1; . . . ; 2Lk1, where b is the probability that an
abrupt change occurred and it is assumed to be known
(see also Section 2.2).
(2) If li 2 f1; 2; :::; Lk1g, then update the time-varying
parameter particles using n
ðiÞ
k  Nðjmðl
iÞ
k1; h
2Vk1Þ, where
V k1 is given in Eq. (10). Set the composite parameter
particle as U
ðiÞ
k ¼ ½hðiÞk1; nðiÞk 
T
with h
ðiÞ
k1 ¼ hðl
iÞ
k1 and the
sufficient statistics for the static parameters as
s
ðiÞ
k1 ¼ sðl
iÞ
k1.Please cite this article in press as: Yang J et al. Probability hypothesis density filter wit
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varying parameter particles to be n
ðiÞ
k ¼ cðl
iÞ
k . The com-
posite parameter particle and the sufficient statistics
remain to be denoted by U
ðiÞ
k ¼ ½hðiÞk1; nðiÞk 
T
with
h
ðiÞ
k1 ¼ hðl
iÞ
k1 and s
ðiÞ
k1 ¼ sðl
iÞ
k1.
Relabel the selected particles with indices i ¼ 1; 2; . . . ;Lk1,
x
ðiÞ
kjk1 ¼ xðl
iÞ
kjk1 with w
ðiÞ
kjk1 ¼ wðl
iÞ
kjk1. Sample Jk new-born parti-
cles with indices i ¼ Lk1 þ 1;Lk1 þ 2; . . . ;Lk1 þ Jk from the
proposal distribution pkðxkjhðiÞ0 ; nðiÞ0 ;YkÞ via7,14
x
ðiÞ
kjk1  pkðxkjhðiÞ0 ; nðiÞ0 ;YkÞ;
i ¼ Lk1 þ 1; Lk1 þ 2; . . . ;Lk1 þ Jk ð29Þ
w
ðiÞ
kjk1 ¼
1
Jk
ckðxðiÞk ; hðiÞ0 ; nðiÞ0 Þ
pkðxðiÞk
hðiÞ0 ; nðiÞ0 ;YkÞ ;
i ¼ Lk1 þ 1; Lk1 þ 2; . . . ;Lk1 þ Jk ð30Þ3.2.2. Update stage
After receiving the measurement at time k, the Lk1 þ Jk
particle weights can be updated by
w^
ðiÞ
k ¼ ð1PD;kðxðiÞk ÞÞþ
X
y2Yk
pD;kðxðiÞk ÞgkðyjxðiÞk ;hðiÞk1;nðiÞk1Þ
kkckðyÞþ
P
y2Yk pD;kðx
ðiÞ
k ÞgkðyjxðiÞk ;hðiÞk1;nðiÞk1ÞwðiÞkjk1
" #
w
ðiÞ
kjk1
ð31Þ3.2.3. Computation of the total mass
Nk ¼
XLk1þJk
i¼1
w^
ðiÞ
k ð32Þ3.2.4. Resampling
Resample fxðiÞk ; hðiÞk ; nðiÞk ; w^ðiÞk =Nkg
Lk1þJk
i¼1 through the weights to
obtain a new particle set fxðiÞk ; hðiÞk ; nðiÞk ;wðiÞk =Nkg
Lk
i¼1. Each parti-
cle is assigned the same weight Nk=Lk after resampling, where
Lk ¼ Lk1 þ Jk.
3.2.5. Extraction of target states
Target states can be obtained by clustering the particles and
the cluster centers are the estimated states X^k ¼ fx^k;jgN^kj¼1, where
N^k ¼ roundðNkÞ is the estimate of the target number, and
roundðÞ denotes the rounding operator.
4. Simulations
In order to illustrate the performance of the proposed PF-
APE-PHD algorithm, a two-dimensional tracking scenario is
simulated. The benchmark techniques are the MMP-PHD,28
MMP-CPHD and MMP-CBMeMBer filters.29 In the consid-
ered scenario, the measurements are obtained at four station-
ary sensors located at ð0; 0Þ m, ð0; 1 104Þ m, ð1 104; 0Þ m,
and ð1 104; 1 104Þ m. At time k, each sensor outputs the
measured bearing of the received signal, which is given byh adaptive parameter estimation for tracking multiple maneuvering targets, Chin
6 J. Yang et al.ySik ¼ tan1
yk  ySi
xk  xSi
 	
þ wk ð33Þ
where ðxSi ; ySiÞ denotes the location of the ith sensor,
i ¼ 1; 2; 3; 4. wk is the zero-mean Gaussian noise with variance
r2w ¼ 1 104rad2.
There are three maneuvering targets. Targets 1 and 2
remain active throughout the whole simulation process and
their initial positions are at ð3 103; 5 103Þ m and
ð1:4 104; 8 103Þ m, as in Ref.28. Target 3 is a spontaneous
birth at 10th min with initial position ð2 103; 10:5 103Þ m
and disappears at 50th min. The true tracks of the three targets
are depicted in Fig. 1.
When realizing the MMP-PHD and MMP-CPHD algo-
rithms, we set that they both consist of a constant velocity
(CV) model and two CT models. The transition probability
matrix is assumed to be
½hij ¼
1 Ts1 T2s1 T2s1
T
2s2
1 Ts2 T2s2
T
2s2
T
2s2
1 Ts2
2
664
3
775 ð34Þ
where the sampling interval is T ¼ 1 min, and the sojourn
durations are s1 ¼ 200 min and s2 ¼ 100 min. The initial
model probabilities for the three models are all equal to 1=3.
The state evolution for CV and CT models is
xik ¼
1 T 0 0
0 1 0 0
0 0 1 T
0 0 0 1
2
6664
3
7775xik1 þ vik ð35Þ
xik ¼ FðxÞxik1 þ vik ð36Þ
where xik ¼ ½xik; _xik; zik; _zik is the state vector of the ith target.
FðxÞ is the state transition matrix of the CT model (see
Eq. (3) for its definition). We set the turn rates of the two
CT models to be x ¼ 9	=min, and vik is a zero-mean white
Gaussian process noise with covariance
Q ¼
T3=3 T2=2 0 0
T2=2 T 0 0
0 0 T3=3 T2=2
0 0 T2=2 T
2
6664
3
7775r2v ð37Þ
where r2v ¼ 1 104 m2 s3.Fig. 1 True target tracks.
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birth process using a Poisson RFS with intensity
C
ðiÞ
k ðxÞ ¼
X3
i¼1
0:2Nðx;mðiÞC ;PðiÞC Þ; i ¼ 1; 2; 3 ð38Þ
where m
ð1Þ
C ¼ ½3 103 m; 0 m=s; 5 103 m; 0 m=s, mð2ÞC ¼
½1:4 104 m; 0 m=s; 8 103 m; 0 m=s, mð3ÞC ¼ ½2 103 m;
0 m=s; 10:5 103 m; 0 m=s, and Pð1ÞC ¼ Pð2ÞC ¼ Pð3ÞC ¼
diag½400; 1; 400; 1. The clutter is modeled as a Poisson RFS
with the mean rate r= 10 over the observation space. The
probabilities of the target survival and detection are
pS;k ¼ 0:99 and pD;k ¼ 0:98, respectively. The initial parameters
of the inverse Gamma distribution are set as a ¼ b ¼ 1.17,20 At
each time, a maximum 1500 and minimum 300 particles per-
hypothesized track are imposed so that the number of particles
representing each hypothesized track is proportional to its
existence probability after resampling in the update step.
To verify the effectiveness of the proposed algorithm, sim-
ulations are performed on a Lenovo T430 desktop with Intel
(R) Core(TM) CPU i5-3210 M, 2.50 GHz and 8 GB RAM.
Two performance metrics are used. One is the statistics of
the target number estimate. The other is the optimal subpat-
tern assignment (OSPA)38 distance defined as
dðcÞp ðX;YÞ ¼
1
n
min
p2Pn
Xm
i¼1
dðcÞ xi; ypðiÞ
 p
þ cpðnmÞ
 ! !1=p
ð39Þ
where X ¼ fx1; x2;    ; xmg and Y ¼ fy1; y2;    ; yng are arbi-
trary finite subsets, 1 6 p < 1, c > 0, m; n 2 No ¼
f0; 1; 2; . . .g. If m > n, dðcÞp ðX;YÞ ¼ dðcÞp ðY;XÞ. In the simula-
tion, the parameters of OSPA distance are set to be p ¼ 2
and c ¼ 1000.
Three simulation experiments are performed and the results
shown are obtained from Monte Carlo simulations of 200
ensemble runs. The first experiment is to evaluate the perfor-
mance for multiple abruptly maneuvering target tracking,
where only the maneuvering parameters (e.g., turn rates) are
unknown. The second experiment is to compare the perfor-
mance of the proposed algorithm in the presence of unknown
maneuvering parameters as well as unknown measurement
noise variances. The last experiment is conducted using differ-
ent measurement noise variances to evaluate the robustness of
the proposed algorithm.
4.1. Multiple abruptly maneuvering target tracking
In this experiment, the standard deviation of the measurement
noise is set to be r ¼ 0:01 rad and it is assumed known for the
considered PF-APE-PHD, MMP-PHD, MMP-CPHD and
MMP-CBMeMBer algorithms. The turn rate x is considered
as an unknown and time-varying parameter for the proposed
PF-APE-PHD algorithm. The MMP-PHD, MMP-CPHD
and MMP-CBMeMBer algorithms use one CV and two CT
models of Eqs. (35) and (36) as the target motion models.
Although in practice, the true turn rates are unavailable for
the IMM-based filters, we realize the CT models with the real
turn rates x ¼ 9	=min and x ¼ 9	=min so that the MMP-
based methods would have the ‘optimal’ performance. Simula-
tion results for this experiment are shown in Figs. 2–4.h adaptive parameter estimation for tracking multiple maneuvering targets, Chin
Fig. 4 Average run time.
Probability hypothesis density filter with adaptive parameter estimation for tracking multiple maneuvering targets 7Fig. 2 shows the average target number estimates obtained
by the PF-APE-PHD, MMP-PHD, MMP-CPHD and MMP-
CBMeMBer filters. It can be seen that the proposed PF-APE-
PHD algorithm can even provide more accurate target number
estimates than the benchmark techniques. The reason is that
the proposed algorithm can effectively estimate jointly the
unknown model parameter x which can be well matched with
the motion model of each target. While for the MMP-PHD,
MMP-CPHD and MMP-CBMeMBer algorithms, the tracking
accuracy is affected by the model interference due to the inter-
action of multiple models, an inevitable phenomenon of IMM-
based techniques, which renders their performance under ‘op-
timal’ parameter settings still inferior to the proposed tech-
nique. Moreover, it is noticed that the MMP-CPHD and
MMP-CBMeMBer algorithms have better performance in
terms of more precise target number estimates than the
MMP-PHD algorithm. The reason is that the MMP-
CBMeMBer method propagates the parameterized approxi-
mation of the posterior cardinality distribution, and the
MMP-CPHD method jointly propagates the cardinality distri-
bution and the intensity function, whereas the MMP-PHD
method propagates the cardinality mean only with a single
Poisson parameter.
Fig. 3 compares the OSPA distances of the four simulated
algorithms, and it is clear that the proposed algorithm again
outperforms the MMP-PHD, MMP-CPHD and MMP-
CBMeMBer algorithms. This is also due to the fact that the
proposed method can adapt to the temporal evolution of the
target maneuvering parameters. It is worth noting that when
the third target disappears at 50th min, the OSPA distance
of the MMP-CPHD algorithm increases suddenly, which indi-
cates that the ‘spooky action’ problem steps in, i.e., it is bene-Fig. 2 Target number estimates.
Fig. 3 OSPA distance statistics.
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harmful when targets really disappear.
Fig. 4 shows the average run time of the four algorithms in
consideration. It can be seen that the average run time of the
proposed PF-APE-PHD algorithm is slightly larger than that
of the MMP-PHD algorithm. The reason is that with the
APE technique, the proposed algorithm generates twice more
particles with different parameter predictions in the predicted
step and has an additional particle selection step. It is noted
that the complexity of the MMP-CBMeMBer is slightly lower
than that of the MMP-PHD algorithm, because this method
allows reliable and inexpensive extraction of state estimates
without particle clustering.
4.2. Multiple abruptly maneuvering target tracking with
unknown measurement noise variance
In this experiment, the true standard deviation of the measure-
ment noise is fixed at r ¼ 0:01 rad, but it is unknown for the
proposed algorithm. We then apply the PF-APE-PHD algo-
rithm to identifying it together with the time-varying turn rate
x and the target states. For comparison purposes, we also sim-
ulate the PF-APE-PHD filters with other assumed values of
the measurement noise variance (i.e., r= 0.005, 0.01, 0.015,
0.03, 0.06, 0.1). The simulation results are summarized in
Figs. 5 and 6.
It is clear that when the measurement noise variance is esti-
mated jointly with the target states, the performance of the PF-
APE-PHD algorithm is very close to that when the measure-
ment noise variance is accurately known in advance
(r ¼ 0:01 rad). This indicates that the proposed PF-APE-
PHD algorithm can achieve accurate joint parameter and tar-
get state estimations. On the other hand, if PF-APE-PHD sim-
ply operates with an incorrect setting of the measurement noise
variance, it would suffer from significant performance degra-
dation, mainly due to model mismatch.
4.3. Performance with different measurement noise variance
settings
In this experiment, we realize two versions of the PF-APE-
PHD filter, one filter with unknown measurement noise vari-
ance and another filter with true measurement noise variance.
The simulation results with different measurement noise stan-
dard deviations (i.e., r= 0.01, 0.02, 0.03, 0.04, 0.05, 0.06,
0.07) are shown in Fig. 7. As can be seen the estimation accu-
racy of the PF-APE-PHD algorithm with unknown r is close
to that of the PF-APE-PHD algorithm with the true value ofh adaptive parameter estimation for tracking multiple maneuvering targets, Chin
Fig. 5 Target number estimates with different measurement noise standard deviations.
Fig. 6 OSPA distance statistics with different measurement noise standard deviations.
Fig. 7 Average OSPA distance statistics with different measure-
ment noise standard deviations.
8 J. Yang et al.r known in advance. It is shown that the proposed algorithm
has a good performance for multiple target tracking with
unknown measurement noise parameters and the time-
varying abruptly changing maneuver parameters.
5. Conclusions
In this paper, we developed a new MTT algorithm, the PF-
APE-PHD filter, to handle the presence of unknown modelPlease cite this article in press as: Yang J et al. Probability hypothesis density filter wit
J Aeronaut (2016), http://dx.doi.org/10.1016/j.cja.2016.09.010parameters including e.g., the measurement noise variance that
is static and the parameters in accordance with the target
maneuvers that may be time-varying and subject to abrupt
changes. The development started with extending the PHD fil-
ter to take into account the unknown parameters and the APE
technique was incorporated to achieve online parameter esti-
mation. The SMC approach was utilized to derive the approx-
imate closed-form solution. Simulations showed that the newly
proposed PF-APE-PHD filter can offer higher tracking accu-
racy in the case of multiple maneuvering targets over the exist-
ing MMP-PHD, MMP-CPHD and MMP-CBMeMBer
algorithms. It is also applicable to the case with unknown mea-
surement noise parameters for multiple maneuvering target
tracking.
In future works, we shall consider introducing the APE
technique into the spline PHD filter,39 the CPHD filter8 and
the CBMeMBer filter40,41 to obtain good algorithms for track-
ing multiple targets with unknown abrupt changing
parameters.
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