In short, a formal module is to a commutative formal group as a module is to its underlying abelian group. For the purpose of developing the moduli theory of elliptic modules, which are instances of formal modules, they will provide a more flexible context for the deformation arguments required to show that the modular schemes M d I constructed in §5B are in fact smooth, hence "manifolds", which fact is required for the proof of their uniformisation in §6 and subsequent compactification in §9, which is then required for the connection with automorphic forms in §10, which was our original motivation (Goal 1.1) in the first talk by (the other) Andrew.
Corollary 1.2. Suppose B is a complete local ring and let m = {x ∈ B : |x| < 1} be its maximal ideal (i.e., the open unit disk about 0). Then for any formal group law F , (m, F ) is a group with composition defined by x · y = F (x, y) ∈ m.
Proof. Immediate.
The corollary shows that F (X, Y ) may be interpreted as an analytic function giving a law of group composition which may be realized on any ring where it is defined so long as the context allows one to make sense of convergence. In particular, when F (X, Y ) and i(X) are both polynomials we may make sense of the group law for any ring whatsoever.
For the additive group, i(X) = −X and we recover the original additive structure even without the assumption of completeness. For the multiplicative group, i(X) is no longer finite so that completeness becomes necessary in general:
This diagram both explains why F (X, Y ) = X + Y + XY is called the multiplicative group law as well as giving an explicit isomorphism of groups (not formal groups!) between (m, F ) and 1 + m, the 1-units of B under multiplication. It also explains why i(X) must be an infinite series: Clearly i(X) must correspond to 1/X on the right (recall uniqueness of i(X) for F ). We "change bases" to find i(X) = 1 1+X − 1 = −X + X 2 − X 3 + · · · . One may now plug i(X) into the multiplicative group law to check its validity, whence by uniqueness one has the expression for i(X).
It turns out that when B has no nilpotent elements which are also (additive) torsion that onedimensional formal group laws over B are always commutative. For example, any (one-dimensional) formal group law over a reduced ring in characteristic zero is commutative. From here on out we will always assume our formal group laws are one-dimensional and commutative.
A homomorphism of formal group laws F, G over B is a power series
We check:
from which it follows that End F is a ring under composition. We thus have a natural map Historically formal group laws were introduced in 1946 by Bochner as an abstraction of the analytic group laws of Lie groups. Bochner there showed that one may prove direct analogues of Lie's theorems using only the group laws. Meanwhile the necessity of restricting to the maximal ideal in order to assure convergence in complete generality shows that these formal group laws should be thought of as being of a local nature, as suggested by their historical origin. In fact in characteristic zero the study of a Lie algebra and the formal group law associated with its Lie group are essentially equivalent, the commutator being recovered from the formal group law via its quadratic terms [
2 Formal O-Modules and the Ring Λ O Let B be an O-algebra and write O i − → B for its structure map. We now consider formal groups whose ring of endomorphisms is (potentially) larger than expected:
Definition A formal O-module over B is a pair (F, ρ), where F is a commutative formal group over B, and ρ is a ring homomorphism from O to End F such that
Remark. It will be important for us later to consider O-algebras for which the structure map is not injective.
Examples
• Any (commutative) formal group over B is a formal Z-module over B.
• The additive group law F = X + Y together with ρ(a)(X) = aX defines a formal O-module over B for any ring O and any O-algebra B. This formal module is uncreatively called the additive module.
• An elliptic O-module over K is defined as any formal O-module whose underlying group law is the additive group law over K which is not the additive module over K, whose endomorphisms are all defined with polynomials (as opposed to power series).
• Lubin-Tate Theory in local class field theory
, for F τ the formal group law over associated to the elliptic curve E τ :
We now think of O as fixed and consider the problem of finding the most general formal Omodule. More specifically, we will look for a O-algebra Λ O and a formal O-module (F u , ρ u ) over Λ O such that for any formal O-module (G, ρ G ) over a O-algebra B, there exists a unique O-algebra map Λ O θ − → B such that applying θ to the coefficients yields F θ u = G and ρ θ u = ρ G . In other words, we want to represent the functor from the category of O-algebras to the category of sets given by B → set of formal O-modules over B.
Let a ij and b ka , i, j ≥ 0, k ≥ 2, a ∈ O be indeterminates and consider the power series in
where there is an individual power series ρ(a) for every a ∈ O. We now subject these symbols to the relations that F u should be a commutative formal group law and that ρ should be a ring homomorphism:
Note that any relation on the coefficients in any of the above equations can be written using only ring operations in O[a ij , b ka ]. If I is the ideal of these relations then we set Λ A = O[a ij , b ka ]/I and write F u and ρ u for the images of F and ρ. We may also put a grading on this ring if we set deg
. Now all the equations above are homogeneous in degree −1 so that I is homogeneous and Λ A will be graded.
It is immediate that Hom O (Λ A , −) represents the functor above. In particular, when O = Z we recover Lazard's ring Λ Z . For the remainder of the talk we will study structural results on Λ O for various O.
Elements of the form xy, where x, y ∈ Λ O are homogeneous of degree > 1, generate a homogeneous ideal. Everything in this submodule is a sum of "decomposable" elements. Write Λ O for the quotient of Λ O by this ideal.
as an O-module can be defined by the symbols d and h a for all a ∈ O subject to the relations
where
We postpone the proof. The importance of the polynomial C n (X, Y ) is demonstrated by the following three lemmas:
is primitive (i.e., the greatest common divisor of its coefficients is 1).
Proof. Simple argument: see Fröhlich [1, III.1, Lemma 1, p60]. Lemma 2.3. Let F (X, Y ) and G(X, Y ) be two formal group laws over an O-algebra B which agree up to degree n terms (i.e.,
Proof. One has that F ≡ G + Γ for some homogeneous polynomial Γ(X, Y ) of degree n. I claim that Γ satisfies
The first two equations are easy. Let us write
Similarly one shows that
. This proves the third formula for Γ. It is now sufficient to prove the next lemma.
Proof. Fröhlich [1, III.1, Theorem 1a, p62] proves it by making a series of reductions until it is sufficient to show it in the case that B is a field. In that situation one shows that the subspace of homogeneous polynomials of degree n satisfying equations (2) is at most one-dimensional. Since C n (X, Y ) satisfies them, it is sufficient to know that C n = 0 in B for which one uses the first lemma. Hazewinkel [2, I.4.3, Lemma 4.3.1, p23] proves it using facts about binomial coefficients.
We will now prove a version of Lemma 2.3 for formal modules.
Lemma 2.5. Let (F (X, Y ), ρ F ) and (G(X, Y ), ρ G ) be two formal O-modules over an O-algebra B and suppose they are congruent modulo (X, Y ) n for some n > 1. Then there exist a unique element d ∈ B and unique elements c a ∈ B, one for each a ∈ O, such that
where the elements d and c a satisfy the relations
As for the second equation there are clearly such c a . To show the relations (3), we have the congruences modulo degree n + 1, for arbitrary a ∈ O:
on the other hand
These two expressions show that c a v(n)C n (X, Y ) = d(a n − a)C n (X, Y ). By primitivity of C n we must have c a v(n) = d(a n − a).
To calculate the second and third identities of (3), calculate congruences relating ρ F (a + b)(X) and ρ G (a + b)(X), then ρ F (a)(ρ F (b)(X)) and ρ G (a)(ρ G (b)(X)), respectively. See Hazewinkel [2, 21.2.4, p204] for the details.
We now return to the proof of Proposition 2.1.
Proof of Proposition 2.1. For n > 1 define J n−1 ⊂ Λ O to be the ideal generated by all elements of degree < n − 1. Now we apply Lemma 2.5 using B = Λ O /J n−1 to compare the additive module over B, X + Y , with the formal O-module corresponding to the homomorphism
. These modules are equivalent modulo (X, Y ) n :
n so that the Lemma guarantees the existence of a unique d ∈ B and unique c a ∈ B, one for each a ∈ O, such that
The key point is that the parts of these equations homogeneous in X and Y of (X, Y )-degree n is independent of (X, Y ) n+1 and J n−1 .
So we find that modulo J n−1 , the element d ∈ B generates all the a i,n−i of degree n − 1 and c a ∈ B equals b na for all a ∈ O. On the other hand, J n−1 is trivial in degree n − 1. They do not generate Λ n−1 A because we might have products of lower-degree terms which cannot be expressed in terms of these generators, but they do generate Λ O n−1 as was to be shown.
We will now specialize the general theorems stated above to a few cases of interest which will be relevant for developing elliptic modules. 
O.
Proof. Let π ∈ O be a prime element, p = char O/(π) and q = |O/(π)|. We will show that Λ O n−1 is free as an O-module on a generator u. There will be two cases to consider:
1. If n is not a power of q, then c a = (a n − a)u and d = v(n)u, where u is a generator of Λ O n−1 .
2. If n = q k , then c a = (a n − a)u/π and d = pu/π, where u is a generator of Λ O n−1 . 1) If n is not a power of p, then c a may be expressed in terms of d by means of the relation (a n − a)d = c a ; here we may take u = d. If n is a power of p, but not of q, then there exists a ∈ O such that a n − a / ∈ (π) (n-th powering on the residue field does not fix everything). Now from the relation ac b + b n c a = c ab we get that (a n − a)c b = (b n − b)c a ; here we take u = (a n − a) −1 c a , so we need to show that we may express d in terms of c a , which follows immediately from the relation d(a n − a) = pc a .
2) Let n be a power of q. In this case we have that a n − a ∈ (π) for all a ∈ O (either a is a unit or it's not; in either case this is true). Hence there exists an epimorphism of O-modules
→ O sending c a → (a n − a)/π and d → p/π, as one easily verifies that the three relations between the c a and d hold under the map. It is surjective because there is at least one a ∈ O such that ν π (a n − a) = 1 (namely any a with valuation 1). Under this O-module map, c π → π n−1 − 1 which is a generator for O. We take u = c π , and claim that c π generates Λ O n−1 as an O-module. This will show that the map above is an isomorphism. Note that in the case char
writex for the image of x in M . From the relation ac b + b n c a = c ab we get (π n − π)c a = (a n − a)c π , so that (π n − π)c a = 0, whence πc a = 0 for any a ∈ O since 1 − π n−1 is a unit. The same relation also shows c πb = πc b + π n c π so that c πb = πc b = 0 in M for any b ∈ O. In particular, c p = 0. But c p = (p n−1 − 1)d and so d = 0 as well.
It follows that M is an O/(π)-module so that x n = x for all x ∈ O. Hence we have c ab = ac b +bc a so thatc : O/(π) → M is a derivation. But then for any a ∈ O we have c a = c a n = na n−1 c a = 0.
was generated by the c a and d, we've shown M = 0. In the first case we took u = d or u = (a n − a) −1 c a for a certain a ∈ O, and in the second case u = c π . From the relations (3) defining d and the c a it is clear that neither d nor any c a are non-zero torsion elements. The result follows. Proof. Both assertions follow from the fact that Λ O is a polynomial algebra on the g i . As they are algebraically independent one may extend a formal O-module defined in low degree in any way which is consistent with the relations (3).
We also have a more specific version of the lemma comparing formal modules agreeing modulo some degree: Proposition 2.10. Let O be the ring of integers of a local nonarchimedean field. For statements (1) and (2) suppose (F, ρ F ) and (G, ρ G ) are formal O-modules over B such that (F, ρ F ) ∼ = (G, ρ G ) mod deg n.
If n is not a power of q, then for a unique
If n is a power of q, then for a unique v ∈ B
In other words, that ψ :
Proof. For (1) and (2) take v to be the image of u ∈ Λ O from Lemma 2.7. (3) may be checked directly. The idea is that the assumed form of ψ implies that F ≡ G in degree < n + 1 so that one may use (1).
Corollary 2.11. The formal O-module (F, ρ) is isomorphic to an additive module if and only if the coefficients of ρ(π) are divisible by π.
For the remainder of the talk we will assume that O is the ring of integers of a local nonarchimedean field with a field E given over O (i.e., there is a given map i : O → E) such that (π) ⊂ ker(i) (E is of "finite characteristic"); for instance, O = A ν ⊂ k ν , k = F q (T ). Our applications later will take E = A nr ν /ν, where ν is some finite place of A. We now introduce the height of such a formal module, which is the most important invariant it has: Theorem 2.12 (Theorem-Definition). Let φ be a homomorphism of formal group laws over E. If φ = 0 then φ(X) = a 1 X p h + a 2 X 2p h + · · · where a 1 = 0, h > 0, and p = char(E). The number h is uniquely determined by φ and is defined to be its height: ht φ = h. By definition, ht 0 = ∞. The height of a formal O-module over E is the height of the endomorphism of multiplication by π. and partial differentiate with respect to Y to get
(Note that if E were characteristic 0 then this shows φ = 0, so that the notion of height is only interesting in positive characteristic.) As E is characteristic p this shows φ = ψ(X p h ) for some h > 0. Take h to be maximal. I now claim that ψ(X) is non-zero in X-degree 1 so that D(ψ) = 0. Let q = p h and set H(X, Y ) to be the power series obtained by raising all of F 's coefficients to the qth power. Then
) so that ψ is a homomorphism of formal group laws from H to G. Now if D(ψ) = 0 we could repeat the argument above which contradicts maximality of h.
Remark. In the case of the height of a homomorphism φ of formal O-modules with p k = q = |O/(π)|, the O-linearity of φ makes it so that k|ht φ. For convenience, Drinfeld takes ht φ/k as his definition of the height. For consistency we will use Drinfeld's convention from here on out.
Proposition 2.13. 1) There exist modules of arbitrary (finite) height.
2) There exist homomorphisms only between modules of the same height. 3) A formal O-module of height h is isomorphic to the additive module mod deg q h .
Proof. 1) Consider any O-algebra map λ : Λ O → E such that λ(g q h −1 ) = 0 and λ(g i ) = 0 when i < q h − 1 (the higher-degree generators can be mapped in an arbitrary way). From the universal property of Λ O , we get a formal O-module over E given by applying λ to F u and ρ u . In this degree we map λ(g q h −1 ) to the corresponding d and we have the relation (a n − a)d = c a for all a ∈ O. In particular c π = 0 so that ρ λ u (π)(X) = c π X q h + · · · shows this module is of height h. 2) A basic property of the height is that the height of a composition of homomorphisms equals the sum of their heights. Hence isomorphisms have height 0, so that the heights of the isomorphic modules must be the same.
3) Follows from Proposition 2.10.
Proposition 2.14. 1) All formal O-modules of a finite height h < ∞ become isomorphic over the separable closure of E.
2) The ring of endomorphisms of such a module over the separable closure of E is isomorphic to the ring of integers of a central division algebra over K with invariant 1/h.
Proof. 
