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Abstract
Deep generative models (e.g. GANs and VAEs) have been developed
quite extensively in recent years. Lately, there has been an increased in-
terest in the inversion of such a model, i.e. given a (possibly corrupted)
signal, we wish to recover the latent vector that generated it. Building
upon sparse representation theory, we define conditions that are appli-
cable to any inversion algorithm (gradient descent, deep encoder, etc.),
under which such generative models are invertible with a unique solution.
Importantly, the proposed analysis is applicable to any trained model,
and does not depend on Gaussian i.i.d. weights. Furthermore, we in-
troduce two layer-wise inversion pursuit algorithms for trained generative
networks of arbitrary depth, and accompany these with recovery guaran-
tees. Finally, we validate our theoretical results numerically and show that
our method outperforms gradient descent when inverting such generators,
both for clean and corrupted signals.
1 Introduction
In the past several years, deep generative models, e.g. Generative Adversarial
Networks (GANs) [11] and Variational Auto-Encoders (VAEs) [15], have been
greatly developed, leading to networks that can generate images, videos, and
speech voices among others, that look and sound authentic to humans. Loosely
speaking, these models learn a mapping from a random low-dimensional latent
space to the training data distribution, obtained in an unsupervised manner.
∗These authors are listed in alphabetical order.
1
ar
X
iv
:2
00
6.
15
55
5v
1 
 [c
s.L
G]
  2
8 J
un
 20
20
100 200 300 400 500 600 700
Hidden Layer Size
20
0
20
40
60
80
100
120
SN
R 
[d
B]
Errors for Layer:0
Gradient Descent
Latent-Pursuit (ours)
Inversion Bound
(a) Latent vector recovery
0 20 40 60 80
SNR [dB]
0
10
20
30
40
50
60
70
80
Nu
m
 E
xp
er
im
en
ts
Errors for Layer:3  (Image)
Latent-Pursuit (ours)
Gradient Descent
(b) Image reconstruction (c) Image inpainting
Figure 1: In this paper we introduce conditions for a generative model to be
invertible regardless of the inversion algorithm. As depicted in (a), in GANs
with random weights, a too small hidden layer results in a non-invertible gen-
erative process. We propose the Latent-Pursuit algorithm, which empirically
outperforms the gradient descent method on trained GANs in the tasks of clean
images reconstruction (b) and image inpainting (c) (from top to bottom: clean
image, corrupted image, gradient descent and our results).
Interestingly, deep generative models are not used only to generate arbitrary
signals. Recent work rely on the inversion of these models to perform visual
manipulation, compressed sensing, image interpolation, image generation, and
others [28, 5, 23, 28]. In this work, we study this inversion task. Formally,
denoting the signal to invert by y ∈ Rn, the generative model as G : Rn0 → Rn,
and the latent vector as z ∈ Rn0 , we study the following inversion problem:
z∗ = arg min
z
1
2
‖G(z)− y‖22, (1)
where G is assumed to be a feed-forward neural network.
The first question that comes to mind is whether this model is invertible, or
equivalently, does Equation 1 have a unique solution? In this work, we establish
theoretical conditions that guarantee the invertibility of the model G. Notably,
the provided theorems are applicable to general non-random generative models,
and do not depend on the chosen inversion algorithm.
Once the existence of a unique solution is established, the next challenge is
to provide a recovery algorithm that is guaranteed to obtain the sought solution.
A common and simple approach is to draw a random vector z and iteratively
update it using gradient descent, opting to minimize Equation 1 [28, 5]. Un-
fortunately, this approach has theoretical guarantees only in limited scenarios
[12, 13], since the inversion problem is generally non-convex. An alternative
approach is to train an encoding neural network that maps images to their la-
tent vectors [28, 8, 2, 23]; however, this method is not accompanied by any
theoretical justification.
We adopt a third approach in which the generative model is inverted in an
analytical fashion. Specifically, we perform the inversion layer-by-layer, similar
to [17]. Our approach is based on the observation that every hidden layer is an
outcome of a weight matrix multiplying a sparse vector, followed by a ReLU
2
activation. By utilizing sparse representation theory, the proposed algorithm
ensures perfect recovery in the noiseless case and bounded estimation error in
the noisy one. Moreover, we show numerically that our algorithm outperforms
gradient descent in several tasks, including reconstruction of noiseless and cor-
rupted images.
Main contributions: The contributions of this work are both theoretical and
practical. We derive theoretical conditions for the invertiblity of deep genera-
tive models by ensuring a unique solution for the inversion problem defined in
Equation 1. Then, by leveraging the inherent sparsity of the hidden layers, we
introduce a layerwise inversion algorithm with provable guarantees in the noise-
less and noisy settings for trained fully-connected generators. To the best of
our knowledge, this is the first work that provides such guarantees for general
(non-random) models, addressing both the conceptual inversion and provable
algorithms for solving Equation 1. Finally, we provide numerical experiments,
demonstrating the superiority of our approach over gradient descent in various
scenarios.
1.1 Related Work
Inverting deep generative models: A tempting approach for solving Equa-
tion 1 is to use first order methods such as gradient descent. Even though this
inversion is generally non-convex, the works in [13, 12] show that if the weights
are random then, under additional assumptions, no spurious stationary points
exist, and thus gradient descent converges to the optimal solution. A different
analysis, given in [16], studies the case of strongly smooth generative models
that are near isometry. In this work, we study the inversion of general (non-
random and non-smooth) ReLU activated generative networks, and provide a
provable algorithm that empirically outperforms gradient descent. A close but
different line of theoretical work analyze the compressive sensing abilities of
trained deep generative networks [22, 5]. That said, these works assume that
an ideal inversion algorithm, solving Equation 1, exists.
Layered-wise inversion: The closest work to ours, and indeed its source
of inspiration, is [17], where the authors proposed a novel scheme for inverting
generative models. By assuming that the input signal was corrupted by bounded
noise in terms of `1 or `∞, they suggest inverting the model using linear programs
layer-by-layer. That said, to assure a stable inversion, their analysis is restricted
to cases where: (i) the weights of the network are Gaussian i.i.d. variables; (ii)
the layers expand such that the number of non-zero elements in each layer
is larger than the size of the entire layer preceding it; and (iii) that the last
activation function is either ReLU or leaky-ReLU. Unfortunately, as the authors
mention in their work, these three assumptions often do not hold in practice.
In this work, we do not rely on the distribution of the weights nor on the
chosen activation function of the last layer. Furthermore, we relax the expansion
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Figure 2: The studied generative model x = G(z).
assumption and rely only on the expansion of the number of non-zero elements
instead.
Neural networks and sparse representation: In the grand search for a
profound theoretical understanding for deep learning, a series of papers sug-
gested a connection between neural networks and sparse coding [20, 25, 7, 24,
21, 27]. In short, this line of work suggests that the forward pass of a neural
network is in fact a pursuit for a multilayer sparse representation. In this work,
we expand this proposition by showing that the inversion of a generative neural
network is based on sequential sparse coding steps.
2 The Generative Model
2.1 Notations
We use bold uppercase letters to represent matrices, and bold lowercase letters
to represent vectors. The vector wj represents the jth column in the matrix
W. Similarly, the vector wi,j represents the jth column in the matrix Wi. The
activation function ReLU is the entry-wise operator ReLU(u) = max{u,0},
and ◦ denotes an Hadamard product. We denote by spark(W) the smallest
number of columns in W that are linearly-dependent, and by ‖x‖0 the number
of non-zero elements in x. The mutual coherence of a matrix W is defined as:
µ(W) = max
i6=j
∣∣wTi wj∣∣
‖wi‖2 ‖wj‖2
. (2)
Finally, we define xS and WSi as the supported vector and the row-supported
matrix according to the set S.
2.2 Problem Statement
As depicted in Figure 2, throughout this work we consider a typical generative
scheme G : Rn0 → Rn of the following form:
x1 = ReLU(W0z),
xi+1 = ReLU(Wixi), for all i ∈ {1, . . . , L− 1},
G(z) = φ(WLxL),
(3)
4
where xi ∈ Rni are the hidden layers, Wi ∈ Rni+1×ni are the weight matrices,
z ∈ Rn0 is the latent vector that is usually randomly selected from a normal
distribution, z ∼ N (0, σ2In0), and φ is an invertible activation function, e.g.
tanh, sigmoid, or piece-wise linear.
Given a sample x = G(z), that was created by the generative model above,
we aim to recover its latent vector z. Note that each hidden vector in the model
is produced by a ReLU activation, leading to hidden layers that are inherently
sparse. This observation supports our approach to study this model utilizing
sparse representation theory. In what follows, we use this observation to derive
theoretical statements on the invertibility and the stability of this problem, and
to develop pursuit algorithms that are guaranteed to restore the original latent
vector.
3 Invertibility and Uniqueness
We start by addressing this question: “Is this generative process invertible?”. In
other words, when given a signal that was generated by the model, x = G(z∗),
we know that a solution z∗ to the inverse problem exists; however, can we ensure
that this is the only one? Theorem 1 below (its proof is given in Appendix A)
provides such guarantees, which are based on the sparsity level of the hidden
layers and the spark of the weight matrices (see Section 2.1). Importantly, this
theorem is not restricted to a specific pursuit algorithm; it can rather be used
for any restoration method (gradient descent, deep encoder, etc.) to determine
whether the recovered latent vector is the unique solution.
Definition 1 (sub-spark). Define the s-sub-spark of a matrix W as the minimal
spark of any subset S of rows of cardinality |S| = s:
sub-spark(W, s) = min
|S|=s
spark(WS). (4)
Definition 2 (sub-rank). Define the s-sub-rank of a matrix W as the minimal
rank over any subset S of rows of cardinality |S| = s:
sub-rank(W, s) = min
|S|=s
rank(WS). (5)
Theorem 1 (Uniqueness). Consider the generative scheme described in Equa-
tion 3 and a signal x = G(z∗) with a corresponding set of representations
{x∗i }Li=1 that satisfy:
(i) sL = ‖x∗L‖0 < spark(WL)2 .
(ii) si = ‖x∗i ‖0 < sub-spark(Wi,si+1)2 , for all i ∈ {1, . . . , L− 1}.
(iii) n0 = sub-rank(W0, s1) ≤ s1.
Then, z∗ is the unique solution to the inverse problem that meets these sparsity
conditions.
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Theorem 1 is the first of its kind to provide uniqueness guarantees for general
non-statistical weight matrices. Moreover, it only requires an expansion of the
layer cardinalities as opposed to [14, 13] and [17] that require dimensionality
expansion that often does not hold for the last layer (typically n < nL).
In the following corollary, we demonstrate the above theorem for the case of
random matrices. We leverage the fact that if W ∈ Rn×m (n ≤ m), then the
probability of heaving n columns that are linearly dependent is essentially zero
[10, Chapter 2]. In fact, since singular square matrices have Lebesgue measure
zero, this corollary holds for almost all set of matrices.
Corollary 1 (Uniqueness for Random Weight Matrices). Assume that the
weight matrices comprise of random independent and identically distributed en-
tries (say Gaussian). If the representations of a signal x = G(z∗) satisfy:
(i) sL = ‖xL‖0 < n+12 .
(ii) si = ‖xi‖0 < si+1+12 , for all i ∈ {1, . . . , L− 1}.
(iii) s1 = ‖x1‖0 ≥ n0,
then, with probability 1 the inverse problem has a unique solution that meets
these sparsity conditions.
The above corollary states that the number of nonzero elements should ex-
pand by a factor of at least 2 between layers to ensure a unique global minimum
of the inverse problem.1 As presented in Section 6.1, these conditions are very
effective in predicting whether the generative process is invertible or not, re-
gardless of the recovery algorithm used.
4 Pursuit Guarantees
In this section we provide an inversion algorithm supported by reconstruction
guarantees for the noiseless and noisy settings. To reveal the potential of our
approach, we first discuss the performance of an Oracle, in which the true
supports of all the hidden layers are known, and only their values are missing.
This estimation, which is described in Algorithm 1, is performed by a sequence
of simple linear projections on the known supports starting by estimating xL
and ending with the estimation of z. Note that already in the first step of
estimating xL, we can realize the advantage of utilizing the inherent sparsity of
the hidden layers. Here, the reconstruction error of the Oracle is proportional
to sL = ‖xL‖0, whereas solving a least square problem, as suggested in [17],
results with an error that is proportional to nL. More details on this estimator
appears in Appendix B.
1In many practical architectures, the last non-linear activation, e.g. tanh, does not pro-
mote sparsity, enabling a decrease in the dimensionality of the image compared to the last
representation vector (i.e. we allow for nL > n).
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Algorithm 1 The Oracle
Input: y = G(z) + e ∈ Rn, and supports of each layer {Si}Li=1.
Algorithm: Set z← arg minz 12
∥∥∥y − φ((∏0i=L WSˆi+1i ) z)∥∥∥2
2
.
In what follows, we propose to invert the model by solving sparse coding
problems layer-by-layer, while leveraging the sparsity of all the intermediate
feature vectors. Specifically, Algorithm 2 describes a layered Basis-Pursuit ap-
proach, and Theorem 2 provides reconstruction guarantees for this algorithm.
The proof of this theorem is given in Appendix C. In Corollary 2 we provide
guarantees for this algorithm when inverting non-random generative models in
the noiseless case.
Algorithm 2 Layered Basis-Pursuit
Input: y = G(z) + e ∈ Rn, where ‖e‖2 ≤ , and sparsity levels {si}Li=1.
First step: xˆL = arg minx
1
2
∥∥φ−1(y)−WLx∥∥22 + λL ‖x‖1, with λL = 2`.
Set SˆL = Support(xˆL) and L = (3+
√
1.5)
√
sL
minj‖wL,j‖2 `.
General step: For any layer i = L− 1, . . . , 1 execute the following:
1. xˆi = arg minx
1
2
∥∥∥xˆSˆi+1i+1 −WSˆi+1i x∥∥∥2
2
+ λi ‖x‖1, with λi = 2i+1.
2. Set Sˆi = Support(xˆi) and i = (3+
√
1.5)
√
si
minj
∥∥∥∥wSˆi+1i,j ∥∥∥∥
2
i+1.
Final step: Set zˆ = arg minz
1
2
∥∥∥xˆSˆ11 −WSˆ10 z∥∥∥2
2
.
Definition 3 (Mutual Coherence of Submatrix). Define µs(W) as the maximal
mutual coherent of any submatrix of W with s rows:
µs(W) = max|S|=s
µ(WS). (6)
Theorem 2 (Layered Basis-Pursuit Stability). Suppose that y = x + e, where
x = G(z) is an unknown signal with known sparsity levels {si}Li=1, and ‖e‖2 ≤ .
Let ` be the Lipschitz constant of φ−1 and define L+1 = `. If in each midlayer
i ∈ {1, . . . , L} the sparsity level satisfies si < 13µsi+1 (Wi) , then,
• The support of xˆi is a subset of the true support, Sˆi ⊆ Si;
• The vector xˆi is the unique solution for the basis-pursuit;
• The midlayer’s error satisfies ‖xˆi − xi‖2 < i.
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Figure 3: The Latent-Pursuit inverts the generative model layer-by-layer as
described in Algorithm 5. This recovery algorithm is composed of three steps:
(1) last layer inversion by Algorithm 3; (2) midlayer inversions using Algorithm
4; and (3) first layer inversion via Algorithm 4 with the x-step detailed in
Equation 13.
In addition, denoting ϕ = λmin((W
Sˆ1
0 )
TWSˆ10 ) > 0, the recovery error on the
latent space is upper bounded by
‖zˆ− z‖2 <
`√
ϕ
L∏
i=1
(3 +
√
1.5)
√
sj
minj
∥∥∥wSˆi+1i,j ∥∥∥
2
. (7)
Corollary 2 (Layered Basis-Pursuit – Noiseless Case). Let x = G(z) with spar-
sity levels {si}Li=1, and assume that si < 1/3µsi+1(Wi) for all i ∈ {1, . . . , L},
and that ϕ = λmin((W
Sˆ1
0 )
TWSˆ10 ) > 0. Then Algorithm 2 recovers the latent
vector zˆ = z perfectly.
5 The Latent-Pursuit Algorithm
While Algorithm 2 provably inverts the generative model, it only uses the non-
zero elements x
Sˆi+1
i+1 to estimate the previous layer xi. Here we present another
algorithm, the Latent-Pursuit algorithm, which expands the Layered Basis-
Pursuit algorithm by imposing two additional constraints. First, the Latent-
Pursuit uses not only the non-zero elements of the subsequent layer, but the
zero entries as well. These turn into inequality constraints, W
Sci+1
i xi ≤ 0, that
emerge from the ReLU activation. Second, recall that the ReLU activation con-
strains the midlayers to have nonnegative values, xi ≥ 0. Finally, we refrain
from applying the inverse activation function φ−1 on the signal since in practical
cases, such as tanh, this inversion might be unstable. The proposed algorithm
is composed of three parts: (i) the image layer; (ii) the middle layers; and (iii)
the first layer. In what follows we describe each of these steps.
We start our description of the algorithm with the inversion of the last layer,
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i.e. the image layer. Here we need to solve
xL = arg min
x
1
2
‖y − φ(WLx)‖22 + λL1Tx, s. t. x ≥ 0, (8)
where 1Tx represents an `1 regularization term under the nonnegative con-
straint. Assuming that φ is smooth and strictly monotonic increasing, this
problem is a smooth convex function with separable constraints, and therefore,
it can be solved using a projected gradient descent algorithm. In particular, in
Algorithm 3 we solve this problem using FISTA (Nesterov’s acceleration) [4].
Algorithm 3 Latent Pursuit: Last Layer Inversion
Input: y ∈ Rn,K ∈ N, λL ≥ 0, µ ∈ (0, 2` ), where φ(·) is `-smooth and strictly
monotonic increasing.
Initialization: u(0) ← 0,x(0)L ← 0, t(0) ← 1.
General step: for any k = 0, 1, . . . ,K execute the following:
1. g←WTLφ′
(
WLx
(k)
L
) [
φ
(
WLx
(k)
L
)
− y
]
.
2. u(k+1) ← ReLU
(
x
(k)
L − µ · (g + λL1)
)
3. t(k+1) ← 1+
√
1+4t(k)2
2
4. x
(k+1)
L ← u(k+1) + t
(k)−1
t(k+1)
(u(k+1) − u(k))
Return: x
(K)
L
We move on to the middle layers, i.e. estimating xi for i ∈ {1, . . . , L − 1}.
Here, both the approximated vector and the given signal are assumed to result
from a ReLU activation function. This leads us to the following problem:
xi = arg min
x
1
2
∥∥∥xSˆi+1 −WSˆi x∥∥∥2
2
+ λi1
Tx, s. t. x ≥ 0, WSˆci x ≤ 0 (9)
where Sˆ = Sˆi+1 is the support of the output of the layer to be inverted, and
Sˆc = Sˆci+1 is its complementary. To solve this problem we introduce an auxiliary
variable a = WS
c
i x, leading to the following augmented Lagrangian form:
min
x,a,u
1
2
∥∥xSi+1 −WSi x∥∥22 + λi1Tx + ρi2 ∥∥∥a−WSci x + u∥∥∥22
s. t. x ≥ 0, a ≤ 0.
(10)
This optimization problem could be solved using ADMM (alternating direction
method of multipliers) [6], however, it would require inverting a matrix of size
ni×ni, which might be costly. Alternatively, we employ a more general method,
called alternating direction proximal method of multipliers [3, Chapter 15], in
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which a quadratic proximity term, 12
∥∥x− x(k)∥∥
Q
, is added to the objective
function (Equation 10). By setting
Q = αI−WSi
T
WSi + βI− ρiWS
c
i
T
WS
c
i , (11)
with
α+ β ≥ λmax(WSi
T
WSi + ρiW
Sc
i
T
WS
c
i ), (12)
we get that Q is a positive semidefinite matrix. This leads to an algorithm that
alternates through the following steps:
x(k+1) ← arg min
x
α
2
∥∥∥∥x− (x(k) − 1αWSi T (WSi x(k) − xSi+1)
)∥∥∥∥2
2
+ λix +
β
2
∥∥∥∥x− (x(k) − ρiβ WSci T (WSci x(k) − a(k) − u(k))
)∥∥∥∥2
2
(13)
s. t. x ≥ 0.
a(k+1) ← arg min
a
ρi
2
∥∥∥a−WSci x(k+1) + u(k)∥∥∥2
2
, s. t. a ≤ 0. (14)
u(k+1) ← u(k) +
(
a(k+1) −WSci x(k+1)
)
. (15)
Thus, the Linearized-ADMM algorithm, described in 4 is guaranteed to converge
to the optimal solution of Equation 10.
Algorithm 4 Latent Pursuit: Midlayer Inverse Problem Algorithm
Initialization: x(0) ∈ Rni , u(0),a(0) ∈ Rsi+1 , ρi > 0, and α, β satisfying
Equation 12.
General step: for any k = 0, 1, . . . execute the following:
1. x(k+1) ← ReLU [x(k) − 1α+βWSi T (WSi x(k) − xSi+1)
− ρiα+βWS
c
i
T
(WS
c
i x
(k) − a(k) − u(k))− λiα+β
]
.
2. a(k+1) ← −ReLU [u(k) −WSci x(k+1)].
3. u(k+1) ← u(k) + a(k+1) −WSci x(k+1).
We now recovered all the hidden layers, and only the latent vector z is left
to be estimated. For this inversion step we adopt a MAP estimator utilizing the
fact that z is drawn from a normal distribution:
z = arg min
z
1
2
∥∥xS1 −WS0 z∥∥22 + γ2 ‖z‖22 , s. t. WSc0 z ≤ 0, (16)
with γ > 0. This problem can be solved by the Linearized-ADMM algorithm
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described above, expect for the update of x (Equation 13), which becomes:
z(k+1) ← arg min
z
α
2
∥∥∥∥z− (z(k) − 1αWS0 T (WS0 z(k) − xS1 )
)∥∥∥∥2
2
+
β
2
∥∥∥∥z− (z(k) − ρiβ WSc0 T (WSc0 z(k) − a(k) − u(k))
)∥∥∥∥2
2
+
γ
2
‖z‖22 .
(17)
Equivalently, for the latent vector z, the first step of Algorithm 4 is changed to
to:
z(k+1) ← 1
α+ β + γ
(
(α+ β)z(k) −WS0
T
(WS0 z
(k) − xS1 )
− ρ1WSc0
T
(WS
c
0 z
(k) − a(k) − u(k))
)
. (18)
Once the latent vector, z, and all the hidden layers {xi}Li=1 are recovered, we
propose an optional step to improve the final estimation. In this step, which we
refer to as debiasing, we freeze the recovered supports and only optimize over
the non-zero values in an end-to-end fashion. This is equivalent to computing
the Oracle, only here the supports are not known, but rather estimated using
the proposed pursuit. Algorithm 5 provides a short description of the entire
proposed inversion method.
Algorithm 5 The Latent-Pursuit Algorithm
Initialization: Set λi > 0 and ρi > 0.
First step: Estimate xL, i.e. solve Equation 8 using Algorithm 8.
General step: For any layer i = L− 1, . . . , 1, estimate xi using Algorithm 4.
Final step: Estimate z using Algorithm 4 but with the x-step described in
Equation 17.
Debiasing (optional): Set z← arg minz 12
∥∥∥y − φ((∏0i=L WSˆi+1i ) z)∥∥∥2
2
.
6 Numerical Experiments
We demonstrate the effectiveness of our approach through numerical experi-
ments, where our goal is twofold. First we study random generative models
and show the ability of the uniqueness claim above (Corollary 1) to predict
when both gradient descent and Latent-Pursuit algorithms fail to invert G as
there exists more than one solution to the inversion task. In addition, we show
that in these random networks and under the conditions of Corollary 2, the
latent vector is perfectly recovered by both the Layered Basis-Pursuit and the
Latent-Pursuit algorithm. Our second goal is to display the advantage of the
Latent-Pursuit over the gradient descent alternative for trained generative mod-
els, in two settings: noiseless and image inpainting.
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Figure 4: Gaussian iid weights: Recovery errors as a function of the hidden-layer
size (n1). The image space dimension is 625, while the first row corresponds to
z ∈ R100 and the second to z ∈ R200. These results support Corollary 1 stating
that to guarantee a unique solution, the hidden layer cardinality s1 ≈ n12 should
be larger than the latent vector space and smaller than the cardinality of image
space. Moreover, it supports Corollary 2 by showing that under the non-zero
expansion condition, the Layered Basis-Pursuit (Algorithm 2) and the Latent-
Pursuit (Algorithm 5) recover the original latent vector perfectly.
6.1 Random Weights
In this part, we validate the above theorems on random generative models, by
considering a framework similar to [14, 17]. Here, the generator is composed of
two layers:
x = G(z) = tanh(W2 ReLU(W1z)), (19)
where the dimensions of the network are n = 625, n1 varies between 50 to
1000 and n0 ∈ {100, 200}. The weight matrices W1 and W2 are drawn from
an iid Gaussian distribution. For each network, we test the performance of
the inversion of 512 random (realizable) signals in terms of SNR for all the
layers, using gradient descent, Layered Basis-Pursuit (Algorithm 2), and Latent-
Pursuit (Algorithm 5). For gradient descent, we use the smallest step-size from
{1e − 1, 1e0, 1e1, 1e2, 1e3, 1e4} for 10, 000 steps that resulted with a gradient
norm smaller than 1e − 9. For Layered Basis-Pursuit we use the best λ1 from
{1e−5, 7e−6, 3e−6, 1e−6, 0}, and for Latent-Pursuit, we use λ1 = 0, ρ = 1e−2
and γ = 0. In Layered Basis-Pursuit and Latent-Pursuit we preform a debiasing
step in a similar manner to gradient descent. Figure 4 marks median results in
the central line, while the ribbons show 90%, 75%, 25%, and 10% quantiles.
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In these experiments the sparsity level of the hidden layer is approximately
50%, s1 = ‖x1‖0 ≈ n12 , due to the weights being random. In what follows, we
split the analysis of the results of this experiment to three segments. Roughly,
these segments are s1 < n0, n0 < s1 < n, and n < s1 as suggested by the
theoretical results given in Corollary 1 and 2.
In the first segment, Figure 4 shows that all three methods fail. Indeed, as
suggested by the uniqueness conditions introduced in Corollary 1, when s1 < n0,
the inversion problem of the first layer does not have a unique global minimizer.
The dashed vertical line in Figure 4 marks the spot where n12 = n0. Interestingly,
we note that the conclusions in [14, 17], suggesting that large latent spaces cause
gradient descent to fail, are imprecise and valid only for fixed hidden layer size.
This can be seen by comparing n0 = 100 to n0 = 200. As a direct outcome of
our uniqueness study and as demonstrated in Figure 4, gradient descent (and
any other algorithm) fails when the ratio between the cardinalities of the layers
is smaller than 2. Nevertheless, Figure 4 exposes an advantage for using our
approach over gradient descent. Note that our methods successfully invert the
model for all the layers that follow the layer for which the sparsity assumptions
do not hold, and fail only past that layer, since only then uniqueness is no longer
guaranteed. However, since gradient descent starts at a random location, all the
layers are poorly reconstructed.
For the second segment, we recall Theorem 2 and in particular Corollary 2.
There we have shown that Layered Basis-Pursuit and Latent-Pursuit are guar-
anteed to perfectly recover the latent vector as long as the cardinality of the
midlayer s1 = ‖x1‖0 satisfies n0 ≤ s1 ≤ 1/3µ(W1). Indeed, Figure 4 demon-
strates the success of these two methods even when s1 ≈ n12 is greater than the
worst-case bound 1/3µ(W1). Moreover, this figure demonstrates that Latent-
Pursuit, which leverages additional properties of the signal, outperforms Layered
Basis-Pursuit, especially when s1 is large. Importantly, while the analysis in [17]
suggests that n has to be larger than n1, in practice, all three methods succeed
to invert the signal even when n1 > n. This result highlights the strength of the
proposed analysis that leans on the cardinality of the layers rather than their
size.
We move on to the third and final segment, where the size of hidden layer
is significantly larger than the dimension of the image. Unfortunately, in this
scenario the layer-wise methods fail, while gradient descent succeeds. Note
that, in this setting, inverting the last layer solely is an ambitious (actually,
impossible) task; however, since gradient descent solves an optimization problem
of a much lower dimension, it succeeds in this case as well. This experiment
and the accompanied analysis suggest that a hybrid approach, utilizing both
gradient descent and the layered approach, might be of interest. We defer a
study of such an approach for future work.
6.2 Trained Network
To demonstrate the practical contribution of our work, we experiment with a
generative network trained on the MNIST dataset. Our architecture is composed
13
of fully connected layers of sizes 20, 128, 392, and finally an image of size
28 × 28 = 784. The first two layers include batch-normalization2 and a ReLU
activation function, whereas the last one includes a piecewise linear unit [19]. We
train this network in an adversarial fashion using a fully connected discriminator
and spectral normalization [18].
We should note that images produced by fully connected models are typi-
cally not as visually appealing as ones generated by convolutional architectures.
However, since the theory provided here focuses on fully connected models, this
setting was chosen for the experimental section, similar to other previous work
[14, 17] that study the inversion process.
Network inversion: We start with the noiseless setting and test our inver-
sion algorithm and compare it to the oracle (which knows the exact support of
each layer) and to gradient descent. To invert a signal and compute its recon-
struction quality, we first invert the entire model and estimate the latent vector,
and then, we feed this vector back to the model to estimate the hidden represen-
tations. For our algorithm we use ρ = 1e− 2 for all layers and 10, 000 iterations
of debiasing. For gradient-descent run, we use 10, 000 iterations, momentum
of 0.9 and a step size of 1e − 1 that gradually decays to assure convergence.
Overall, we repeat this experiment 512 times.
Figure 5 demonstrates the reconstruction error for all the layers. First, we
observe that the performance of our inversion algorithm is on par with those of
the oracle. Moreover, not only does our approach performs much better than
gradient descent, but in many experiments the latter fails utterly when trying
to reconstruct the image itself. In Figures 6 and 7 we demonstrate successful
and failure cases of the gradient-descent algorithm compared to our approach.
A remark regarding the run-time of these algorithms is in place. Using
an Nvidia 1080Ti GPU, the proposed Latent-Pursuit algorithm took approx-
imately 15 seconds per layer to converge for a total of about 75 seconds to
complete, including the debiasing step for all 512 experiments. On the other
hand, gradient-descent took approximately 30 seconds to conclude.
2Note that after training, batch-normalization is a simple linear operation.
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Figure 5: Trained 3-Layers Model: Reconstruction error for all the layers for
512 clean images. As can be observed, the Latent-Pursuit almost mimic the
oracle (which knows all the supports), and outperforms gradient descent.
Ground truth
Gradient descent
Our approach
Figure 6: Reconstruction failures of gradient descent on clean images.
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Ground truth
Gradient descent
Our approach
Figure 7: Successful reconstructions of gradient descent on clean images.
Image inpainting: We continue our experiments with image inpainting, i.e.
inverting the network and reconstructing a clean signal when only some of its
pixels are known. First, we apply a random mask in which 45% of the pixels
are randomly concealed. Since the number of known pixels is still larger than
the number of non-zero elements in the layer preceding it, our inversion algo-
rithm usually reconstructs the image successfully as well as all the other hidden
representations in the network. In this experiment, we perform slightly worse
than the Oracle, which is not surprising considering the information disparity
between the two. As for gradient descent, we see similar results to the ones in
the previous experiment where no mask was applied. Figures 8-10 demonstrate
the performance of our approach compared to gradient descent in terms of SNR
and image quality respectively.
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Figure 8: Random mask inpainting reconstruction error for all the layers on a
trained generator.
Ground truth
Masked input
Gradient descent
Our approach
Figure 9: Random mask inpainting gradient descent failed reconstructions.
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Figure 10: Random mask inpainting gradient descent successful reconstructions.
We repeat the above experiment with a similar setting, only this time the
mask conceals the upper ∼ 45% of each image instead of acting randomly (13
out of 28 rows). The results of this experiment, which are provided in Figures
11-13, lead to similar conclusions as in the previous experiment. Note that
since the model contains fully connected layers, we expect the two experiments
to show similar results (as opposed to a convolutional model).
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Figure 11: Half image mask inpainting reconstruction error for all the layers.
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Ground truth
Masked input
Gradient descent
Our approach
Figure 12: Half image mask inpainting gradient descent failed reconstructions.
Ground truth
Masked input
Gradient descent
Our approach
Figure 13: Half image mask inpainting gradient descent successful reconstruc-
tions.
7 Conclusions
In this paper we have introduced a novel perspective regarding the inversion
of deep generative networks and its connection to sparse representation the-
ory. Building on this, we have proposed novel invertibility guarantees for such
a model for both random and trained networks. We have accompanied our
analysis by novel pursuit algorithms for this inversion and presented numeri-
cal experiments that validate our theoretical claims and the superiority of our
approach compared to the more classic gradient descent. We believe that the
insights underlining this work could lead to a broader activity which further
improves the inversion of these models in a variety of signal processing tasks.
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A Theorem 1: Proof
Proof. The main idea of the proof is to show that under the conditions of The-
orem 1 the inversion task at every layer i ∈ {1, . . . , L + 1} has a unique global
minimum. For this goal we utilize the well-known uniqueness guarantee from
sparse representation theory.
Lemma 1 (Sparse Representation - Uniqueness Guarantee [9, 10]). If a system
of linear equations y = Wx has a solution x satisfying ‖x‖0 < spark(W)/2,
then this solution is necessarily the sparset possible.
Using the above Lemma, we can conclude that if xL obeys ‖xL‖0 = sL <
spark(WL)/2, then xL is the unique vector that has at most sL nonzeros, while
satisfying the equation φ−1(x) = WLxL.
Moving on to the previous layer, we can employ again the above Lemma for
the supported vector xSLL . This way, we can ensure that xL−1 is the unique
sL−1-sparse solution of xSLL = W
SL
L−1xL−1 as long as
sL−1 = ‖xL−1‖0 <
spark(WSLL−1)
2
. (20)
However, the condition sL−1 = ‖xL−1‖0 < sub-spark(WL−1,sL)2 implies that the
above necessarily holds. This way we can ensure that each layer i, i ∈ {1, . . . , L−
1} is the unique sparse solution.
Finally, in order to invert the first layer we need to solve xS11 = W
S1
0 z.
If WS10 has full column-rank, this system either has no solution or a unique
one. In our case, we do know that a solution exists, and thus, necessarily, it
is unique. A necessary but insufficient condition for this to be true is s1 ≥ n0.
The additional requirement sub-rank(W0, s1) = n0 ≤ s1 is sufficient for z to be
the unique solution, and this concludes the proof.
B The Oracle Estimator
The motivation for studying the recovery ability of the Oracle is that it can
reveal the power of utilizing the inherent sparsity of the feature maps. Therefore,
we analyze the layer-wise Oracle estimator described in Algorithm 6, which is
similar to the layer-by-layer fashion we adopt in both the Layered Basis-Pursuit
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(Algorithm 2) and in the Latent-Pursuit (Algorithm 5). In this analysis we
assume that the contaminating noise is white additive Gaussian.
Algorithm 6 The Layered-Wise Oracle
Input: y = G(z) + e ∈ Rn, and supports of each layer {Si}Li=1.
First step: xˆL = arg minx
1
2
∥∥φ−1(y)− W¯Lx∥∥22, where W¯L is the column
supported matrix WL[:,SL].
Intermediate steps: For any layer i = L − 1, . . . , 1, set xˆi =
arg minx
1
2
∥∥∥xˆSi+1i+1 − W¯ix∥∥∥2
2
, where W¯i is the row and column supported ma-
trix Wi[Si+1,Si].
Final step: Set zˆ = arg minz
1
2
∥∥∥xˆS11 −WS10 z∥∥∥2
2
.
The noisy signal y carries an additive noise with energy proportional to its
dimension, σ2n. Theorem 3 below suggests that the Oracle can attenuate this
noise by a factor of n0n , which is typically much smaller than 1. Moreover,
the error in each layer is proportional to its cardinality σ2si. These results
are expected, as the Oracle simply projects the noisy signal on low-dimensional
subspaces of known dimension. That said, this result reveals another advantage
of employing the sparse coding approach over solving least squares problems, as
the error can be proportional to si rather than to ni.
Theorem 3 (The Oracle). Given a noisy signal y = G(z) + e, where e ∼
N (0, σ2I), and assuming known supports {Si}Li=1, the recovery errors satisfy 3:
σ2∏L
j=i λmax(W¯
T
j W¯j)
si ≤ E ‖xˆi − xi‖22 ≤
σ2∏L
j=i λmin(W¯
T
j W¯j)
si, (21)
for i ∈ {1, . . . , L}, where W¯i is the row and column supported matrix, Wi[Si+1,Si].
The recovery error bounds for the latent vector are similarly given by:
σ2∏L
j=0 λmax(W¯
T
j W¯j)
n0 ≤ E ‖zˆ− z‖22 ≤
σ2∏L
j=0 λmin(W¯
T
j W¯j)
n0. (22)
Proof. Assume y = x + e with x = G(z), then the Oracle for the Lth layer is
xˆSL = W¯
†
Ly. Since y = W¯Lx
S
L+e, we get that xˆ
S
L = x
S
L+e˜L, where e˜L = W¯
†
Le,
and e˜L ∼ N (0, σ2(W¯TLW¯L)−1). Therefore, using the same proof technique as
in [1], the upper bound on the recovery error in the Lth layer is:
E ‖xˆL − xL‖22 = σ2 trace((W¯
T
LW¯L)
−1) ≤ σ2 sL
λmin(W¯
T
LW¯L)
. (23)
Using the same approach we can derive the lower bound by using the largest
eigenvalue of W¯
T
LW¯L.
3For simplicity we assume here that φ is the identity function.
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In a similar fashion, we can write xˆSi = x
S
i + e˜i for all i ∈ {0, . . . , L − 1},
where e˜i = A[i,L]e and A[i,L] , W¯
†
iW¯
†
i+1 · · ·W¯†L. Therefore, the upper bound
for the recovery error in the ith layer becomes:
E ‖xˆi − xi‖22 = E
∥∥A[i,L]e∥∥22
= σ2 trace
(
A[i,L]A
T
[i,L]
)
= σ2 trace
(
A[i,L−1]W¯
†
L(W¯
†
L)
TAT[i,L−1]
)
= σ2 trace
(
A[i,L−1](W¯
T
LW¯L)
−1AT[i,L−1]
)
≤ σ
2
λmin(W¯
T
LW¯L)
trace
(
A[i,L−1]AT[i,L−1]
)
≤ · · ·
≤ σ
2∏L
j=i+1 λmin(W¯
T
j W¯j)
trace
(
A[i,i]A
T
[i,i]
)
=
σ2∏L
j=i+1 λmin(W¯
T
j W¯j)
trace
(
(W¯
T
i W¯i)
−1
)
≤ σ
2∏L
j=i λmin(W¯
T
j W¯j)
si,
(24)
and this concludes the proof.
C Theorem 2: Proof
Proof. We first recall the stability guarantee from [26] for the basis-pursuit.
Lemma 2 (Basis Pursuit Stability [26]). Let x∗ be an unknown sparse represen-
tation with known cardinality of ‖x∗‖0 = s, and let y = Wx∗ + e, where W is
a matrix with unit-norm columns and ‖e‖2 ≤ . Assume the mutual coherence
of the dictionary W satisfies s < 1/(3µ(W)). Let xˆ = arg minx
1
2 ‖y −Wx‖22 +
λ ‖x‖1, with λ = 2. Then, xˆ is unique, the support of xˆ is a subset of the
support of x∗, and
‖x∗ − xˆ‖∞ < (3 +
√
1.5). (25)
In order to use the above lemma in our analysis we need to modify it such
that W does not need to be column normalized and that the error is `2- and not
`∞-bounded. For the first modification we decompose a general unnormalized
matrix W as W˜D, where W˜ is the normalized matrix, w˜i = wi/ ‖wi‖2, and D
is a diagonal matrix with di = ‖wi‖2. Using the above lemma we get that
‖D(x∗ − xˆ)‖∞ < (3 +
√
1.5). (26)
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Thus, the error in xˆ is bounded by
‖x− xˆ‖∞ <
(3 +
√
1.5)
mini ‖wi‖2
. (27)
Since Lemma 2 guarantees that the support of xˆ is a subset of the support of
x∗, we can conclude that
‖x− xˆ‖2 <
(3 +
√
1.5)
mini ‖wi‖2

√
s. (28)
Under the conditions of Theorem 2, we can use the above conclusion to guarantee
that estimating xL from the noisy input y using Basis-Pursuit must lead to a
unique xˆL such that its support is a subset of that of xL. Also,
‖xL − xˆL‖2 < L =
(3 +
√
1.5)
minj ‖wL,j‖2
L+1
√
sL, (29)
where wL,j is the jth column in WL, and L+1 = ` as φ
−1(y) can increase the
noise by a factor of `.
Moving on to the estimation of the previous layer, we have that xˆSˆLL =
WSˆLL−1xL−1 + eL, where ‖eL‖2 ≤ L. According to Theorem 2 assumptions,
the mutual coherence condition holds, and therefore, we get that the support of
xˆL−1 is a subset of the support of xL−1, xˆL−1 is unique, and that
‖xL−1 − xˆL−1‖2 < L−1 =
(3 +
√
1.5)
minj
∥∥∥wSˆLL−1,j∥∥∥
2
L
√
sL−1. (30)
Using the same technique proof for all the hidden layers results in
‖xi − xˆi‖2 < i =
(3 +
√
1.5)
minj
∥∥∥wSˆi+1i,j ∥∥∥
2
i+1
√
si, for all i ∈ {1, . . . , L− 1}, (31)
where w
Sˆi+1
i,j is the jth column in W
Sˆi+1
i .
Finally, we have that xˆSˆ11 = W
Sˆ1
0 z + e1, where ‖e1‖2 ≤ 1. Therefore, if
ϕ = λmin((W
Sˆ1
0 )
TWSˆ10 ) > 0, and
zˆ = arg min
z
1
2
∥∥∥xˆSˆ11 −WSˆ10 z∥∥∥2
2
. (32)
Then,
‖zˆ− z‖22 = eT1
(
(WSˆ10 )
TWSˆ10
)−1
e1 ≤ 1
ϕ
21, (33)
which concludes Theorem 2 guarantees.
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