The issues raised in the preceding comment of Bourges et al. [arXiv:1710.08173, Phys. Rev. B 98, 016501 (2018] are shown to be unfounded. We highlight the complications caused by inhomogeneous beam polarization that can occur when using polarized neutron diffraction to detect small magnetic moments.
I. INTRODUCTION
According to Varma's conjecture 1,2 cuprate superconductors might exhibit a continuous phase transition to a phase which has circulating currents (CC) within each unit cell i.e. intra-unit cell (IUC) magnetic order. This could then be observed by diffracting neutrons with their spins polarized parallel to the scattering vector Q and measuring the spin-flip (SF), σ ↑↓ , and non-spin-flip (NSF), σ ↑↑ , cross-sections. The coherent cross-sections for Bragg scattering are,
where |M ⊥ (G)| 2 is the magnetic structure factor and |F N (G)| 2 is the structure factor for nuclear Bragg scattering. |F N (G)| 2 and |M ⊥ (G)| 2 each include a DebyeWaller (DW) factor exp[−2M (T, Q)], which is temperature (T ) and |Q| dependent (see Eq. 10-11 of Ref. 3 , also Eq. 4.50 and 4.57 of Ref. 4) . In addition to Bragg scattering, there may also appear diffuse nuclear coherent and (relatively weak) incoherent scattering whose SF and NSF components will give rise to background. The T -dependence of all nuclear scattering follows the DW factor (see Eq. 4.52 of Ref. 4) .
Hence in an ideal experiment the T -dependence of the total NSF scattering σ tot ↑↑ = σ Bragg ↑↑ + σ inc ↑↑ is determined by the DW factor with the scattered intensity increasing as T is lowered. The rate of increase will vary between Bragg peaks and be greatest at large |Q|. In the absence of magnetic order (i.e. |M ⊥ (G)| 2 = 0), σ tot ↑↓ will show the same DW factor. The onset of order introduces an additional T -dependence to σ tot ↑↓ . In principle, we only need to determine the flipping ratio R = σ In a practical realization of the above method, a beam of spin polarized neutrons is prepared by a polarizer, these neutrons are then scattered by the sample and the spin-state of the scattered neutrons is determined by an analyzer. Real devices used to prepare and analyze the neutrons include Heusler crystal polarizers and benders based on supermirrors. The beams produced by such devices are not 100% polarized. In fact, they produce beams of spin-up and spin-down neutrons which may have somewhat different angular and spatial distributions.
To illustrate the issues posed by this complication, consider the case of an imperfect polarizing system and a large ideal analyzer (to detect spin-up neutrons) used to measure a small sample which only exhibits nuclear coherent Bragg scattering (i.e. σ ↑↑ = σ ↓↓ = 0, σ ↑↓ = σ ↓↑ = 0). The polarizer will produce beams of neutrons with flux distributions φ ↑ (α) and φ ↓ (α), as seen from the sample position, which depend on the direction of travel of the neutron as specified by an angle α with respect to a reference direction at the sample position. The distributions φ ↑ (α) and φ ↓ (α) may have different widths, skewness and centers as illustrated in Fig. 1(a) . If the sample has a mosaic that is much less than the widths of distributions φ ↑ (α) and φ ↑ (α), it will Bragg scatter neutrons corresponding to a particular α. By inserting an ideal spin flipper, we can choose the polarization of the detected neutron and measure a flipping ratio R = φ ↑ (ω)/φ ↓ (ω) as a function of sample rotation ω. Small changes in ω cause corresponding changes in φ ↑ (ω), φ ↓ (ω) and R (see Croft et al.
3 Fig. 6 ). Similar considerations apply to a real analyzing device. Thus, in a real experiment, the nominal σ ↑↓ channel contains not only the magnetic signal (Eqn. 1), but also a spurious NSF nuclear Bragg scattering component, which is sensitive to temperature induced changes in sample position, orientation, lattice parameter and mosaic. In our search for orbital currents reported in Croft et al. 3 , we have minimized the effect of such T -induced changes in the measured σ ↑↓ by a specific Bourges et al. 5 question our treatment of sample drifts with temperature. They claim that we are unable to determine the "spin-flip reference line" and that we do not have "a proper knowledge of the background". As discussed in our original paper and above, our approach is to eliminate spurious T -dependent drifts in the signal and background. We argue that this is necessary because such changes (drifts) will: (i) be different in the SF and NSF channels, (ii) not necessarily be linear in T , and (iii) vary between Bragg peaks. Our method consists in realigning the sample [ω(A3), 2θ(A4), sample tilts] to the maximum of φ ↑ (α) at each temperature. Fig. 1 illustrates the effect of our protocol on the (020) peak. While a "continuous temperature run" method produces a linear variation of R −1 (T ), which is due mostly to a change in the scattering angle 2θ caused by a change in the lattice parameter 6 , the data collected using the "realignment method" produces a constant R −1 (T ). In contrast, Bourges et al. 5 state that they observe R −1 (T ) which is "linear in temperature with a positive slope" at (020).
An important point here is that data collected using our measurement protocol also directly reproduces the expected Debye-Waller T -dependence of the raw SF and NSF Bragg intensities (see Croft et al. 3 Figs. 8-9). For example, Eqn. 11 of Ref. 3 predicts that the intensity of the (011) and (020) peaks increase by ∼ 2% and ∼ 7% respectively between 300K and 60K. The T -dependence of the incoherent background [see e.g. Ref.
3 Fig. 7(c,d) ], which also obeys the DW-factor, is also consistent with this calculation. Our method 3 is fundamentally different to that discussed in Bourges et al. 5 in that it removes the spurious T -dependence of the intensity in both the SF and NSF channels.
B. Samples and Sample Size
Our admittedly smaller sample size and small mosaic has advantages. The sample may be used to characterize the polarizer/analyzer system and find a consistent alignment of the experiment avoiding drifts with changing temperature. All of the sample is in the diffraction condition, yielding more scattered neutrons per unit of volume and permitting a consistent measurement of Bragg intensities. Ultimately, this is a counting experiment and the error bars (shown in our plots) are determined from the number of counts.
The comment 5 states that sample C "was synthesized using the same self-flux method using a BaZrO 3 crucible". This appears not to be the case. It is stated in Fauqué et al.
7 that sample C was studied by Hinkov et al. 8 . The authors 9 of that paper and the references therein indicate that other crucible types 10, 11 were used to produce sample C.
C. Raw Data
Bourges et al. 5 compare the raw data of the two experiments. One should bear in mind that our and their experiments were carried out in different ways using different samples on different instruments. Different methods were used to obtain the final magnetic cross-sections. We believe the only meaningful way to do this is to compare the resulting cross-sections, which eliminate, as much as possible, the influences of diverse instrumental factors. Nevertheless, Bourges et al. 5 state that the raw data do not change appreciably with doping in the range (p = 0.1 − 0.12). In Fig. 2 we superpose the raw data for their sample C (p=0.115) 7 with the ortho-II and ortho-VIII samples of Croft et al. 3 . See the caption of is compared with that calculated from the raw data of Fauqué et al.
7 Fig. 1 3 Fig. 9 (c).
dictions of the changes in flipping ratio corresponding to the published T -dependent magnetic cross-sections in Fauqué et al. 7 Figs. 1(c) and 2(b). Details of the calculation are given in the corresponding figure captions in Croft et al. 3 .
D. Alternative Analysis
In the comment section titled "Alternative Analysis" it is stated: "The inverse of flipping ratio at the reflection (020) is linear in temperature with a positive slope as it has been shown to exist . . . , this slope is inevitable as the sample drifts in the neutron beam upon changing temperature. Croft et al. arbitrarily describe it with a flat horizontal line only. At the accuracy required to observe the IUC magnetic signal, this is not a correct approximation." Bourges et al.
5 then use our (020) data to obtain a "gray shaded area" shown in their Fig. 2 . This area represents the "combined effects of the statistical errors of each point, occurrence of off-statistical points". Our view is simply that there is no observable signal at (020). The "inevitable slope" mentioned above is eliminated by our measurement protocol so that our R −1 (T ) measured for p = 0.014 and (020) can be expected to exhibit no T -dependence, which is statistically consistent (within a χ 2 goodness-of-fit test) with our data. The statistical significance of a our data is encoded in the error bars shown and derived from Poisson statistics in the usual way. It is not obviously described by the gray areas which are arbitrarily transferred between different experimental conditions and counting times.
E. Other experiments
Our original motivation for the search for orbital magnetic order was to understand the nature of the broken symmetry in the pseudogap (PG) phase. Anomalies which may correspond to a broken symmetry have now been seen by macroscopic probes including the Kerr effect 12 , resonant ultrasound 13 , and optical secondharmonic generation 14 . Changes in anisotropy are also observed in thermopower 15 14 : "second harmonic generation optical measurements found an odd-parity magnetic order parameter exactly in the same temperature and doping ranges, fully consistent with the loop current-type phase." However, it is stated in Zhao et al.
14 that the second harmonic data are consistent with (i) magnetic point groups that break inversion and timereversal symmetry and also with (ii) point groups that break inversion alone. Thus this experiment is also consistent with the absence of loop-currents.
F. Finite Correlation Length of Order
Previous to their comment Bourges et al. 5 have stated that the underdoped composition exhibits a "3D magnetic order"
22 giving rise to "resolution limited" diffraction maxima 7, 23, 24 . The comment authors wish to see the effect of a relatively short correlation length of ξ c = 75Å on our conclusions. We agree that if the order had a finite ξ c , it would reduce our (and their) signal. However we note: (i) their published work 23 is also consistent with an infinite ξ c for the dopings studied here, thus there is no evidence for a such a short ξ c ; (ii) our limits placed on the cross section due to 3D magnetic order remain unchanged. Moreover, in our SM 25 we show that for ξ c = 75Å, the reduction factor would be 1.4 not 3. 
FIG. 3. T -dependence of the magnetic cross section

G. Nuclear Structure Factor.
In various places in the comment it is claimed that our calibration procedure is incorrect by a factor of ∼ 3. It is argued that the predicted changes in R −1 (T ) are too high due to the value of |F N | 2 used in Eq. 2 of this reply and Croft et al. Eqn. 6 being too small. It is further claimed that our consistency check on |F N | 2 does not correctly take into account resolution effects and that we need to take into account the variation of |F N | 2 with oxygen stoichiometry. These issues are addressed below.
Oxygen Ordering and its effect on the Nuclear Structure
Factor.
In Sec. II.D of the comment supplementary material 5 (SM), it is claimed that Eqn. 12 of Croft et al. 3 cannot be used to determine the |F N | 2 . Specifically, it is stated that the equation: (i) "assumes the oxygen chain site O(1) is randomly occupied" and (ii) there is "destructive interference" between the normal neutron coherent structure factor and scattering function S(Q) due to "short range oxygen ordering". Clearly, the oxygen chains are not fully ordered and this leads to diffuse scattering being observed by x-rays, neutrons and electron microscopy. However, statements (i) and (ii) appear to be incorrect. We can show this easily in one dimension: a proof is given in our 25 SM. The proof can be extended to higher dimensions and to include other atoms in the structure.
Data Calibration and Resolution Corrections
In order to make our result more robust, we checked in Croft et al.
3 Fig. 10 that the measured |F N | 2 of four Bragg reflections where consistent with the structure of Jorgensen et al. 26 . We used an approximate "Lorentz factor" to correct our data for changing experimental resolution between reflections, which the comment claims is not appropriate. In our SM 25 we re-analyze our data using a full resolution calculation [27] [28] [29] [30] and show that under our experimental conditions, the Lorentz approximation is sufficient.
Variation of structure factors with oxygen stoichiometry
In the SM (Sec. II.C) of the comment it is pointed that |F N (G = (011))| 2 varies with doping. In our original analysis, we used a structure factor for x = 0.54, based on the structure of Ref. −1 for x = 0.54 and 0.67 respectively. Fig. 3 shows our data analyzed with these values. This change has little effect on our conclusion.
III. CONCLUSION
Based on the arguments given in the preceding sections we come to the conclusion that the objections raised by Bourges et al. 5 are unfounded. Fig. 3 summarizes our main result, the estimation of the magnetic cross section in barns. Here we have used the new values of |F N (G = (011))| 2 which take account of the variation of oxygen content 5 . Our conclusion remains unchanged: We find no evidence of a magnetic signal of the order of 1-2 mbarn f.u.
−1 as was reported by Fauqué et al. 7 and subsequent work 7, [22] [23] [24] . In our view, the way forward is to re-assess the previous work in terms of the two beam picture (combined with the T -dependence of sample position, lattice parameter, orientation and mosaic) which we have presented in our original paper and this reply. The common feature of our work and the work of Bourges and collaborators is that we make use of polarized mirror benders or Heusler crystal polarizers to polarize and analyze the neutron spin state. The production of spin-up and spin-down beams which have different angular and spatial distribution functions is inevitable at some level when these devices are used. This should be explicitly addressed in designing the experimental method.
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Further detail is provided in support of our reply to the comment of Bourges et al. Bourges et al. 1 point out that there are an extensive series of papers in which polarized neutron diffraction has been used to study intra unit cell (IUC) magnetic order. These studies have been performed using several different spectrometers on samples of different cuprate systems prepared by different methods. We have carried out one experiment using a different experimental method which yielded a null result 2 . In our view, the way forward is to re-assess the previous work in terms of the "two beam" picture which we have presented in our original paper and the main body of reply. The analysis should take into account the effects of the T -dependence of sample position, lattice parameters, orientation and mosaic. The common feature of our work and the work of Bourges and collaborators is that we make use of polarized mirror benders or Heusler crystal polarizers to polarize and analyze the neutron spin state. The production of spin-up and spindown beams which have different angular and spatial distribution functions is inevitable at some level when these devices are used. Guide field spatial inhomogeneities will also contribute, creating a depolarized beam with a different distribution to the original polarized one. These effects can be minimized (as in our protocol). We note that the use of 3 He polarizers may offer some advantages for future work.
Our experiment was carried out with the applied magnetic field at the sample position parallel to the scattering wavevector. It is possible to vary the direction of this field with respect to the scattering vector. This yields further information, as the moments detected in spin-flip scattering are perpendicular to the applied field. However, changing the field direction may also change the feedthrough between the spin flip and non spin flip channels creating further complications in interpretation when a Bragg peak is present in one of the channels.
B. Finite Correlation Length of Order
In the case of finite ξ c =75Å, we describe the correlations with a scattering function
The Gaussian form is used for ease of integration and we assume δ-functions for q x , q y , ω. The measured intensity I is then obtained by multiplying S(q z ) by the instrumental resolution function R z exp(−q In Sec. II.D of the comment supplementary material 1 , it is claimed that Eqn. 12 of Croft et al.
2 cannot be used to determine the structure factors of our nuclear Bragg peaks. Specifically, it is stated that the equation: (i) "assumes the oxygen chain site O(1) is randomly occupied" and (ii) there is "destructive interference" between the normal neutron coherent structure factor and scattering function S(Q) due to "short range oxygen ordering". Here we show these statements are incorrect in one dimension.
Consider a 1-D chain with sites at positions x k = ak, where k is an integer and a the lattice parameter. Let the occupancy of the site k be n k . The number density is
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The two-point density-density correlation function is:
The structure factor for scattering is the Fourier transform of this:
We can split the site occupancy into an average value and fluctuations and evaluate the scattering cross section:
where m is an integer. The first term in Eqn. 7 corresponds to Bragg scattering and the second to diffuse scattering due to correlations in the site occupancy. The second term in Eqn. 6 is zero at a Bragg position because ∆n k = 0. Note that: (i) we have made no assumption of random site occupancy (correlations are allowed).
(ii) There is no interference term between the diffuse scattering S ρρ (q) and the Bragg scattering. The proof can be extended to higher dimensions and to include other atoms in the structure.
D. Data Calibration and Resolution Corrections
Our use of a Lorentz factor to describe the changing instrumental resolution between Bragg peaks is questioned in Sec. V of the supplementary material of the comment 1 . Here we compute the effect of the changing instrumental resolution on our diffraction data, using the Popovici method 3,4 applicable to three-axis spectrometers. The measured neutron scattering cross section is related to the scattering function S(Q, ω) though the equation:
where Q ≡ (Q x , Q y , Q z , ω) describes the momentum and energy transfer is a 4-D space and Q 0 is the nominal spectrometer setting. Including the sample mosaic in the resolution function and assuming elastic Bragg scattering, we are able to compute the resolution correction to the integrated intensity measured in an A3 (ω) Bragg scan. This is known as the Lorentz factor, 1/L. In our original paper, we made the approximation 1/L ≈ sin(2θ). This approximation worked because the Soller collimators were removed and the collimation was defined by apertures. The sample also had a small mosaic.
In Fig. 1 we compare our the measured Bragg intensities, corrected by a full resolution model for the spectrometer, with the calculated values. The structure factors measured in our experiment are consistent with those predicted by the published structure of YBa 2 Cu 3 O 6+x and used in our analysis. ). The Lorentz factor has been computed using the a full model 3, 4 for the resolution function of a three-axis spectrometer. The solid lines are fits to a extinction model 5, 6 which is linear in the limit |FN | • steps (circles, left scale) is used to locate the peak, followed by a second scan with 0.05
• steps (triangles, right scale) over the peak region.
E. Alignment Scan
In Sec. III of the supplementary material of the comment 1 , our data collection method is questioned. In Fig. 2 we show typical A3 alignment scans performed at each temperature which are used to locate the peak in the NSF intensity as described in Sec. IIIC of Croft et al.
2 .
