Abstract. Breast ultrasound (US) is an effective imaging modality for breast cancer detection and diagnosis. The structural characteristics of breast lesion play an important role in Computer-Aided Diagnosis (CAD). In this paper, a novel structure-aware triplet path networks (SATPN) was designed to integrate classification and two image reconstruction tasks to achieve accurate diagnosis on US images with small training dataset. Specifically, we enhance clinicallyapproved breast lesion structure characteristics though converting original breast US images to BIRADS-oriented feature maps (BFMs) with a distancetransformation coupled Gaussian filter. Then, the converted BFMs were used as the inputs of SATPN, which performed lesion classification task and two unsupervised stacked convolutional Auto-Encoder (SCAE) networks for benign and malignant image reconstruction tasks, independently. We trained the SATPN with an alternative learning strategy by balancing image reconstruction error and classification label prediction error. At the test stage, the lesion label was determined by the weighted voting with reconstruction error and label prediction error. We compared the performance of the SATPN with TPN using original image as input and our previous developed semi-supervised deep learning methods using BFMs as inputs. Experimental results on two breast US datasets showed that SATPN ranked the best among the three networks, with classification accuracy around 93.5%. These findings indicated that SATPN is promising for effective breast US lesion CAD using small datasets.
Introduction
Breast cancer is the most common malignancy in women in the United States and the second leading cause of cancer death for women worldwide. Breast ultrasound (US) is a widely adopted early breast cancer diagnosis imaging modality that has the advantages of being non-invasive, safe, and relatively inexpensive [1] . Many studies have applied computer-aided diagnosis (CAD) to breast US to assist radiologists and improve diagnostic accuracy [2] . Traditional US CAD systems, most of the features are hand-crafted [3, 4] , which have limited accuracy due to the variation of lesion characteristics and image acquisition. Recently, deep learning (DL) provides a way to automatically learn discriminative features from raw data [5] and has been widely adopted in medical image analysis, including breast US CAD diagnosis [6] . However, direct training of deep networks on relatively small image datasets is prone to overfitting. To mitigate this issue, researchers integrated unsupervised deep stacked auto-encoder (AE)-based methods for high-level features extraction and supervised fine-tuning for breast US image classification [7] . Such combination has its deficits: 1) AE extracted features may not be suitable for classification: If AE merely extracts features on the natural characters of the data without considering the label information in the pre-training phase, the extracted features have no ability for describing the given categories, which poses difficulties when applied to classification.
2) The image intensity based norm cost function cannot catch lesion structure attributes: norm correlates poorly with image quality as perceived by a human observer [8] since it doesn't consider the shape, contour attributes of breast lesion which play important roles in breast diagnosis. 3) Sharing the same AE architecture for image restoration is difficult to catch the variation between benign and malignant lesion: Lesions' structural variations within benign class are smaller than those within malignant class. Building two separate expert systems for benign and malignant lesion image restoration is necessity. In this paper, we report a novel structure-aware triplet path networks (SATPN) (architecture shown in Fig. 1 ) that incorporates the clinical knowledge of lesion characteristics (BIRADS features) and triplet path networks with the structural similarity index (SSIM) to achieve accurate diagnosis on breast US images. The breast US images are converted to BIRADS-oriented feature maps (BFMs) using a distancetransformation coupled Gaussian filter (DTGF). The BFMs not only keep the original US image information, but they also enhance structure characteristics (shape, lesion boundary, undulation, and angular characteristics) of the lesion. Then, the BFMs are used as the inputs of the SATPN, which performs a multi-task learning by integrating 
Method

BIRADS Oriented Feature Maps
Breast Imaging Reporting and Data System (BIRADS), was proposed to help radiologists to describe and evaluate breast lesions [4] . Computerized BIRADS features, shape, lesion boundary, abrupt degree, undulation and angular characteristics of lesion have a high correlation with the pathological results. The undulation and the angular characteristics are reflected in the lesion boundary as shown in Fig We convert lesion boundary into BFMs which are defined as follows: (1) where { } is the transformed distance, . Here is a pixel in an image, and is a pixel on the boundary forming by n points and is Euclidean distance between pixel and . is a parameter used to control the width of the part of surrounding tissue near the boundary. Fig. 2(c) shows an example of BFM with lesion boundary and key areas near the boundary highlighted.
Structure-aware Triplet Path Networks
A novel SATPN is developed as shown in Fig. 1 . The converted BFMs are used as the input of the SATPN, which integrates image feature extraction through two unsupervised image reconstruction pipelines and a supervised lesion classification pipeline. The image reconstruction pipelines are similar to the standard SCAE structure, which consists of an encoder and a decoder, as shown in Fig. 1 . We build two image reconstruction pipelines, one for benign lesion image and the other malignant lesion image. The benign pipeline is designed to well restore the benign images but poor recover the malignant images with an objective function:
While the malignant pipeline does the opposite, well in the malignant images restore but poor in the benign images recover. The objective function is as follows:
where and denotes benign and malignant samples, ̂ and ̂ are reconstructions of and in benign pipeline, ̂ and ̂ are reconstructions of and in malignant pipeline. The reconstruction loss function uses the SSIM [9] : ̂ ̂ . The loss functions are regularized by
are two parameters to balance each terms.
The lesion classification task is implemented by an encoder network and a classifier as shown in Fig. 1 , which can be expressed as
where is the output of the encoder, is a softmax classifier, and is a vector of parameters of the classifier to be learned. ̂ is the output of the classifier and ranges within [0, 1]. The objective function of classification is
where denotes sample labels, is learning or tuning by the training dataset. Commonly, the loss function uses cross-entropy. Combining classification and image reconstruction pipelines, the objective function of SATPN is as follows: (6) where and are used to balance the classification and reconstruction tasks. During feature learning, the encoding parameters are shared among three tasks, while the decoding parameters only participate in the reconstruction tasks. The objective function can be achieved by alternately learning [10] .
At the test stage, the lesion was classified by the combination of reconstruction error and label prediction error:
where and are the class probability estimates from classification pipeline, ̂ and ̂ are two outputs of two construction pipelines, ̂ ( ̂ ̂ ), ̂ ( ̂ ̂ ) In this paper, the classification pipeline has four convolutional layers: 8(Conv1), 16(Conv2), 32(Conv3), and 64(Conv4) @3×3 filters, four max-pooling layers of size 2×2 after each convolutional layer, and three fully-connected layers (FC1, FC2, FC3 ), as shown in Fig. 1 . The number of neurons in FC1 and FC2 is 256 and 64, respectively. The output layer FC3 has a softmax activation function with two neurons. The dropout (with a probability of 0.5) is applied after FC1 and FC2 to prevent overfitting. ReLU activations are used in all hidden layers. The two reconstruction pipelines have an encoder and a decoder, respectively. The encoder is shared with the classification pipeline, including the four convolutional layers (Conv1, Conv2, Conv3, and Conv4) and two fully-connected layers (FC1 and FC2) . The decoder has the inverse configuration of the encoder, including two fully-connected layers (FC4 and FC5, FC6 and FC7), four pairs of convolution and upsampling layers, and a convolutional output layer with linear activations. The classification and two reconstruction tasks are alternately updated via Adam with a learning rate of 3×10 -4 and stopping to update the network when the average reconstruction loss remains stable. The parameters ( =0.1, =0.01, and =0.5) are set according to accuracy on the validation data.
Experimental Results
Experimental Setup
Dataset I: A public breast B-Mode US image dataset, UDIAT [11] . In this study, 160 images were selected and cropped to 256×256 centered on the lesions. These 160 images include 53 images with malignant lesions and 107 with benign lesions. 50% samples are randomly selected from benign and malignant lesions as the training set and the rest 50% samples are used as the testing set. Dataset II: The in-house clinical dataset, UTSW dataset, is a B-mode US breast image dataset collected with a Philips iU22 scanner. The lesions were identified as benign or malignant based on the pathologic examination of a subsequent biopsy. In this study, we selected 295 images including 205 benign lesions and 90 malignant lesions. The images were resampled to a resolution of 0.084mm and cropped to 256×256 centered on the lesions. We used a marker-controlled watershed segmentation method [12] to create the tumor boundary. 80% per class of samples are randomly chosen to construct a training set, and 20% of samples are randomly chosen as the test set.
To demonstrate the effectiveness of SATPN, we compare its performance with 1) ORI-TPN which uses original images, not BFMs, as input, and 2) our previous developed BIRADS-SDL [13] , a semi-supervised deep learning which performs SCAE image reconstruction guided by lesion classification. In this paper, ACC, AUC, and MCC represent three performance metrics: accuracy, area under receiver operating characteristic curve, and Matthews correlation coefficient, respectively [14] . Table 1 shows the classification results (mean ± standard deviation of ten runs) for three methods on the UDIAT and UTSW datasets. First, comparing the methods with different inputs (ORI-and BIRADS-based methods), we found that BIRADS-based methods outperformed ORI-based methods from the perspective of the three metrics. The BIRADS-based methods achieved ACC, AUC, and MCC values about 5%, 7%, and 10% higher, respectively, than the ORI-based methods, which indicates the advantage of using BIRADS-oriented feature maps. Second, we found SATPN obtained better results than BIRADS-SDL method, which means they learn more effective classification features by building two separate expert systems for benign and malignant lesion image reconstruction. Final, the proposed SATPN produces the best diagnosis results than other compared methods by taking advantage of the structural characteristics of lesions. Similar conclusions can be drawn from the classification results on the UTSW dataset. SATPN outperformed the other compared methods in terms of ACC, AUC, and MCC. Unlike the UDIAT dataset, SATPN only outperformed the other methods in terms of ACC by about 2%. One reason for this might be that the lesion boundary produced by auto-segmentation is not accurate, which would reduce the classification accuracy. 
Classification Results on Single Dataset
Model Validation across Dataset
We evaluated the generality of SATPN through experiments with cross-dataset, including 1) training models on one dataset and testing on the other dataset; 2) training models on both datasets and testing on each dataset respectively. Firstly, each method is trained on UDIAT dataset (randomly select 50% samples) and testing on UTSW dataset (randomly select 20% samples). The proposed SATPN produces acceptable results (ACC, AUC and MCC ~84.92±2.98%, 76.51±5.08%, and 60.05±7.49%) which are better than other methods' results where the ACC values less than 80%. It means that SATPN is generalizable across the different US devices and institutions without overfitting to a single dataset and achieved satisfactory results. Further, we also trained each method on UTSW (randomly select 80% samples) and tested on UDIAT dataset (randomly select 50% samples). The classification accuracy of all the methods appears significantly decrease compared with Table 1 . One reason is that there are some differences between two datasets collected by different manufactures device; another reason might be the model trained with UTSW dataset has a limited generality due to the limited samples and imprecise boundaries of the lesions.
Further, each method was trained on the combined UDIAT (randomly selected 50% of the samples) and UTSW datasets (randomly selected 80% of the samples), then tested on the remaining samples from each dataset, respectively. All the methods produced results similar to those shown in Table 1 , and the proposed SATPN performed the best in all the comparisons. This indicates that SATPN method is more generalizable across different datasets without overfitting to single institution data.
Effects of Gaussian Filter Parameter
For UDIAT dataset, the overall accuracy variations of classification results of two BIRADS-based methods across values are shown in Fig. 3 . It can be seen that SATPN almost has higher accuracy than BIRADS-SDL across all the values although it has some fluctuations. All the curves show the best results at , and a slightly decreased with smaller value or larger value. Also, the standard deviation varies are relatively small around . This indicates that the area in the certain range of lesion boundary play a most important role for lesion classification. 
Discussion and Conclusion
We developed a new SATPN method to incorporate structural characteristics of breast lesion into triplet path deep neural networks for accurate diagnosis on US images with relatively small training dataset. The effectiveness of SATPN has been verified on two breast US image datasets and achieved high diagnostic accuracy. Unlike traditional machine learning methods [15] , SATPN automatically learned representative and discriminative features by hierarchical deep neural network. Different from the recent DL methods with pre-training technique or transfer learning [16] , we focus on the structural characteristics of the breast lesion through fusing the existing conventional BIRADS features into triplet path deep neural network with SSIM as the cost function, improves performance in breast lesion diagnosis. In our case, the SATPN only used 80 labeled images for training the network, and all the results (ACC and AUC ~93% and 90%) are comparable with the results reported in recent papers [16, 17] , where the AUC values are around 85% and the networks are trained with bigger dataset for training.
Then, the generality of SATPN was evaluated through experiments with crossdataset. In our experiments, two datasets came from different medical centers and manufacturers. When training model on the collection of two datasets, the proposed SATPN generalizes across the difference produced by manufacturer and institution without overfitting to a single dataset and achieves satisfactory results. Although the model is learned from one dataset and testing on the other different dataset, it still ranked the best performance among the six comparing networks.
In summary, the proposed SATPN achieves the best results among all the compared methods in each case and has the capacity to deal with multiple different da-tasets under one model, which indicated that SATPN is promising for effective breast US lesion CAD using small datasets.
