INTRODUCTION
Energy transport can be an important component in a variety of hydrologic and environmental processes. Diurnal and annual variations in streamflow loss have been directly linked to diurnal and annual variations in stream water temperature (Lapham, 1989; Constantz and others, 1994) . Similarly, strong annual variations in recharge from recharge basins under constant ponding can be attributed to annual water temperature cycles (Nightingale, 1975) . Duke (1992) showed that increasing the temperature of irrigation water could dramatically increase the rate of infiltration in an agricultural field. Understanding the role of heat flow on these and other processes can be useful in the study and management of water resources.
This report describes computer program VS2DH, which simulates energy transport in porous media under variably saturated conditions. VS2DH assumes a single, constant-density liquid phase flow. Applications where vapor-phase flow and fluid density variations are negligible are well suited for simulation by VS2DH. Studies where vapor-phase water transport is an important process (such as bare soil evaporation or burial of high-level radioactive waste) would require a model that could account for multiple phases (for example, Milly (1984 example, Milly ( , 1996 ). If variable density liquids are of concern (such as for injection of waste water into a saline aquifer), then models that can account for variable density should be considered (for example, HST 3D (Kipp,1987) or SUTRA (Voss, 1984) ).
VS2DH is a modification to the U.S. Geological Survey's computer program VS2DT which simulates water and solute movement under variably saturated conditions. Use of VS2DH requires an awareness of the assumptions and limitations inherent in its development. This report presents a brief description of theory of energy transport and gives details on the numerical implementation of energy transport contained in VS2DH. The energy transport equation is similar to the solute transport equation. As such, there are relatively minor differences between VS2DH and VS2DT (primarily in definitions of parameters that appear in the equations). The descriptions included here are of a somewhat limited scope; before using this program, users should obtain copies of the VS2DT documentations, Lappala and other (1987) and Healy (1990) . These references contain necessary information on simulation of water flow and details on parameter definitions that may not be repeated in this report. To demonstrate the accuracy of VS2DH and illustrate program use, three test problems are presented.
THEORY Energy Transport Equation
The energy transport equation, which is actually a form of the advection-dispersion equation, is derived by balancing the changes in energy stored within a volume of porous media. Such changes occur due to ambient water of different temperature flowing into the volume, thermal conduction into or out of the volume, and energy dispersion into or out of the volume. The energy transport equation can be written with temperature as the dependent variable:
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( 1) where / is time in s; 0 is volumetric moisture content; Cw is heat capacity (density times specific heat) of water, in J/m3°C; <j > is porosity; Cs is heat capacity of the dry solid, in J/m3°C; Tis temperature, in °C; KT is thermal conductivity of the water and solid matrix (a tensor), in W/m°C; DH is hydrodynamic dispersion tensor, in m2/s; v is water velocity, in m/s; q is rate of fluid source, in s" 1 ; and T* is temperature of fluid source, in °C. Development of Equation (1) ignores the heat capacity of the air phase in the porous medium when moisture content is less than porosity; however, this heat capacity term is small relative to that of water and should therefore be of little practical concern (Sellers, 1965) . Further details on Equation (1) can be obtained from Voss (1984) and Kipp (1987) .
The left-hand side of Equation (1) represents the change in energy stored in a volume over time. The first term on the right side of the equation describes energy transport by thermal conduction. The second term represents transport due to thermo-mechanical dispersion (Kipp, 1987) . The third term on the right side accounts for advective transport of energy. The last term represents heat sources or sinks.
The advective and dispersive components of energy transport are analogous to those in solute transport. Thermo-mechanical dispersion accounts for energy transport as a result of mixing due to the movement of water. The hydrodynamic dispersion tensor is defined as (Healy, 1990) :
where OLT is transverse dispersivity of the porous medium, in m; v,-is the / component of the velocity vector; 6\y is the Kronecker delta and equals 1 if i=j and otherwise is equal to 0; and OLL is longitudinal dispersivity in m; Ivl is magnitude of the velocity vector.
Heat conduction can be viewed as a kind of molecular diffusion. The mechanism is also analogous to water flow through porous media, with thermal conductivity being analogous to hydraulic conductivity and the temperature gradient in space being the driving force rather than the head gradient. Thermal conductivity is strongly dependent on moisture content. This dependency is illustrated in Figure 1 . Additional information on thermal conductivity can be obtained from Kersten (1949) and Lapham (1989) . VS2DH assumes that thermal conductivity varies linearly with moisture content, between residual moisture content and full saturation. Residual moisture content is defined as the moisture content that the medium approaches as the pressure potential decreases towards negative infinity. It can range from as low as about 0.02 for a sand up to values exceeding 0.2 for clays. Typical values for residual moisture content can be found in Table 1 Advection accounts for energy transport by the movement of water of different temperatures. As such, the mechanism is identical to that for solute transport.
Source/sink terms account for energy introduced to or removed from the domain by the movement of water into or out of the domain. These terms are represented by the last term in equation (1). Typically these take the form of injection or withdrawal wells.
Boundaries can be assigned as fixed heat fluxes or fixed temperature. In addition, the temperature of any inflowing water from a fluid-flow boundary must be specified. When water flows out of the domain through a flow boundary, the program sets the temperature of that water equal to the temperature in the finite difference cell where the water is exiting.
Flow Equation
The flow equation solved by VS2DH is identical to that given by Equation 9 on page 7 of Lappala and others (1987) with one exception. Because of the temperature dependency of viscosity, saturated hydraulic conductivity, K, is now treated as a function of temperature:
on n where p is density, in kg/m ; g is gravity, in m/s ; k is intrinsic permeability, in m ; and \JL is viscosity, in Ns/m2 . Viscosity is calculated according to the empirical formula (Kipp, 1987) :
Although the density of water is also dependent on temperature, it is treated as a constant in VS2DH because its dependence is much less than that of viscosity over the range of pore-water pressures and temperatures typically encountered under variably saturated field conditions.
The van Genuchten equations are used to represent moisture content, specific moisture capacity, and relative hydraulic conductivity as functions of pressure head. Use of alternate equations is described in Lappala and others (1987) .
COMPUTER PROGRAM STRUCTURE
Development of VS2DH required substantial modification to subroutine VTSETUP in VS2DT, minor modifications to VSEXEC, and the addition of function subroutine THERMC for calculating thermal conductivity as a function of volumetric moisture content. A copy of the FORTRAN version of the program can be obtained from the address shown on page ii.
The revised structure of the program requires that three new global variables be introduced: NITS, EPS2, and VMAX, whose values are explained in the following sentences. Because temperature is a variable within both the flow and transport equations, the two equations could be solved simultaneously. However, VS2DT is set up to solve the equations sequentially. VS2DH maintains the sequential solution algorithm, necessitating iterative solution of both equations within each time step. The flow equation is solved first, assuming a temperature equal to that at the previous time step. Next the transport equation is solved to update the value of temperature. The flow equation is then resolved with the updated temperature. This iterative process is continued within the time step until the change in velocity between subsequent solutions of the flow equation (VMAX) is less in magnitude than EPS2 at every node. The total number of iterations is NITS. Experience has shown that NITS rarely exceeds a value of 4 or 5. At the completion of every time step, the energy flux into and out of the system, as well as the change in energy stored in the system is calculated in subroutine VSFLUX.
A few options pertaining to solute transport that were available in VS2DT are not allowed in VS2DH. These include solute decay, adsorption, and cation exchange. The user is also cautioned against using the bare soil evaporation or plant transpiration options without careful analysis. These processes are in reality highly temperature dependent, but the program does not treat them as such.
Input-data formats are described in Appendix 1. The formats are quite similar to those in VS2DT (Healy, 1990) . A value is now required for EPS2 and the definitions of several of the parameters contained in array HT are modified. Also, SI units must now be used for all data; time must be in seconds, length in meters, temperature in degrees Centigrade, and mass in kilograms. The program assumes a reference temperature of 20°C. Input data values for saturated hydraulic conductivity should correspond to this reference temperature.
MODEL VERIFICATION
Three problems are presented to evaluate the accuracy of the new program. In addition the third test problem also serves as an example that allows users to compare program output after installation on any computer.
One-Dimensional Saturated Flow and Heat Transport Problem
This test problem simulates heated water flowing into a one-dimensional saturated column of cool water. It is intended to demonstrate the ability of VS2DH to match an analytical solution to a hypothetical laboratory experiment. The problem is based on example problem 6 presented in documentation for the U.S. Geological Survey computer program HST3D (Kipp, 1987, p. 244) An interstitial velocity of 2.778x1 0"4 m/s was imposed through the column by orienting the column in a vertical direction and specifying a constant pressure head boundary condition of 1 m at each end of the column.
The domain was modeled using a series of increasingly finer discretizations in both space and time. The discretization was centered in space and time. With a spatial discretization of 1.0 m and a time discretization of 107.65 s (approximately 0.03 hr), the temperatures predicted by VS2DH were in very close agreement with the analytical solution of Ogata and Banks (1961) . Table 1 compares normalized temperatures predicted by VS2DH to the analytical solution at a time of 10765 s. The second test problem simulates heated water injected into an aquifer. The problem is based on example problem 3 presented in documentation for the U.S. Geological Survey computer program SUTRA (Voss, 1984, p. 186) and is intended to demonstrate the ability of VS2DH to simulate typical field applications. Axial symmetry is assumed, so radial coordinates are used. The domain was modeled using 3 rows and 223 columns. The vertical grid spacing was 10 m and the radial grid spacing started at 0.05 m adjacent to the well and increased by a factor of 1.2 until the grid spacing became 5 m. The total radial distance was 1000 m. At this boundary, a total head of 10 m was imposed. The time step started at 3.6x10 s and was allowed to increase to 7200 s. The discretization was centered in space and time. Graphs of the model-predicted concentration distributions at four times are shown in Figure 2 . Good agreement is obtained between model results and the approximate analytical solution of Gelhar and Collins (1971) as modified by Voss(1984) . The agreement is not exact because the analytical solution is only approximate. The model results are in excellent agreement with those obtained by SUTRA (Voss, 1984) . This test problem simulates one-dimensional flow of water in the unsaturated zone in response to a ponded surface that experiences diurnal temperature fluctuations. The problem is constructed to replicate the field conditions reported by Jaynes (1990) . In brief, Jaynes monitored depth of ponding, inflows required to maintain ponding, temperature of ponded water, and temperature of moist sediments at three depths below the ground surface. From the ponding depths and inflows, he determined infiltration rates. In an effort to qualitatively determine if daily temperature changes in the ponded water could explain the variation in infiltration, he used a simplified finite-difference approximation of the governing equations to simulate the problem. His calibration procedure consisted of varying the hydraulic conductivity of the sediments. Properties of the sediments were not measured. Jaynes (1990) found that he needed to simulate a lower hydraulic conductivity surface crust to adequately simulate the infiltration rates. He set the hydraulic conductivity of the surface crust tol/20 of that of the underlying sediments. Lacking complete description of the soil unsaturated characteristic curves, we assigned soil properties of the Columbia Sandy Loam (Laliberte and others, 1966, table C-5) . We found that we needed to set K for the surface crust to 1/200 of that of the underlying sediments (probably because we did not use the same characteristic curves as Jaynes, 1990) The domain was modeled in one dimension using 3 columns and 129 rows. The vertical grid spacing varied from 0.001 m at the surface to 0.5 m at depth. The total domain depth was 49.6 m from the ground surface to the water table. The total simulation time was 168 hours, consisting of 168 one-hour recharge periods. The timestep started at 360 s and was allowed to increase to 3600 s. The discretization was centered in space and in time.
For the entire simulation, the flow equation boundary conditions were a specified total head of 0.04 m at the ground surface (the average depth of ponded water) and a specified pressure head of zero at the water table. The energy equation boundary conditions consisted of specified temperatures at the ground surface and at the water table. The temperature at the water table was held constant at 21.3°C while the specified surface temperatures were changed every hour. The first 60 hours of the simulation were a start-up period, using a repeated cyclic temperature pattern at the surface. For the subsequent 108 hours of the simulation, Jaynes (1990) measured pond temperatures were used as the surface boundary condition. Figure 3 shows the temperatures at depths of 0.1, 0.2 and 0.6 m below the ponded surface over a 120 hour period. VS2DH predictions are in very good agreement with field measurements. The slight disagreement at a depth of 0.6 m is likely due to a seasonal warming trend which was occurring during the field experiment but which was not simulated in the model. Figure 4 shows the infiltration rates that were measured and the predictions of both VS2DH and Jaynes' simplified finite difference model. Both simulations capture the diurnal variation, although neither captures the full amplitude of the variations. Interestingly, peak infiltration rates simulated in both models occur 2 to 4 hours before measured ones, although minimum simulated rates match well in time to those measured. Measured infiltration rates could be more closely matched by the simulation results if additional property values (besides just hydraulic conductivity) were varied in the calibration process.
Appendix 2 contains input and output files for the first recharge period of this example problem. Note that the specified total head at the upper boundary is entered as 0.0405 m although the average depth of ponded water is only 0.04 m. The extra 0.0005 m was added to account for the 0.001 m thickness of the uppermost grid block. The head of 0.0405 m at the center of row 2 corresponds to a head of 0.04 m at the top of the second row, which is the actual border of the model domain. Precision such as this is usually unwarranted, but this approach is presented here as an example of how to accommodate specified head boundary conditions in this block-centered finite-difference formulation. 
SUMMARY
This report documents computer program VS2DH for solving problems of energy transport in variably saturated porous media. The program is a modification to the U.S. Geological Survey's computer program VS2DT, which simulates water and solute movement through variably saturated porous media. The advection-dispersion equation is used to describe energy transport and is solved using the finite difference method. Because temperature appears in both the flow equation (through the viscosity term) and the transport equation, the two equations are solved iteratively at each time step. The iteration is stopped when the maximum change in velocity between iterations at any node is less than a user supplied closure criterion. Regions can be simulated in one or two dimensions. Cartesian or radial coordinates can be used. Three test problems are used to demonstrate the ability of the computer program to match analytical and field results.
Analysis of results indicate that VS2DH is useful in modeling the near-surface transport of water and heat in porous sediments for cases in which transport in the vapor phase and density variations are negligible. Examples of field cases in which simulation with VS2DH is appropriate include modeling of nonisothermal infiltration during ponded irrigation, groundwater recharge, or streamflow loss, modeling effluxes near buried heat sources/sinks in the shallow saturated zone, and modeling of nonisothermal ground water injection of water in shallow aquifers. Angle by which grid is to be tilted (Must be between -90 and +90 degrees, ANG = 0 for no tilting, see Healy (1990) for further discussion), degrees. A-3 ZUNIT Units used for length (A4), "m" for meters. TUNIT Units used for time (A4), "sec" for seconds CUNX Units used for heat (A4), "J" for Joules. Note: Line A-3 is read in 3A4 format, so the unit designations must occur in columns 1-4, 5-8, 9-12, respectively A-4 NXR Number of cells in horizontal or radial direction. NXR and NLY must both be less or equal to 600. NXR*NLY must be less than 1600. Logical variable = T if head changes for each iteration in every time step are to be written in file 7; otherwise = F Logical variable = T if output of pressure heads (and temperatures if TRANS = T) to file 8 is desired at selected observation times; otherwise = F. Logical variable = T if one-line mass balance summary for each time step is to be written to file 9; otherwise = F. Logical variable = T if mass balance is to be written to file 6 for each time step; = F if mass balance is to be written to file 6 only at observation times and ends of recharge periods. Logical variable = T if volumetric moisture contents are to be written to file 6; otherwise = F. Logical variable = T if saturations are to be written to file 6; otherwise = F Logical variable = T if pressure heads are to be written to file 6; otherwise F. Logical variable = T if total heads are to be written to file 6; otherwise = F Logical variable = T if velocities are to be written to file 6; otherwise =F = 0 if grid spacing in horizontal (or radial) direction is to be read in for each column and multiplied by FACX. = 1 if all horizontal grid spacing is to be constant and equal to FACX. = 2 if horizontal grid spacing is variable, with spacing for the first two columns equal to FACX and the spacing for each subsequent column equal to XMULT times the spacing of the previous column, until the spacing equals XMAX, whereupon spacing becomes constant at XMAX. Grid spacing in horizontal or radial direction. Number of entries must equal NXR, m.
Multiplier by which the width of each cell is increased from that of the previous cell. Maximum allowed horizontal or radial spacing, m. = 0 if grid spacing in vertical direction is to be read in for each row and multiplied by FACZ. = 1 if all vertical grid spacing is to be constant and equal to FACZ. = 2 if vertical grid spacing is variable, with spacing for the first two rows equal to FACZ and the spacing for each subsequent row equal to ZMULT times the spacing at the previous row, until spacing equals ZMAX, whereupon spacing becomes constant at ZMAX. Constant grid spacing in vertical direction (if JFAC=1); constant multiplier for all spacing (if JFAC=0); or initial vertical spacing (if JFAC=2), m.
Grid spacing in vertical direction; number of entries must equal NLY, m.
Multiplier by which each cell is increased from that of previous cell. Maximum allowed vertical spacing, m.
Number of time steps to write pressure heads and temperatures to file 8 and heads, temperatures, saturations, moisture contents, and/or velocities to file 6.
Line Variable Description
A-14 PLTIM Number of transport properties to be read in for each textural class. For VS2DH set NPROP1 = 6. Line sets B-6, B-7, and B-7A must be repeated NTEX times B-6 ITEX Index to textural class. B-7 ANIZ(ITEX) Ratio of hydraulic conductivity in the z-coordinate direction to that in the x-coordinate direction for textural class ITEX. HK(ITEX, 1) Saturated hydraulic conductivity (K) at 20°C in the x-coordinate direction for class ITEX, m/s. HK(ITEX,2) Specific storage (Ss) for class ITEX, m" 1 . HK(ITEX,3) Porosity (<|))for class ITEX. Definitions for the remaining sequential values on this line are dependent upon which functional relation is selected to represent the nonlinear coefficients. Four different functional relations are allowed: (1) Brooks and Corey, (2) van Genuchten, (3) Haverkamp, and (4) tabular data. The choice of which of these to use is made when the computer program is compiled, by including only the function subroutine which pertains to the desired relation (see discussion in Lappala and others (1987) for more detail). VS2DH uses the van Genuchten functional relations by default. In the following descriptions, definitions for the different functional relations are indexed by the above numbers. For tabular data, all pressure heads are input first (in decreasing order from the (1) pore-size distribution index (A,).
(2) P'. If IREAD = 0, all initial conditions in terms of pressure head or moisture content as determined by the value of PHRD are set equal to FACTOR. If IREAD = 1, all initial conditions are read from file IU in user-designated format and multiplied by FACTOR. If IREAD = 2 initial conditions are defined in terms of pressure head, and an equilibrium profile is specified above a free-water surface at a depth of DWTX until a pressure head of HMIN is reached, all pressure heads above this are set to HMIN. Multiplier or constant value, depending on value of IREAD, for initial conditions.
Depth to free-water surface above which an equilibrium profile is computed, m. Minimum pressure head to limit height of equilibrium profile, m. Must be negative.
Unit number from which initial head or moisture content values are to be read. Format to be used in reading initial values from unit IU. Must be enclosed in quotation marks, for example '(10X,E10.3)'. Logical variable = T if evaporation is to be simulated at any time during the simulation; otherwise = F. Logical variable = T if evapotranspiration (plant-root extraction) is to be simulated at any time during the simulation. Note: The reader is cautioned on the use of evaporation and evapotranspiration in VS2DH. These processes can influence and be influenced by soil temperature. As described in Lappala and others (1987) and implemented inVS2DH, these processes are simplistically assumed to be isothermal. Users should evaluate the ramifications of this assumption in their applications. If these processes are an integral component of an application, then use of another numerical model that treats evaporation and evapotranspiration in a more realistic fashion may be warranted. To conform with the sign convention used in most existing equations for potential evaporation, all entries must be greater than or equal to 0. The program multiplies all nonzero entries by -1 so that the evaporative flux is treated as a sink rather than a source. with PEV, all values must be greater than or equal to 0. Rooting depth at beginning of each ET period, m. Number of entries must equal NPV Root activity at base of root zone at beginning of each ET period, m"2. Number of entries must equal NPV Root activity at top of root zone at beginning of each ET period, m"2 . Number of entries must equal NPV Note: Values for root activity generally are determined empirically, but typically range from 0 to 3x10 m/m3 . As programmed, root activity varies linearly from land surface to the base of the root zone, and its distribution with depth at any time is represented by a trapezoid. In general, root activities will be greater at land surface than at the base of the root zone. moisture contents, and/or saturations are to be printed to file 6 after each time step; = F if they are to be written to file 6 only at observation times and ends of recharge periods. Logical variable = T if evaporation is to be simulated for this recharge period; otherwise = F. Logical variable = T if evapotranspiration (plant-root extraction) is to be simulated for this recharge period; otherwise = F. Logical variable = T if seepage faces are to be simulated for this recharge period; otherwise = F Number of possible seepage faces. Must be less than or equal to 8. Line sets C-8 and C-9 must be repeated NFCS times. 
C-9 J,N Row and column of each cell on possible seepage face, in order from the lowest to the highest elevation; JJ pairs of values are required. C-10 IBC Code for reading in boundary conditions by individual node (IBC=0) or by row or column (IBC=1). Only one code may be used for each recharge period, and all boundary conditions for period must be input in the sequence for that code. Line set C-l 1 is read only if IBC = 0. One line is required for each node for which new boundary conditions are specified. C-11 JJ Row number of node. NN Column number of node. NTX Node type identifier for boundary conditions. = 0 for no specified boundary (needed for resetting some nodes after initial recharge period); = 1 for specified pressure head; = 2 for specified flux per unit horizontal surface area in units of m/s; = 3 for possible seepage face; = 4 for specified total head; = 5 for evaporation; = 6 for specified volumetric flow in units of m3/s. PFDUM Specified head for NTX = 1 or 4 or specified flux for NTX = 2 or 6. If codes 0, 3, or 5 are specified, the line should contain a dummy value for PFDUM or should be terminated after NTX by a blank and a slash (/). NTC Node type identifier for transport boundary conditions. = 0 for no specified boundary; = 1 for specified temperatures; CF Specified temperature for NTC = 1 or NTX = 1, 2, 4, or 6. Present only if TRANS = T. C-12 is present only if IBC = 1. One line should be present for each row or column for which new boundary conditions are specified, C-12 JJT Top node of row or column of nodes sharing same boundary condition. , 1990)  A2  TMAX,STIM,ANG  A3  ZUNIT , TUNIT , CUNX  A4  NXR,NLY  A5  NRECH,NUMT  A6  RAD, ITSTOP, TRANS  A6A--CIS,CIT,SORP  A7  F11P,F7P,F8P,F9P,F6P  A8  THPT , SPNT .500 0.500 0.500 0.500 .500 0.500 0.500 0.500 .500 0.500 0.500 0.500 .500 0.500 0.500 0.500 .500 0.500 0.500 0.500 .500 0.500 0.500 0.500 .500 0.500 0.500 0.500 .500 0.500 0.500 0.500 .500 0.500 0.500 0.500 .500 0.500 0.500 0.500 EPS,HMAX,WUS,EPS1,  B3-MINIT, ITMAX  B4  PHRD  B5 ---NTEX , NPROP , NPROPl  B6---ITEX  B7  ANIZ,HK  B7A--HT  B6  ITEX  B7  ANIZ,HK  B7A--HT  B8  IROW  B10--IL,IR, JBT, JRD  B10--IL,IR, JBT, JRD  B11--IREAD, FACTOR  B12 DWTX,HMIN  B14--BCIT, ETSIM  B24--IREAD, FACTOR  C1---TPER,DELT  C2  TMLT, DLTMX, DLTMIN,  C3  DSMAX,STERR  C4-POND  C5  PRNT  C6 BCIT (Jaynes, 1990) *************************************************************************************** SPACE AND TIME CONSTANTS MAXIMUM SIMULATION TIME = 1   2  3  4  5  6  7  8  9  10  11  12  13  14  15   000  010  000  000  000  000  000  000  000  000  000  000  000  000  000   120   000   121   000   122   000   123   000   124   000   125   000   126   127  128 129 TIME TIME TIME TIME TIME TIME STEP STEP STEP STEP STEP STEP 000 000 010 000 1 2 3 4 5 6 TIME TIME TIME TIME TIME TIME 1-D unsaturated flow TOTAL ELAPSED TIME = TIME STEP 
