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A two-step methodology was developed to forecast tropospheric ozone (O3) concentration levels, k hours
ahead (k ¼ 1, 8, 12, 24), combining meteorological, air quality and industrial emissions data, across three
air quality monitoring stations in Sines Portuguese region. Firstly, the best O3 concentration predictors
have been identiﬁed through Classiﬁcation and Regression Trees techniques; then Multilayer Perceptron
models were adopted to forecast O3 levels for each monitoring site.
The obtained generalization model performances are very good to classify in advance the expected class
of O3 concentration level. Performance results vary from 70% of success to forecast O3 class above 70 mg/m
3
24 h in advance up to 99% to predict the next hour in advance. These successful results are favorable to be
implemented in a real-time tool for health and environmental advisories, allowing the forecast of air
pollutants concentrations up to 24 h ahead, improving the local air quality management systems.
Copyright © 2016 Turkish National Committee for Air Pollution Research and Control. Production and
hosting by Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://
creativecommons.org/licenses/by-nc-nd/4.0/).Contents
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R.M. Dur~ao et al. / Atmospheric Pollution Research 7 (2016) 961e9709621. Introduction Regarding air pollution forecast models, they can be simplisti-Predictive pollutant concentration's models have become
indispensable tools to provide early warnings for an efﬁcient air
quality management and control system.
The generalized interest in forecasting tropospheric ozone (O3)
concentration levels or classes of concentration is due to its proved
adverse health effects which conducted to the establishment of
regulatory thresholds (Demuzere et al., 2009; Brunekreef and
Holgate, 2002; Tulet et al., 2000). Therefore, these prediction
models allow the development of mitigation strategies to protect
the affected populations. On the other hand, currently there is also
evidence for the existence of health effects due to long-term
exposure to low pollutant concentrations (WHO, 2005). Bearing
this in mind, this work intends to develop a forecast tool, public
health oriented, to improve local air quality management.
Concerning the need to have good predictive models of O3
concentration's classes, a twoestep framework was developed to
forecast O3 levels up to 24 h in advance. The proposedmethodology
can be summarized as follows: ﬁrstly, Classiﬁcation and Regression
trees (CART) techniqueswere applied to identify the best predictors
of O3 eight-hour mean concentrations classes; secondly, several
Multilayer Perceptron (MLP) models were trained and generalized
to obtain the most efﬁcient architecture to forecast O3 eight-hour
mean classes of concentrations, few hours ahead, in the Sines
area of Portugal.
Regarding ozone pollution studies, namely the selection of
ozone best predictors, statistical classiﬁcation techniques were
proposed in few published works. For example, extreme values
analysis were used by Smith (1989) to study the relationship
between ground-level ozone data and meteorology, accounting
the ‘exceedances’ of ozone values with respect to given thresh-
olds. In 1998, Davis et al. (1998) used cluster analysis to group
together days with similar meteorological characteristics, before
studying the relationship between ozone levels and meteorology,
through generalized additive models. Later, in 1999, Huang and
Smith employed regression trees to identify clusters of days with
homogeneous meteorological conditions for different ozone
levels.
In 2004, Bruno et al. proposed the Classiﬁcation tree algorithm
(Breiman et al., 1984) as a suitable technique for forecasting daily
exceedances of ozone target limits in Bologna, based on his previ-
ous work from 1999 (Bruno et al., 1999).
CART algorithm is a non-parametric technique that uses tree-
building algorithms, which are a set of if-then (split) conditions
producing either classiﬁcation or regression trees, depending on
whether the dependent variable is categorical or numeric (Breiman
et al., 1984; Ripley, 1996). The adoption of CART techniques is easily
justiﬁed:
- from a statistical point of view, a classiﬁcation rule based on
classiﬁcation trees easily manages problems due to the high
dimension of the predictors' space; from a practical point of
view, classiﬁcation trees can be used to draw up some easy
decisional rules to be applied by public authorities (Bruno et al.,
2004).
Since predictors are available at different space and temporal
scales, their number can be huge, being difﬁcult to decide which of
them should to be included into a model. Moreover, the higher the
dimension of the predictors space, the ‘sparser and more spread
apart are the data points’ (Breiman et al., 1984). Considering all
these reasons, CART techniques can be a good approach to solve air
pollution problems.cally classiﬁed into physical andmathematical models. In this work,
only mathematical models were considered, namely statistical
models. Basically, statistical models establish a relation between
predictors and predictands, without detailing the causes and effects
involved in the formation, transport and dispersion processes of air
pollutants. Usually, statistical models are more suitable for the
description of complex site-speciﬁc relationships between air pol-
lutants concentrations and potential predictors like meteorological
parameters (Fernando et al., 2012). Over the last two decades,
numerous statistical approaches have been developed by the air
quality research community. Several published studies describe
statistical model results on different air quality variables and
different locations frommultiple linear regression analysis (Barrero
et al., 2006; Hubbard and Cobourn, 1998; Stadlober et al., 2008),
nonlinear multiple regressions (Cobourn et al., 2000); artiﬁcial
neural networks models (Benvenuto and Marani, 2000; Gardner
and Dorling, 1998; Hooyberghs et al., 2006; Kukkonen et al.,
2003; Nunnari et al., 1998; Papanastasiou et al., 2007; Perez,
2001; Perez et al., 2000; Reich et al., 1999), generalized additive
models and fuzzy-logic-based models (Cobourn et al., 2000).
Furthermore, numerous methods based on a single dataset or
combined various approaches to improve air pollutant forecasts
were compared by other authors (Agirre-Basurko et al., 2006; Al-
Alawi et al., 2008; Goyal et al., 2006). Among to these statistical
approaches, Artiﬁcial Neural Networks (ANNs) have been widely
applied in air quality research and many works have been pub-
lished since the pioneer works of Gardner and Dorling (1998, 1999).
ANNs are mathematical structures inspired by biological ner-
vous system, where neurons are the crucial components. Essen-
tially, ANNs are composed by artiﬁcial neurons, named nodes, set in
layers and connected with each other (Bishop, 1995; Patterson,
1996; Ripley, 1996); ANNs are classiﬁed according to their con-
nections' type, the neuron model and the methods adopted for
weights' adjustments (Hagen et al., 1996). ANNs are capable of
learning from patterns presented to them and from errors
committed in their learning processes, enabling them to identify
patterns never seen before, i.e. they can be generalized.
ANNs provide better results than statistical linear methods, such
as regression models, due to their better ability on ﬁtting data to
describe highly nonlinear relationships.
Amongst all ANNs architectures, Multilayer Perceptron (MLP)
has become the most commonly applied model in atmospheric
sciences due to its welleknown ability to represent any smooth
measurable functional relationship between predictors and pre-
dictands (Gardner and Dorling, 1999, 2000). MLP models present
higher prediction performances than other forecasting techniques
according to several published results (Agirre-Basurko et al., 2006;
Demuzere et al., 2009; Fernando et al., 2012; Gardner and Dorling,
1999, 2000; Hrust et al., 2009; Jiang et al., 2004; Niska et al., 2005;
Perez and Reyes, 2006; Perez et al., 2000; Zanetti, 1990). Conse-
quently, they are suitable to describe complex relationships be-
tween industrial pollutant emissions, meteorological and air
quality data, which are the main variables under study in this work.
However, MLPmodels are able only to predict pollutants at training
locations, consequently they cannot be easy spatialized, unlike
grid-based models predictions. Nevertheless, having a set of AQ
monitoring stations, each one with its own MLP trained model,
stochastic simulation methodologies can be applied to spatialize
pollutants concentrations forecasts.
This paper is structured as follows: in Section 2 the study area,
data sets and methods are described; where datasets comprises
meteorological, air quality and industrial emission variables;
CART techniques are performed to identify O3 best predictors and
Table 1
Percentile values of m8hO3 concentrations (mgm3), computed for each monitoring
station, over the 2006e2009 period (N¼ hourly observed values, #¼missing hourly
observed values).
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24 h in advance. In Section 3 the main results are presented and
discussed; Section 4 summarizes the major conclusions of this
work.m8hO3
Percentile Son. Mt. Velho Mt. Ch~aos
100 164 207 200
95 87 105 102
90 80 96 93
70 63 77 74
50 54 64 62
10 33 20 35
5 27 12 28
N 34,085 28,607 34,693
# 979 6457 3712. Materials and methods
2.1. Area description
The study area is the Sines region located on the Portuguese
southwest coast (Fig.1). Sines is an important industrial regionwith
a deep-water seaport, surrounded by natural areas protected by the
European Natura 2000 network. Sines industrial development
started in the late 1970s with the installation of a coal-ﬁred power
station, an oil reﬁnery, a petrochemical plant and other smaller
industries, based on the processing of oil products (Augusto et al.,
2013).
The most important industries are located in an area of nearly
8 km2 and the average elevation of this industrial site is approxi-
mately 40 m above the mean sea level. Despite industries prox-
imity, the local northwest prevailing winds and great height of the
chimneys signiﬁcantly prevent the industrial pollutants' arrival to
the Sines city. Climatologically, this region is characterized by a
temperate climate with a dry and mild summer (Koppen, 1936);
with an average temperature of 16 C and an average precipitation
of 430 mm per year (Table 2). Predominant wind directions are
North (N) and Northwest (NW) and wind intensity is mainly low.2.2. Datasets
Datasets comprise meteorological, air quality and industrial
emission variables, with a high temporal resolution, collected over
the 2006e2009 period.Fig. 1. Southern Portugal and Sines region. Overview of the Sines area; air quality2.3. Air quality data
From regional air quality monitoring network, three conven-
tional monitoring stations, Sonega (Son), Monte Ch~aos (Mt. Ch~aos)
and Monte Velho (Mt. Velho), where selected. Air pollutant con-
centrations are continuously registered, on a 15 min basis and then
integrated to hourly basis data. These monitoring stations are un-
der different kinds of environmental inﬂuences: Mt. Velho is a
background station located in a rural region; Mt. Ch~aos is a sub-
urban station, accounting mainly for the industrial inﬂuence; and
Son is a rural station, with an important industrial inﬂuence,
located in the main prevailing wind direction in relation to the
industrial site.
Regulatory limits for tropospheric O3 concentrations are deﬁned
by the Directive 2008/50/EC, and transposed to national Decree
Law nº 102/2010. The established target limit is 120 mg/m3 for the
O3 maximum daily eight-hour mean period (maximum of the daily
eight hours means  120 mg/m3). Speciﬁcally, each O3 eight-hour
average (m8hO3) should be assigned to the day on which it ends;monitoring stations and industry chimneys can be distinguished on the map.
Table 2
Descriptive statistics of the meteorological data extracted from ECMWF operational forecast model, surface and 970 hPa pressure level variables, for the period 2006e2009.
Code Variable Unit Minimum Median Maximum Variance Skewness
Temp Temperature, surface level K 1 16 36 93 0.18
Uwind U wind component, surface level ms1 10 1 14 33 0.01
Vwind V wind component, surface level ms1 12 2 15 40 0.67
SunD Sunshine Duration, surface level s 0 6180 2.6  107 9.9  107 0.93
RHUM Relative Humidity, surface level % 26 71 100 1445 1.36
TPrec Total Precipitation, surface level m 0 0.0003 0.043 0.0001 9.31
BLH Boundary Layer Height, surface level m 10 371 2791 619,811 1.11
Temp_970 hPa Temperature, 970 hPa K 1 14 34 74 0.43
Uwind_970 hPa U wind velocity, 970 hPa ms1 19 1 26 112 0.07
Vwind_970 hPa V wind velocity, 970 hPa ms1 19 4 25 123 0.64
VVEL_970 hPa Vertical Velocity, 970 hPa Pas1 2 0 1 1 1.32
R.M. Dur~ao et al. / Atmospheric Pollution Research 7 (2016) 961e970964i.e. the ﬁrst calculation period for any day will be the period from
17:00 on the previous day to 01:00 on that day; the last calculation
period for any one day will be the period from 16:00 to 24:00 of
that day. Additionally, this threshold should not be exceeded on
more than 25 days per calendar year.
Table 1 presents the m8hO3 concentrations computed for each
monitoring station, based on the respective O3 measurements over
the study period. From a simple analysis of these results, stands out
the high frequency of m8hO3 low concentrations. Among the three
stations, the 95th percentile of m8hO3 values is below 120 mg/m3,
the recommended EU target limit concerning the protection of
human health and ecosystems.
2.4. Meteorological data
Since our goal is to develop a suitable forecast model to be
implemented in a real-time system, meteorological data were
extracted from the Operational archive of the European Center for
Medium Range Weather Forecast model (ECMWF, 1996).
ECMWF operational model comprises surface and pressure level
forecast data, covering the study period in four time model steps
(00 h, 06 h, 12 h, 18 h), on a 0.25 x 0.25 grid resolution (~25 km)
for Southern Portugal (6ºW e 10ºW; 36.5ºN e 39ºN). For each
monitoring station, the forecast variables were selected from the
nearest ECMWF model grid point. In this case study the adopted
atmospheric pressure level is the 970 hPa (approximately 280 m
height). In practice, this model level was chosen because its altitude
corresponds to the mean elevation of the industrial area above sea
level (40 m), plus the height of the highest industrial chimney
(234 m height).
The retrieved surface variables were: Boundary Layer Height,
10 mUwind velocity component,10m Vwind velocity component,
2 m Temperature, 2 m Dew temperature, Convective Precipitation,
Large-scale Precipitation and Sunshine Duration. It should be
emphasized that according ECMWF model descriptions, Sunshine
duration is deﬁned as the “time duration that radiation in the di-
rection of the sun is above 120 W/m2; and is an accumulated ﬁeld
measured in seconds” (ECMWF, 1996).
Relative humidity was computed based on the 2 m Temperature
and Dew Temperature variables using the Magnus-Tetens approxi-
mation (Demuzere and van Lipzig, 2010a; Lawrence, 2005).
Total Precipitation was obtained by summing Convective and
Large Scale precipitation variables, being an accumulated ﬁeld for
each time steps of the model. Total Precipitation (TPrec) was used
as a binary variable, to categorize precipitation occurrence in each
grid point over the study period. It should be emphasized that
precipitation only occurred in 24% of the times over the 2006e2009
study period.
Boundary Layer Height (BLH) was also transformed into a binary
variable, to categorize if the BLH is above 280 m height, the heightof the highest industrial chimney. It is noteworthy that BLH is above
the 280 m in 67% of the times over the 2006e2009 study period.
The retrieved 970 hPa pressure variables were U wind velocity
component, V wind velocity component, temperature and vertical
velocity.
The ECMWF meteorological data and the respective descriptive
statistics are shown in Table 2.
Aiming to incorporate the effect of the time of the year (TOY),
additional seasonal inputs were computed (Gardner and Dorling,
1999) as co-sinusoidal and sinusoidal variables, respectively
TOYCos ¼ cos [(2pt).T1] and TOYSin ¼ sin [(2pt).T1], where t is
the ordinal number of the day in the year, T is the number of days of
the year.
Hence, TOYCos has one year cycle, reaching its maximum in
winter and its minimum in summer (Hrust et al., 2009); TOYSin has
also one year cycle, reaching the maximum value in spring and the
minimum in autumn.
2.5. Circulation weather type classiﬁcation
The spatial and temporal categorization of atmospheric situa-
tions enables a better understanding of the atmospheric circula-
tion, namely variations in the frequency and characteristics of air
masses (Tomas et al., 2004).
In this work, circulation weather types (CWTs) were used as a
predictor variable and its performance evaluated, attempting to
relate them with different levels of air pollutant concentrations
(Demuzere et al., 2008; Demuzere and Lipzig, 2010a, b). Trigo and
DaCamara (2000)'s CWTs classiﬁcation was adopted, based on
indices derived from atmospheric pressure ﬁelds for a given day,
describing the high and low-pressure center location that deter-
mine the direction of the geostrophic ﬂow. CWTs were computed
for a regional grid, (40ºW-25ºE, 20º-70ºN), using ERA Interim Mean
Sea Level Pressure data (ECMWF), for the study period, at 12 h and
00 h UTC. The analysis of CWTs annual variability (Table 3),
revealed that the most dominant situations are the Anticyclonic
type (A), followed by Cyclonic type (C) and Northeasterly type (NE).
CWTs intraeannual variability (relative frequency of CWTs
throughout the seasons) was also computed and revealed that A
type is the most frequent circulation pattern over all the seasons
(Table 3). Throughout the seasons, the relative frequency of C type
is almost constant, being the 2ndmost frequent CWT, except for the
summer seasonwhere a slight decrease occurs. In summer, NE type
is the 2nd most frequent and the N type is the 3rd most frequent.
2.6. Industrial emission data
Sines' major industries are a petrochemical plant, an oil reﬁnery
and a thermoelectric power plant located at about 4 km north, 5 km
northeast and 6 km southeast from Sines, respectively. The main
Table 3
CWT frequency over the 2006e2009 period. Seasons e Spring (MAM), Summer
(JJA), Autumn (SON) and Winter (DJF). The most frequent CWTs for each season are
presented in Bold.
CWT # Total (%) MAM (%) JJA (%) SON (%) DJF (%)
A 1400 48 46 47 46 53
C 327 11 13 8 13 11
N 319 11 10 12 3 3
NE 206 7 9 19 12 3
NW 184 6 7 5 2 5
E 148 5 6 2 10 7
W 139 5 5 4 6 5
SE 110 4 2 0 1 5
SW 59 2 2 2 6 5
S 30 1 0 1 1 2
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(NOX) and Total Suspended Particles (TSP) at their principal chim-
neys by a continuous monitoring system of gas emissions, ensuring
full compliance of actual environmental legislation. The highest
chimney is 234 m high. Since all chimneys are located very close to
each other, all pollutants concentration emitted were converted
into mass ﬂows (kg/h) and summed as one single source. Addi-
tionally, there are many other local industrial point sources which
are not monitored, but their contribution should be irrelevant
when compared to the previous. Non-industrial local diffusive
sources may include trafﬁc, commercial, agricultural and livestock
activities; their levelsmay be inferred from land usemaps or census
data, but here were not accounted and were considered invariant.
In Fig. 2, boxplots of the main monitored emissions are pre-
sented, where boxes present the median, the ﬁrst and third quar-
tiles, while the whiskers represent the minimum and maximum
values. Fig. 2 shows a signiﬁcant decrease of SO2 and TSP emissions
over the years, in accordance with the technological upgrade that
occurred in the considered industries throughout this period (see
Figs. 3 and 4).
2.7. Methods
The adopted methodology to forecast m8hO3 levels, few hours
in advance, can be summarized as follows:
I. Firstly, identify the predictors set of independent variables, that
best explain m8hO3 concentrations, through CART techniques,
for each monitoring site;Fig. 2. Box-plot of SO2 industrial mass ﬂowII. Secondly, using the best predictor sets as input variables, several
MLP models were trained and generalized to achieve the most
efﬁcient architecture model to predict m8hO3 concentrations
for each monitoring station.
All models were developed using STATISTICA 64, version 12
(StatSoft, Inc., 2013). Data compilation and manipulation routines
were developed using MATLAB (R2015a).2.8. Classiﬁcation and Regression trees
A CART model that predicts a numerical value from a set of
continuous and or categorical predictors is deﬁned as a regression
model. On the other hand, the prediction of a categorical variable is
deﬁned as a classiﬁcation model (Ripley, 1996). In CART algorithms,
each predictor is examined and the input data set is split into two
groups, based on the predictor value that maximizes the dissimi-
larity between groups. Speciﬁcally, CART partitioning procedures
search through all values of predictors to ﬁnd which one provides
the best partition into child nodes. The best partition is the one that
minimizes the weighted variance. The tree grows by exhaustively
searching the predictors at each branch for the best split at each
node. The goal is that the descendent nodes are more homoge-
neous than their parent. Splits at each node will only happenwhen
the split generates the greatest improvement in predictive
accuracy.
A classiﬁcation tree is obtained for each output variable class,
with it associated tree structure, identifying the child nodes,
observed class, predicted class and split condition for each node
(Loh and Shih, 1997). Additionally, an importance ranking for each
predictor is calculated on a 0e100 scale, showing the ability of
input variables to perform either as a primary splitter or as a sur-
rogate splitter in the tree structure. This ranking score is based on
the measured improvement attributable to each variable in its role;
i.e. the improvement values are summed over each node and
totaled, and then scaled to obtain the best performing predictor. A
predictor can obtain an importance score of zero only if it never
appears as either a primary or a surrogate splitter.
The major advantage of decision tree models, is that they are
scalable to large problems and can handle smaller data sets than
ANNs, being more tolerant to sparse data (Markham et al., 2000;
Razi and Athappilly, 2005). Moreover, they can provide a solution
to problems related to non-homogeneity that arises when differents (kg/h) over the 2006e2009 period.
Fig. 3. Box-plot of TPS industrial mass ﬂows (kg/h) over the 2006e2009 period.
Fig. 4. Box-plot of NOX industrial mass ﬂows (kg/h) over the 2006e2009 period.
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dictor's space (Breiman et al., 1984).
In this work, the selection of predictors was performed in order
to avoid variables redundancy, instabilities and over-ﬁtting in the
developed models. When compared with other multivariate tech-
niques applied, such as Principal component analysis, Multiple
Regression analysis and Non-parametric correlation (results not
shown), CART revealed to be themost suitable technique to identify
m8hO3 best predictors.2.9. Multi-layer perceptron
An MLP network is a feedeforward model that maps input data
onto an output set, with the weights being the adjustable model
parameters (McClelland and Rumelhart, 1986).
A basic MLP model is composed at least of three layers of neu-
rons (perceptrons): input, hidden and output layers. Neurons are
arranged into the three layers, interacting with each other through
weighted connections. Each neuron is connected to all the other
neurons in the next layer; scalar weights determine the nature and
strength of the inﬂuence between the interconnected neurons.Initially, an input layer of neurons is presented to amodel and an
output layer holds the network response to that input. For each
trained model, the number of neurons of the input and output
layers depends on the predictors' number and output variables
involved in each case study, respectively. Hidden layers are inter-
mediate layers responsible for enabling networks to represent and
compute complex associations between input variables and output
variables. MLP models calculate the inner product of the input
vector and the weight vector. Speciﬁcally, each neuron have an
activation function or transfer function associated, to transform
incoming signals from the neurons of the previous layer using a
mathematical function. Activation functions used to activate hid-
den and output neurons are Identity, Logistic sigmoid, Hyperbolic
tangent (Tanh), Exponential, Sine and Softmax functions.
To compute the weights that best ﬁt MLP models, the “Broyden-
Fletcher-Goldfarb-Shanno quasi-Newton” (BFGS) algorithm was
the adopted optimization algorithm (Dennis and Schnabel, 1996).
The main advantage of BFGS is its good performance as an early
stopping technique, improving the generalization ability of MLP
models (Schlink et al., 2003).
The major goal of network training is to model the process that
generates data. If the model exhibits good generalization ability, it
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model's performance, available data must be separate in three
subsets: training, test and validation sets (Agirre-Basurko et al.,
2006; Paschalidou et al., 2009; Sarle, 1995). The training set is
used to update network weights and biases. During training phase,
test data set is used to guarantee the generalization ability of the
trained model, whereas validation set is used to check the gener-
alization ability of the trained MLP model (Agirre-Basurko et al.,
2006).
Error functions are used to evaluate models' performance, by
measuring how close network predictions are to the targets,
providing a distance between the targets and predictions. In this
work, the adopted error functions were the cross entropy function
(CE) and the sum-of-squares (SOS) function (Bishop, 1995).
SOS is given by the sum of squared differences between target





where N is the number of training cases and yi is the prediction
(network outputs) of the target value ti of the i th datacase,
assuming a normal probability density function for the target
variables.









which assumes that the target variables are driven from a multi-
nomial distribution.
In terms of presenting results, MLP performances are evaluated
through a confusion matrix, and a classiﬁcation summary:
- a confusion matrix gives a detailed breakdown of mis-
classiﬁcations, showing how many cases of a given class were
assigned by the model to that class and vice-versa;
- a classiﬁcation summary gives the total number of values in
each output class, number of correct and incorrect predictions
per class, plus the percentage of correct and incorrect pre-
dictions for each class.Table 4
Bestm8hO3 predictors at eachmonitoring station. Importance rankings are based on
CART univariate splits, where 0 means low importance and 100 means high
importance. Best predictors of m8hO3 concentrations are presented in Bold.
Variables O3_Mt. Velho O3_Mt. Ch~aos O3_Son
CWT 33 66 20
BLH 23 14 2
TPrec 4 2 6
Temp 30 63 91
RHum 87 41 100
Uwind 63 63 20
Vwind 52 12 8
SunD 100 78 24
Temp84 19 27 19
Uwind84 29 21 24
Vwind84 8 16 6
Vvel84 19 15 7
NOx_Emission 26 39 48
TSP_Emission 11 34 15
NOx_Air Quality 27 44 74
NO2_Air Quality 29 35 44
TOYCos 37 100 93
TOYSin 56 76 602.10. Application of the two-step framework
Following the proposed framework, ﬁrstly m8hO3 predictors
were organized in two main groups: categorical and continuous
groups, in order to build the best predictors set for each monitoring
station.
To deﬁne CART's output class, the 70 mgm3 value was the
adopted threshold that splits m8hO3 data into High or a Low con-
centration classes. This threshold was accepted after a sensitivity
analysis, in order to minimize the difference between the di-
mensions of m8hO3 classes. It is noteworthy that this value is
signiﬁcantly below the European target limit (EU, 2008) and cor-
responds to the 60th percentile of m8hO3 data of the three moni-
toring stations.
To be included in the best predictors set, a variable must have a
certain score according to user deﬁned split's ability. The m8hO3
concentration of the previous time step was not included in CART
analysis, due to its huge inﬂuence, masking the relevance of the
other predictors.To perform the second step's methodology, 2006e2009 m8hO3
dataset was divided into two subsets: 2006e2008 and 2009 data
sets.
The 2006e2008 m8hO3 set was used in the training step, being
randomly separated: 80% of this set was used as train subset; the
remaining 20% were equally distributed between testing and vali-
dation subsets.
MLP models used this 2006e2008 period to learn relationships
between predictors and predictands; test and validate the trained
models. The 2009 year was used to generalize trained models, in
order to achieve the best m8hO3 forecasting architecture.
MLP models were trained considering four preceding time steps
as inputs, namely 1, 8, 12 and 24 preceding hours (running sepa-
rately); considering four time steps ahead, speciﬁcally 1, 8, 12, and
24 h ahead.
50 MLP models, with different architectures, were trained,
considering all neurons' activations functions through the BFGS
algorithm. Each model comprises three layers: input, hidden and
output layers; where the number of neurons of the input layer
depends on the number of best predictors selected for each
monitoring site. The number of neurons in the output layer is two,
according to the chosen m8hO3 classes. The number of neurons in
the hidden layer varies between aminimum of 5 and amaximum of
50.
Finally, the best MLP model at each monitoring site is selected
according to their full performances in classify m8hO3 concentra-
tion values e training, test, validation and generalization
performances.3. Results and discussion
3.1. CART results
Table 4 presents the best m8hO3 predictors for each monitoring
station. CART analysis results revealed that O3 concentrations are
mainly dependent on meteorological variables, industrial emis-
sions and air quality variables.
Predictors' selection was based on the performance score
explained previously. After a sensitivity analysis an importance
ranking threshold was adopted for each monitoring station: 30 for
Mt. Velho and Mt. Ch~aos; and 20 for Son station. It was observed
that a minimum of eight predictors is necessary to obtain good
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is very low. Most of best predictors are different from station to
station, which is reasonable due to their different locations,
suffering different geographical and environmental inﬂuences.
The common best predictors across the three monitoring sta-
tions were ToyCos, ToySin, Temp, SunD, RHum, Uwind and CWTs
variables. The ﬁrst four are directly related with time of the year,
since Temp, SunD and RHum depend on the solar radiation avail-
able, which varies seasonally. Additionally, RHum can be inter-
preted as ameasure of water vapor content, or as an indicator of the
likelihood of precipitation, dew, or fog occurrence, affecting the
transport and dispersion of O3 precursor substances in the
atmosphere.
In practice, atmospheric pollutant' concentrations can be related
with certain synoptic conditions and to local wind ﬂow patterns,
which condition the dispersion of the pollutants. Somehow, CWTs
summarizes local atmospheric dynamics behavior, linking partic-
ular air masses to dispersion conditions. The selection of CWTs
across the three stations reﬂects the sensitivity of O3 to synoptic
scale conditions, which was expected, due to O3 photochemical's
origin.
Concerning emission variables, NOx was selected at Mt. Ch~aos
and Son; TSP was also selected at Mt. Ch~aos. Notice that these two
stations are the closest to industrial sources. Since dominant winds
blow from north, industrial emissions are mainly dispersed to-
wards south, it may explain why m8hO3 exceedances observed at
Mt. Velho (located further north of the industrial area) are not
associated to industrial emissions.
Regarding surface wind variables, Uwind is more relevant for
Mt. Velho and Mt. Ch~aos than for Son.
Vwind was only selected in Mt. Velho.
Concerning air quality, neither NOx nor NO2 were selected inMt.
Velho, indicating that O3 is not being generated locally, but possibly
is dispersed from other locations towards to Mt. Velho by atmo-
spheric dynamics. Conversely, NOx and NO2 were selected at Mt.
Ch~aos and Son, probably indicating that possibly O3 is being
generated by local anthropogenic activities, such as trafﬁc, in-
dustries proximity or agriculture activities.
Finally, regarding pressure level variables, only Uwind84 was
selected as best predictor at Son, despite its low score. None of the
others pressure level variables were chosen; neither BLH nor TPrec
surface level variables.
3.2. MLPs results
Firstly, the input data set for each station is composed by best
predictors obtained previously, plus the m8hO3 concentration
value of the previous time step, in order to improve the general-
ization ability of MLP models.
In this work, only results of MLP trained models considering
input data for the 8 preceding hours (k ¼ 8) are presented.
Table 5 summarizes the details of the best model architecture,
trained for each predicted time step k (k ¼ 1, 8, 12, 24 h), at each
monitoring station. The activation functions of hidden and output
layers and respective error functions are also displayed.
Concerning activation functions for hidden and output layers, no
general conclusions could be derived, since there isn't a clear pref-
erence for a certain activation function dependent on the location.
Regarding best trained architectures, they present similar
structures, especially Mt. Ch~aos results, where the number of
neurons in the hidden layer is almost the same across the four
forecasted time steps.
Table 6 summarizes MLP models' performances obtained for
training and generalization steps. Generally, best trained models
revealed an excellent global predictive success across the threemonitoring stations. Best generalization performances (%), as ex-
pected, were obtained for one hour forecast period, where all the
trained models presented performances above 98% to classify new
m8hO3 values. Generalization performances for 8 h forecast period
are also excellent, with values above 80%; particularly Mt. Velho
presented the highest performance (88%), whereas Mt. Ch~aos and
Son revealed the same predictive success (81%). Regarding 12 and
24 h forecast periods, results were almost constant, with general-
ization performances values above 70%. Best generalization results
are observed at Son, with a predictive success of 78% for the 12 h
forecast period and a 74% to predict 24 h in advance. Generalization
performance values obtained in Mt. Velho are almost equal for the
12 and 24 forecast periods, with a success of 75%.
The worst value, 70%, was obtained for the 24 h forecast period
atMt. Ch~aos. About the generalization ability to predict High or Low
m8hO3 values (Table 6), Low class values has systematically a better
prediction than High class values, due to the huge occurrence of
low values in both datasets, 2006e2008 and 2009. Thus, MLP
models learned better to predict low values than highest concen-
tration values due to this observed asymmetry. Son exhibits the
worst predictions for 1 h, 12 h and 24 h forecast periods, with a
predictive success rate varying from 60% to 65% rates. Son worst
results were expected, because its values are the lowest observed
among the three stations. Overall, theworst results are obtained for
High class predictions 24 h in advance over the three stations. The
differences between models' generalization performances for 12 h
and 24 h forecast periods are not quite relevant and possibly can be
explained by the differences between the best predictor sets and
due to environmental inﬂuences of each monitoring station.
4. Conclusions
In this work, we evaluate if a two-step methodology, based on
CART techniques and MLP models, is suitable to forecast m8hO3
classes few hours in advance, using meteorological data, air quality
data and industrial emissions, for Sines industrial region.
Themost important results of this two-stepmethodology can be
summarized as follows:
i. the selection of predictors based on the CART techniques is
crucial to restrict the number of input variables for the neural
network and avoid problems of redundancy between
variables;
ii. industrial emissions were elected as predictive variables of
O3 when forecasting model quality at AQmonitoring stations
located south of the main industrial area; this in accordance
with the main north-south wind patterns which disperse
industrial pollutants towards south.
iii. MLP models presented very good performances in predicting
m8hO3 concentrations up to 24 h in advance, revealing a
reasonable agreement between generalization and training
steps.
iv. MLP models were more efﬁcient predicting m8hO3 levels for
one and eight hours forecast periods, with average general-
ization performances above 90% across the three monitoring
stations. Moreover, trained models exhibited a good
emission-monitoring prediction at monitoring stations
despite their different environmental characteristics.
Thus we consider that the main goal of the proposed framework
is accomplished. The most useful ﬁnding is that the trained MLP
models have the potential to be implemented in a real-time tool for
health and environmental advisories, enable the improvement of
local air quality management system. If we consider that each
monitoring station has its MLP model, a space-time model public-
Table 5
Best MLP trained model details for each forecast period, at each monitoring station. MLP model architecture (#neurons in each layer), error functions e Cross Entropy (CE);
Sum-of-Squares (SOS); activation functions (exponential, logistic, hyperbolic tangent (Tanh), Identity and Softmax) for Hidden and Output layers are presented for each
forecast period.
Monitoring station Input period Forecast period Model architecture Error function Hidden activat. func. Output activat. func.
Mt. Velho 8 1 144-37-2 SOS Exponential Tanh
Mt. Velho 8 8 144-18-2 SOS Exponential Tanh
Mt. Velho 8 12 144-32-2 Entropy Tanh Softmax
Mt. Velho 8 24 144-37-2 SOS Exponential Tanh
Mt. Ch~aos 8 1 176-19-2 SOS Logistic Identity
Mt. Ch~aos 8 8 176-46-2 Entropy Logistic Softmax
Mt. Ch~aos 8 12 176-43-2 SOS Tanh Logistic
Mt. Ch~aos 8 24 176-43-2 SOS Logistic Identity
Sonega 8 1 160-29-2 Entropy Tanh Softmax
Sonega 8 8 160-47-2 Entropy Tanh Softmax
Sonega 8 12 160-46-2 Entropy Logistic Softmax
Sonega 8 24 160-49-2 SOS Logistic Identity
Table 6
Best MLP model's performances (%) of training (2006e2008) and generalization (2009) steps, for each monitoring station. MLP's model performances considering the pre-





















Mt. Velho 8 1 144-37-2 99 98 99 98 99 98
Mt. Velho 8 8 144-18-2 91 88 81 76 95 92
Mt. Velho 8 12 144-32-2 90 74 85 68 93 78
Mt. Velho 8 24 144-37-2 85 75 76 63 90 84
Mt. Ch~aos 8 1 176-19-2 99 99 99 99 99 98
Mt. Ch~aos 8 8 176-46-2 97 81 95 79 98 83
Mt. Ch~aos 8 12 176-43-2 93 75 85 66 96 88
Mt. Ch~aos 8 24 176-43-2 94 70 82 64 94 80
Sonega 8 1 160-29-2 94 82 84 60 97 86
Sonega 8 8 160-47-2 96 81 86 72 98 90
Sonega 8 12 160-46-2 97 78 93 63 98 81
Sonega 8 24 160-49-2 96 74 87 65 97 83
R.M. Dur~ao et al. / Atmospheric Pollution Research 7 (2016) 961e970 969health oriented, based on stochastic simulationmodels, can be built
to predict air pollutants concentrations in space, up to 24 h ahead.
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