An increasing demand for multimedia data delivery coupled with reliance in best-effort networks, such as the Internet, has spurred interest on effective Quality of Service (QoS) management for multimedia streams. Since today's multimedia applications are expected to run in physically heterogeneous environments composed of both wired and wireless components, we assess the efficiency of transport-layer solutions for multimedia traffic in heterogeneous networks. In order to quantify the performance on media delivery, we investigate the multimedia application requirements versus the QoS provided by the underlying network. The chapter also provides means for the perceptual QoS assessment of voice and video streams. In the sequel, we describe some representative end-to-end congestion control schemes, identifying the mechanisms that are most suitable for multimedia traffic. Our analysis is complemented with conclusive performance studies which quantify video delivery, within the context of transport protocol support and efficiency.
Introduction
In recent years Internet has been experiencing an increasing demand for multimedia services, typically involving audio and video delivery. Media-streaming applications yield satisfactory performance only under certain Quality of Service (QoS) provisions, which may vary depending on the application task and the type of media involved. Unlike bulk-data transfers, multimedia flows require a minimum and continuous bandwidth guarantee, while they are also affected by reliability factors, such as packet drops due to congestion or link errors.
Today's multimedia applications are expected to run in physically heterogeneous environments composed of both wired and wireless components. Wireless links exhibit distinct characteristics, such as limited bandwidth, bit errors and potential handoff operations. Bit errors typically occur when the signal to interference and noise ratio is not high enough to decode information correctly. Furthermore, adjustments, while they manage to compete fairly with TCP flows. In order to achieve smoothness, they use gentle backward adjustments upon congestion. However, this modification has a negative impact on protocol responsiveness [29] .
User Datagram Protocol (UDP) has been widely used instead of TCP by multimedia applications.
UDP lacks all basic mechanisms for error recovery and flow/congestion control. Thus, it allows for transmission attempts at application speed. That said, UDP cannot guarantee reliability, and certainly is not able to deal with network delays either. In [20] we showed that UDP may perform worse than TCP in several occasions.
This study is concentrated on transport layer mechanisms; an overview of Internet's current congestion control paradigm reveals that routers play a relatively passive role: they merely indicate congestion through packet drops or Explicit Congestion Notification (ECN). It is the end-systems that perform the crucial role of responding appropriately to these congestion signals. Therefore, significant performance gains can be achieved without any support from intermediate nodes in the network.
Considering efficiency on the basis of application requirements, we provide an overview of the influencing factors that affect media delivery and subsequently user-perceived quality. In addition, we include means for the perceptual QoS assessment of voice and video streams. We investigate the supportive role of a solution-framework composed of representative end-to-end mechanisms, including TCP-like, rate-based, and equation-based congestion control. We circumscribe the potential gains and undesirable implications on throughput performance, intra-protocol fairness, and especially media delivery. Based on simulations, we identify the mechanisms that manage to alleviate most of the impairments caused by limited bandwidth, contention and wireless links.
We organize the remainder of this chapter as follows. Section 2 overviews the most critical factors that affect multimedia QoS, including application requirements, influencing network QoS parameters, and user-perceived QoS. Section 3 provides a taxonomy and description of end-to-end congestion control schemes with emphasis on the performance on media delivery. In Section 4, we demonstrate comprehensive performance studies based on simulations, assessing protocol efficiency. Finally, in Section 5 we highlight our conclusions.
Multimedia QoS Issues and Limitations
We hereby provide an overview of QoS requirements and issues that are critical for media delivery. Among other applications, multimedia applications require a more sophisticated management of QoS. That is, apart from certain application and network parameters, application requirements may be determined by specific user preferences and perception of QoS, as well. Therefore, we separately discuss: (i) multimedia application requirements, (ii) network QoS parameters, and (iii) user-perceived QoS.
Not all applications require the same service: Requirements and Taxonomy
The network status reflected by its QoS parameters significantly affects multimedia application performance. For example, long delays in the network path have a direct impact on the application latency. However, a user is not able to directly evaluate the network QoS performance and should not be concerned with the specifics of how a network service is implemented. If a user receives streaming video with jitter (e.g. freezing frames), he is not certain whether the network (delay variation) or the application (e.g. the video is not decoded adequately due to application or hardware constraints) is responsible for this inconvenience. What is actually obvious, from the end-user perspective, is the overall application performance. Thus, it should be expressed in terms of user-perceived metrics. The relation of application-level QoS parameters with network QoS parameters depends basically on the type of the application and the type of multimedia content involved. After a thorough study of the last two aspects, we hereby present a taxonomy of this nature [8] , where applications are classified in the following categories:
Elastic vs. Inelastic
Elastic applications tolerate delay and throughput variations, without considerable performance degradation. Although unfavourable network conditions, such as long delays, usually degrade application performance, the actual outcome of the data transfer is not affected. Traditional data transfer applications, such as http traffic, e-mail service and file transfer, compose typical elastic applications.
Inelastic are real-time applications, which are comparatively intolerant to delay and variations of throughput and delay. They are also affected by reliability parameters, such as packet loss and bit errors. Inelastic applications deliver satisfactory performance only under certain QoS provisions, which may vary depending on the application task and the type of media involved.
Tolerant vs. Intolerant
Tolerant are usually inelastic applications, which tolerate certain levels of QoS degradation and operate satisfactory within a range of QoS values. Most multimedia streaming applications fall into this category, as they have specific QoS requirements, but they are not extremely sensitive to delays, jitter and packet loss. For example, a video streaming application tolerates a specific level of packet loss with slight visual impairments. Tolerant applications are further characterized by their adaptability:
• Tolerant adaptive applications incorporate mechanisms in order to adapt to certain network conditions, such as increased traffic, variable delays, packet loss and congestion. An adaptive application may be able to reduce its transmission rate at periods of limited bandwidth availability or build a buffer in order to smooth out jitter.
• Tolerant non-adaptive applications cannot adapt in the same fashion, but still tolerate some network QoS variation.
Intolerant applications operate only under strict QoS requirements. If these QoS demands are not met, the outcome is unacceptable and the application task fails. While intolerant applications do not tolerate the distortion of delay adaptivity, they may be able to take advantage of rate adaptivity. These applications are called rate-adaptive, since they are able to adapt their rate to instantaneous changes in throughput.
Network QoS Parameters
The task of specifying the effects of network QoS parameters on video quality is challenging.
Transmission rate fluctuations, increased delays, jitter and packet loss commonly deteriorate the perceived quality or fidelity of the received video content. In the sequel, we discuss the effects of network parameters on multimedia delivery. Although we refer to these parameters individually, we note that they do not affect quality in an independent manner; they rather act in combination or cumulatively, and ultimately, only this joint effect is detected by the end-user. However, studying the effects of network parameters in an isolated fashion is a more tractable approach.
End-to-end Delay
End-to-end delay is introduced at the network and during the encoding/decoding and packetization process. Network delay is expressed by the summation of propagation and transmission delays, and the variable queuing and processing delays at the intermediate routers along the path. The typical delay guidelines for streaming video are shown in Table 1 . End-to-end delays exceeding 250 ms affect the timely delivery of data and have an influencing impact on perceptual quality. Generally, increased delays may cause data unavailability and unintelligible real-time interaction with frustrating consequences to the application user. 
Delay

Effect in perceived quality
Delay Variation
Delay variation is usually caused by the variable queuing and processing delays on routers during periods of increased traffic and occasionally by routing changes. Delay variation is responsible for the phenomenon called network jitter. Generally, jitter has unpleasant effects in a multimedia application, as packets often reach the receiver later than required. In addition, delay variation may result in temporal inconsistency of the multimedia presentation, such as freezing video frames. The playback quality of multimedia applications is notably degraded when delay variation exceeds 75 ms.
The use of buffering can eliminate the effects of delay variation by smoothing out jitter. In this situation, an additional delay is incurred to the multimedia presentation. However, buffering exhibits certain limitations, such as application delay tolerance and buffer memory constraints. Even in the presence of a deep playback buffer, the overall effort to overcome excessive jitter may still result in intolerable delays.
Wireless error-prone links may induce considerable sending rate fluctuations and the resulting delay variation has an adverse effect on media playback quality. Cashing incoming packets at linklayer buffers (e.g. TCP-aware Snoop protocol [2] ) may introduce arbitrary delays that cause perceptible variations in RTT and disturbing fluctuations in the receiving rate. In [18] we showed that local error control degrades the performance on media delivery in a wide range of network dynamics and regardless of the transport protocol used.
Packet loss
Packet loss composes an impairment factor, since it causes a perceptible degradation on playback quality. The specific impact is particularly disruptive on compressed video streams, since packet drops induce distortions on the visual quality, which are typically more annoying to the human viewer than most types of impairments (e.g. encoding artifacts). In MPEG, for example, dropping packets from an independently encoded I (intra picture) frame causes the following dependent P (predictive), and B (bidirectional) frames not to be fully decodable. In practice, inter-frame dependencies may convert a 3% packet loss rate up to a 30% frame loss rate.
Packet loss is typically the result of excessive congestion in the network. However, in heterogeneous wired/wireless environments, apart from congestion, hand-offs and fading channels may result in packet loss. Most transport protocols (e.g. TCP) are not able to detect the cause of packet loss, invoking congestion-oriented responses to all types of errors. Apart from a wasteful rate decrease, further undesirable implications may take place since the flows that reduce their rates can be suppressed by competing flows that do not experience wireless loss.
Numerous systems use error correction codes (ECC), such as Forward Error Correction (FEC) [12] , in order to ameliorate the impact of packet loss on stream quality. Despite the presence of such mechanisms, the perceived quality is inevitably diminished, when the transport protocol is unable to restrict packet drops. Furthermore, the use of FEC or retransmission introduces additional delays that delay-sensitive flows cannot withstand [18] .
Packet loss rate itself is not always enough to assess the impact of loss on the efficiency of the application. A significant parameter that should be taken into account is loss pattern (or loss period).
In the Internet, loss patterns have a bursty nature, as losses often appear in the form of small bursts.
Depending on the loss pattern, packet loss may just cause minor distortions or affect at a greater level the quality of the multimedia application. [21] provides evidence for correlated packet loss. Isolated losses may occur as well, which cannot be modeled in a specific loss pattern.
Users' Perception of QoS Differs
QoS management for media-streaming applications includes aspects further than application and network parameters. A significant issue is how the end-user perceives the quality of the multimedia application. It is obvious that user-oriented QoS requirements arise and whenever the application priorities strictly converge to the client satisfaction (in user-centric multimedia services), user requirements should be taken seriously into consideration. Below, there is a list of the most common user-perceived QoS parameters [5] :
• picture / video detail (pixel resolution)
• picture color accuracy (color information / pixel)
• audio quality (audio sampling rate and bit rate)
• video frame rate (playback time, delay)
• video smoothness (affected by jitter)
• video / audio stream synchronization Different users are not expected to have equal levels of perception. A user's perception may be more sensitive to video smoothness than video/audio synchronization. Furthermore, users may exhibit tolerance to a high degree of impairments for some cases but not for others. For example, a user may tolerate certain video distortion but requires the delivery video of relatively high resolution, so that he is able to make out specific video details.
Perceptual QoS Assessment for Voice
In voice communications, several quality evaluation methods have been proposed [25] . The Mean Opinion Score (MOS) provides a numerical measure of human speech quality at the receiving end.
MOS virtually indicates the speech quality perceived by the listener on a scale from 1 (worst) to 5
(best). The most popular objective measurements include Perceptual Evaluation of Speech Quality
(PESQ) [14] and E-model [13] .
PESQ is an objective measurement tool that predicts the results of subjective listening tests on telephony systems. PESQ score is estimated by processing both the input reference and the degraded output speech signal. PESQ takes into account coding distortions, errors, packet loss, delays and variable delays, and filtering in analogue network components. The resulting quality score is analogous to the subjective MOS and ranks on a scale from 0 (worst) to 5 (best).
E-model is a computational model that uses transmission parameters to predict the subjective quality of packetized voice. It has several input parameters that represent the terminal, network, and environmental quality factors. E-model assumes that the perceived effect of impairments, such as echo, delay or distortion, is additive. Based on this principle, E-model outputs a single rating (R) on a scale from 0 to 100, which can be further translated into MOS. Table 2 includes a classification of MOS and R ratings, along with the corresponding user perception. Table 2 . Voice quality classification
User perception MOS Score R
Perceptual QoS Assessment for Video
End-to-end delays, packet loss and especially delay variation compose critical factors in the performance on video delivery. We provide selected means for the perceptual QoS assessment of streaming video, including packet jitter, Peak Signal-to-Noise Ratio (PSNR) and Video Delivery Index (based on [20] ). Most of them are computed based on reception statistics.
Packet jitter is the delay variation experienced by packets in a single session. Let D(i, j) denote the value of packet spacing at the receiver compared with packet spacing at the sender for a pair of packets i and j. D(i, j) is represented as:
where S i , S j , R i and R j denote the sending and receiving times for packets i and j, respectively. In the absence of jitter, the spacings will be the same and D(i, j) will be zero. Packet jitter is calculated continuously as a weighted average of the observed values of D(i, j):
PSNR compares the maximum possible signal energy to the noise energy between a source and destination image, I S and I D respectively. PSNR is defined as:
where MSE(I S , I D ) is the mean square error of the two images and V peak = 2 h -1, with h the bit color the joint effect of jitter and packet loss on perceptual quality. The depth. We note that representing PSNR frame by frame is more tractable than calculating the average of PSNR values of all frames, since an average PSNR may not map well to the overall subjective impression during video playback.
Video Delivery Index captures metric monitors packet inter-arrival times and distinguishes the packets that can be effectively used by the client application (i.e. without causing interruptions) from delayed packets according to a configurable packet inter-arrival threshold. Video Delivery Index is defined as the ratio of the number of jitter_free packets over the total number of packets sent by the application:
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Considering the importance of congestion control (as well as the impending threat transmitting protocols), we provide a classification of end-to-end congestion control schemes, identifying the mechanisms that are well suited to multimedia applications. Furthermore, we discuss selected end-to-end mechanisms that enhance protocol efficiency and application performance over heterogeneous wired/wireless networks.
End-to-end Congestion Control
TCP and TCP-friendly Congestion Control
Today's Internet is dominated by TCP flows which enforce specific rules (i.e. AIMD) in order to achieve system stability and fairness. Essentially, the goal of AIMD algorithms is to prevent applications from either overloading or under-utilizing the available network resources. Although TCP provides reliable and efficient services for bulk-data transfers, several design issues render the protocol a less attractive solution for multimedia applications. More precisely, the process of probing for bandwidth and reacting to observed congestion causes oscillations to the achievable transmission rate. With TCP's increase-by-one and decrease-by-half control strategy, even an adaptive and scalable source coding scheme is not able to conceal the flow throughput variation. Possible transmission gaps hurt the performance of multimedia applications, which experience jitter and degraded throughput.
Furthermore, TCP's insistence on reliable delivery without timing considerations has an adverse effect on the performance of the system, especially for time-sensitive applications where data packets bear information with a limited useful lifetime.
Beyond standard TCP congestion control and the undesirable multiplicative decrease with a factor of ½ (in terms of media delivery), several TCP-friendly protocols [10, 30, 31] enable smooth window adjustments, by invoking gentle backward adjustments on the occurrence of congestion. In order to attain TCP-friendliness, they compromise responsiveness through moderated upward adjustments. We consider as TCP-friendly any protocol whose long-term arrival rate does not exceed the one of any conformant TCP in the same circumstances [9] .
Essentially, the differences between standard TCP and TCP-friendly congestion control lie in the specific values of additive increase rate α and multiplicative decrease β; their similarities lie in their AIMD-based congestion control (a characteristic that enables us to include them both in the family of TCP (α, β) protocols). Standard TCP is therefore viewed as a specific case of TCP (α, β) with α = 1 and β = 0.5. On the other hand, numerous TCP-friendly protocols are designed to satisfy the requirements of delay-sensitive applications. However, they may exhibit further weaknesses, when bandwidth becomes available rapidly [29] . Apparently, the tradeoff between responsiveness and smoothness can be controlled to favor some applications, but it will cause some other damages. The choice of parameters α and β has a direct impact on the responsiveness of the protocols to conditions of increasing contention or bandwidth availability.
GAIMD is a TCP-friendly protocol that generalizes AIMD congestion control by parameterizing the additive increase rate α and multiplicative decrease ratio β. For the family of AIMD protocols, authors in [31] derive a simple relationship between α and β in order to be friendly to standard TCP:
Based on experiments, they propose an adjustment of β = 0.875 as an appropriate smooth decrease ratio, and a moderated increase value α = 0.31 to achieve TCP friendliness.
TCP-Real [28, 32] is a high-throughput transport protocol that incorporates a congestion avoidance mechanism in order to minimize transmission gaps. As a result, the protocol is suited for real-time applications, since it enables improved performance and reasonable playback timers. TCPReal approximates a receiver-oriented approach beyond the balancing trade of the parameters of additive increase and multiplicative decrease. The protocol introduces another parameter, namely γ, which determines the window adjustments during congestion avoidance. More precisely, the receiver measures the data-receiving rate and attaches the result to its acknowledgments (ACK), directing the transmission rate of the sender. When new data is acknowledged and the congestion window (cwnd)
is adjusted, the current data-receiving rate is compared against the previous one. If there is no receiving rate decrease, cwnd is increased by 1 Maximum Segment Size every RTT. If the magnitude of the decrease is small, the cwnd remains temporarily unaffected; otherwise, the sender reduces the cwnd multiplicatively by γ. In [28] a default value of γ = 1/8 is suggested. However, this parameter can be adaptive to the detected conditions. Generally, TCP-Real can be viewed as a TCP (α, β, γ)
protocol, where γ captures the protocol's behavior prior to congestion when congestion boosts up.
Rate-based Congestion Control
Considering TCP's limitations and the impending threat of unresponsive UDP, rate-based congestion control [19, 22] composes a plausible candidate for media-streaming applications. Ratebased protocols control directly the transmission rate of the connection and typically generate a smoothed flow by spreading the data transmission across a time interval. Hence, the burstiness induced by the window-based mechanisms is avoided.
Rate Adaptation Protocol (RAP) [22] is a rate-based protocol which employs an AIMD algorithm for the transmission of real-time streams. The sending rate is continuously adjusted by RAP in a TCPfriendly fashion, using feedback from the receiver. RAP attempts to resemble TCP's functionality, leaving out only the undesired reliability. The RAP source receives ACK infrequently and exploits the redundant information on a single incoming ACK to detect packet loss, inline with TCP's Fast Recovery algorithm [24] . However, some aspects of TCP design that do not favor smooth delivery are incorporated into RAP. For example, the multiplicative decrease by a factor of ½ invokes abrupt rate reductions upon congestion, compromising smoothness. 
Scalable Streaming Video Protocol (SSVP) [19] is an end-to-end
Equation-based Congestion Control
Equation-based congestion control enables bandwidth estimation based on statistics of RTT and packet loss probability. In response to the bandwidth estimates obtained, the source adjusts the transmission rate accordingly. TCP-Friendly Rate Control (TFRC) [10] is a representative equationbased protocol, which adjusts its transmission rate in response to the level of congestion, as estimated based on the calculated loss rate. Multiple packet drops in the same RTT are considered as a single loss event by TFRC and hence, the protocol follows a more gentle congestion control strategy. The TFRC sender uses the following TCP response function:
where p is the steady-state loss event rate and RTO is the retransmission timeout value. Equation (6) enforces an upper bound on the sending rate T.
According to [10] , TFRC's increase rate never exceeds 0.14 packets per RTT (or 0.28 packets per RTT when history discounting has been invoked). In addition, the protocol requires 5 RTTs in order to halve its sending rate. Consequently, the instantaneous throughput of TFRC has a much lower variation over time. TFRC eventually achieves the smoothing of the transmission gaps and therefore, is suitable for applications requiring a smooth sending rate. However, this smoothness has a negative impact, as the protocol becomes less responsive to bandwidth availability [29] . TFRC has another major constraint: it is designed for applications transmitting fixed sized packets, and consequently its congestion control is unsuitable for applications that use packets with variable size. In order to overcome this inconvenience, a TFRC variant, called TFRC-PacketSize (TFRC-PS), has been proposed.
End-to-end Enhancements for Wireless Links
We hereby present several end-to-end enhancements for heterogeneous wired/wireless networks [12] . TCP Westwood [16] is a TCP-friendly protocol that emerged as a sender-side-only modification of TCP Reno congestion control. TCP Westwood exploits end-to-end bandwidth estimation in order to adjust the values of slow-start threshold and cwnd after a congestion episode. The protocol incorporates a recovery mechanism which avoids the blind halving of the sending rate of TCP Reno after packet losses and enables TCP Westwood to achieve a high link-utilization in the presence of wireless errors. In [20] we showed that TCP Westwood tends to overestimate the available bandwidth, Tackling TCP's inefficiency over wireless links, split connection protocols, such as Indirect-TCP [1] , split a TCP connection into two separate connections by installing an agent at every base station (BS) in the entire wireless communication system. Apparently, split connection protocols cannot be easily deployed, while they also violate TCP's end-to-end semantics. Alternatively, existing end-toend loss algorithms can be applied to decouple congestion from wireless errors, based on packet interarrival times [4] . However, inferring a specific behavior from inter-arrival times or packet pair may be inaccurate, due to the variation and complication of traffic patterns in the Internet.
Authors in [3] In [17] we presented a Loss Differentiation Algorithm (LDA), which decouples wireless from congestion loss based on queue length. The proposed LDA is a pure end-to-end mechanism and does not require any modifications in the network infrastructure or the underlying network protocol. Queue length is estimated by RTT measurements. More precisely, the LDA interacts with the protocol monitoring the minimum and maximum RTT, RTT min and RTT max respectively. Queuing delay can be derived by deducting RTT min from the last RTT measured. In the absence of wireless loss, RTT max is normally observed before congestion control is triggered. Practically, upon packet loss if the last RTT is close to the RTT min , the bottleneck is not congested and the loss is due to a link error. On the other hand, a measured RTT substantially larger than RTT min and close to RTT max indicates a congestive loss. Therefore, the protocol's congestion control is complemented with the following algorithm. 
Threshold qthresh in equation (7) specifies the point of queue length where packet loss is considered to be congestion-induced. This threshold can be adjusted differently in order to modify the protocol's error-recovery strategy.
If condition (7) does not hold, the experienced loss is classified as wireless, and the sending rate remains unaffected. Such recovery does not endanger packet loss by increasing the transmission rate and concurrently does not enforce a rate decrease that might be unnecessary and harmful (degrading flow throughput and smoothness). Note that if both queuing delay and wireless loss exist, differentiation capability is limited. However, in the presence of long queuing delay, differentiation is not necessary: packet loss should trigger a rate reduction anyway. Therefore, the LDA classifies the loss as congestive, allowing the flow to recover from congestion, even if wireless loss has also been experienced.
Performance Studies
In this section, we provide conclusive performance studies of selected transport protocols based on simulations. We also investigate potential performance gains from the collaboration of congestion control with end-to-end enhancements for wireless links. Efficiency is considered on the basis of application requirements, as well as on the underlying network characteristics.
Experimental Environment
The evaluation plan was implemented on the NS-2 network simulator. Simulations were conducted on a single-bottleneck dumbbell topology ( Fig. 1 ) with a bottleneck capacity of 10 Mbps and a roundtrip link delay of 64 ms. The bottleneck link is shared by competing MPEG and TCP connections. The capacity of all access links to the sink nodes is set to 1 Mbps. The routers are drop-tail with buffer size adjusted in accordance with the bandwidth-delay product. We set the packet size to 1000 bytes for all system flows and the maximum congestion window to 64 KB for all TCP connections. Each simulation lasts for 60 sec, and diverse randomization seeds were used in order to reduce simulation dynamics. All the results are collected after 2 sec in order to avoid the skew introduced by the startup effect.
Fig. 1. Simulation Topology
We used a link error model in the access links to the MPEG sink nodes. The error model was configured on both directions of the link traffic. In order to model temporally correlated loss observed in a fading wireless channel, we used the correlated Bernoulli model which characterizes the loss pattern as a Bernoulli distribution of loss rounds. Each round consists of a group of consecutive packets, the length of which is approximated by a geometric distribution. The first packet in the round is lost with probability p. Every other packet is lost with probability p, if the previous packet has not been lost; otherwise, the loss probability is q. In our simulations, we adjusted p = 0.01 and q = 0.15.
In order to simulate MPEG traffic, we developed an MPEG-4 Traffic Generator. The traffic generated closely matches the statistical characteristics of an original MPEG-4 video trace. The compression initiates by encoding a single I frame, followed by a group of P and B frames. P frames carry the signal difference between the previous frame and motion vectors, while B frames are interpolated; the encoding is based on the previous and the next frame. The model developed is based on Transform Expand Sample (TES). We used three separate TES models for modeling I, P, and B frames, respectively. The resulting MPEG-4 stream is generated by interleaving data obtained by the three models.
We hereby refer to the performance metrics supported by our simulation model. Since the simulation topology includes competing MPEG and FTP connections, our performance metrics are applied separately to the MPEG and FTP traffic. Throughput is used to measure the efficiency in link utilization. Long-term fairness is measured by the Fairness Index, derived from the formula given in [7] , and defined as: 
Results and Discussion
We carried out a series of experiments in order to assess the performance of selected end-to-end mechanisms, in terms of throughput, fairness and video delivery. Particularly we evaluated TFRC, We measured Throughput, Fairness Index, Video Delivery Index, and we additionally demonstrate statistics from delayed and lost packets which compose influencing factors for perceptual video quality (Figs. 2-4) . Therefore, loss differentiation is significant, preventing a considerable amount of throughput degradation. Note that SSVP incorporates a gentle decrease ratio (i.e. β = 0.875), and therefore the impact of an unnecessary multiplicative decrease is not destructive on throughput performance.
Indeed, a protocol with conventional congestion control parameters (i.e. α = 1, β = 0.5), such as TCP, would experience higher throughput degradation. Therefore, incorporating the proposed LDA to other diminished. Apparently, the protocol is sensitive to the disturbances caused quation-based responses to packet loss undermine long-term fairness, along with contention increase.
protocols may result in more gains, depending on the selection of the AIMD parameters.
TFRC responds adequately to the link errors, estimating the loss rate and adjusting the sending rate approximately. Essentially, the protocol exhibits unnecessary congestion-oriented responses to the wireless errors, since it is not able to detect the nature of the error. However, TFRC's gentle downward adjustments do not diminish significantly the throughout rate. GAIMD fails to adapt to the network dynamics, since it cannot decouple congestive from wireless loss. Furthermore, its small increase rate does not allow the protocol to allocate rapidly network resources, after a window reduction. Hence, downward adjustments have an adverse effect on throughput performance. Despite the improvements over the initial version of Westwood, TCPW+'s algorithm still does not obtain accurate estimates in heterogeneous environments, failing to achieve full utilization of the available bandwidth (Fig. 2) . This observation is profound in the case of scarce bandwidth (high contention),
where the sending rate is by the interfering flows. Fig. 3 illustrates that AIMD-oriented SSVP-LD and GAIMD achieve high levels of fairness. The AIMD-based responses during congestion enforce competing flows to converge to the fairness point for both protocols. In the case of SSVP-LD, the presence of the LDA notably improves fairness and system stability, as shown in [17] . The measurement-based TCPW+ also exhibits a fair behavior among its flows. On the other hand, we observe that the Fairness Index for TFRC degrades abruptly, reflecting a throughput imbalance between the connections. Apparently, TFRC's e In terms of video delivery, packet errors occasionally induce interruptions in the sending rate and the perceptual video quality inevitably deteriorates. SSVP-LD exhibits remarkable efficiency, delivering smooth video which is only slightly affected by wireless loss and contention (Fig. 4a) .
According to Fig. 4b , SSVP-LD achieves the timely delivery of video packets maintaining an uninterrupted and smooth sending rate. This combined approach effectively enforces an upper bound to the magnitude of delay variation, providing a possible guarantee for streaming applications that can efficiently operate within this QoS provision. In [19] we showed that SSVP maintains a smoothed flow in accordance with the requirements of video streaming applications. The incorporated LDA further refines transmission rate fluctuations, abolishing the damage of error-induced multiplicative decrease on flow throughput and smoothness. As a result, SSVP-LD delivers a smoother video flow, especially when link errors are the primary cause of the observed packet loss (i.e. 10-40 flows).
In contrast, TFRC's random downward adjustments induce oscillations in the sending rate, and subsequently delay variation of a considerable magnitude. GAIMD's performance on video delivery may as well frustrate the end-user. In dynamic environments with wireless errors, the protocol's congestion-oriented responses to all types of errors counterbalance the potential gains from a gentle decrease ratio (that could favor smoothness in a static and error-free network). TCPW+ exhibits increased packet drops (Fig. 4c) , while a considerable proportion of the packets that are not dropped, reach the recipient later than required (Fig. 4b) . Besides TCPW+'s tendency to overestimate the available bandwidth, the protocol slows down the transmission in response to the link errors.
Consequently, the resulting transmission gaps induce interruptions in the receiving and playback rate of the video stream. The overall effect is long and variable delays, which degrade the perceived video quality.
Conclusions
We studied the effects and implications of end-to-end congestion control on media delivery in wireless Internet environments. Efficient congestion control should minimize the undesirable effects of the underlying network characteristics and contention conditions, bridging the gap between the stringent multimedia application requirements and the network capabilities. However, congestion control may as well result in considerable implications, such as throughput fluctuations that cause transmission gaps and essentially interruptions in the stream playback. The effects of wireless links render multimedia QoS management even more challenging. Media-streaming applications usually experience limited performance and perceptible quality degradation in the presence of random wireless errors, as the underlying congestion control typically interprets packet loss as the outcome of congestion. In such conditions, the assistance of supportive mechanisms is required in order to enable loss differentiation and the appropriate error recovery.
Since congestion control is arguably mandatory, multimedia applications should be supported by congestion control schemes that explicitly anticipate smoothness and detect the nature of the error.
Combined or cross-layer approaches (e.g. SSVP-LD) may further optimize application performance and user experience, depending on the interactions between the supportive mechanisms. The proposed LDA, in particular, renders the underlying transport protocol less susceptible to random wireless loss.
Consequently, a wasteful rate reduction in response to a wireless error is usually prevented with notable gains in terms of flow throughput. We incorporated the LDA into SSVP, concentrating on the interactions between the two mechanisms. We showed that SSVP-LD reduces the magnitude of AIMD oscillation inline with the requirements of media-streaming applications for smooth patterns of data transmission. SSVP-LD composes one of the few available end-to-end schemes that achieve efficient performance on video delivery in wired/wireless networks, without requiring the support from lower-layer feedback or Active Queue Management mechanisms.
On the other hand, TFRC exploits equation-based congestion control in order to sustain a smoothed flow that favors delay-sensitive traffic. However, the considerable amount of packet loss inevitably degrades the perceptual quality. Both GAIMD and TCPW+ are unable to provide acceptable levels of multimedia QoS, especially at increased contention. The magnitude of delay variation and packet loss cause significant impairments in the quality of the received media streams, with frustrating consequences to the end-user.
