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Abstract
This paper studies the problem of estimation for general finite mixture models, with a particular focus on the
elliptical mixture models (EMMs). Instead of using the widely adopted KullbackLeibler divergence, we provide
a stable solution to the EMMs that is robust to initialisations and attains superior local optimum by adaptively
optimising along a manifold of an approximate Wasserstein distance. More specifically, we first summarise
computable and identifiable EMMs, in order to identify the optimisation problem. Due to a probability constraint,
solving this problem is cumbersome and unstable, especially under the Wasserstein distance. We thus resort to an
efficient optimisation on a statistical manifold defined under an approximate Wasserstein distance, which allows
for explicit metrics and operations. This is shown to significantly stabilise and improve the EMM estimations. We
also propose an adaptive method to further accelerate the convergence. Experimental results demonstrate excellent
performances of the proposed solver.
I. INTRODUCTION
This paper establishes a general solution to the finite mixture model problem, which has been attracting extensive
research effort for decades, due to both its simple representation and potential for universal approximation on
arbitrary distributions in RM . The finite mixture model also provides interpretable and statistical descriptions of
data, which makes it a popular choice in a wide range of statistical learning paradigms, such as semi-supervised
learning [1], capsule networks [2], and various image processing paradigms (e.g., de-noising [3], matching [4]
and registration [5]).
The estimation on a finite mixture model boils down to a minimisation problem which considers the mixture
of distributions as a parametric model ρ(θ), which is then optimised through a minimisation of a certain
discrepancy measure between ρ(θ) and empirical distributions of observed data ρ∗, namely, minθ d (ρ(θ), ρ∗).
This minimisation, although not explicitly stated, is a constrained problem because ρ(θ) must maintain the property
of a probability density throughout, to ensure that d(·, ·) is tractable.
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2Due to this probability constraint, various advanced numerical algorithms (solvers) are typically restricted by
either the requirement of an increasingly flexible ρ(θ) or a powerful d(·, ·). Such restrictions, for example, are one
of the main rationales for using the expectation-maximisation (EM) algorithm to minimise the KullbackLeibler
(KL) divergence in Gaussian mixture model (GMM) problems [6]. On the other hand, gradient-based numerical
algorithms typically rest upon additional techniques that only work in particular situations (e.g., gradient reduction
[7], positive definite projection [8], [9], re-parametrisation [10] and Cholesky decomposition [11], [12]). Besides
the GMM, there exist other solutions that allow for flexible choices of ρ(θ), which still belong to the EM-type
methods (e.g., mixtures of t-distributions [13], [14], [15], Laplace distributions [16] and hyperbolic distributions
[17]). Unfortunately, given other suitable candidates of distributions, those EM-type methods cannot ensure
universal convergence [18], [19], [20], [21], which dramatically limits the power of finite mixture model in
learning various types of data.
Another issue that has been highlighted in the literature is the sensitivity to initialisations when solving GMMs
[22], [23]. One of the main reasons is due to the usage of the KL divergence, which operates via a “bin-to-bin”
comparison between two density histograms. This means that mixtures which fall into a spurious local minimum
cannot be corrected via the points outside. Indeed, with random initialisations for the GMM, Jin has proved
that the EM algorithm or other first-order methods minimising the KL divergence are highly likely to result in
arbitrary bad local minima [23]. On the other hand, by virtue of the Wasserstein distance1 [24], [25], [26] which
employs a “cross-bin” comparison, many practical benefits may be achieved in learning tasks [27], [28], [29] due
to the reflection of sample space [30]. This property is particularly appealing in mixture model problems, where
it ideally provides a comprehensive distance measure over all possible transport plans, and promises to achieve
superior optimisation. Most recently, Kolouri et al. [31] have adopted the Wasserstein distance for solving GMM
problems. However, the aforementioned probability constraint enforces an extremely small stepsize (learning
rate) during optimisation. Given the random projections of the sliced Wasserstein distance, this setup leads to
extremely slow convergence or even non-convergence. At the end of the optimisation, in their provided code, the
EM algorithm is still needed to stabilise the optimisation.
Motivations and Contributions: Despite extensive benefits, optimising the GMM under the Wasserstein
distance is still not feasible due to the probability constraint. To address this constraint from a different perspective,
we resort to the statistical manifold. We should further point out that our work is different from information
geometry [32], [33], as directly establishing the manifold in the whole density space of mixture models is
absolutely intractable and cumbersome in optimisation [34], [35], [36]. Another problem within the Wasserstein
space is that the geodesic between two mixture models may not lie in mixture models of the same type [37],
which leads to non-convergence.
1Throughout this paper, the Wasserstein distance refers to the square-Wasserstein distance.
3We propose to resolve this problem by introducing an approximation to the Wasserstein distance and then
proceed to establish the statistical manifold via the so induced distance, which is complete within mixture models.
The subsequent optimisation along this manifold intrinsically satisfies the probability constraint and ensures that
the solution resides in the same mixture models. More importantly, minimising the induced distance is shown to
be truly reducing the discrepancy of two mixture models, unlike most existing research which is based on the
minimisation of the Euclidean distance from the optimal parameters. This ensures fast and stable convergence in
optimisation. By realising that the existing Riemannian adaptive algorithms only make sense in updating vector
parameters, we further develop a novel accelerated stochastic gradient descent method for updating the positive
definite matrices.
In this way, our proposed framework makes it possible to incorporate a broad family of distributions ρ(θ),
including an important class of multivariate analysis techniques called elliptical distributions [38] and to investigate
the mixture family termed the elliptical mixture model (EMM). We therefore provide the computable and
identifiable EMMs with a unified framework, which shows that EMMs are quite general and flexible and include
the GMMs as special cases [38].
Therefore, this paper proposes a complete and efficient framework for general EMM problems, by establishing
a statistical manifold under an approximate Wasserstein distance which promotes stability and efficiency, and
through an adaptive stochastic gradient algorithm to further accelerate the optimisation. Compared to the existing
literature on mixture problems, the proposed solution achieves consistently superior performance not only in the
GMM problems but also for general EMM problems. Our contributions can be summarised as follows,
• A unified framework for dealing with computable and identifiable EMMs, which introduces a rich candidates
for flexible finite mixture models.
• Establishment of the statistical manifold through the proposed approximate Wasserstein distance, which
provides explicit and complete operations within the manifold.
• Adaptively accelerated Riemannian gradient descent algorithm on the established manifold, to improve the
optimisation and accelerate convergence.
II. COMPUTABLE AND IDENTIFIABLE EMMS
Elliptical distributions include a wide range of standard distributions, and it therefore comes as no surprise that
a unified summary of computable candidates as components in the EMMs is a prerequisite to problem definition
and subsequent solutions. A classical summary can be found in Chapter 3 in [38], however, various elliptical
distributions in the recent decade are missing, and more importantly, it involves complicated representations for
each type of elliptical distributions. The existing literature also employs different notations and formulations of
particular distributions, which may lead to confusion. To this end, we provide a simple and unified framework for
summarising the existing computable elliptical distributions via the stochastic representation, which can then be
used to constitute flexible and identifiable EMMs.
4A. Preliminaries on elliptical distributions
A random variable X ∈ Rm is said to have an elliptical distribution if and only if it admits the following
stochastic representation [39],
X =d µ +RΛS, (1)
where R ∈ R+ is a non-negative real scalar random variable which models tail properties of the elliptical
distribution; S ∈ S(m′−1) is a random vector that is uniformly distributed on a unit spherical surface2 with the
pdf within the class of 2pi−m
′
/2Γ(m′/2); µ ∈ Rm is a mean (location) vector, while Λ ∈ Rm×m′ is a matrix that
transforms S from a sphere to an ellipse, and “=d” designates “the same distribution”. For a comprehensive
review of elliptical distributions, we refer to [38], [40].
When m′ = m, that is, for a non-singular scatter matrix Σ = ΛΛT , the pdf for elliptical distributions does
exist and has the following form
p(x) = 2pi
−m/2Γ(m/2)︸ ︷︷ ︸
cm
det(Σ)−1/2g((x− µ)TΣ−1(x− µ)︸ ︷︷ ︸
t
). (2)
In (2), the term cm serves as a normalisation term and solely relates to m. We denote the Mahalanobis distance
(x− µ)TΣ−1(x− µ) by t. The density generator, g(t), can be explicitly expressed as t−(m−1)/2pR(
√
t), where
t > 0 and pR(t) denotes the pdf of R. Thus, R, or equivalently3 R2, fully characterises g(·), i.e., the type of
elliptical distributions. For example, when R2 =d χ2m (χ2m denotes the chi-squared distribution of dimension m),
then in (2), g(t) ∝ exp(−t/2), which formulates the multivariate Gaussian distribution. Therefore, the elliptical
distribution can be fully characterised by µ, Σ and R. For simplicity, the elliptical distribution in (2) will be
denoted by X ∼ E(x;µ,Σ,R), where E(x;µ,Σ,R) = cmdet(Σ)−1/2g(t) of (2).
B. Computable and identifiable EMMs
Due to the fact that the R2 decides the type of elliptical distributions, we here provide a unified summary of
elliptical distributions in Table I; this is achieved through stochastic representations in (1). This makes it possible
to avoid complicated formulations, and to instead classify different categories simply through several typical
distributions of R2, which also allows for simple and intuitive sample generations for elliptical distributions. The
proof for expressions in this table is provided in the Appendix-A. Uniquely, this further clarifies the commonalities
between the members of the elliptical family of distributions. More importantly, constructing an EMM with the
candidates in Table I can be easily proved to be identifiable based on Theorem 2 in [41]. It is thus convenient
and safe to establish a well-defined EMM by the candidates summarised in Table I.
2Sm
′−1 is defined as Sm
′−1 := {x ∈ Rm′ : xTx = 1}.
3The term R2 is frequently used in practice because R2 =d (x− µ)TΣ−1(x− µ).
5TABLE I
R2 ↔ COMPUTABLE ELLIPTICAL DISTRIBUTIONS
Types R2 ↔ cm · g(t) Typical Multivariate Dist.
Kotz Type [38]
R2 =d G1/s,
=
(
Γ(m/2)sb
(2a+m−2)/(2s)
Γ((2a+m−2)/2s)pim/2
)
ta−1exp(−bts)
Gamma: s = 1
Weibull: a = s
G ∼ Ga( 2a+m−2
2s
, b) Generalised Gaussian: a = 1
a > 1−m
2
, b, s>0 Gaussian: a = 1, s = 1, b = 1
2
Scale Mixture
of Normals
Pearson Type VII [38]
=
(
(piv)−m/2Γ(s)
Γ(s−m/2)
)
(1 + t/v)−s
T -dist.: s = m+v
2
K−1∼Ga(s−m
2
,2v),
Cauchy: v = 1, s = m+1
2
v > 0, s > m/2
R2 =d G · K,
G ∼
Ga(m
2
, 1
2
), K
has different
dist.
Hyperbolic Type [42], [17]
=
(
(v/a)λ/2
(2pi)m/2BeKλ(
√
av)
)
BeK(λ−m/2)(
√
av+vt)
(
√
a/v+t/v)m/2−λ
Inverse-Gaussian: λ = −1/2
K ∼ GIG(v, a, λ) K-dist. [43]: a→ 0, λ > 0
v, a > 0, λ ∈ R Laplace: a→ 0, λ = 1, v = 2
Other Types [21], [44]
= exp(−t)/(1+exp(−t))2 Logistic√K ∼ ∂Kov(K
2
)/∂K
K ∼ SαS(a
2
), a ∈ (0, 2) ∝ SαS(a) α-stable
Pearson Type
II [38]
R2 ∼ Beta(m/2, s), s > 1 =
(
Γ(m/2+s)
pim/2Γ(s)
)
(1− t)s−1, t ∈ [0, 1] –
Notations: a, b, s, v, λ, α are adjustable parameters for different types of dist.; G and K are random variables related to R2; m is the dimension.
Gamma dist.: Ga(x, y) = yxtx−1exp(−yt)/Γ(x); Inverse Gaussian dist.: GIG(x, y, z) = (x/y)z/2
2BeKz(
√
xy)
tz−1exp(−xt2+y
2t
);
Kolmogorov-Smirnov dist.: Kov(x) = 1− 2∑∞n=1(−1)n+1exp(−2n2x2); Beta dist.: Γ(x+y)Γ(x)Γ(y) tx−1(1− t)y−1;
SαS(a): the symmetric α-stable dist. with index a; BeKx(y): the Bessel function of the third kind; Γ(x): the Gamma function.
C. Problem statement and notations
Generally we assume that there are k mixtures in the EMM model, latent variables Zi ∈ {0, 1} are binary, and
the probability of choosing the i-th mixture is denoted by p(Zi = 1) = pii, so that
∑k
i=1Zi = 1 and
∑k
i=1 pii = 1.
If we use the random variable Y to denote the EMM, then Y =d ∑ki=1ZiX i ∼∑ki=1 piiE(x|µi,Σi,R), and the
pdf of Y can be expressed as
p(y) =
k∑
i=1
piicmdet(Σi)
−1/2g((y − µi)TΣ−1i (y − µi)), (3)
where the density generator g(·) can be flexibly chosen from Table I, for which the identifiability is ensured
[41]. Thus, without ambiguity in the context, we also denote the EMM Y with the pdf of (3) as Yθ, where
θ = {pi,µi,Σi} (pi = [pi1, pi2, · · · , pik]T and i = 1, 2, · · · , k).
6III. STATISTICAL MANIFOLD TOWARDS EMMS
As the Wasserstein distance possesses a Riemannian structure [45], [30], it is thus natural to treat each EMM
as a “point” in the manifold, whereby the metric is defined by the Hessian of the Wasserstein distance. However,
as pointed out by Chen [37], in the Wasserstein space, the geodesic between two points, i.e., two GMMs, does
not necessarily belong to the GMM of the same type. A way to solve this problem is to pull back from the whole
density space to the parametric space [37]. This treatment, nevertheless, is still a toy solution due to two main
considerations. The first deficiency is that the metric does not have a closed-form representation, which needs to
be numerically obtained for every possible value in advance before the optimisation. This is highly prohibitive,
especially for multivariate cases due to the curse of dimensionality. Besides computational intractability, operations
such as the exponential mapping and the vector transport in the manifold cannot be well defined as there is
typically a second-order differential equation involved to obtain those operations [46].
We thus propose an approximate Wasserstein distance between two EMMs as a means to define a well-behaved
manifold for the EMM problems; this is achieved by the property that the Wasserstein distance of two elliptical
distributions is completely and explicitly defined. We then provide the Riemannian metric for the EMM problems
according to the defined distance.
A. An approximate Wasserstein distance between two EMMs
We now focus on the distance between two EMMs Y1 and Y2, and propose an approximate Wasserstein
distance by treating each distribution within an EMM as a “super-point” and defining a transport-like distance
between those “super-points”. A rigorous definition is given as follows.
Definition 1. Given two EMMs Y1 and Y2, a discrepancy measure is defined as
dU (Y1,Y2) = min
γ(i,j)
∑
i,j
γ(i, j)
k
d2W (X i,1,X j,2) + arccos(
∑
i,j
γ(i, j)
√
pii,1pij,2)
 , (4)
where d2W (X i,1,X j,2) is the Wasserstein distance between the elliptical distributions X i,1 and X j,2. γ(i, j) is
binary ∈ {0, 1}; for each i and j, γ(i, j) satisfies ∑ki=1 γ(i, j) = 1 and ∑kj=1 γ(i, j) = 1.
Theorem 1. Given two EMMs Y1 and Y2, dU (Y1,Y2) defines a distance.
Proof. Please refer to the Appendix-B for a complete proof.
By definition, arccos(
∑
i,j γ(i, j)
√
pii,1pij,2) intrinsically involves the probability constraint of
∑k
i=1 pii,1 =∑k
j=1 pij,2 = 1, while γ(i, j) operates as a bijection between mixture components in Y1 and Y2.∑
i,j
γ(i,j)
k d
2
W (X i,1,X j,2) can thus be regarded as a discrete transport between k uniformly distributed “super-
points” X i,1 and X j,2, for which their cost is defined as d2W (X i,1,X j,2).
7More importantly, dU (Y1,Y2) comprehensively reflects the discrepancy between Y1 and Y2 because either
the difference between mixture components X i,1 and X j,2 or the difference between latent variables pii,1 and
pij,2 can be well reflected. The following lemma further proves that for balanced EMMs, dU (Y1,Y2) is an upper
bound of the Wasserstein distance d2W (Y1,Y2).
Lemma 1. Given two balanced EMMs Y1 and Y2 (i.e., pii,1 = pij,2 = 1/k for all i, j), dU (Y1,Y2) is an upper
bound of the Wasserstein distance:
d2W (Y1,Y2) ≤ dU (Y1,Y2). (5)
The equality holds when k = 1.
Proof. Please refer to the Appendix-C.
B. Statistical manifold for EMM problems
Before we introduce the statistical manifold for EMMs, we need to credit several most recent works towards
Gaussian distributions and elliptical distributions, which lay a basis of our metric developed in this section. We
would like to mention [47], [48], [48], [49] for the Wasserstein distance of Gaussian measures and [50], [51] for
the elliptical distributions. Most recently, the Riemannian manifold for Gaussian distributions has been established
in an explicit form [52], [53]. Then, on the basis of the approximated Wasserstein distance, we provide the
Riemannian metric of the EMM problems by calculating the Hessian of the proposed distance in Definition 1 as
follows.
Lemma 2. The approximate Wasserstein distance dU (Y1,Y2) possesses an explicit Riemannian metric in the
parametric space, and the corresponding Riemannian manifold is a product manifold of Rk ×∏ki=1(Rm × P),
where P is the m×m positive definite manifold:
1) The manifold for the square root of pii, i.e., [
√
pi1,
√
pi2, · · · ,
√
pik]
T is a sphere manifold of Rk.
2) The manifold for µi is the plain Euclidean space of Rm.
3) The manifold for Σi, i.e., P, is defined by
ds2 =
E[R2]
m
(LΣi [dΣ])Σi(LΣi [dΣ]). (6)
In (6), LA[C] = B is a Lyapunov operator: AB+BA = C, where A,B,C ∈ P. More importantly, the sectional
curvature is non-negative (= m/E[R2]kG where kG ≥ 0 is the sectional curvature for Gaussian cases [52]). Recall
that R is defined in the stochastic representation of (1).
Proof. Please refer to the Appendix-D.
Remark. The metric in (6) provides a manifold for positive definite matrices. Compared to the most well-known
manifold belonging to the Hadamard manifold (non-positive sectional curvature) [54], the newly developed
8manifold provides an example of non-negative manifolds. It is actually further stated that an Alexandrov space
has the non-negative curvature iff it is a Wasserstein space [55].
IV. ADAPTIVELY ACCELERATED OPTIMISATION IN SOLVING EMMS
Given the idea of optimising on the statistical manifold, the probability constraint can be satisfied automatically,
which allows us to incorporate various numerical algorithms in solving the EMM problems. Specifically, we first
show that the constrained minimisation problem can be transformed to an unconstrained one when restricted in
the statistical manifold, which results in the vanilla gradient descent on the manifold. Then, we further propose
an adaptively accelerated algorithm.
A. Vanilla gradient descent on the statistical manifold of EMMs
Similar to [33], for the gradient descent methods, the way for descending in our work is as follows.
∆θ∗ = arg min
∆θ s.t.dU (Yθ,Yθ+∆θ)≤c2
dSW (Yθ+∆θ,Y∗)→ ∆θ∗ = Exp(−α∇U (θ)), (7)
where ∆θ is the step size for the next iteration and c2 denotes a sphere of all realisable distributions, which
ensures searching for optimal ∆θ∗ without being slowed down by the curvature; dSW (Yθ+∆θ,Y∗) denotes the
sliced Wasserstein distance [56] between the parametric mixture model Yθ+∆θ and the observed samples Y∗. By
approximating dU (Yθ,Yθ+∆θ) with its Hessian term (i.e., the inner product on the tangent space), we naturally
obtain an unconstrained Riemannian gradient descent of the right side of (7), where ∇U (θ) is the Riemannian
gradient on the statistical manifold defined by dU (·, ·); α is the stepsize of each iteration; Exp(−α∇U (θ)), called
exponential mapping, projects the step movement −α∇U (θ) from the tangent space to the statistical manifold
along geodesics [57], which ensures the probability constraint. On the other hand, when the proposed distance
dU (Yθ,Yθ+∆θ) is changed to the Euclidean distance, (7) is the trivial gradient descent [31], [33]. However, as
aforementioned, this gradient descent does not satisfy the probability constraint or reflect the probability space
curvature, which leads to inefficient and unstable optimisation.
In (7), the sliced Wasserstein distance [56] provides a feasible solution in solving the semi-discrete Wasserstein
problem, i.e., Yθ+∆θ is continuous and Y∗ is the sum of Dirac masses [58]. It uses unit random projections to
turn the original problem to an one-dimensional Wasserstein problem via the Radon transform [56], whereby a
closed-form solution can be obtained. More importantly, as the sliced Wasserstein distance is composed of a set of
random projections [56], it is thus natural to implement a stochastic gradient descent on the Riemannian manifold
for each random projection (denoted as p ∈ Sm−1). The random projection process also allows a parallel gradient
descent. We thus provide the basic operations of problem (7) in Table II, in which the detailed calculation under
the sliced Wasserstein distance is proved in the Appendix-E.
9TABLE II
BASIC OPERATIONS OF THE MANIFOLD IN LEMMA 2
For the h-th iteration
∇U (·) Exp(−α∇U (·))
√
pi
h ∇E(
√
pi
h
)− (√pih)T∇E(
√
pi
h
) · √pih cos(||α∇U (
√
pi
h
)||2)√pih − sin(||α∇U (
√
pih)||2)
||∇U (
√
pih)||2
∇U (
√
pi
h
)
µhi ∇E(µhi ) µhi − α∇U (µhi )
Σhi ∇E(Σhi )Σhi + Σhi ∇E(Σhi ) (LΣhi [−α∇U (Σ
h
i )] + I)Σ
h
i (LΣhi [−α∇U (Σ
h
i )] + I)
For the Radon transform p ∈ Sm−1, specified in the EMM problems:
∇E(
√
pi
h
) The i-th dimension of ∇E(
√
pi
h
) is 2
∫
R cmφ(y)
√
pii
h(pTΣhi p)
−1/2g( (y−p
Tµi)
2
pTΣhi p
)dy
∇E(µhi ) =
(
−2 ∫R cmφ(y)pihi (pTΣhi p)−3/2g′( (y−pTµi)2pTΣhi p )(y − pTµhi )dy
)
p
∇E(Σhi ) =
(
− ∫R cmφ(y)pihi (pTΣhi p)−3/2( 12g( (y−pTµhi )2pTΣhi p ) + g′( (y−pTµhi )2pTΣhi p ) (y−pTµhi )2pTΣhi p )dy
)
ppT
φ(y) is the Kantorovich potential [37]. ∇E(·) denotes the Euclidean gradient with regard to
√
pi
h, µhi and Σ
h
i .
B. Adaptively accelerated Riemannian stochastic gradient descent
On the basis of several accelerated Riemannian stochastic gradient descent methods by adopting the first-order
moment information [59], [60], [61], [62], [63], most recently, Becigneu and Ganea [64] further proposed a
Riemannian adaptive method by employing the second-order moments. Although this adaptive stochastic gradient
descent method [64] can be incorporated to further improve the convergence performance in our work, we argue
that it only makes sense for updating vector parameters, i.e., pih and µhi , because in this case the second-order
moment can be element-wisely calculated by decomposition into product manifolds [64]. This is similar to the
Adam algorithm in the Euclidean space [65]. When updating the matrix parameter Σhi , however, it does not
capture the second-order information properly due to the direct accumulation of the second-order moments over
the whole matrix manifold, which slows down the convergence in optimisation.
The key difficulty for the matrix case is that it is meaningless to accumulate second-order moments in an
element-wise manner due to the structures within the matrix. We view the second-order moments of matrices from
another perspective, by realising that a positive definite matrix can be decomposed into a set of eigenvectors and the
corresponding eigenvalues. The eigenvectors can be regarded as a set of projection directions and the eigenvalues
are scalars that can be connected with the accumulation in those directions. Furthermore, we can find from Table
II that the Euclidean gradient ∇E(Σhi ) consists of a scalar weight multiplied by a rank-1 matrix characterised by
10
Algorithm 1: Riemannian adaptively accelerated manifold optimisation
Input: n observed samples y1,y2, · · · ,yn; stepsize {αh}Hh=1; hyper-parameters {βh1 }Hh=1 and β2
Initialise: first-order moment {u0i }ki=1 = 0; second-order moment {v0i }ki=1 = 0
for: h = 1 to H do
Random projection: p ∈ S(m−1)
Update
√
pi
h+1
= Exp(−α∇U (
√
pi
h
))
for: i = 1 to k do
Update µh+1i = Exp(−α∇U (µhi ))
Update Σhi by the Dadam:
uhi = β
h
1ϕΣh−1i →Σhi (u
h−1
i ) + (1− βh1 )∇U (Σhi )
vhi = β2v
h−1
i + (1− β2)∇E(Σhi )∇E(Σhi )T
adphi = max{pTvhi p, adph−1i }
Σh+1i = Exp(−α
huhi/
√
adphi )
end for
end for
Return: piH , {µHi }ki=1, {ΣHi }ki=1
the direction ppT . Therefore, instead of the element-wise accumulation, we propose a direction-wise accumulation
of second-order moments to adaptively adjust the stepsize when updating the matrix. We provide the details
of our algorithm in Algorithm 1, in which our directional adaptive accelerated method (Dadam) of updating
Σhi is achieved by v
h
i and adp
h
i . It needs to be pointed out that adp
h
i denotes the accumulation in the current
projection p, which is a scalar for computational ease instead of computing an inverse of vhi . This also makes our
convergence analysis similar to that of [64], by realising that the sectional curvature is automatically bounded from
below. We thus omit the analysis here. Moreover, as there is no explicit parallel transport in the Wasserstein space,
we propose a new vector transport way ϕΣh−1i →Σhi (u
h−1
i ) = LΣh−1i [u
h−1
i ]Σ
h
i + Σ
h
i LΣh−1i [u
h−1
i ] to accumulate
the first-order moments.
V. EXPERIMENTAL RESULTS
In this section, we evaluate the effectiveness of our established manifold and the proposed Dadam on both
synthetic data and image data, by employing 4 EMMs, i.e., mixtures of Gaussian, Logistic, Cauchy and Gamma
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(s = 1, a = 2, b = 0.5 in Table I).
Synthetic data: Each synthetic dataset contains different mixtures of Gaussian distributions, with 10, 000
samples in total. Specifically, we employed three types of synthetic datasets, i.e., {m = 2, k = 3}, {m = 8, k = 9}
and {m = 16, k = 27}. Each type contains 10 randomly generated mixture datasets (eccentricity ε of [66] and
separation c of [66] were equal to 10). For every dataset, we tested each algorithm for 10 random initialisations
and recorded the mean and standard deviation.
Image data: The whole BSDS500 [67] benchmark dataset for image segmentation was employed in our
evaluation, which contains 500 images in total. Each image was tested with 10 random initialisations, where the
mean and standard deviation were recorded.
Parameter settings and metrics: We found the best learning rates α by searching from
{0.001, 0.003, 0.01, 0.03, 0.1, 0.3}. Similar to [65], [64], β11 = 0.9 and β2 = 0.999. The maximum number
of iterations for testing the synthesis data was 2, 000 and that for the image data is 5, 000. The Wasserstein
distance (simplified as Wass) and averaged negative log-likelihood (NLL) were mainly employed for comparison.
The optimisation fail ratio (FailR) was also reported to show the stability of optimisation under various initialisations.
For image data, we also adopted two well-known metrics, i.e., the peak signal-to-noise ratio (PSNR) and structural
similarity index (SSIM) [68] to evaluate the quality of reconstructed images via maximising the posterior of
optimised EMMs.
Baselines: Each main part of our algorithm was assessed. We denote the vanilla Riemannian gradient descent
method on our manifold as W/M + Vanilla. The Riemannian Adam of [64] with our manifold is W/M + Adam.
Our proposed Dadam is denoted as W/M + DAdam. On the other hand, we compared with the trivial gradient
descent method over the sliced Wasserstein distance without the manifold (denoted by WO/M), which is the basic
idea of [31]. The EM-type algorithms were also compared, which are denoted as EM for GMMs and IRA for
other EMMs [13], [18].
A. Assessment over the proposed Dadam on the synthesis data
We first evaluated the effectiveness of our Dadam in adaptively accelerating the convergence. In this part, we
only optimised the Σi whilst setting the pi and µi as the ground truth of the synthesis data. Fig. 1 illustrates
the convergence speed. From this figure, we can clearly see that the optimisation on our established manifold
exhibits much faster convergence. Furthermore, both the adaptive methods of [64] and the Dadam were shown
to boost the speed. The proposed Dadam achieved the fastest convergence, which verifies the effectiveness of
our directional adaptive method.
B. Overall comparisons on the synthesis data
We next compared our proposed algorithm (i.e., W/M+Dadam) with the WO/M and the EM methods under
GMM problems. Similar results can be seen for other EMMs, and we list the result for GMMs in Table III. It
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Fig. 1. The Wasserstein distance against the number of iterations for 4 algorithms, averaged by the 3 types of datasets ({m, k} =
{2, 3}, {8, 9}, {16, 27}). The best learning rate is shown in legends.
should be pointed out that all parameters (pi, µi and Σi) were optimised in this test and each result was reported
based on the corresponding best learning rates. From this table, we can see that our algorithm not only achieves
an extremely stable estimation (the lowest deviations) but also the lowest values in terms of both the Wasserstein
distance and the NLL.
TABLE III
COMPARISONS AMONG OUR, WO/M AND EM METHODS FOR GMMS BY VARYING m AND k.
m = 2, k = 3 m = 8, k = 9 m = 16, k = 27
Wass NLL Wass NLL Wass NLL
W/M+Dadam 0.01 ± 0.00 5.10 ± 0.00 0.03 ± 0.03 19.49 ± 0.03 2.39 ± 0.33 44.92 ± 1.04
WO/M 0.03 ± 0.00 5.12 ± 0.00 4.26 ± 3.61 22.27 ± 1.69 5e3 ± 589 Inf
EM 0.65 ± 1.06 5.30 ± 0.35 0.70 ± 0.46 19.83 ± 0.29 2.51 ± 1.27 48.84 ± 1.24
C. Overall comparisons on the BSDS500
We then evaluated our algorithm on the BSDS500, and Table IV shows the results. From this table, we see some
improvements of using the Wasserstein distance instead of the KL divergence, by comparing the WO/M with the
IRA. However, due to the probability constraint, the WO/M is highly unstable and its fail ratio reaches > 50% for
the Gaussian mixture and Logistic mixture. More importantly, by optimising on our established manifold together
with our Dadam method (denoted as Our), we can achieve the consistently best performances over the five
metrics. Again, our algorithm also achieved highly stable estimation, taking advantages of the Wasserstein distance
compared to the IRA working under the KL. Another advantage of our algorithm is its universal convergence,
while the IRA does not converge for the mixture of Gamma, which limits the flexibility of EMMs.
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TABLE IV
COMPARISON VIA FIVE METRICS OF OUR, WO/M AND IRA ALGORITHMS OVER THE BSDS500 DATASET
Gaussian Mixture Logistic Mixture Cauchy Mixture Gamma Mixture
Our WO/M IRA Our WO/M IRA Our WO/M IRA Our WO/M IRA
Wass
35.0 89.5 53.6 45.8 154 68.0 179 211 253 35.5 510 –
±4.68 ±10.0 ±21.9 ±12.7 ±10.9 ±24.2 ±15.3 ±7.77 ±65.4 ±1.82 ±71.2 –
NLL
11.8 12.2 11.8 10.6 12.5 10.6 12.1 12.3 12.0 13.3 19.1 –
±0.01 ±0.11 ±0.05 ±0.02 ±0.25 ±0.06 ±0.01 ±0.01 ±0.05 ±0.07 ±0.86 –
PSNR 18.9 18.6 18.3 18.8 18.2 17.8 19.3 19.3 18.4 21.0 18.0 –
(dB) ±0.07 ±0.18 ±0.66 ±0.11 ±0.18 ±0.67 ±0.05 ±0.06 ±0.56 ±0.08 ±0.58 –
SSIM
0.68 0.65 0.66 0.67 0.62 0.63 0.70 0.70 0.69 0.73 0.59 –
±0.00 ±0.01 ±0.03 ±0.01 ±0.01 ±0.03 ±0.00 ±0.00 ±0.02 ±0.00 ±0.03 –
FailR 0.20% 53.1% 2.98% 0.46% 75.5% 2.68% 1.16% 0.82% 17.16% 0% 2.02% 100%
VI. CONCLUSION
We have proposed a new and complete framework for solving general EMMs. To this end, we have first provided
a unified summary of the existing flexible candidates for identifiable EMMs via the stochastic representation.
Then, an approximate Wasserstein distance for EMMs has been proposed and the corresponding Riemannian
metrics have been explicitly calculated. The so established manifold has been shown to consistently improve the
optimisation for the above summarised EMMs, even when a vanilla Riemannian gradient descent is employed.
We have further proposed a directional adaptively accelerated algorithm to enhance and stabilise the convergence,
the performance of which has been validated through comprehensive experimental results.
APPENDIX
A. Proof for expressions in Table 1
As mentioned in the paper, we have pR(t) = g(t2) · tm−1. The pdf of R2 is then obtained accordingly as,
pR2(t) =
1
2
· g(t) · tm/2−1. (8)
The term g(t) can be further decomposed as c · gc(t), where gc(t) is a nuclear term that only relates to t, and c
is a normalisation term of pR(t). This allows us to prove the results in Table 1 related to computable elliptical
probability distribution functions (pdf) as follows.
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• Kotz type distributions: The nuclear term of density generator is gc(t) = ta−1exp(−bts) and c can be
calculated from the condition as
∫
pR(t)dt =
∫
g(t2) · tm−1dt = 1 as,
c = (
∫ ∞
0
t2a+m−3exp(−bt2s)dt)−1 = 2sb
2a+m−2
2s
Γ(2a+m−22s )
. (9)
We now arrive at the pdf of R2 for the Kotz type distributions, in the form
pR2(t) =
sb
2a+m−2
2s
Γ(2a+m−22s )
t
m
2
+a−2exp(−bts). (10)
However, in practice, it is intractable to generate samples of R2 as in (10). On the other hand, it can
be found that G1/s has the same distribution as R2 when G is Gamma distributed. Specifically, when
G ∼ Ga(2a+m−22s , b), we obtain the pdf of G1/s as,
pG1/s(t) = sts−1
b
2a+m−2
2s t
2a+m−2
2
−sexp(−bts)
Γ(2a+m−22s )
=
sb
2a+m−2
2s
Γ(2a+m−22s )
t
m
2
+a−2exp(−bts). (11)
This proves that R2 =d G1/s for the Kotz type distributions.
• Scale mixture of normals distributions: The scale mixture of normal distributions consists of a mixture of
zero-mean normal distributions (denoted as X = √KN , where N is zero-mean normal distribution and K
is called the mixing distribution with pdf pK(t)). Correspondingly, we can write the pdf of X as
pX (x) =
∫
t
pX (x|t)pK(t)dt ∝
∫
t
t−
m
2 exp(
xTΣ−1x
t
)pK(t)dt. (12)
Furthermore, to represent a scale mixture of normal distributions in the form of stochastic representations, by
inspection we see that the normal distribution N can be represented by a multiplication of √χ2m and S
(from the stochastic representation), so that the following holds:
X =
√
KN =
√
K · χ2m · S =
√K · GS, (13)
where G ∼ Ga(m/2, 2). In this case, R2 =d K · G by the stochastic representation. Therefore, although (12)
and (13) are equivalent, (13) provides a unified stochastic representation within the elliptical family. This
allows us to discuss different K for different sub-classes of scale mixture normals in the following.
For the Pearson type VII distributions where the nuclear density generator is given by gc(t) = (1 + t/v)−s,
we can obtain the corresponding normalisation term c as follows,
c = (
∫ ∞
0
tm−1(1 + t2/v)−sdt)−1 =
2Γ(s)
(v)m/2Γ(s−m/2)Γ(m/2) . (14)
Consequently, the pdf of R2 becomes:
pR2(t) =
Γ(s)
Γ(s− m2 )Γ(m2 )v
m
2
(1 +
t
v
)−st
m
2
−1. (15)
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Again, the rather complicated form of (15) makes it impossible to generate samples. It can be found that
when pK(t) =
(2v)s−
m/2
Γ(s−m/2) t
m/2−s−1exp(−2v/t) and G ∼ Ga(m/2, 2), R2 in (15) has the same pdf as K ·G. This
can be verified as follows,
pR2(t) =
∫ ∞
0
pG(t|τ)pK(τ)dτ =
∫ ∞
0
( 2τ )
m
2 t
m
2
−1exp(−2tτ )
Γ(m2 )
· (2v)
s−m
2
Γ(s− m2 )
τ
m
2
−s−1exp(−2v
τ
)dτ
=
Γ(s)t
m
2
−1
Γ(s− m2 )Γ(m2 )v
m
2 (1 + tv )
s
,
(16)
where K−1 ∼ Ga(s− m2 , 2v) and R2 =d K · G.
Moreover, for other types within the scale mixture normals, Barndorff et al. [42] have proved that the
generalised hyperbolic distributions can be formulated in the form of (12) when K satisfies the inverse-
Gaussian distribution. The elliptical logistic distributions are also mixtures of normals, where
√K in (12)
relates to the Kolmogorov-Smirnov distribution [44]. Besides, the relationship between the scale mixture
normals and the α-stable distribution is given in [21], which satisfies our equivalent form of (13). We omit
the tedious proofs here.
• Pearson type II distributions: The nuclear density generator is gc(t) = (1 − t)s−1 with the constraint
t ∈ [0, 1]. We omit the proof here because the calculation of c and the pdf of R2 are well documented in
[38].
This completes the proof of Table 1.
B. Proof of Theorem 1
Symmetry: It is easy to verify the symmetry of dU (Y1,Y2), i.e., dU (Y1,Y2) = dU (Y2,Y1).
Non-negativity: Due to arccos(·) ≥ 0, d2W (X i,1,X j,2) ≥ 0 and γ(i, j) ≥ 0 for all i, j, dU (Y1,Y2) ≥ 0. More
importantly, the equality holds if and only if Y1 =d Y2. In this case, minγ(i,j)
∑
i,j
γ(i,j)
k d
2
W (X i,1,X j,2) = 0 and
minγ(i,j) arccos(
∑
i,j γ(i, j)
√
pii,1pij,2) = arccos(
∑
i pii,1) = arccos(1) = 0, which results in dU (Y1,Y2) = 0.
Triangle inequality: Because γ(i, j) is binary ∈ {0, 1} for each pair {i, j}, and it satisfies ∑ki=1 γ(i, j) = 1
and
∑k
j=1 γ(i, j) = 1, the γ(i, j) operates as a bijection between the elliptical distributions within the first and
second EMMs.
Then, in order to prove the triangle property, we denote the third EMM as Y3 =d
∑k
h=1 zh,3X h,3, and
investigate the relationship between dU (Y1,Y2) and dU (Y1,Y3) + dU (Y2,Y3). We use γ∗(·, ·) to denote the
optimal γ(·, ·) in the defined distance dU (·, ·), and also define the following function
f
(Y1,Y2, γ(i, j)) = ∑
i,j
γ(i, j)d2W (X i,1,X j,2) + arccos(
∑
i,j
γ(i, j)
√
pii,1pij,2). (17)
By Definition 1, minγ(i,j) f(Y1,Y2, γ(i, j)) = f(Y1,Y2, γ∗(i, j)) = dU (Y1,Y2).
More importantly, for two arbitrary γ(i, h) and γ(h, j), their combination γ(i, h)∩γ(h, j) = ∑kh=1 γ(i, h)·γ(h, j)
also formulates a transport plan γ(i, j) because γ(i, h) ∩ γ(h, j) is still binary and ∑ki=1 γ(i, h) ∩ γ(h, j) =∑k
j=1 γ(i, h) ∩ γ(h, j) = 1.
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We therefore now arrive at
dU (Y1,Y3) + dU (Y2,Y3) = f(Y1,Y3, γ∗(i, h)) + f(Y2,Y3, γ∗(j, h))
=
1
k
(∑
i,h
γ∗(i, h)d2W (X i,1,X h,3) +
∑
h,j
γ∗(h, j)d2W (X h,3,X j,2)
)
+ arccos(
∑
i,h
γ∗(i, h)√pii,1pih,3) + arccos(
∑
h,j
γ∗(h, j)√pih,3pij,2)
≥ 1
k
∑
i,j
(
γ∗(i, h) ∩ γ∗(h, j))d2W (X i,1,X j,2) + arccos (∑
i,j
(γ∗(i, h) ∩ γ∗(h, j))√pii,1pij,2
)
= f
(Y1,Y2, γ∗(i, h) ∩ γ∗(h, j))
≥ f(Y1,Y2, γ∗(i, j))
= dU (Y1,Y2).
(18)
In (18), the first inequality holds due to the fact that both d2W (X i,1,X j,2) and arccos(
∑
i,j γ(i, j)
√
pii,1pij,2) satisfy
the triangle property. Moreover, the second inequality is due to the fact that the combined plan γ(i, h) ∩ γ(h, j)
is not necessarily the optimal plan between Y1 and Y2, as the optimal plan γ∗(i, j) achieves the minimum and
defines the distance of dU (Y1,Y2).
This completes the proof of Theorem 1.
C. Proof of Lemma 1
Recall that Y ∼∑ki=1 piiE(x|µi,Σi,R). We can now write the definition of the Wasserstein distance in the
form
d2W (Y1,Y2) = inf
η(Y1,Y2)
∫
m×m
η(Y1,Y2)||x1 − x2||22dx1dx2, (19)
where η(Y1,Y2) denotes the joint distribution between Y1 and Y2, and satisfies
∫
m η(Y1,Y2)dx1 = pY2(x2)
and
∫
m η(Y1,Y2)dx2 = pY1(x1).
More importantly,∑
i,j
γ∗(i, j)
k
d2W (X i,1,X j,2) =
∑
i,j
γ∗(i, j)
k
inf
η(X i,1,X j,2)
∫
m×m
η(X i,1,X j,2)||x1 − x2||22dx1dx2
=
∫
m×m
∑
i,j
γ∗(i, j)
k
η∗(X i,1,X j,2)||x1 − x2||22dx1dx2,
(20)
where η∗(X i,1,X j,2) is the optimal plan that achieves the Wasserstein distance between X i,1 and X j,2. Therefore,
by comparing (19) and (20), we can easily observe that
∑
i,j
γ∗(i,j)
k η
∗(X i,1,X j,2) consists a subset of joint
distribution of η(Y1,Y2), due to pii,1 = pij,2 = 1/k. In other words, because of the factorisation from Y to X ,
the
∑
i,j
γ∗(i,j)
k η
∗(X i,1,X j,2) does not necessarily achieve the optimal transport plan between Y1 and Y2.
Moreover, for balanced EMMs, the following holds for arbitrary γ(i, j),
arccos(
∑
i,j
γ(i, j)
√
pii,1pij,2) = 0. (21)
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Thus, we have
d2W (Y1,Y2) ≤
∑
i,j
γ∗(i, j)
k
d2W (X i,1,X j,2) = dU (Y1,Y2). (22)
This completes the proof of Lemma 1.
D. Proof of Lemma 2
Due to the fact that γ(i, j) in Definition 1 is a bijection between mixture components in Y1 and Y2, for each
pi1, µi,1 and Σi,1 in Y1, there exist only one corresponding pi2, µj,2 and Σj,2, respectively, in Y2. In other words,
when casting the problem to the parametric space, the Hessian of dU (Yθ,Yθ+s∆θ) can be calculated as follows,
∂2dU (Yθ,Yθ+s∆θ)
∂s2
|s→0 = 1
k
K∑
i=1
∂2d2W (Xµi,Σi ,Xµi+s∆µi,Σi+s∆Σi)
∂s2
|s→0+∂
2 arccos(
√
pi
T
(
√
pi + s∆pi))
∂s2
|s→0,
(23)
where the square root operation
√· is performed element-wise.
In (23), we can see that the manifold defined by dU (Yθ,Yθ+∆θ) is a product manifold defined by
d2W (Xµi,Σi ,Xµi+∆µi,Σi+∆Σi) and arccos(
√
pi
T
(
√
pi + ∆pi)).
Furthermore, arccos(
√
pi
T
(
√
pi + ∆pi)) defines a sphere manifold [57] (Examples 3.5.1 and 3.6.1), for which
basic operations are provided in Examples 4.1.1, 5.4.1 and 8.1.7 of [57]. On the other hand, the Wasserstein
distance between two elliptical distributions has an explicit representation as follows [50], [51],
d2W (Xµi,Σi ,Xµi+∆µi,Σi+∆Σi) = ||∆µi||22 +
E[R2]
m
tr(Σi + (Σi + ∆Σi)− 2(Σ1/2i (Σi + ∆Σi)Σ
1/2
i )
1/2). (24)
We can thus conclude that the manifold for µi is the conventional Euclidean space within Rm. Moreover, the
manifold of Σi can also be correspondingly obtained on the basis of [53].
This completes the proof of Lemma 2.
E. Calculations within Table 2
The basic operations on a sphere manifold were described in [57] (Examples 3.5.1, 3.6.1, 4.1.1, 5.4.1 and
8.1.7). As the manifold for µi is the conventional Euclidean space, the trivial gradient descent can be employed.
Operations for Σi under the Wasserstein manifold can be found in [53]. Furthermore, we omit the scale weight
E[R2]
m in our work as it can be incorporated into the stepsize α during the gradient descent.
To calculate the Euclidean gradients, we first explicitly express our cost function, i.e., the sliced Wasserstein
distance dSW (Yθ,Y∗), as follows,
dSW (Yθ,Y∗) =
∫
m
inf
η(Ra(Yθ,p),Ra(Y∗,p))
∫
R×R
η(Ra(Yθ,p),Ra(Y∗,p))(y1 − y2)2dy1dy2dp, (25)
where y1 denotes the Radon transform [56] Ra(Yθ,p), which projects Yθ onto a one-dimensional random
variable along the direction p. Similarly, y2 denotes the Radon transform of Y∗ with the direction p. Recall that
η(·, ·) is a joint distribution. Due to the fact that elliptical distributions belong to the location-scale family, as
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described by the stochastic representation, the Radon transform of each Xµi,Σi has a simple representation in the
form XpTµi,pTΣip ∼ E(x; pTµi,pTΣip,R), where X is a one-dimensional elliptical distribution.
Fortunately, the one-dimensional Wasserstein distance has the closed-form solution [30], we can re-write (25)
as
min
pi,µi,Σi
dSW (Yθ,Y∗) = min
pi,µi,Σi
∫
m
∫
R
|y − T (y)|2
k∑
i=1
cmpii · (pTΣhi p)−
1
2 g
(
(y − pTµi)2
pTΣhi p
)
dydp, (26)
where T (y) is the optimal transport plan between Ra(Yθ,p) and Ra(Y∗,p), which can be explicitly obtained
via their cumulative distribution functions [37]. When optimising (26) using stochastic gradient descent, for each
p, we therefore minimise
min
pi,µi,Σi
J(θ,p) = min
pi,µi,Σi
∫
R
|y − T (y)|2
k∑
i=1
cmpii · (pTΣhi p)−
1
2 g
(
(y − pTµi)2
pTΣhi p
)
dy. (27)
Then, by calculating the derivatives with regard to
√
pii, µi and Σi, and upon introducing the Kantorovich potential
φ(y) [37], we obtain the Euclidean gradients as follows,
∇√pii,µi,ΣiJ(θ,p) =
∫
R
φ(y) · ∇√pii,µi,Σi
(
k∑
i=1
cm
√
pii
2 · (pTΣhi p)−
1
2 g
((y − pTµi)2
pTΣhi p
))
dy, (28)
where ∇√pii,µi,Σi(·) denotes the derivatives with regard to {
√
pii,µi,Σi}, respectively. The Euclidean gradients
in the Table 2 can then be easily calculated.
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