The characterizations of a certain class of probability distributions are established through conditional expectation of lower record values when the conditioned record value may not be the adjacent one. Some of its important deductions are also discussed.
Introduction
Record values have been extensively studied in literature. For some excellent reviews, see Ahsanullah (1995) , Arnold, Balakrishnan, and Nagaraja (1998), and Nevzorov (2001) . Characterization of a probability distribution plays an important role in the determination of distributions by using certain characteristics in the given data. Different methods were used to identify several types of distributions. Conditional expectations of record values were extensively used in characterizing the continuous probability distributions. For examples, consider Malinowska and Szynal (2008) , Shawki and Bakoban (2009), and , recently, Yanev (2012) , Ahsanullah, Shakil, and Golam Kibria (2013) , Azedine (2013) , and Nadarajah, Teimouri, and Shih (2014) , among others.
Let X 1 , X 2 ,… be a sequence of independent, identically-distributed continuous random variables with distribution function (df) F(x) and probability density function (pdf) f(x). Let X L(r) be the r th lower record value; then the conditional pdf of
and the conditional pdf of X L(r) given X L(s) = y, 1 ≤ r < s, is (Ahsanullah, 1995) 
Let X be a continuous random variable with df F(x) defined by:
where a, b, and c are constants and h(x) is a monotonic and differentiable function of x defined on (α, β) such that F(x) is a df.
Here, the aim is to characterize a family of distributions defined in (3) and (4) by considering conditional expectation of functions of lower record values when the conditioning is on any record value, not necessarily the adjacent one. Various well-known distributions (e.g., Power Function, Pareto, Inverse Weibull, Cauchy) arise from the above family of distributions by suitable choices of h(x) and the constants a, b and c.
Characterization Theorems
Theorem 1: Let X be an absolutely continuous random variable with df F(x) and pdf f(x) on support (α, β), where α and β may be finite or infinite. Then, for 1 ≤ j < s, 
Proof:
First, prove (6) implies (5):
From (1) and (5), 
and hence the 'if' part. To prove (5) implies (6),
Differentiating both the sides of (8) with respect to x and re-arranging the terms,
and hence the sufficiency part.
Theorem 2:
Under the conditions given in the Theorem 1 and for 1 ≤ j ≤ r < s,
if and only if (6) holds, where a s|j and b s|j are defined as in Theorem 1.
Proof:
In the view of Theorem 1, For the sufficiency part, 
Remark 1:
At r = j, Theorem 2 reduces to Theorem 1.
Remark 2:
At a = -a / c, b = 1, and c → ∞, F(x) = [ah(x) + b] c → e -ah(x) as obtained by Faizan and Khan (2011) .
Theorem 3: Let X be an absolutely continuous random variable with df F(x) and pdf f(x) on support (α, β), where α and β may be finite or infinite. Then, for r ≤ s < t, 
Proof:
In view of (17), it follows 
Using the result (Medina & Moll, 2009 ), for n ∈ ℕ,
which proves the necessary part. For the sufficiency part, let 
Examples
Proper choice of a, b, and h(x) characterize the distributions as given below: 
