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1. Introduction
More than three hundred years have passed since a procedure for solving an algebraic equation
was proposed by Newton in 1669 and later by Raphson in 1690 [10]. The method is now called
Newton’s method or the Newton{Raphson method and is still a central technique for solving non-
linear equations. Many topics related to Newton’s method still attract attention from researchers. For
example, the construction of globally convergent eective iterative methods for solving nondieren-
tiable equations in Rn or Cn is an important research area in the elds of numerical analysis and
optimization.
The purpose of this paper is to trace historical developments in Kantorovich-type convergence
theory as well as error estimates for Newton’s method and Newton-like methods, mainly for dier-
entiable equations in Banach spaces.
First, in Section 2, we state fundamental results in the history of convergence study as well as error
estimates for Newton’s method based on the Newton{Kantorovich theorem. Next, in Section 3, we
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state some convergence results for Newton-like methods which generalize the results for Newton’s
method.
In Section 4, we describe Dennis’ result for convergence of an iterative method with his \recal-
culation sequence", which includes the forward and the backward secant methods as special cases.
Furthermore, in Section 5, we trace historical developments in convergence analysis for Halley’s
method and for Chebyshev’s method.
Convergence theorems for a class of iterative methods for not necessarily dierentiable equations
are summarized in Section 6. Finally, in Section 7, concluding remarks are given.
2. Newton’s method
Let X and Y be Banach spaces and F : DX ! Y be an operator where D is a domain of F .
If F is dierentiable in an open convex set D0D, then Newton’s method for solving the equation
F(x) = 0 (2.1)
with a solution x is dened by the following:
(N1) Let xk be an approximation to x;
(N2) Solve the linear equation
F(xk) + F 0(xk)h= 0 (2.2)
with respect to h, provided that F 0(xk) is nonsingular;
(N3) Set xk+1 = xk + h, expecting for it to be an improvement to xk , where k = 0; 1; 2; : : : :
Since 0=F(x)=F(xk+h)=F(xk)+F 0(xk)h+ with kk=o(khk) (kk=O(khk2) if F 0 satises a
Lipschitz condition), (2.2) is a linearization procedure for the operator F around xk . The procedure
rst employed by Newton in 1669 for the cubic equation 3x3− 2x− 5=0 is dierent from the (N1)
{(N3) [10], but it is easily veried that both are mathematically equivalent. The procedure (N1){
(N3) can also be written
xk+1 = xk − F 0(xk)−1F(xk); k = 0; 1; 2; : : : : (2.3)
Since Raphson described in 1690 the formula (2.3) for a general cubic equation x3 − bx = c, the
procedure (N1){(N3) or (2.3) is also called the Newton{Raphson method.
Later, in 1818, Fourier [34] proved the quadratic convergence of the method for the case X =R.
In 1829, Cauchy rst proved a convergence theorem which does not assume any existence of a
solution. It asserts that if x0 satises certain conditions, then Eq. (2.1) has a solution and iteration
(2.3) starting from x0 quadratically converges to the solution.
Cauchy’s results are summarized as follows:
Theorem 2.1 (Cauchy [13; pp: 575{600]). Let X = R; F = f 2 C2; x0 2 X; f0(x0) 6= 0; 0 =
−f(x0)=f0(x0); = j0j;
I = hx0; x0 + 20i 
(
[x0; x0 + 20] if 0>0;
[x0 + 20; x0] if 0< 0
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and jf00(x)j6K in I . Then the following results hold:
(i) If
2K< jf0(x0)j; (2.4)
then Eq. (2:1) has a unique solution x in I .
(ii) If jf0(x)j>m in I and
2K<m; (2.5)
then the Newton sequence fxkg starting from x0 satises the following:
jxk+1 − xk j6 K2m jxk − xk−1j
2; k>1
and
x 2 hxk ; xk + 2ki;
where k =−f(xk)=f0(xk) = xk+1 − xk ; so that
jx − xk j6 2jxk+1 − xk j (k>0)
6
K
m
jxk − xk−1j2 (k>1)
6 2

K
2m
2k−1
(k>0):
A convergence theorem for an iterative method is called a local convergence theorem if it asserts
convergence by assuming that a solution x exists and an initial approximation is chosen suciently
close to x. On the other hand, a convergence theorem like Theorem 2.1, which does not assume
the existence of any solution a priori, but assumes that some conditions hold at the initial point x0,
is called a semilocal convergence theorem.
Ostrowski [62] improved Theorem 2.1 by replacing (2.5) by 2K6jf0(x0)j and showing
jxk+1 − xk j6 K2jf0(x0)j jxk − xk−1j
2; k>1:
In 1916, Fine [33] rst established a semilocal convergence theorem for (2.3) when X = Rn
or Cn; n>1. He assumed each component of F = (f1; : : : ; fn)t has continuous rst and second
derivatives in the domain D and that
S = S(x1; ) = fx 2 X j kx − x1k26gD; (2.6)
with
= kF 0(x0)−1F(x0)k2;
where k  k2 denotes the Euclidean norm. He then proved that if
j[F 0(x)−1]ijj6;
 @
2fi
@xj@xk
6 in D
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and
kF(x0)k2< 1n7=22 ; (2.7)
then Eq. (2.1) has one and only one solution in S and the solution is obtained by (2.3). Furthermore,
if instead of x0 any other point in S is chosen as the starting point, (2.3) will converge to the same
solution as k !1. For a comparison of Cauchy’s condition with those of Fine and Ostrowski for
the case of a single equation (i.e., n = 1), see a historical note in Ostrowski’s book [65, pp. 400{
401].
In 1922, Banach [7] introduced a notion of a space of the type (B), which is now called a Banach
space, and developed the theory in his famous book [8]. As is widely recognized, results established
for such an abstract space can usually be applied to dierent elds of mathematics including nite
and innite algebraic equations, dierential equations, integral equations, etc.
In 1939, Kantorovich [43] published a paper on iterative methods for functional equations in a
space of the type (B) and applied his theory developed there to derive a convergence theorem for
Newton’s method, on the basis of the contraction mapping principle of Banach.
Later, in 1948, he [44] established a semilocal convergence theorem for Newton’s method in a
Banach space, which is now called Kantorovich’s theorem or the Newton{Kantorovich theorem. It
may be considered as a generalization and an improvement of Theorem 2.1.
Theorem 2.2 (Kantorovich’s theorem). Let F : DX ! Y be twice dierentiable in an open con-
vex set D0D and suppose that; for some x0 2 D0; F 0(x0)−1 exists; kF 0(x0)−1k6B; kF 00(x)k6K
in X . Assume that F(x0) 6= 0 without loss of generality and that
kF 0(x0)−1F(x0)k6; h= KB6 12
t =
2
1 +
p
1− 2h ;
S = S(x0; t)D0:
Then:
(i) The iterates (2:3) are well dened; xk 2 S (interior of S); k>0 and fxkg converges to a
solution x 2 S of (2:1).
(ii) The solution is unique in
~S =
(
S(x0; t) \ D0 if 2h< 1;
S(x0; t) \ D0 if 2h= 1;
(2.8)
where t = (1 +
p
1− 2h)=KB.
(iii) Error estimates
kx − xkk6 2k1 +p1− 2hk
621−k(2h)2
k−1; k>0; (2.9)
hold; where fkg; fhkg are dened by the recurrence relations
B0 = B; 0 = ; h0 = h;
Bk =
Bk−1
1− hk−1 ; k =
hk−1k−1
2(1− hk−1) ; hk = KBkk ; k>1:
(2.10)
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Three years later, Kantorovich [45] introduced a majorant principle to give a new proof for
Theorem 2.2. In fact, he showed that under the same conditions as in Theorem 2.2, Newton’s
sequence fxkg satises
kxk+1 − xkk6tk+1 − tk ; k>0 (2.11)
and
kx − xkk6t − tk ; k>0; (2.12)
with the scalar Newton sequence ftkg dened by
t0 = 0; tk+1 = tk − f(tk)f0(tk) ; k = 0; 1; 2; : : : ;
where
f(t) = 12KBt
2 − t + : (2.13)
At rst glance, the estimate (2.12) appears to be sharper than (2.9). However, we have (cf. [98])
tk+1 − tk = k ; t − tk = 1−
p
1− 2hk
KBk
=
2k
1 +
p
1− 2hk
;
t − tk = 1 +
p
1− 2hk
KBk
;
so that there is no dierence between the estimates (2.9) and (2.12).
The condition h= KB6 12 in Theorem 2.2 is often called the Kantorovich condition.
Remark 2.3 (Updating the Newton{Kantorovich theorem). It is known that the conditions \kF 00(x)k
6K in X " and \ S(x0; t)D0" of Theorem 2.2 may be replaced by weaker ones
kF 0(x)− F 0(y)k6Kkx − yk; x; y 2 D0 (Feny o [32]) (2.14)
and
S(x1; t − )D0 (Ostrowski [65]); (2.15)
respectively. Observe that S(x1; t − ) S(x0; t) \ S(x1; ) and (2.15) improves Fine’s condition
(2.6), too. Furthermore, Deuhard{Heindl [27] asserted that (2.14) should be replaced by an ane
invariant condition
kF 0(x0)−1(F 0(x)− F 0(y))k6Kkx − yk; x; y 2 D0; (2.16)
since Newton’s sequence is invariant under an ane transformation. If (2.16) replaces kF 00(x)k6K
in X , then the conditions h=KB, t= (1+
p
1− 2h)=(KB) and B0 =B in Theorem 2.2 should be
replaced by h= K, t = (1 +
p
1− 2h)=K and B0 = 1, respectively. Under these assumptions and
notation, it can be shown that xk 2 S, k>1, xk ! x 2 S as k !1 and the assertions (ii) and (iii)
hold [98].
Remark 2.4. If we replace the condition kF 0(x0)−1k6B by a stronger condition kF 0(x)−1k6B in
D0 in Theorem 2.2, then we can prove convergence of Newton’s method under the condition h< 2,
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which is weaker than the Kantorovich condition 2h61. This is known as Mysovskii’s theorem or
the Newton{Mysovskii theorem (cf. Ortega{Rheinboldt [61] or Mysovskii [58]).
Remark 2.5. After the appearance of the Newton{Kantorovich theorem, sharp upper and lower
bounds for the errors of Newton’s method have been derived by many authors, for example, by
Dennis [24], Doring [29], Rall{Tapia [75], Tapia [88], Ostrowski [64], Gragg{Tapia [37], Kornstaedt
[49], Miel [53{55], Potra{Ptak [69], Potra [68], Ptak [70], Moret [57], etc.
In a series of papers [93{95,97,98], Yamamoto showed that their results follow from the Kan-
torovich theorem and that detailed comparison of the bounds can be made, which put a stop to the
race for nding sharp error bounds for Newton’s method. The following is a part of the chart for
the upper error bounds arranged in an order reecting the power of the result:
kx − xkk6 2dk1 +p1− 2K(1− Kk)dk (k>0) (Moret [57])
6
2dk
1 +
p
1− 2KBkdk
(k>0) (Kantorovich [44])
=
8>>>>><
>>>>>:
2dk
1 +
q
1− 4 1−
2k
1+ 2k
dk
(2h< 1)
2dk
1 +
q
1− 2k dk
(2h= 1)
(k>0) (Yamamoto [94])
6
t − tk
tk+1 − tk dk (k>0) (Yamamoto [96])
=
2dk
1 +
p
1− 2hk
(k>0) (D oring [29])
6
Kd2k−1p
1− 2h+p1− 2h+ (Kdk−1)2 (k>1)
=
q
a2 + d2k−1 − a (k>1) (Potra{Pt ak [69])
6 t − tk (k>0) (Kantorovich [45])
=
8><
>:
e−2
k−1’ sinh’
sinh 2k−1’
 (2h< 1)
21−k (2h= 1)
(Ostrowski [64])
=
8><
>:
 2
k
1−  2k (2h< 1)
21−k (2h= 1)
(k>0); (Gragg{Tapia [37])
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where ’>0, (1+cosh’)h=1, k=kxk−x0k, dk=kxk+1−xkk, =t−t, =t=t, a=
p
1− 2h=KB0.
We remark that the famous Gragg{Tapia bound in the above chart is also obtained by Ostrowski
[63, p. 301]. Hence it should perhaps be known as the Ostrowski{Gragg{Tapia bound.
Similarly, we have the following chart for lower error bounds:
kx − xkk> 2dk
1 +
p
1 + 2K(1− Kk)−1dk
(k>0) (Yamamoto [98])
>
2dk
1 +
p
1 + 2K(1− Ktk)−1dk
(k>0) (Schmidt [85])
=
2dk
1 +
p
1 + 2KBkdk
(k>0) (Miel [54])
=
8>>>>><
>>>>>:
2dk
1 +
q
1 + 4
1− 2k
1+ 2k
dk
(2h< 1)
2dk
1 +
q
1 + 2k dk
(2h= 1)
(k>0) (Miel [55])
>
2dk
1 +
r
1 + 2dk
dk+
p
a2+d2k
(k>0)
=
2dk(dk +
q
a2 + d2k)
dk +
q
a2 + d2k +
r
(dk +
q
a2 + d2k)(3dk +
q
a2 + d2k)
(k>0):
(Potra{Pt ak [69])
3. Newton-like methods
The majorant principle due to Kantorovich is so powerful that many authors have applied it to
establish convergence theorems for variants of Newton’s method [86,87,77].
In particular, Rheinboldt applied his majorant theory to obtain a convergence theorem for Newton-
like method
xk+1 = xk − A(xk)−1F(xk); k = 0; 1; 2; : : : ; (3.1)
for solving Eq. (2.1) in the Banach space, where F :DX ! Y is dierentiable in an open convex
set D0D, x0 2 D0 and A(x) denotes an invertible, bounded linear operator which may be considered
as an approximation to F 0(x). Dennis [25] generalized Rheinboldt’s result. Miel [54] improved their
error bounds. Furthermore, Moret [57] gave a sharper error bound than Miel’s, but under a rather
stronger assumption on A(x). Mysovskii-type theorems can be found in Dennis [23].
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To state an updated version of Rheinboldt’s and Dennis’ results, we employ an ane-invariant
formulation due to Deuhard{Heindl [27] and assume
kA(x0)−1(F 0(x)− F 0(y))k6Kkx − yk; x; y 2 D0; K > 0
kA(x0)−1(A(x)− A(x0))k6Lkx − x0k+ l; x 2 D0; L>0; l>0
kA(x0)−1(F 0(x)− A(x))k6Mkx − x0k+ m; x 2 D0; M>0; m>0;
(3.2)
l+ m< 1;  =max

1;
L+M
K

; F(x0) 6= 0;
kA(x0)−1F(x0)k6; h= K(1− l− m)26
1
2
;
t =
(1− l− m)(1−p1− 2h)
K
; ~t =
1− m+p(1− m)2 − 2K
K
;
S = S(x1; t − )D0:
Under these assumptions, dene the sequence ftkg by
t0 = 0; tk+1 = tk +
f(tk)
g(tk)
; k = 0; 1; 2; : : : ;
where
f(t) = 12Kt
2 − (1− l− m)t +  and g(t) = 1− l− Lt;
and the sequence fpkg, fqkg, fBkg, fkg and fhkg by
p0 = 1− l; q0 = 1− l− m; B0 = p0q0 ; 0 =

1− l ; h1 = KB00;
pk = 1− l− L
k−1X
j=0
j; qk = 1− l− m− 
k−1X
j=0
j; Bk =
pk
q2k
;
k = f 12K2k−1 + (pk−1 − qk−1)k−1g=pk ; hk = KBkk ; k>1:
Furthermore, put
’(t) = 1− l− m− (L+M)t; k = kxk − x0k; dk = kxk+1 − xkk:
Then, we have the following result which is an updated version of the results due to Rheinboldt,
Dennis, Miel, Moret and others.
Theorem 3.1 (Yamamoto [99]).
(i) The iteration (3:1) is well dened for every k>0; xk 2 S (interior of S) for k>1 and fxkg
converges to a solution x 2 S of Eq. (2:1):
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(ii) The solution is unique in
~S =
(
S(x0; ~t
) \ D0 (if 2K< (1− m)2);
S(x0; ~t
) \ D0 (if 2K= (1− m)2):
(iii) Let S0 = S; Sk = S(xk ; t − tk) (k>1); K0 = L0 = K;
Kk = sup
x;y2 S
x 6=y
kA(xk)−1(F 0(x)− F 0(y))k
kx − yk (k>1);
Lk = sup
x;y2 S
x 6=y
kA(xk)−1(F 0(x)− F 0(y))k
kx − yk (k>1): (3.3)
Then
x 2 Sk  Sk−1    S0; tk+1 − tk = k ; 2hk61
and
kx − xkk6 k  2g(k)dk
’(k) +
p
’(k)2 − 2Kkg(k)2dk
(k>0)
6 k  2g(k)dk
’(k) +
p
’(k)2 − 2Lkg(k)2dk
(k>0)
6 k  2g(k)dk
’(k) +
p
’(k)2 − 2Kg(k)dk
(k>0) (3.4)
(Yamamoto [96]; Moret [57])
6 k  2g(tk)dk
’(tk) +
p
’(tk)2 − 2Kg(tk)dk
(k>0) (Yamamoto [96])
6
t − tk
tk − tk−1dk−1 (k>1)
=
1
k−1

2(pk=qk)k
1 +
p
1− 2hk

dk−1 (k>1)
6 t − tk (k>0) (Rheinboldt [77]; Dennis [25])
=
2(pk=qk)k
1 +
p
1− 2hk
(k>0):
Remark 3.2. Moret [57] obtained (3.4) under stronger assumptions that K>L, M = K − L and
replacing (3.2) by
kA(x0)−1(A(x)− A(y))k6Lkx − yk for x; y 2 D0:
10 T. Yamamoto / Journal of Computational and Applied Mathematics 124 (2000) 1{23
Remark 3.3. If we put A(xk) = F 0(xk), then (3.1) reduces to the Newton method and Theorem 3.1
reduces to an updated version of Theorem 2.2.
Remark 3.4. If we put A(x) = F 0(x0), then (3.1) is called the simplied (or modied) Newton
method. Theorem 3.1 then reduces to:
Corollary 3.5. Consider the simplied Newton method
xk+1 = xk − F 0(x0)−1F(xk); k = 0; 1; 2; : : : ; (3.5)
where we assume x0 2 D0 and F 0(x0)−1 exists and the following conditions hold:
kF 0(x0)−1(F 0(x)− F 0(x0))k6Kkx − x0k; x 2 D0
0< kF 0(x0)−1F(x0)k6; h= K6 12 ;
t =
1−p1− 2h
K
; t =
1 +
p
1− 2h
K
;
S = S(x1; t − )D0:
Then:
(i) The iteration (3:5) is well-dened for every k>0; xk 2 S for k>1 and fxkg converges to a
solution of (2:1):
(ii) The solution is unique in
~S =
(
S(x0; t) \ D0 (2h< 1);
S(x0; t) \ D0 (2h= 1):
(iii) Dene the sequence ftkg by
t0 = 0; tk+1 = 12Kt
2
k + ; k = 0; 1; 2; : : : :
Let S0 = S; Sk = S(xk ; t − tk) (k>1) and
Kk = sup
x2 Sk
x 6=x0
kF 0(x0)−1(F 0(x)− F 0(x0))k
kx − x0k (k>0):
Then
kx − xkk6 2dk
1− Kkk +
p
(1− Kkk)2 − 2Kkdk
(k>0)
6
2dk
1− Kk +
p
(1− Kkk)2 − 2Kdk
(k>0)
6
2dk
1− Ktk +
p
(1− Ktk)2 − 2Kdk
(k>0)
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6
t − tk
tk+1 − tk dk (k>0)
6
t − tk
tk − tk−1dk−1 (k>1) (3.6)
6 t − tk (k>0)
=
2(tk+1 − tk)
1− Ktk +
p
(1− Ktk)2 − 2K(tk+1 − tk)
(k>0)
6
1
2K
(1−p1− 2h)k+1 (k>1) (Andrew [4]) (3.7)
6
1
K
(1−p1− 2h)k+1 (k>0); (Kantorovich{Akilov [46])
where the inequality in (3:7) is replaced by the strict inequality if k > 1.
4. Secant method
Consider a Newton-like method using a divided dierence operator F(x; y) 2 L(X; Y ) (Banach
space of bounded linear operators of X into Y ) in place of A(x) in (3.1) such that
F(x; y)(x − y) = F(x)− F(y); x; y 2 D0 (4.1)
and
kF(x; y)− F(y; u)k6akx − uk+ bkx − yk+ bky − uk; u 2 D0; (4.2)
where a>0 and b>0 are constants independent of x; y; u. These conditions are due to Schmidt [83].
Later, Laarsonen (1969) put the condition
kF(x0; x00)− F(y0; y00)k6M (kx0 − y0k+ kx00 − y00k); x; x0; y; y0 2 D0 (4.3)
in place of (4.2) (cf. [26]). Dennis [26] showed that (4.3) implies (4.2) and that the conditions
(4.1) and (4.2) imply that F is Frechet dierentiable, F(x; x) =F 0(x) and F 0 satises the Lipschitz
condition in D0 with the Lipschitz constant 2(a+ b).
According to Dennis, we shall call the iteration
xk+1 = xk − F(xk ; xk−1)−1F(xk); k = 0; 1; 2; : : : (4.4)
(considered by Schmidt) the backward secant method and the iteration
xk+1 = xk − F(xk−1; xk)−1F(xk); k = 0; 1; 2; : : : (4.5)
the forward secant method, where x0; x−1 are given.
Laarsonen considered the following iterations:
yk+1 = yk − F(yk; y k)−1F(yk); (4.6)
y k+1 = yk+1 − F(yk; y k)−1F(yk+1); k = 0; 1; 2; : : : (4.7)
where y0 and y 0 are given.
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Dennis gave a convergence theorem for the iteration
xk+1 = xk − A−1k F(xk); k = 0; 1; 2; : : : ; (4.8)
which is the most general possible mixture of the forward and backward secant methods, where
Ak = F(xk ; xk−1) or Ak = F(xk−1; xk )
and fkg is a recalculation sequence dened by Dennis, that is, 0 =0, k=k or k=k−1. Iterations
(4.4), (4.5) and Laarsonen’s (4.6){(4.7) are included in (4.8) (cf. [26]). Dennis’ result is stated as
follows:
Theorem 4.1 (Dennis [26]). Let (4:1) and (4:2) hold and let x−1; x0 2 D0 have the following
properties: for either A0 = F(x0; x−1) or for A0 = F(x−1; x0); kA−10 k6; kx−1 − x0k6−1;
kA−10 F(x0)k6; (a+ b)−1< 1;
h  (a+ b)
(1− (a+ b)−1)2 <
1
4
and S(x0; r0)D0; where
r0 =
1−p1− 4h
2(a+ b)
(1− (a+ b)−1):
Then; for an arbitrary recalculation sequence fkg; (4:8) converges to a solution x of (2:1);
according to
kx − xk+1k6 r0 − tk+1
 r0 − tk − (a+ b)t
2
k − (1− (a+ b)−1)tk + 
1− (a+ b)(tk + tk−1 + −1)
;
k = 0; 1; 2; : : : ;
t−1 =−−1; t0 = 0:
Independently of Theorem 4.1, Schmidt [84] established a semilocal convergence theorem for the
backward secant iteration (4.4). (He called this iteration the regular-falsi iteration.)
We remark here that, in many cases, uniqueness assertions in Kantorovich-type convergence the-
orems follow from the Newton{Kantorovich theorem, which may simplify proofs of the theorems.
This remark also applies to Schmidt’s theorem for (4.4). See Yamamoto [99,102,103].
5. Halley’s and Chebyshev’s methods
Let X = R and F = f be a single function of C2-class with a zero x. Then, as was mentioned
in Section 2, a linear approximation
f(x + h)+ f(x) + f0(x)h
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leads to the Newton method whose convergence speed is of second order. If we use a second-order
approximation
f(x + h)+ f(x) + f0(x)h+ 12f
00(x)h2;
then an iterative method
xk+1 = xk + h; k = 0; 1; 2; : : : ;
h=
−2f(xk)
f0(xk)
1 +
s
1− 2f(xk)f
00(xk)
f0(xk)2
;
(5.1)
is obtained. Cauchy [13] rst established a semilocal convergence result for (5.1) under some as-
sumptions. As is shown there, the convergence speed of this method is cubic. A more detailed
discussion on its convergence can be found in Hitotumatu [41].
To avoid the complexity of computation of the square root, we replace
p
1− x by its approximation
1− 12x near x = 0. Then we obtain Halley’s method (1694)
xk+1 = xk −
f(xk)
f0(xk)
1− 1
2
f(xk)f00(xk)
f0(xk)2
; k = 0; 1; 2; : : : ; (5.2)
which is also called the method of tangent hyperbolas. It is interesting to note that if we replace the
denominator of (5.2) bys
1− f(xk)f
00(xk)
f0(xk)2
;
then we get the square root iteration due to Ostrowski [65]
xk+1 = xk − K(xk); k = 0; 1; 2; : : : ;
K(x) =
f(x)=f0(x)p
1− f(x)f00(x)=f0(x)2 :
Convergence analysis of (5.2) can be found in Salehov [82], Brown [12], Alefeld [2], Gander
[36], Hernandez [40], etc.
As in Newton’s method, the procedure (5.2) is easily extended to nonlinear operators in Banach
spaces: Let X and Y be Banach spaces and F :DX ! Y as before. If F is twice Frechet
dierentiable in an open convex domain D0D, then the Halley method applied to Eq. (2.1) in a
Banach space is dened by
x0 2 D0; xk+1 = xk − A(xk)−1F(xk); k = 0; 1; 2; : : : (5.3)
with
A(x) = F 0(x)[I − 12F 0(x)−1F 00(x)F 0(x)−1F(x)];
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which is equivalent to the procedure:
(H1) Solve the linear equation F(xk) + F 0(xk)ck = 0 with respect to ck .
(H2) Solve the linear equation F(xk) + F 0(xk)dk + 12F
00(xk)ckdk = 0 with respect to dk .
(H3) Set xk+1 = xk + dk; k = 0; 1; 2; : : : :
A convergence theorem for (5.3) as well as a uniqueness result was rst given by Mertvecova [52],
who extended Salehov’s result (1952) for a single equation of a real or complex function. Since
then, Kantorovich-type convergence theorems for (5.3) or its variants have been obtained by many
authors (Altman [3], Saev [80,81], Doring [30], Alefeld [1], Werner [91,92], Yamamoto [101],
Chen{Argyros{Qian [14], Ezquerro{Hernandez [31], Hernandez [40], etc.)
According to Saev, but slightly changing his notation, we assume
(I) The operator   = F 0(x0)−1 exists. We put (x) =  F(x);
(II) = k(x0)k> 0; M = k00(x0)k> 0;
(III) k00(x)− 00(y)k6Nkx − yk; x; y 2 D0; N > 0;
(IV) The equation f(t) = 16Nt
3 + 12Mt
2 − t + = 0 has one negative root and two positive roots t,
t such that t6t. Equivalently,
6
M 2 + 4N −MpM 2 + 2N
3N (M +
p
M 2 + 2N )
; (5.4)
where the equality holds if and only if t = t.
Under these assumptions, dene the scalar sequence ftkg by
t0 = 0; tk+1 = tk − a(tk)−1f(tk); k = 0; 1; 2; : : : ;
where a(t) =f0(t)− 12f00(t)f0(t)−1f(t). Then the following result holds, which improves Doring’s:
Theorem 5.1 (Yamamoto [101]). To the assumptions (I){(IV) add
S = S(x1; t − t1)D0:
Then:
(i) The iteration (5:3) is well dened for every k>0; fxk+1g lies in S (interior of S) and converges
to a solution x of (2:1).
(ii) The solution is unique in
~S =
(
S(x0; t) \ D0 if t<t;
S(x0; t) \ D0 if t = t:
(iii) Error estimates
k 6 kx − xkk6k6dk + (t − tk+1)

dk
tk+1 − tk
3
6 (t − tk)

dk
tk+1 − tk

6t − tk
T. Yamamoto / Journal of Computational and Applied Mathematics 124 (2000) 1{23 15
and
kx − xkk6(t − tk)

dk−1
tk − tk−1
3
hold; where dk = kxk+1 − xkk; k and k are the smaller positive root of the equation
(t − tk+1)
(t − tk)3 t
3 − t + dk = 0;
and
(t − tk+1)
(t − tk)3 t
3 + t − dk = 0;
respectively.
Remark 5.2. Since
lim
N!0
M 2 + 4N −MpM 2 + 2N
3N (M +
p
M 2 + 2N )
=
1
2M
;
condition (5.4) reduces to the Kantorovich condition 2M61, if N =0. Hence (III) admits the case
N = 0.
Kanno [42] shows that Theorem 5.1 is better than Saev’s result. See also Cuyt [21], Cuyt{Rall
[22] for computational implementation of the method.
Chebyshev’s method (1951) (cf. [60]) is similarly dened by
xk+1 = xk − F 0(xk)−1F(xk)
− 12F 0(xk)−1F 00(xk)[F 0(xk)−1F(xk)]2; k = 0; 1; 2; : : : (5.5)
or by the following procedure:
(C1) Solve F(xk) + F 0(xk)ck = 0 with respect to ck .
(C2) Solve F(xk) + F 0(xk)dk + 12F
00(xk)c2k = 0 with respect to dk .
(C3) Set xk+1 = xk + dk; k>0.
The method is also obtained if we replace
[I − 12F 0(x)−1F 00(x)F 0(x)−1F(x)]−1
in the Halley method (5.3) by
I + 12F
0(x)F 00(x)F 0(x)−1F(x):
Convergence theorems for Chebyshev’s and Chebyshev-like methods have been obtained by Ne-
cepurenko [60], Saev [81], Alefeld [2], Werner [92] and others. A numerical test by Alefeld shows
that Halley’s method gives a slightly sharper result than Chebyshev’s, although convergence speed
of both methods is of cubic order.
Remark 5.3. Two steps of an iterative method with cubic order correspond in general to three steps
of a method with second order. However, computational cost depends on the form of F . Hence, it is
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dicult to give a general statement about the eciency=computational cost of Halley’s or Halley-like
methods versus Newton’s method. In Ostrowski’s book [65] the eciency index of a procedure is
dened and discussed for some algorithms.
6. A class of iterative methods for not necessarily dierentiable equations
Recently, much attention has been paid to iterative methods for solving (2.1) when F is not neces-
sarily dierentiable. In 1963, Zincenko [107] considered using a dierentiable operator f :DfX !
Y , where X and Y are Banach spaces, and putting g(x) = F(x) − f(x). Then F(x) = f(x) + g(x)
and he proved convergence theorems for the iterations
xk+1 = xk − f0(xk)−1(f(xk) + g(xk)); k = 0; 1; 2; : : : (6.1)
and
xk+1 = xk − f0(x0)−1(f(xk) + g(xk)); k = 0; 1; 2; : : : : (6.2)
In [107], Zincenko observed that (6.1) and (6.2) were suggested by Krasnoselskii. Rheinboldt used
his majorant theory to prove Zincenko’s results. His result for (6.1) is stated as follows:
Theorem 6.1. Let g :DgX ! Y and suppose that on some convex set D0Df \ Dg;
kf0(x)− f0(y)k6kx − yk;
kg(x)− g(y)k6kx − yk; x; y 2 D0:
Assume that for some x0 2 D0; f0(x0)−1 2 L(Y; X ) exists and that kf0(x0)−1k6; kf0(x0)−1f(x0)k6
as well as < 1 and
h= =(1− )261=2:
Dene t; t by
t =
2
1 +
p
1− 2h 

1− ; t
 =
1 +
p
1− 2h
h
 
1− :
If S(x0; t)D0; then the sequence (6:1) remains in S(x0; t) and converges to the only solution x
of F(x) = 0 in S(x0; t) \ D0.
(If g= 0, then Theorem 6.1 reduces to the Kantorovich theorem.)
Later, in 1982, Zabrejko{Zlepko [106] proved a semilocal convergence theorem for (6.1) and
xk+1 = xk − C−1(f(xk) + g(xk)); k = 0; 1; 2; : : : ;
where C 2 L(X; Y ). To state their result for (6.1), let f and g be dened in the closed ball S(x0; R)
of X and f be dierentiable in the open ball S(x0; R). They considered the auxiliary scalar equation
r = ’(r); (6.3)
where
’(r) = a+ b
Z r
0
!() d+ H (r)

;
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a> 0; b> 0, and !(r), H (r); H (r+ t)−H (r); t>0 are nonnegative, monotonically increasing and
continuous functions, vanishing for r = 0.
Assume that (6.3) has at least one positive solution. Denote by r the least of these solutions. If
it is isolated and ’(r)<r for r suciently close to r and larger than r, then we denote by R
the least upper bound of the number  for which ’(r)<r for r 2 (r; ); otherwise we put R= r.
Then the iteration rk+1=’(rk), k=0; 1; 2; : : : ; r0 =0 is monotonically increasing and converges to r,
while the iteration Rk+1=’(Rk), k=0; 1; 2; : : : starting from R0 2 [r; R) is monotonically decreasing
and converges to r.
Similarly, the iteration
k+1 = k − k − ’(k)1− b!(k) ; k = 0; 1; 2; : : : ; 0 = 0
is monotonically increasing and converges to r.
In particular, putting
a= kf0(x0)−1(f(x0) + g(x0))k; b= kf0(x0)−1k (6.4)
the following Theorem 6.2 can be proved by assuming
kf0(x + h)− f0(x)k6!(r + khk)− !(r); kx − x0k6r; r + khk6R;
kg(x + h)− g(x)k6H (kx − x0k+ khk)− H (kx − x0k):
Theorem 6.2 (Zabrejko{Zlepko [106]). Let r6R<R. Then
f(x) + g(x) = 0 (6.5)
has a solution x 2 S(x0; r); which is unique in S(x0; R). The sequence fxkg from (6:1) satises
xk 2 S(x0; rk) for k>0 and xk ! x as k !1; we have
kxk+1 − xkk6k+1 − k and kx − xkk6r − k; k>0:
In 1987, Zabrejko{Nguen [105] reformulated Theorem 6.2 as follows: the operators f and g are
dened in S(x0; R), f is dierentiable in S(x0; R) and
kf0(x0)− f0(x00)k6(r)kx0 − x00k; x0; x00 2 S(x0; r);
kg(x0)− g(x00)k6(r)kx0 − x00k; x0; x00 2 S(x0; r);
where (r) and (r) are nondecreasing functions on the interval [0; R]. Furthermore, assume that
f0(x0)−1 exists and put
!(r) =
Z r
0
(t) dt;
’(r) = a+ b
Z r
0
!(t) dt − r = a+ b
Z r
0
(r − s)(s) ds− r;
 (r) = b
Z 1
0
(t) dt:
Under these assumptions and notation, they proved the following:
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Theorem 6.3 (Zabrejko{Nguen [105]). Suppose that the function (r) = ’(r) +  (r) has a unique
zero  in [0; R] and (R)60. Then Eq. (6:5) admits a solution x in S(x0; ); which is unique in
S(x0; R).
The iteration (6:1) is dened for all k>0; xk 2 S(x0; ); k>0; and fxkg converges to x as
k !1. Error estimates
kxk+1 − xkk6k+1 − k; k>0
and
kx − xkk6 − k; k>0
hold where k is dened by
k+1 = k − (k)’0(k) ; k>0; 0 = 0
and
0<1<   <k !  as k !1:
They used this result to generalize Ptak’s error estimates for Newton’s method obtained by the
\nondiscrete induction technique" [70] and showed that his estimates are a simple consequence of
the classical majorant method due to Kantorovich.
In the same paper, they mentioned the following error estimate without proof: Let rk = kxk − x0k,
k(r) = (rk + r) and k(r) = (rk + r) for r 2 [0; R− rk] and put
ak = kxk+1 − xkk; bk = (1− !(rk))−1:
Without loss of generality, we may assume that ak > 0. Then the equation
r = ak + bk
Z r
0
f(r − t)k(t) + k(t)g dt
has the unique positive zero k in [0; R− rk] and
kx − xkk6k ; k = 0; 1; 2; : : : ; (6.6)
where we understand 0 = 
. A proof of (6.6) is given in Yamamoto [100] together with the
following error estimates:
kx − xkk6 k (k>0)
6
ak
k+1 − k (
 − k) (k>0)
6
ak−1
k − k−1 (
 − k) (k>1)
6  − k (k>0):
Motivated by Zabrejko{Nguen’s paper, Chen{Yamamoto [17] considered the iteration,
xk+1 = xk − A(xk)−1(f(xk) + g(xk)); k = 0; 1; 2; : : : ; (6.7)
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which includes (6.1) as a special case, where A(x) is an approximation for f0(x). Under the
Zabrejko{Nguen type hypotheses, they determined a domain 
 such that the method (6.5) start-
ing from any point of 
 converges to a solution of (6.5).
Furthermore, a study of the iteration (6.7) is found in Yamamoto{Chen [104] and Chen{Yamamoto
[18], where ball convergence theorems as well as error estimates are given. The results generalize
and deepen those of Kantorovich [44], Mysovskii [58], Rall [74], Rheinboldt [78], Dennis [25],
Yamamoto [96,99,100], Zabrejko{Nguen [105], and others. See also the works of Argyros [5,6].
For the case X = Y = Rn, Clark [20] proposed a generalized Newton method which uses an
element in the generalized Jacobian @F(xk) in place of the Jacobian if F is locally Lipschitzian
but not dierentiable. Since then, there has been a growing interest in the study of nonsmooth
equations, which is closely related to the study of Newton-like methods. Such equations arise,
for examples, from (i) nonlinear complementarity problems, (ii) nonlinear constrained optimization
problems, (iii) nonsmooth convex optimization problems, (iv) compact xed point problems, (v)
nonsmooth eigenvalue problem related to ideal MHD (magnetohydrodynamics), etc.
Reformulating problems (i){(iii) to nonsmooth equations and global and superlinear convergence
of algorithms for solving such nonsmooth equations can be found in the works of Chen [15], Qi
[71], Qi{Sun [73], Pang [66], Pang{Qi [67], Qi{Chen [72], Robinson [79], Fukushima{Qi [35] and
others. Heinkenschloss et al. [39] discuss (iv) and Rappaz [76] and Kikuchi [47,48] discuss (v).
Finally, we remark that the general Gauss{Newton method for solving singular or ill-posed equa-
tions is dened by
xk+1 = xk − B(xk)F(xk); k = 0; 1; 2 : : : (6.8)
where F : DX ! Y is dierentiable and B(xk) is a linear operator which generalizes the Moore{
Penrose pseudo-inverse. If X =Rn, Y =Rm and B(xk) = F 0(xk)+, then (6.8) reduces to the ordinary
Gauss{Newton method for solving the least square problem: Find x 2 D which minimizes F(x)tF(x).
Convergence analysis for (6.8) is given in the works of Ben-Israel [11], Lawson and Hanson [50],
Meyn [56], Hauler [38], Walker [89], Walker and Watson [90], Martnez [51], Deuhard and Potra
[28], Chen and Yamamoto [19], Nashed and Chen [59], Chen et al. [16] and others.
7. Concluding remarks
In this paper, we have traced historical developments in convergence theory and error estimates
for Newton (and Newton-like) methods based on the Newton{Kantorovich theorem.
In spite of its simple principle, Newton’s method is applicable to various types of equations
such as systems of nonlinear algebraic equations including matrix eigenvalue problems, dierential
equations, integral equations, etc., and even to random operator equations [9]. Hence, the method
fascinates many researchers.
However, as is well known, a disadvantage of the methods is that the initial approximation x0
must be chosen suciently close to a true solution in order to guarantee their convergence. Finding a
criterion for choosing x0 is quite dicult and therefore eective and globally convergent algorithms
are needed. This remark includes the important case of nonsmooth equations. It is expected that if
such algorithms exist, then they too will be variants of Newton’s method.
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