In this paper we show that the Kazhdan{Lusztig polynomials (and, more
generally, parabolic KL polynomials) for the group S n coincide with the coe cients of the canonical basis in nth tensor power of the fundamental representation of the quantum group U q sl k . We also use known results about canonical bases for U q sl 2 to get a new proof of recurrent formulas for KL polynomials for maximal parabolic subgroups (geometrically, this case corresponds to Grassmanians), due to Lascoux-Sch utzenberger and Zelevinsky.
1. Review of the theory of Kazhdan-Lusztig polynomials In this section, we review the theory of Kazhdan-Lusztig polynomials. We will use their generalization to the parabolic case, de ned by Deodhar (see D] ). For the sake of completeness and to x notations, we list the main de nitions and results here, referring the reader to the original papers for more details. To avoid confusion with the theory of quantum groups, we will not use the variable q in the de nition of the Hecke algebra; instead, we will use v = q ?1=2 .
Let W be a nite Weyl group with a set of simple re ections S. We denote by l(w) the length of w 2 W with respect to the generators s 2 S. Let H(W) be the Hecke algebra associated with W (we will usually omit W and write just H). By de nition, it is an associative algebra with unit over the eld Q(v) with generators T s ; s 2 S and relations (1.1) T s T s 0 = T s 0T s : : : n terms on each side where n is the order of ss 0 in W (T s + 1)(T s ? v ?2 ) = 0:
For any subset J S, let W J be the parabolic subgroup in W generated by s 2 J. Denote by W J the set of minimal length representatives of the cosets in W=W J , and let < be the partial order on W J induced by the Bruhat order on W.
Let M be a vector space over Q(v) with the basis m y ; y 2 W J .
Proposition 1.1(see D, Lemmas 2.1, 2.2] ). Let u be either ?1 or v ?2 .
(1) The following formulas de ne the structure of an H-module on M:
( Remarks. 1. Our notations slightly di er from those of Deodhar: what we denote m in his notations would be q ?l( )=2 m . Note also that there is a misprint in the formula for L(s) (immediately after the statement of Lemma 2.1) in D].
2. It is easy to see that M is a deformation of the induced representation Ind W W J 1 of W. In particular, if J = ? then M is the left regular representation of H and the action is independent of u.
De ne an involution : Q(v) ! Q(v) by f(v) 7 ! f(v ?1 ). We will say that a map of Q(v)-vector spaces is antilinear if (fx) = f (x) for any f 2 Q(v) and any vector x. (1) For u = ?1 we have (1.5) P J = P w 0 J ; w 0 J ; where w 0 J is the longest element in W J and P y;w is the usual Kazhdan-Lusztig polynomial for W.
(2) For u = v ?2 , (1.6) P J = X w2W J w (?1) l(w) P w; :
In this paper we will be interested in the case W = S n . We will consider S n as the group acting by permutations on the set of all integer sequences of length n, with the generators s i ; i = 1; : : : ; n?1 acting in the standard way: s i (x 1 ; : : : ; x n ) = (x 1 ; : : : ; x i+1 ; x i ; : : : ; x n ).
2. Canonical basis for U q sl k . In this section, we show that the parabolic Kazhdan-Lusztig basis for S n can be obtained as a special case of the canonical basis for representations of quantum groups. This is inspired by the results of GL], where it is proved that the projectivization of the KL basis coincides with the so-called \special basis" for quantum groups. However, it would take us more time to de ne what a special basis is and why it is the projectivization of the canonical basis. For this reason, we are using the results of GL] only as motivation.
Let us x an integer k 2. Let U q sl k be the quantum group corresponding to the Lie algebra sl k , that is, an associative algebra over the eld Q(v) with generators E i ; F i ; v H i ; i = 1; : : : ; k ? 1 and standard relations (see, for example, L], where v H i is denoted by K i ). We denote by (U q sl k ) subalgebras in U q sl k generated by E i ; v H i (respectively, by F i ; v H i ). We identify the weight lattice P for sl k with Z k =Z (1; : : : ; 1) by the rule H i ( ) = i ? i+1 ; = ( 1 ; : : : ; k ) 2 Z k . Let V be a k-dimensional vector space over Q(v) with the basis e 1 ; : : : ; e k . We de ne on V the structure of a representation of U q sl k by (2.1) E i e i+1 = e i ; E i e j = 0; j 6 = i + 1; F i e i = e i+1 ; F i e j = 0; j 6 = i; v H i e j = 8 > < > : ve i ; j = i; v ?1 e i+1 ; j = i + 1; e i ; j 6 = i; i + 1
As is well-known (see, e.g., L], CP]), U q sl k can be endowed with the structure of a Hopf algebra with the comultiplication
We do not write formulas for the antipode and counit since we will not use them.
Moreover, U q sl k is quasitriangular: there is an element R (universal R-matrix) in a certain completion of (U q sl k ) 2 , which, among other properties, has the following one. For any pair of nite-dimensional representations V; W with weight decomposition, R V W = Rj V W is well-de ned and PR V W : V W ! W V is an isomorphism of U q sl k -modules. In fact, this last property uniquely de nes R if we also require that it have the following form:
where x a is an orthonormal basis in the Cartan subalgebra of sl k and a i (respectively, b i ) are of negative (respectively, positive) weight. We refer the reader to L] or CP] for details. Remark. The notations C; are chosen to agree with notations of Lusztig and in FK] . Later we will de ne the bar involution and elements C; so that C; de ned by (2.4) will indeed be the bar conjugates of C; . Let us consider the vector space V n . This space has a basis given by (2.5) e I = e i 1 : : : e i n ; I = (i 1 ; : : : ; i n ) 2 f1; : : : ; kg n :
We de ne the action of U q sl k on V n using the comultiplication . This space has a weight decomposition: if m 2 Z k + is such that P m i = n then a basis in the weight subspace V n m] is given by the vectors e I such that every a = 1; : : : ; k appears in the sequence I = (i 1 ; : : : ; i n ) exactly m a times. (2) Denote by (PR) i an endomorphism of V n which acts as PR V V on the tensor product of i-th and i+1-th factors and by identity on all other factors.
Then the map ?1+1=n
de nes an action of the Hecke algebra H(S n ) on V n . This action commutes with the action of U q sl k ; in particular, it preserves the weight subspaces.
(3) For m 2 Z k + ; P m i = n let Let J f1; : : : ; n ? 1g be such that the corresponding parabolic subgroup W J S n is the stabilizer of I 0 (m), i.e. W J = S m k S m 1 , and let M be the corresponding vector space as de ned in Section 1. Then the map (2.9) m : M ! V n m 7 ! (?1) l( ) e (I 0 (m)) is an isomorphism of H modules M (with u = ?1) and V n m].
Proof. Parts (1), (2) are due to Jimbo J] and by now are well-known. As for (3), it follows from the comparison of formulas (1.2) and (2.6) and the following simple lemma, the proof of which is left to the reader. Lemma. Let m;J be as in the statement of the theorem, and let 2 W J . Let a and b be i-th and i + 1-th entries of (I 0 (m)), respectively. Then l(s i ) > l( ) if and only if a b, and s i 2 W J if and only if a 6 = b.
For future reference, we formulate the following result, which is very close to the lemma above. Recall that we de ne the bar involution on Q(v) by v = v ?1 and we say that a map of Q(v) vector spaces is antilinear if (fv) = f (v) . Following Lusztig, we will also denote by a bar the antilinear algebra automorphism of U q sl k de ned on the generators by
We extend the bar involution to U q sl k U q sl k by the rule x y = x y and denote by C; the bar conjugates of the elements C; de ned by (2.4). We will Let us de ne by induction an antilinear involution on tensor powers of the module V as follows:
(1) On V , is given by (2.10a) X a i e i = X a i e i :
(2) If W 1 ; W 2 are tensor powers of V and the involution is already de ned on W 1 ; W 2 then on W 1 W 2 we have (2.10b) (w 1 w 2 ) = ( (w 1 ) (w 2 )):
As before, the action of U q sl k (and thus, of ) on W i is de ned using the comultiplication . It follows from the results of Lusztig that is well de ned on any tensor power of V and that 2 = 1.
We will use the involution to de ne the canonical basis in V n . The following proposition is a special case of the de nition in L, Chapter 27]. where the sum is taken over all I 0 having the same weight as I.
The elements b I form a basis in V n which is called the canonical basis.
The rst important result of this section is the following proposition.
Proposition 2.4. The isomorphism m constructed in Proposition 2.1 identi es the bar involution in M (for u = ?1) with the involution in V n m].
Proof. Since M is spanned by T y m e , it su ces to prove that ( m (m e )) = m (m e ), m (T i ) = m (T ?1 i ) , or, equivalently, (e I 0 (m) ) = e I 0 (m) ; (PR) i = (PR) ?1 i . To prove the rst identity, let < be the partial order on f1; : : : ; kg n obtained by the transitive closure of Then it is easy to show, using (2.4), that (e I ) = e I + P I 0 <I c I;I 0e I 0. On the other hand, I 0 (m) is a minimal element with respect to this order, which proves (e I 0 (m) ) = e I 0 (m) .
To prove that (PR) i = (PR) ?1 i , let us rst consider the case n = 2. Then this identity reduces to P C = (P C ) ?1 , which is obvious in view of C = C ?1 ; = ?1 .
For n 3, the identity (PR) i = (PR) ?1 i follows by induction from the n = 2 power of V and T : W ! W is an intertwining operator such that T = T ?1 . Then the same is true for the operators 1 T : V W ! V W; T 1 : W V ! W V . This is because the involution on V W is given by = ( ), and therefore (1 T) = ( ( T)) = ( (T ?1 )) = (1 T ?1 ) ( ) = (1 T ?1 ) .
Theorem 2.5. Under the assumptions of Proposition 2.1, the isomorphism m maps the Kazhdan-Lusztig basis in M de ned in Theorem 1.2 (for u = ?1) to the canonical basis in V n m]:
Proof. Immediately follows from the de nitions and from the previous proposition.
So far, we have discussed the relation between the basis C in M de ned for u = ?1 and the canonical basis for U q sl k . It turns out that the basis C for u = v ?2 also admits a nice interpretation in terms of representations of U q sl k : it is related with the so-called dual canonical basis. Let us de ne on U q sl k another structure of Hopf algebra by (2.12)
The universal R-matrix for this comultiplication is given by (2.13) R = C :
From now on, let us consider the action of U q sl k on tensor powers of V given by iterations of . Note that since (v H i ) = (v H i ), the weight decomposition for both actions coincide. De ne an antilinear involution 0 on tensor powers of V by the same formulas as (2.10) but replacing by , which acts on tensor powers of V via .
Then the propositions 2.1{2.4 have their analogue. We formulate the corresponding statements below, using the same notations and conventions as much as possible.
Proposition 2.1 0 . In the notations of Proposition 2.1, we have is an isomorphism of H modules M (with u = v ?2 ) and V n m]. Proposition 2.3 0 ( FK]).
(1) For every I 2 f1; : : : ; kg n there exists a unique element b I 2 V n such that where the sum is taken over all I 0 having the same weight as I. where w 0 is the longest element in S n : w 0 (1; : : : ; n) = (n; : : : ; 1). Then:
(2.19) hb I ; b I 0i = I;w 0 (I 0 ) :
The elements b I form a basis in V n which is called the dual canonical basis. This is the only proposition which requires a separate proof. It does not immediately follow from Proposition 2.3 since we have replaced v by v ?1 in all the formulas but left condition (2.11) unchanged. To prove the proposition, de ne the elements b I by (2.19); then the second condition in (2.17) is satis ed automatically, and one only needs to check 0 (b I ) = b I , which is su cient to check for n = 2. We refer the reader to FK] for the details in the case of sl 2 ; the general case is proved in the same way.
Proposition 2.4 0 . The isomorphism 0 m constructed in Proposition 2.1 0 identi es the bar involution in M (for u = v ?2 ) with the involution 0 in V n m].
Theorem 2.5 0 . Under the assumptions of Proposition 2.1, the isomorphism m maps the Kazhdan-Lusztig basis in M de ned in Theorem 1.2 (for u = v ?2 ) to the dual canonial basis in V n m]: 0 m (C ) = b (I 0 (m)) Therefore, we see that the picture is quite symmetric: we have two actions of Hecke algebra on the module M, which give rise to two di erent bases C . Similarly, we have two di erent actions of U q sl k on V n , which give rise to the canonical basis and the dual canonical basis.
In particular, let us consider the case k = n, and m = (1; : : : ; 1). In this case J = ?, and we get the following theorem: Theorem 2.6. The Therefore, the problem of calculating Kazhdan-Lusztig polynomials can be considered as a special case of more general problem of calculating the canonical basis in a tensor power of the fundamental representation of U q sl k . This latter problem, in general, is no easier than the original one, and there is little hope that it can be solved in full generality by elementary methods. However, there is one special case which in which the answer is known: this is the case of U q sl 2 , which we will consider in the next section.
Canonical basis for U q sl 2 and
Kazhdan-Lusztig polynomials for Grassmanians.
In this section we recall the known results about the canonical basis for tensor product of representations of U q sl 2 and use the results of the previous section to transform these results into some statements about Kazhdan-Lusztig polynomials. It turns out that in this way we exactly recover the known formulas for Kazhdan-Lusztig polynomials for Grassmannians, i.e. those corresponding to maximal parabolic subgroups in S n . These formulas were rst obtained by Lascoux and Sch utzenberger LS] by purely combinatorial methods and later by Zelevinsky Z] using a small resolution of singularities of the corresponding Schubert varieties.
In this section we consider the quantum group U q sl 2 . It is generated by the elements E = E 1 ; F = F 1 ; v H = v H 1 with the usual commutation relations and with the comultiplication given by (2.2). The fundamental representation V is two dimensional: V = Q(v)e + Q(v)e ? , and the action of U q sl 2 is given by The relation with the notations of the previous section is given by e + = e 1 ; e ? = e 2 .
In this case it is possible to give an explicit construction of the dual canonical basis in the tensor power V n (and, in fact, in any tensor product of nite-dimensional representations of U q sl 2 ). This was done in FK] . We give here the answer in the case of interest for us. Let (3.3) a = e + e ? ? v ?1 e ? e + 2 V V:
One easily check that a is an invariant: E(a) = (F)(a) = 0 and that 0 (a) = a. Thus, a is an element of the dual canonical basis in V 2 0]. The following theorem describes the dual canonical basis in tensor powers V m . This basis is naturally indexed by sequences I of pluses and minuses of length m (as before, to relate to the notation of the previous section, replace plus by 1 and minus by 2). If I 1 ; I 2 are sequences of length l; k respectively then we will denote by I 1 jI 2 the sequence of length k + l obtained by appending the sequence I 2 to the sequence I 1 .
Theorem 3.1. The dual canonical basis b I in V m is given by the following rules:
(1) If I = ?jI 1 then b I = e ? b I 1 :
(2) If I = I 1 j+ then b I = b I 1 e + :
(3) If I = I 1 j+?jI 2 , where I 1 ; I 2 are sequences of length i; m?i?2 respectively then (3.4) b I = a i+1i+2 b I 1 jI 2 ;
where the operator a i+1i+2 : V (m?2) ! V m is de ned by (3.5) a i+1i+2 : e j 1 : : : e j m?2 7 ! e j 1 : : : e j i a e j i+1 : : : e j m?2 :
Here a 2 V V is given by (3.3).
As was mentioned above, this theorem is a special case of the results in FK, Section 2.3]; however, this case is not di cult to prove from the de nitions. We leave it as an exercise for the reader. This theorem can be very neatly visualized Since we have proved that the dual canonical basis in V n coincides with the parabolic Kazhdan-Lusztig basis C de ned in Theorem 1.2 (for u = v ?2 ), the above theorem also gives a very explicit way to calculate the latter basis for the maximal parabolic subgroup in S n . In particular, we have the following corollary. Corollary 3.3. In the notations of Section 1, assume that J is a maximal parabolic subgroup in W = S n . Then each parabolic Kazhdan-Lusztig polynomial P J (for u = v ?2 ) is either zero or a power of q. Proof. Immediately follows from Theorems 3.1, 2.5 0 and the explicit formula (3.3) for a.
We next describe the canonical basis in tensor powers V m : In the same way as for the dual canonical basis, we will index the basis vectors by the length m sequences of pluses and minuses. For a sequence J of pluses and minuses denote by l(J) the length of J and by J + the number of pluses in J: Let p n : V n ! V n be the operator of the projection onto the unique irreducible (n+1)-dimensional submodule of V n (relative to the comultiplication ).
This operator is sometimes called the Jones-Wenzl projector. Coordinatewise p n is just the q-symmetrisation: let I = i 1 : : : i n be a sequence which contains k pluses and n ? k minuses (in any order). Then The sum in the right hand side is over all sequences of length n that have the same number of pluses as the sequence i 1 : : : i n ; and fJg is the number of pairs (a; b); 1 a < b n such that j a = ? and j b = + (compare with Proposition 2.2).
The quantum binomial coe cient is de ned by n k = n]! k]! n ? k]! ;
where n]! = 1] 2] : : : n] and i] = v i ?v ?i v?v ?1 : Also let p i;j : V m ! V m be given by (3.7) p i;j = 1 (i?1) p j?i+1 1 (m?j)
Theorem 3.4. The canonical basis b I in V m is given by the following rules:
(3) Let I = I 1 jI + jI ? jI 2 , where I + is made entirely of pluses, I ? entirely of { l(I + ) = k > 0, l(I ? ) = l > 0 { I 1 is either empty or ends with at least k minuses. { I 2 is either empty or starts with at least l pluses.
Then (3.8) b I = k + l l p l(I 1 )+1;l(I 1 )+k+l b I 1 jI ? jI + jI 2 ;
This theorem is proved in K]. The proof is based on Theorem 3.1, describing the dual canonical basis, and the identity hb I ; b I 0 i = I;w 0 (I 0 ) (see (2.19) ). For a pair of sequences I; J 2 f+; ?g n denote by c(I; J) the coe cient of e J in the decomposition of b I in the product basis of V n : Order the set f+; ?g by + > ?: Let I = i 1 : : : i n and J = j 1 : : : j n : Theorem 3.4 implies that if i a i a+1 then p a;a+1 b I = b I : Therefore, if i a i a+1 ; and j a = ?; j a+1 = +; then (3.9) c(I; J) = v ?1 c(I; J (a) ); where J (a) is the sequence obtained by interchanging the ath and (a+1)st elements of J: Thus we can reduce the computation of c(I; J) to the case j a j a+1 whenever i a i a+1 : If J has this property, we say that J is controlled by I: Before we proceed, we introduce new notations to match the ones in Z]. We can encode I by a sequence of numbers b 0 ; a 1 ; b 1 ; a 2 ; : : : ; b m?1 ; a m as follows. I starts with b 0 pluses, followed by a 1 minuses, followed by b 1 pluses, etc. I xed, we encode J (where J is controlled by I) relative to I by a sequence x 0 ; : : : x m?1 : Namely, J begins with x 0 pluses, followed by b 0 + a 1 ? x 0 minuses, followed by x 1 pluses, followed by b 1 + a 2 ? x 1 minuses, etc.
We want a recursive formula for c(I; J) in terms of these encodings of I and J. We apply Theorem 3.4. Suppose we can nd i such that a i b i and a i+1 b i+1 (this is the most interesting case; in the notations of Theorem 3.4 it corresponds to case when both I 1 ; I 2 are non-empty ). Denote by L the sequence obtained by interchanging two subsequences of I: the subsequence of b i pluses and the adjacent subsequence of a i+1 minuses. L is encoded by b 0 ; a 1 ; : : : ; b i?1 ; a i + a i+1 ; b i + By Theorem 3.4 (3.10) b I = a i+1 + b i b i p k+1;k+a i+1 +b i b L = a i+1 + b i b i p k+1;k+a i+1 +b i X J 0 c(L; J 0 )e J 0 ;
where k = b 0 + a 1 + + b i?1 + a i .
Since the projector p k+1;k+1+a i+1 +b i can only change the indices of e J 0 which are in the interval k + 1; k + 1 + a i+1 + b i ], the only terms in (3.10) which give non-zero contribution to c(I; J) are those with J 0 coinciding with J outside of this interval. Using (3.9), we replace each such J 0 by a sequence controlled by L, which together with the explicit formula (3.6) for the projector gives This formula coincides with Zelevinski's inductive formula ( Z] , Theorem 2) for the coe cients of Kazhdan-Lusztig polynomials for Grassmannians, where his variable t is our v: Note that Zelevinski's formula has a power of v di erent from ours, due to his use of shifted quantum binomials, while our quantum binomials are balanced.
Observe that formula (3.16) for Kazhdan-Lusztig polynomials is local. Formulas given by Theorems 3.4 and 2.5 for the Kazhdan-Lusztig basis have the advantage of being global and they make obvious the central role played by the quantum group U q sl 2 and its intertwiners for the Kazhdan-Lusztig theory in the Grassmannian case.
