We examine the Bayesian approach to estimating parameters associated with animal survival on the basis of data arising from mark recovery and recapture studies. We begin by outlining the general Bayesian approach to statistical modelling and then discuss how MCMC algorithms can be used for Bayesian inference. Su cient detail is provided so that readers who wish to employ the Bayesian approach in this eld can do so with ease. An example of BUGS code is also provided.
Introduction
The estimation of animal abundance, survival and capture/recovery parameters has attracted an enormous literature over the last 200 years, with the rst such model being described by Laplace in 1786 who was interested in estimating the population of France. Subsequently models of this sort have found application in a wide range of settings, from the estimation of census undercount, to the number of errors in computer code. However, one of the largest elds of application has been in the estimation of population size and survival probability of animals found in the wild. See, for example, the recent review by Schwarz and Seber (1998) .
One experiment to estimate such parameters consists of capturing, marking and subsequently releasing animals into the population, and then attempting to recapture (which may involve simply resighting) marked animals. The simplest such experiment consists of catching, marking and releasing a sample of n 1 animals at time t 1 . Later, at time t 2 , a second sample of size n 2 is taken from the population, of which m 2 are marked. In modelling the capture of any particular animal at time t i as an independent Bernoulli experiment, with probability p i , the likelihood is the product of two terms; the rst is the probability of sampling n 1 individuals from a population of size N and the second is the probability of gaining 1 a second sample of size n 2 of which m 2 are marked, given that n 1 members of the population are marked. Adopting the notation e p = 1 ? p, which we use throughout, we can write the likelihood as L(N; p 1 ; p 2 ; n; m 2 ) = N (n 1 ? m 2 )!(n 2 ? m 2 )!m 2 !(N ? n 1 ? n 2 + m 2 )! :
This simple model is often referred to as the Lincoln-Peterson model. Note that in adopting this model, we make a number of assumptions: the population is closed (no births, deaths or migration) so that N remains constant throughout the experiment; all animals have the same probability of capture at any one time; marking has no e ect on the capture of any animal; animals do not lose their marks; and animals are captured independently. From (1), the classical maximum likelihood estimator for the population size is given by b N = n 1 n 2 =m 2 : Explicit maximum likelihood estimators may also be obtained for the capture probabilities. The Lincoln-Peterson model is a very simple example of the sort of model that we shall be considering in this paper. In general, we shall observe more than one recapture event and consider examples where it is the recovery probabilities (dead animals), capture probabilities (live animals) and survival rates that are of central interest, rather than the population size.
In addition, rather than adopting the classical maximum-likelihood approach to t these models, we shall discuss how the Bayesian approach to model tting may be used. We examine how this approach di ers from classical methods and discuss how the Bayesian approach may be preferable in a wide range of settings. Related Bayesian work has mainly focussed on the estimation of population size | see e.g. Castledine (1981) , Underhill (1990) , Bolfarine et al (1992) , George and Robert (1992) , Garthwaite et al (1995) , Madigan and York (1997) , and Lee and Chen (1998) . Early discussion with regard to survival was provided by Janz (1980) and by Freeman (1990) . Dupuis (1995) focuses on multiple-site recapture analysis, making use of data augmentation to account for missing records, and employing Gibbs sampling. Burnham (1998) provides an empirical Bayes approach to survival estimation, where appropriate parameters are regarded as random e ects. Finally, the paper by Vounatsou and Smith (1995) , discussed critically in Brooks et al (1998) , compares Gibbs sampling with the Metropolis-Hastings algorithm for a range of models for band-return data. They give little detail of the updating mechanisms needed for the Markov chain Monte Carlo simulation, and no discussion of the more commonly used capture-recapture modelling. Thus their work is greatly extended here.
We begin with a general introduction to Bayesian modelling, before moving on to discuss a number of di erent models which commonly appear in the literature. Our intention here is to provide su cient detail that those who are interested in applying the methodology in similar models may do so. 2
Bayesian Modelling
The Bayesian approach to statistical modelling uses probability as a means to quantify the beliefs of the observer about the model parameters, given the data observed. The approach is quite di erent from the classical likelihood-based approach, where it is assumed that the model has true xed, but unknown, parameter values which are estimated by choosing those values which maximise the likelihood function associated with the data. The Bayesian approach is to choose a prior distribution, which re ects the observer's beliefs about what values the model parameters might take, and then update these beliefs on the basis of the data observed. This updating procedure is performed using Bayes' theorem, which states that the posterior distribution, which represents our beliefs having observed the data, is proportional to the product of the prior distribution and the likelihood function. More speci cally, let denote the full set of parameters in the model that we choose to describe data x, and let the prior distribution be ( ). Then the posterior distribution is given by ( jx) / ( )L( ; x); where L( ; x) denotes the likelihood function under the chosen model.
Prior Speci cation
The introduction of prior distributions for model parameters plays an important role in the Bayesian approach to statistical analysis. In general, it is the role of the Bayesian statistician to translate the beliefs of relevant experts into the form of the prior distribution for the model parameters. See Kadane and Wolfson (1998) and O'Hagan (1998), for example. It has been common practice to choose statistical distributions for priors which lead to mathematically attractive posterior distributions, for example, those which lead to standard posterior distributions. However, the advent of powerful computational tools such as Markov chain Monte Carlo (MCMC) has removed the need to impose such restrictions and the Bayesian statistician is now essentially free to choose the best prior to re ect a priori beliefs about the model parameters.
As an example, let us return to the Lincoln-Peterson model of Section 1. Equation (1 Thus, by adopting a beta prior, we obtain a beta conditional posterior for p 1 . Whilst the beta prior may well re ect the \true" prior beliefs about the value of p 1 , it should not automatically be adopted simply for this mathematical convenience. However, the beta prior does describe a wide range of shapes, including the uniform distribution. For illustrative purposes, we shall, for the remainder of this paper, adopt the beta prior for continuous parameters constrained to lie between 0 and 1. Once we have decided upon prior distributions for each of our model parameters, we need to see how in uential this choice is upon the resulting posterior distribution. We discuss this in the next section.
Prior Sensitivity Analysis
It is important in any Bayesian analysis to check the sensitivity of posterior statistics of interest to the prior assumptions made. There are several very simple methods for doing this. For example, density estimates of univariate statistics can be obtained for di erent prior distributions and compared graphically via histogram or density plots. Other techniques have also been suggested, commonly making use of the fact that posterior inference is often in the form of Monte Carlo estimation via samples from the posterior distribution of interest | see West (1993) , for example. In this case, it is not always necessary to obtain posterior samples for di erent prior values in order to see how posterior inference is a ected by changes in the prior. Rubin (1992) observes that if we have a sample of observations 1 ; ::::; n from some distribution g( ), then if we subsequently resample from these values where i is selected with probability proportional to w i = f( i )=g( i ), for some density function f, then as n ! 1, the collection of resampled values tends in distribution towards f( ). This method of resampling observations from g to gain inference about f is known as importance sampling.
This means that if we have a collection of observations from the posterior distribution 1 ( jx) corresponding to some prior 1 ( ), the e ect of choosing an alternative prior distribution 2 ( ) can be ascertained by noting that 2 ( jx) / 1 ( jx) 2 ( )= 1 ( ): Thus, we can obtain a sample from the posterior conditional distribution 2 ( ; x), by simply resampling from the sample generated from 1 ( jx), with w i = 2 ( i )= 1 ( i ).
Throughout this paper, we tend to summarise posterior inference in terms of posterior means and standard deviations, or in terms of histograms of Monte Carlo simulations from the posterior distribution. The resampling method above means that should we wish to consider the e ect of the prior on our results, we need only reweight a single Monte Carlo sample, rather than draw new samples for each separate prior. For example this method could be used to produce the histograms of Figures 3 and 4 from a sample of observations from a single posterior distribution.
Bayesian Model Assessment
The optimal method for Bayesian model assessment remains an open question, with a variety of techniques available for choosing between models. For predictive purposes, model averaging is the most sensible approach (Madiga et al 1996) , but since here we are interested in the values of individual model parameters we need some method for discriminating between models. If we simply want to discriminate between two classes of models to determine which is \best", then Bayes Factors provide the optimal method (Casella and Robert 1995) . However, these can be rather di cult to compute, involving either a great deal of computing time, or some form of analytic approximation (see Gamerman 1997 , section 7.2.1). Our preferred criterion for the problem of deciding which of a range of models best describes the data is the Bayesian p-value (Gelman et al 1996 and Bayarri and Berger 1998) There are various alternatives to this discrepancy, for example Gelman et al (1996) , suggest
Pearson's X 2 . However, in our work, many cells may contain few observations, and our measure removes the need to pool small cells to avoid over-weighting. The square root serves to stabilise the variance in the models we shall be considering.
Typically the classical approach would be to calculate the discrepancy only once, with the parameters equal to the maximum likelihood estimates. However since, from the Bayesian perspective, has not a xed value but a distribution, an alternative approach is required in which we obtain not a single discrepancy value, but a sample from the posterior distribution of discrepancy values. A similar classical approach is to sample values from the asymptotic normal distribution of the maximum likelihood estimator, rather than the posterior.
Goodness of t is thus measured by rst obtaining a sample i ; i = 1; :::; n, of parameter values from the posterior distribution using an appropriate MCMC sampler. We explain how this is done in the next section. Then, for each i , we calculate D(x; i ) as a measure of the discrepancy between the data and the corresponding model. For comparison, we also generate a new set of data x i by sampling from the model. For each new data set x i , we then calculate D(x i ; i ).
These discrepancy values can then be used to obtain a Bayesian p-value, which essentially quanti es the degree of \surprise" associated with the observed data under the assumed model and prior. If the model adequately describes the data, which are themselves not at odds with the prior, then observations sampled from the posterior predictive distribution should be \similar" to the observed data. Thus, the distributions of the discrepancy measures for the observed and simulated data should be the same (unless the data are surprising) and a p-value can be formed by recording the proportion of times D(x i ; i ) is greater than D(x; i ).
It is important to note that changing the prior can have a large e ect on the p-value as we shall see in section 4.2.
The p-value can be illustrated graphically by plotting each of the D(x; i ) against the corresponding D(x i ; i ) value. In practice, it is generally best to produce both the graphical summary and Bayesian p-value, since it is possible for the distributions of D(x; i ) and D(x i ; i ) to di er, yet still provide the optimal p-value of 0.5. This sort of behaviour is easily spotted in the graphical summary.
Having described some of the basic issues concerning the Bayesian approach to statistical inference, we now discuss how this inference may be gained in practice. As brie y mentioned in Section 2.2, posterior inference is commonly in the form of Monte Carlo estimates of parameters of interest. Since posterior inference is rarely mathematically tractable, we simulate observations from the posterior distribution and use these samples to make empirical estimates of the parameters. In general these Monte Carlo samples are obtained via Markov chain Monte Carlo, a computer-intensive technique for sampling from a given distribution, by simulating a Markov chain which converges to that distribution as its steady-state or equilibrium distribution.
Markov Chain Monte Carlo
The idea of MCMC was rst introduced by Metropolis et al (1953) as a method for e cient simulation of the energy levels of atoms in a crystalline structure, and was subsequently adapted and generalised by Hastings (1970) to focus upon statistical problems. The idea is extremely simple. Suppose that we have some distribution, (x); x 2 E R p , which is known only up to some multiplicative constant. In the MCMC literature, this is often referred to as the target distribution. If is su ciently complex so that we cannot sample from it directly, an indirect method for obtaining samples from is to construct a Markov chain with state space E (often called parameter space), and whose stationary (or invariant) distribution is (x), as discussed in Smith and Roberts (1993) , for example. Then, if we run the chain for long enough, simulated values from the chain can be treated as a sample from the target distribution, and used as a basis for summarising important features of .
Perhaps the most generally familiar approach to Markov chain theory is to start with some transition kernel, determine conditions under which there exists an invariant or stationary distribution, and then to identify the form of that distribution. MCMC methods involve the solution of the inverse of this problem, whereby the stationary distribution is known and it is the transition kernel that needs to be identi ed. There are a number of methods for developing Markov chains with a given stationary distribution. The most popular methods can be split into two distinct classes: the directional, or Gibbs sampler-type, algorithms and, the more general, Metropolis-Hastings algorithms. In this paper we generally use the Gibbs sampler, though we provide implementational details of the Metropolis Hastings algorithm 6 so that readers may try alternatives for their own application.
The Gibbs Sampler
The Gibbs sampler was introduced to the image analysis literature by Geman and Geman (1984) and subsequently to the statistics literature by Gelfand and Smith (1990) . Given a vector variable X = (X 1 ; :::; X k ) 2 R p with distribution (x), the Gibbs sampler uses the set of full conditionals of X under to sample indirectly from the marginal distributions. In many cases, it is natural to work with a complete breakdown of X into scalar components so that k = p. However, the rate of convergence of the Gibbs sampler can often be improved by blocking highly correlated variables and updating them together, as discussed in Roberts and Sahu (1997) . which is a realisation of a Markov chain with the required stationary distribution (see Brooks, Brooks 1997 , for example).
The Metropolis-Hastings Algorithm
An alternative, and more general, way to construct MCMC samplers is as a form of generalised rejection sampling, where values are drawn from approximate distributions and \cor-rected" in order that, asymptotically, they behave as random observations from the target distribution. This is the motivation for methods such as the Metropolis-Hastings algorithm which sequentially draws candidate observations from a distribution, conditional only upon the latest observation, thus inducing a Markov chain. The most important aspect of such algorithms is not the Markov property, but the fact that the approximating candidate distributions are improved at each step in the simulation, whereas the distributions used in rejection sampling, for example, remain the same.
The method of rejection sampling begins with a density for generating candidate observations. However, for MCMC, we allow this candidate generating density to depend upon the 7 current state x t of the chain, and we denote it by q(x t ; y). We also introduce an acceptance function (x t ; y), and accept the candidate observation, so that x t+1 = y, with probability (x t ; y). However, unlike rejection sampling, if the candidate observation is rejected, the chain remains at x t , so that x t+1 = x t . Peskun (1973) shows that the optimal form for the acceptance function, in the sense that suitable candidates are rejected least often and computational e ciency is maximised, is given by (x; y) = min 1; (y)q(y; x) (x)q(x; y) :
Note that knowledge of the target distribution ( ) only up to a constant of proportionality is su cient for implementation. Also, in the case where the candidate generating function is symmetric, that is q(x; y) = q(y; x), the acceptance function reduces to (x; y) = min 1; (y)= (x)]. This special case is the original Metropolis algorithm of Metropolis et al (1953) . There are a number of other special cases, such as the random walk Metropolis algorithm and the independence sampler.
In practice, the choice of proposal distribution is fairly arbitrary. It is important to ensure that the entire sample space can be visited by the Markov chain and some proposals may enable the Markov chain to traverse the sample space quicker than others. However, in our experience of band-return and capture-recapture models the most obvious choices of proposal all seem to perform fairly well. See Brooks ((1997) , (1998)) for further discussion on this topic.
Sampling Strategies
The implementation of the two most common MCMC samplers is reasonably straightforward. Ideally, when the Gibbs sampler is used, each of the conditionals will be of the form of a standard distribution and suitable prior speci cation may ensure that this is the case. However, in the cases where one or more of the conditionals is non-standard, there are many ways to sample from univariate conditionals. See Brooks (1997) and Ripley (1987) , for example. The problems commonly encountered when studying data of the sort discussed in this paper are often economically overcome by using the ratio-of-uniforms method to sample from non-standard conditional distributions | see Wake eld et al (1991) or Ripley (1987) .
Suppose that we wish to generate random observations for a positive random variable from a (non-normalised) distribution function (x), then the ratio-of-uniforms method for sampling from this density proceeds as follows. If (x) and x 2 (x) are both bounded then, given a = sup p (x) and b = p sup(x 2 (x)), we use the following algorithm.
Step 1. Generate u 1 ; u 2 Unif(0; 1).
Step 2. Let u = au 1 and v = bu 2 .
Step 3. Accept x = v=u if u
Other univariate sampling methods also exist, such as the adaptive rejection sampling algorithm, which can be used whenever the distributions of interest are log-concave (i.e., the log-posterior density is concave). See Gilks (1992) and Gilks and Wild (1992) , for example.
An alternative to using these univariate sampling methods for non-standard conditionals in the Gibbs sampler, is to use a single Metropolis-Hastings accept-reject step instead. This, forms a hybrid of the two common MCMC samplers, known as the Metropolis-within-Gibbs sampler. Here, Metropolis-Hastings steps are introduced into the Gibbs sampler, so that components whose conditional distributions are of a standard form may be sampled directly from the full conditional, whilst those with non-standard distributions are updated via a univariate Metropolis-Hastings step, as discussed in Tierney (1994) . This is sometimes simpler to implement than rejection-based methods such as the ratio-of-uniforms method and will generally be quicker per iteration, since only one accept/reject step is performed. However, allowing Metropolis-Hastings updates may sometimes result in a \slow" Markov chain, due to the rejection of Metropolis proposals, restricting movement around the parameter space in these directions. Thus, more iterations are needed to overcome problems associated with strong dependence between successive observations. This point is discussed further in Brooks (1998).
Computer Packages
Many people prefer the exibility of writing their own code to implement these algorithms. However, a very powerful and versatile computer package known as BUGS is also available and can be used to perform the simulations discussed in this paper. The BUGS package is a very popular program for implementing the Gibbs sampler, see , Spiegelhalter, Thomas and Best (1996) and Spiegelhalter, Thomas, Best and Gilks (1996) , and is one which has been widely adopted by statistical practitioners. Once the command syntax has been understood, the BUGS package is very easy to use and ideal for models of the sort described in this paper.
In order to use the package to perform the simulations associated with any particular model, the user must rst de ne the model and prior structure, using an Splus-type syntax. Typically, this is done by creating a le of commands de ning the model structure, an example of which is provided in the Appendix.
There are a couple of disadvantages associated with the use of BUGS compared with code written in C or Fortran, for example. First of all, BUGS tends to be somewhat slower (up to ve times slower, depending upon the platform) than C or Fortran code, and secondly BUGS decides for itself how to perform the MCMC updates (e.g. adaptive rejection sampling or univariate Metropolis Hastings steps), so that there is no exibility in choosing the updating mechanism for the Markov chain. This prevents the user from tailoring the updating mechanism to overcome high serial correlations in the MCMC output, for example. However, BUGS does provide a very user-friendly interface, with the PC versions having various pull-down menus and excellent graphical facilities. Thus, BUGS is ideal for any newcomer to MCMC methods and simulation.
Implementation Issues
Having examined the basic building blocks for standard MCMC samplers, we now discuss issues associated with implementation. Recent discussions of some of these issues are provided by Kass et al (1997) and by Brooks (1997) .
One practical problem associated with using MCMC methods is that, in order to reduce the possibility of bias caused by the e ect of starting values, iterates within an initial transient phase or burn-in period are discarded. One of the most di cult implementational problems is that of determining the length of the required burn-in, since rates of convergence of di erent algorithms on di erent target distributions may vary considerably.
Since general, practical bounds on the convergence rate are usually unavailable, a large amount of work has been performed on the statistical analysis of sampler output in order to tell whether or not the chain converges during a particular sample run. Such techniques are known as convergence diagnostics and use the sample path of the chain, together with any other available information, to try and determine how long the chains should be allowed to run. Cowles and Carlin (1996) , Robert (1996) and Brooks and Roberts (1998) provide reviews of many of the most common techniques.
In any practical application of MCMC, it is also necessary to determine how long the simulations need to be run after convergence has been achieved. Since the sampler output is generally used as a basis for inference, the number of iterations required will be dependent upon the problem at hand. It is frequently the case that the output of successive MCMC iterations are serially correlated. The Ergodic theorem (see e.g. Karlin and Taylor 1975, section 9.5) ensures that inference in terms of posterior means and variances remain unbiased, but higher serial correlation does require larger post burn-in samples in order to gain posterior estimates of a given precision and to ensure that the entire posterior parameter space has been fully explored (see Brooks (1998) ). The degree of serial correlation may be easily determined via autocorrelation plots, for example.
One of the most contentious issues associated with the implementation of MCMC algorithms is in choosing whether to run one long chain or several shorter chains in parallel | see Gelman and Rubin (1992) and Geyer (1992) . The argument for taking a single long run is that the chain will be \closer" to the target distribution at the end of one long run than it would be at the end of any number of shorter ones, and that several shorter runs may be wasteful, in that initial burn-in periods must be discarded from each. On the other hand, proponents of the \many replications" approach argue that, whilst a single run will eventually cover the entire parameter space, by taking a number of parallel replications, we can guard against a single chain leaving a signi cant proportion of the parameter space unexplored. In essence, multiple replications protect against bias by attempting to ensure that the sampler output covers the entire parameter space, whilst one long run provides less variable estimates, since ergodic averages are based upon a larger sample.
One nal important issue is the determination of suitable starting points. Observations are only used after the chain has (hopefully) reached a state of equilibrium, and hence any inference gained via MCMC should be independent of the starting values. However, the choice of starting values may a ect the performance of the chain and, in particular, the speed and ease of detection of convergence. If we choose to run several replications in parallel, Gelman and Rubin (1992) argue that in order to reliably detect convergence, the distribution of starting points should be over-dispersed with respect to the target distribution, and they suggest several methods for generating initial values. Vounatsou and Smith (1995) found, in a limited study, that the Gibbs sampler and Metropolis Hastings methods had similar convergence rates. This is disputed by Brooks (1998) who nds that the convergence rate of the Gibbs sampler is much faster than that of the Metropolis Hastings algorithm, though the latter is computationally much faster to implement. Thus, in terms of e ective samples per second, the two approaches are broadly comparable. For simplicity, throughout this paper, we report the results from MCMC simulations based upon the Gibbs sampler, using the ratio-of-uniforms method to sample from non-standard posterior conditional distributions. In general, we have found that MCMC convergence appears to be very rapid for the simulations that we have performed. This may be partly due to the fact that the models we are using result in posterior distributions that are unimodal (though ridges do sometimes occur as we shall discuss in the next section), so that the MCMC sampler does not have to pass through regions of low density in order to explore all regions of high posterior density in the parameter space. Such an occurrence can slow convergence considerably, since the chain tends to stick around a region of high posterior density. In addition to this, our model parameters are all probabilities and thus constrained to lie between zero and one. This makes the MCMC algorithm fairly robust against the choice of sampling mechanism, since nearly any updating procedure will work fairly well | see Brooks (1998) for example.
In general, a typical Bayesian analysis may be performed in the following steps. Following selection of a suitable prior in consultation with a relevant expert, the form of the posterior distribution should be examined to determine whether the Gibbs or Metropolis Hastings algorithms would be easier to implement. The Gibbs sampler is generally preferred when the posterior conditionals are easy to sample from exactly. Brooks (1998) provides further discussion on this point. Note that we have used both the traditional Gibbs sampler and the Metropolis-within-Gibbs hybrid (via BUGS) (giving identical results) to obtain the results presented in this paper.
Once we have decided upon an implementation, a pilot run of a few thousand iterations may be performed, and autocorrelation function (acf) and raw trace plots may be produced to determine how well the sampler is performing. Ideally, the acf plots should indicate that the correlation between successive iterations is low and so the acf should decay quickly to around zero. If the acf plots decay slowly, then this indicates high correlations between observations spaced many iterations apart, and suggests that the Markov chain is moving slowly around the state space and we therefore require larger sample sizes for comparable inference.
Once the required posterior sample size has been determined, one or more samplers can be run to obtain suitable samples for inference, and the length of the burn-in period to be discarded can be chosen on the basis of any of the formal diagnostic techniques available. The remainder may then be used as a basis for inference, once some of the initial samples have been discarded.
We have found that plots of the sample autocorrelation function from runs of the MCMC algorithm provide a good indicator as to how well the sampler is performing and give an idea of the strength of the dependence between successive sampled observations. There are a variety of more formal convergence diagnostics (see Cowles and Carlin, (1996) and Brooks and Roberts, (1998) ). However, the convergence of our MCMC simulations appears to be so rapid that the routine use of such methods seems unnecessary. In general, we have found it necessary to run only a single MCMC replication for around 10 000 iterations, discarding the rst 1000 or so as a rather gross overestimate of the length of the burn-in period. Finally, since the MCMC algorithms appear to have little di culty in traversing the parameter space fairly rapidly, we have found that the choice of starting values is fairly arbitrary. For the simulations reported in this paper, we have started our chains at the mean of the prior distribution.
We now consider two common classes of model for estimating animal survival, and examine how the Bayesian approach may be applied in each of these cases.
Band-Return Models
Many wildlife studies involve the analysis of band-return or ring-recovery data. For example, newborn animals might be marked and released into the wild each year for a number of years, and a record kept of the recoveries of marked animals that have died in each year. In this section we demonstrate how a Bayesian analysis of such data may be undertaken, focusing upon the estimation of survival and recovery rates.
Model Speci cation
Let us assume that we have data of the form m ij , i = 1; :::; I; j = i; :::; J; J I, where m ij denotes the number of animals released at the beginning of year i and subsequently recovered (dead) in the year up to the end of year j. We also have data R i recording the number of animals marked and released at the beginning of year i.
We assume a model with the following parameters. Let j denote the probability of a particular animal being recovered given that it died in the year up to the end of year j (we assume that recovery is immediate). Also let i denote the probability that the animal survives to age i, given that it is alive at age i ? 1. We allow for time-dependence in the survival rate of an animal in its rst year of life, and denote the probability of a particular animal surviving its rst year, given that it is born in year i, by 1;i . This is known as the T/A/T model in the notation of Catchpole and Morgan (1996) . Models are described by the triple x=y=z, where x; y; z indicate the modelling of rst year survival probabilities, adult survival probabilities, and reporting probabilities respectively. Possible values for x, y and z include C, for constant, T, for time dependence, and A, for age dependence.
We consider the T/A/T model initially. This is a useful exible model for band-return data, since many animals experience high rst-year mortality which is in uenced by timevarying conditions such as weather. Reporting probabilities can also vary over time for similar reasons. Particular examples and data sets may require alternative models: for example we may require some age dependence in the reporting probabilities to account for age-dependent behaviour, e.g. breeding. But in many cases simpler models, resulting from constraining the T/A/T model, will su ce, as we shall see below. Table 1 provides the expected and corresponding observed values under the T/A/T model. 
denotes the probability associated with an observation in entry (i; j) of Table 1 ,
i denotes the likelihood term associated with unrecovered animals, with q i = 1? P J j=i p ij being the probability of non-recovery of an animal released at the beginning of year i, either because it was still alive at the end of the experiment or because it died and was not found, and u i = R i ? P J j=i m ij denoting the number of animals released at the beginning of year i and never recovered. Note that is a function of all of the model parameters.
Throughout this paper, we follow the convention that a null sequence has sum 0 and product 1. Thus in the formula (3) for p ij , the product term is 1 when j = i + 1.
Having obtained the likelihood for this model, we now consider the prior distributions for the parameters. For simplicity, we take independent beta priors, so that Note that the priors for the parameters 1;l , l and l are independent of l. In the context of relevant expert information, other priors may be more appropriate. For example, di erent priors could be used for each individual parameter, or we could impose some form of structure on the variables by putting a prior probability of zero on the event that 1;i > j for any i; j, for example. This is an important possibility, as many animals are known to have higher mortality during their rst year of life. A simple way to achieve this is to discard all outcomes of the chain which do not satisfy the restrictions, thus implicitly rede ning the prior.
In choosing between models, we shall be considering submodels of the T/A/T model. We thus need to calculate posterior distributions for the cases in which rst-year survival is timevarying or constant, adult survival is age-varying or constant, and reporting probabilities are time-varying or constant. Note that Vounatsou and Smith (1995) give two speci c illustrations of conditional posterior distributions for only one model (C/A/C), tailored to a particular data set.
Before we discuss the form of the full conditional distributions for each of the model parameters, it should be noted that na ve use of the likelihood in (2) to compute the conditional posterior distributions commonly fails due to numerical under ow. For this reason it is helpful to carry out some of the calculation algebraically, reformulating the conditional posterior distributions as a product of a beta density and a nuisance term, as follows.
Given the likelihood function in (2) and the prior distributions in (4), the full conditional posterior for l is given by
Thus, each of the conditional posterior distributions are non-standard, because of the term. Note that the formulation of the posterior conditionals as being proportional to the product of a beta distribution and has computational advantages, since the product of the p m ij ij in (2) is typically very small, which can cause accuracy problems, whereas the forms we have given for the posteriors are much larger, because of the implicit inclusion of the normalisation constant of the beta density.
Example { Blue-Winged Teal
Here we examine data from Brownie et al (1985) describing the collection of data concerning the recovery of blue-winged teal (Anas discors) ringed as nestlings in Saskatchewan. The data are given in Table 2 . Freeman and Morgan (1992) provide an analysis of these data, and give the maximum likelihood estimates for parameters for a number of di erent models. Figure 1 provides an illustrative example of the MCMC output for three parameters under the C/C/T model. Here, we took independent uniform priors for all model parameters and for, illustration and clarity, ran the Gibbs sampling algorithm for 5000 iterations. These plots appear to suggest that observations generated at the beginning of the run have a very similar distribution as those at the end, indicating that the Gibbs sampler has converged very quickly. In fact this fast convergence seems to be a general property of bandreturn models. The diagnostic techniques of Brooks and Gelman (1998) were applied to several replications of the MCMC sampler for each of our models and these con rm that convergence is indeed rapid. 15
The autocorrelation plots in Figure 1 illustrate the dependence between successive observations. This dependence appears to die out well before lag 20, indicating that MCMC sampled observations spaced 20 iterations apart should be roughly independent. Thus, we might expect to have to take Monte Carlo samples up to 20 times as large as those that we might require if the observations were independent.
For illustration, the results obtained from an MCMC simulation of 10 000 iterations (after discarding the initial 1000 iterations) with independent uniform priors for each model parameter, under four models, are provided in Table 3 . The corresponding discrepancy plots are shown in Figure 2 . They show that models C/C/T and T/A/T t the data about equally well, and appreciably better than the other two models. For any Bayesian analysis, it is important that prior distributions truly re ect the beliefs of the practitioner about parameters in the model before any data are observed. It is also important to check the sensitivity of the resulting inference upon the choice of prior distribution. Figures 3 and 4 show histograms of posterior samples of selected parameters from the C/C/T and T/A/T models, under various prior distributions. We can see from Figure 3 that the choice between the beta(1; 4) and the uniform prior has little e ect upon the posterior distributions for the survival parameters of the C/C/T model, suggesting that the likelihood carries strong information concerning these parameters. Note however that an unrealistic beta(4,1) prior for the parameters results not only in a large change in the posteriors but also a large decrease in 1 and A . These changes are counterintuitive as the survival and recording parameters are positively correlated in the likelihood, so that an increase in the priors would have been expected to produce an increase in all of the posteriors. This illustrates a drawback with marginal inference. Figure 4 illustrates our earlier point about parameters for which the likelihood carries little information. It is clear that under the uniform prior, the posterior distribution for 12 is also approximately uniform, indicating that our prior beliefs are updated little by the data. The data clearly contain more information about the other parameters.
In general, models which contain parameters that are not supported by the data will tend to have a high degree of prior sensitivity, so that the degree of sensitivity may also provide evidence in favour of one model over another. Of course even a good model may still contain some parameters about which the data are fairly uninformative. In such cases it is extremely important to pay careful attention to the choice of prior, soliciting expert opinion, so that the prior assumptions can be justi ed.
Our analysis of the blue-wing teal data concludes that, of the models considered, the C/C/T and T/A/T models provide the best t to the data, and, on the grounds of prior sensitivity and parsimony, we prefer C/C/T. This agrees with the classical analysis of Freeman and Morgan (1992) , who, using likelihood ratio tests and starting from a submodel of T/A/T, reached C/C/T as their nal model. The posterior means also broadly agree with the MLE's from the classical analysis (not shown here). Note that a reasonable, yet more complex prior, might constrain the survival parameters in such a way that adult survival is always greater than rst year survival. We considered this alternative prior for the C/C/T model, where the restriction seems most plausible. However, we observed that the rst year survival rates always lie below the adult survival rates, so that this prior has no e ect on the resulting posterior samples.
An interesting comparison between the Bayesian and classical analyses of data of this sort arises when we t the C/A/C model. In this case, it is well known that the likelihood has a completely at ridge Morgan 1994, Brooks et al 1998) . Thus, unique maximum likelihood parameter estimates are not available. However, as we see in Table 3 , no such problems are encountered in the Bayesian analysis, even with at priors. This is because the Bayes estimates for the model parameters are given as posterior means, which are unique whether or not the multivariate posterior distribution has a ridge. Thus, it is sometimes possible to perform a Bayesian analysis where we cannot obtain maximum likelihood estimates for parameters of interest. However, in such cases the presence of the likelihood ridge should not be ignored | see Brooks et al (1998) . adult survival as before but now z refers to capture probabilities.
We assume that every animal in the population has the same probability of survival between capture times and that they all have the same probability of capture. Here capture and survival rates are of interest, but estimates of the population size at the di erent sampling times can also be obtained.
In this section, we look at the Cormack-Jolly-Seber model, which is the T/T model in our notation, and discuss the Bayesian approach to tting this and submodels to data on European Dippers (Cinclus cinclus).
The Cormack-Jolly-Seber Model
We observe data of the form m ij , i = 1; :::; I; j = i + 1; :::; J; J > I, where m ij denotes the number of animals released at time t i and subsequently recaptured for the rst time at time t j . We also have data R i recording the number of marked animals released into the population at time t i (these comprise newly marked animals and those recaptured at time t i ).
We let p i denote the probability of recapturing a particular animal at time t i , and let i denote the probability of the animal surviving the ith time period, that is, the probability that the animal survives to time t i+1 given that it is alive at time t i . Table 4 P J j=i+1 m ij being the number of animals never recaptured after release at t i , and i being the probability that an animal, alive at time t i , is not subsequently recaptured. This can be calculated from the recursion formula, i = 1 ? i (1 ? e p i+1 i+1 ); with J = 1: As before, we adopt independent beta priors for the parameters l and p l , Hence, as in the band-return case, all these conditional posterior distributions are nonstandard.
Example { European Dippers
The data given in Table 5 , and describe the annual capture and recapture of European Dippers in eastern France from 1981{1987. Lebreton et al (1992) provide the maximum likelihood parameter estimates for a variety of models for these data. These models are the full model T/T and the submodels T/C, C/C and C2/C. The C2/C model has constant recapture probability but two survival rates, i = 8 < : f ; i = 2; 3 n ; i = 1; 4; 5; 6: (Lebreton et al 1992) , to allow for possibly di erent survival caused by a ood in 1983.
Note that in the T/T model, the parameters p 7 and 6 always appear together in the likelihood; they are non-identi able, and only their product is estimable. In the submodels all parameters are estimable. Figure 5 provides an illustrative example of the MCMC output for the three parameters of the C2/C model. Here we took independent uniform priors for all model parameters and ran the Gibbs sampler for just 1000 iterations. As with the Teal example, convergence appears to be rapid, but, unlike the Teal example, the acf plots suggest that successive iterations are uncorrelated. Thus, in this case, the raw MCMC output may be taken as an approximately independent sample from the posterior distribution so that the usual Monte Carlo sample size determination methods may be applied.
For illustration, the results from an MCMC simulation of 10 000 iterations under standard uniform priors for all parameters are provided in Table 6 for each of the four models.
19 (1992) analyse these data from the classical maximum likelihood perspective, and conclude that the C2/C model provides the best t to the data. We assess the goodness of t of the models via the Bayesian p-values for the goodness-of-t statistic, as in section 2.3. The p-values of Table 6 are quite di erent from the corresponding p-values provided by Lebreton et al (1992) (0.30, 0.41, 0.30 and 0.67, respectively) , but may be interpreted similarly in that C2/C is clearly the preferred model. This is an area which is the subject of further research. We suspect that the Bayesian p-values, which do not require an asymptotic normality argument, are more realistic. However we do note the very small p-values obtained. It may be useful to recall that interpretation of the Bayesian p-values is as a measure of surprise at the data under the assumption of each model. Thus, we might infer that the data appear to be rather surprising (though not signi cantly so) under all four models under consideration. As with the Teal example, we can examine the prior sensitivity of the model parameters. Figure 6 provides the histogram plots corresponding to the MCMC output for the C2/C model for parameters p, f and n . Superimposed on the histograms is the corresponding prior density. It is clear from these plots that even a fairly strong prior has little e ect upon the posterior distribution. In this case the likelihood contains strong information about the parameters so that the posterior is robust to changes in the prior and bears little resemblance to the two prior distributions selected here.
An interesting point to note is that the p-values associated with each of the models also change with the prior. For example, we consider three sets of priors. Prior 1 is a uniform prior on all parameters. Prior 2 puts a beta(1; 9) prior on the parameters and a uniform prior on the p parameters. Finally, prior 3, is a beta(1; 9) for all parameters. We then consider the four models; T/T, T/C, C/C and C2/C, obtaining the p-values given in Table 7 for each model/prior combination. This table highlights the importance of explicitly specifying both the model and the prior associated with any reported Bayesian p-value. Thus, our Bayesian analysis concludes that the C2/C model provides the best t to the data, agreeing with the classical analysis of Lebreton et al (1992) . It is clear that the oods of 1983 had a signi cant impact, dropping the survival rate from around 0.61 to around 0.47. The decision to consider the ood-based model was taken in the light of prior (or data independent) information from the biologists gathering the data, and Lebreton et al (1992) discuss the usefulness of such information in the classical analysis. However, the Bayesian approach is even more exible in this respect since other information concerning the relationship between the survival rates in ood and non-ood years might also be incorporated 20 explicitly through the prior. For example information from previous studies concerning the possibility of emigration during ood years could be used to specify how the survival rate may be altered by this behaviour. Thus, the Bayesian analysis provides a more exible approach to modelling data of this sort, and essentially incorporates the classical maximum likelihood analysis as a special case.
Discussion
There are advantages and disadvantages to the modern Bayesian approach for models of recovery and recapture data, and we see these as follows:
6.1 Advantages (i) One does not need to use asymptotic formulae as one can estimate marginal distributions by means of Gibbs sampling. This is important for sparse data sets such as those of Tables 2 and 5 which are not uncommon. Relevant here is the discussion in Morgan and Freeman (1989) and Cormack (1992) , who advocate using pro le log-likelihoods for constructing con dence intervals, rather than relying on the asymptotic normality of estimators.
(ii) We have a natural way to include expert prior knowledge. In addition to the discussion already in the text above, we note that we may wish to impose a bell-shape for the relationship between annual survival probabilities and age, to account for the relatively high mortality of both young and old animals, as observed for example in Soay sheep | see Albon et al (1998) . Opinion will di er on the weight to be given to parameter estimators with marginal distributions which are largely determined by the prior assumptions. We speculate, on the evidence of the examples of this paper, that prior distributions will frequently have little e ect for recapture models, but that this will not be true of recovery models. Relevant here are the ndings of Lebreton et al (1995) and Catchpole et al (1998) , who have considered combined analyses of recovery and recapture data.
(iii) The Bayesian approach provides an alternative view when there is parameter redundancy. In such cases a Bayesian analysis may highlight important features of a at likelihood ridge (see Brooks et al, (1998) ). This could be valuable for complex problems, for example involving migration between di erent sites (Brownie et al (1993) ) and/or integrated recovery and recapture data ). However, special care needs to be exercised in the Bayesian analysis of parameter-redundant models.
(iv) The MCMC simulations performed within this paper are very easily implemented within the BUGS package. The code is very easily constructed and an example of 21 the code required for the T/A/T model and Teal data set is provided in the Appendix.
(v) The Bayesian approach provides a natural framework for modelling parameters as random e ects (cf. Burnham 1998).
Disadvantages
(i) Since the Bayesian paradigm stipulates that model parameters are not themselves xed, but have some unknown xed distribution, it would be useful to provide more detailed summaries of that distribution than simply recording posterior means and variances. When the posterior conditional distributions are of standard form the normalisation constants are necessarily known and Rao-Blackwell density estimates (Casella and Robert 1995) are available, which provide unbiased estimates of the marginal densities of the model parameters. Unfortunately, none of our posterior conditional distributions are of standard form and so this density estimation technique cannot be easily applied. This problem may be overcome by using data augmentation techniques (Tanner and Wong 1987) to obtain standard beta conditional posterior distributions, at the cost of adding the complexity of the data augmentation. This is the focus of current work.
(ii) A standard problem with MCMC simulations for Bayesian analysis is that it is very difcult to determine exactly the length of the burn-in period. This problem is somewhat akin to the classical problem of trying to determine whether or not an optimisation routine has found a local or global maximum in the likelihood function. However, it should be noted that the models that we discuss in this paper appear to have very favourable convergence properties, mixing well and converging rapidly, so that this appears to be of little concern for models of this sort.
Conclusion
Our view is that the advantages outweigh the disadvantages. Very useful results can be obtained by adopting the Bayesian paradigm. Schwarz and Seber (1998) observe that \with the advent of the Gibbs sampler...there will be an upsurge of interest in Bayesian methods as more realistic priors can be used and compared." We have shown how the basic computations can be carried out simply, using MCMC methods. We discuss how the BUGS package provides a very useful tool for getting simulations up and running quickly and is ideal for learning. However, most problems require the speed and exibility of specially written (but still fairly simple) Fortran or C code, for example. In any case, some computer code will always need to be written to supplement any BUGS code. An example of this is the code required to calculate the Bayesian p-values that we provide in this paper. In addition, many models do not t within the BUGS framework, for example, problems involving age dependence of parameters in capture-recapture sudies, see Catchpole et al (1998) . In fact, many more general models can be analysed using straightforward extensions of the Bayesian procedures of this paper. This is the focus of current research.
Finally, we would conclude by noting that, in this paper, we have not used basic classical tools such as information criteria for model-selection, and residuals for checking goodnessof-t. In practice we would advocate a catholic approach, which would employ these and whatever other tools are judged to be useful. West, M. (1993) In order to compile and run this model, the code below must be saved to a le. This le can then be read into BUGS using the Open option on the File pull-down menu. Next, the model must be \checked" by using the Check Model option on the Model menu. The data is read in by highlighting the relevant lines in the code and choosing the Data option on the Model menu. The code is then ready to be compiled. Once the model has been successfully compiled, the initial values can be read in, in the same way as the data, and then the MCMC simulation begins once the Updates option is selected. Various options are available under the Statistics pull-down menu, including real time trace plots of the MCMC simulations, summary statistics and acf plots.
Note that, in the BUGS code, the likelihood is speci ed as being the product of a series of multinomial distributions on the rows of the recovery table (given in Table 1 ), and that a nal column has been added to account for those animals released but never subsequently recovered. Finally, note that, since BUGS cannot calculate the product of vector elements, the term is speci ed as the exponential of the sum of log terms. Beyond that, the code should be self-explanatory. model teal; # Define the data list(ni = 7, nj = 12, m= structure(. Data = c(6,2,1,1,0,2,1,0,0,0,0,0,897, 0,11,5,6,1,1,1,1,0,0,0,1,1130 Data = c(6,2,1,1,0,2,1,0,0,0,0,0,897, 0,11,5,6,1,1,1,1,0,0,0,1, , 0,0,19,4,4,4,0,0,1,1,0,0,1361 Data = c(6,2,1,1,0,2,1,0,0,0,0,0,897, 0,11,5,6,1,1,1,1,0,0,0,1, , 0,0,0,65,25,8,4,2,4,4,1,0,3441, 0,0,0,0,65,17,2,1,6,2,3,1,4752, 0,0,0,0,0,52,9,8,3,4,2,1,2476 , .Dim=c(7,13))) # Define the initial parameter values list(lambda=c(0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5), 27 phi=c(0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5), phi1=c(0.5,0.5,0.5,0.5,0.5,0.5,0.5 The top row corresponds to beta(1; 4) priors, the second row to uniform and the bottom two rows to beta(4; 1) priors for the two parameters, whereas a uniform prior is adopted for all the parameters in the rst two rows, a beta(2; 2) prior is adopted for the third row and a beta(4; 1) prior for the bottom row. Figure 4: Histograms for posterior samples of parameters under the T/A/T model, from a sample of 10 000 observations from the posterior distribution, with corresponding prior densities superimposed. The top row corresponds to beta(1; 4) priors, the middle row to uniform and the bottom row to beta(4; 1) priors for the survival parameters, whereas a uniform prior is adopted for the priors throughout. (1985) . 
