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ABSTRACT 
We give a negative answer to the following question posed by Krasnoselskii-Rutickii [4, p. 301: 
does for any Orlicz function @ which is submultiplicative at infinity there exist an Orlicz function 
Y equivalent to @ at infinity, submultiplicative on the whole R, and satisfying Yy(u)/u-rO as 
u-+0+. 
However, by imposing an additional condition on @ we prove that the answer to this question 
is positive. The similar problem at zero is also considered and completely solved. 
1. INTRODUCTION 
Amap @:R,-+R,, where R, = [O, cv), is said to be an Orlicz function if @ 
is convex and vanishing only at zero. 
We say that an Orlicz function @ is submultiplicative at infinity (at zero) if 
there exist positive constants K, u. such that the inequality 
(1) @(uu) I K@(u) G(u) 
holds for all U, u 2 u,(O 5 U, u I uo). 
We say that an Orlicz function @ is submultiplicative on R, whenever there 
exists a positive constant K such that 
(2) @(uu) I K@(u) G(u) for all U, u E R,. 
Many examples of submultiplicative functions on R, or on subsets of R, can 
be found in [3] and [S]. 
Krasnoselskii and Rutickii [4, p. 301 posed the question whether or not for 
any Orlicz function @ which is submultiplicative at infinity there exists an 
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Orlicz function Y which is equivalent to @ at infinity, submultiplicative on R, 
and with 
(3) Y(U)/U + 0 as u-+0+. 
Recall that Orlicz functions @ and !P are said to be equivalent at infinity (at 
zero) if there are positive constants uI, a, b such that the inequalities 
Y(au) 5 Q(u) 5 Y(h) 
hold for all urui(Oru~ui). 
Recently, Alexopoulos [l], Theorem 2.6, proved that if the function @*, 
complementary in the sense of Young to an Orlicz function @, satisfies the 
d 2-condition at infinity, i.e. there are positive constants C, u2 such that 
(Q*(u))% c@*(u) 
for all u?u2, then there is no Orlicz function Y that is equivalent to @ at in- 
finity, submultiplicative on R, and satisfying (3). However, his proof is com- 
plicated (it proceedes via some additional theorems) and there is no concrete 
example of such Orlicz function. 
In this paper we give an immediate and very short proof of this fact as well 
as we give some concrete examples of Orlicz functions for which the answer to 
the question is negative. We prove that in the case when an Orlicz function @ 
has the lower Simonenko index at infinity strongly bigger than 1, the answer 
to the question is positive. We observed also that answer to the Krasnoselskii- 
Rutickii question is always positive if we omit condition (3). 
In the second part of this paper we prove that, for an Orlicz function @, 
which is submultiplicative at zero, there exists an Orlicz function Y that is sub- 
multiplicative on R, and equivalent to @ at zero if and only if @ satisfies the 
d,-condition at zero. Recall that an Orlicz function @ satisfies the AZ-condition 
on R, (at infinity) [at zero] if there exist positive constants K, u3 such that the 
inequality 
(4) @(2U) SK@(U) 
holds for all UER, ( u2u3) [O~~ulus]. 
Recall now the notion of the lower Simonenko index at infinity of an Orlicz 
function @. We define it to be 
(5) p = p(G) = lim inf t@(t)/@(t), 
,+m 
where @ denotes the right-derivative of @ (cf. [5]). 
We say that an Orlicz function @ satisfies the A-condition (cf. [4]) if there 
are positive constants d,u4 such that the inequality 
(6) @(u*) I du@(u) 
holds for all u 2 u4. 
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2. ON EXTENSION OF SUBMULTIPLICATIVE FUNCTIONS AT INFINITY 
We start with the following theorem which gives a negative answer to the 
question posed by Krasnoselskii-Rutickii [4, p. 301. 
THEOREM 1. Zf @ is an Orlicz function satisfying the A-condition, then @ is 
submultiplicative at infinity and there is no Orlicz function Y satisfying (3), 
equivalent to @ at infinity and submultiplicative on R,. 
PROOF. Let d, u4 be the constants from the definition of the A-condition and 
let u L u L max( 1, Q). Then 
@(uu) = <p((u/u)~~)~(u/u)~(u~)~(u/u)du~(u) 
= da@(u) I (d/@(l))@(u)@(u), 
which means that @ is submultiplicative at infinity. 
Assume now that @ is equivalent at infinity to an Orlicz function Y which 
is submultiplicative on R,. Then, for sufficiently large U, we have 
Y(u)= Y(u2/U)~KY(1/u)Y(u2)iKY(l/u)@(u2/a) 
~KY(l/u)da-1’2u~(a-1’2u)~KY(l/u)da-1’2uY(ba-”2u) 
~dK2a-“2Y(ba-“‘)uY(l/u)Y(u). 
Hence, for sufficiently large U, we get 
uY(l/u)r l/(dK2a-“2Y(ba-“2)) =const. >O, 
i.e., condition (3) does not hold and the proof is finished. 
EXAMPLE 1. Define, for u E R,, 
Q(u) = 24 ln(1 + u). 
Then 
which means that d, is an Orlicz function satisfying the A-condition (with d= 2 
and uq = 0). The A-condition satisfy also the Orlicz functions G(u) = u ln(1 + u2) 
and Q(u) = u ln’(1 + u). 
The next result is necessary in the proof of our next theorem and is also of 
independent interest. 
PROPOSITION 1. Zf @ is an Orlicz function which is submultiplicative at in- 
finity, i.e. on some interval [u,, w), u, >O, then @ is submultiplicative on the 
interval [u,, 00) for any 0 < a0 < aI. 
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PROOF. Since Q, is submultiplicative at infinity it follows that @ satisfies 
the d,-condition at infinity. The continuity of @ implies that the function 
@(24/@(u) is bounded on any compact interval [u,, ~1, O< u. < u2 < 00, and 
so we find that @ satisfies the d2-condition on any interval [uo, oo), uo>O. 
We need to prove the inequality 
(7) @(UO)S C@(U)@(O) 
for all U, IJ 1 u. with a constant C depending only on @ and uo. 
Of course, by assumption, inequality (7) holds for U, UL ui. Consider now 
the function 
f(% 0) = @(uu)/(@(u)@(u)) 
on the square [uo, ul] x [uo, u,]. It is a continuous function on this square and 
so L = sup{f(u, u): U, o E [uo, ui]} < 00. Therefore, 
@(UU) 9 L@(u)@(o) 
for all U, u E [u,, ui]. Assume then that u E [uo, ul] and 02 uI. Then, in view of 
the d,-condition on the interval [uo, 03), we have 
@(UU)I @(UiU)~K@(U,)@(U) =K@((u,/u)u)@(u) 
5 K@((u,/uo)u)@(u) I KK, @(u)@(u), 
and the proof is finished. 
THEOREM 2. Let @ be an Orlicz function which is submultiplicative at infinity 
and with the Simonenko indexp =p(@) > 1. Then there exists an Orlicz function 
Y equivalent o @ at infinity, submultiplicative on R, and satisfying condition 
(3). 
REMARK 1. If @ satisfies the d-condition, then p=p(@)= 1. Therefore, 
according to Theorem 1, we see that Theorem 2 is not in general true for 
p=p(@)= 1. 
PROOF. Take E > 0 such that r =p - E > 1. Then there exists a positive number 
u. such that 
inf t@(t)/@(t) 2 r. 
f2lig 
Fitting @ in the convex way to the function au’+ b for suitable a, b>O to the 
left of the point u. and denoting the new function by @- and its right-derivative 
by @-, we get 
p- = f:i t@-(t)/@-(t) > 1. 
Since @- is equivalent to @ at infinity, we can assume, without loss of 
generality, that 
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q = ;;,’ t@(t)/@(t) > 1. 
We can also assume that Q(l) = 1. If this is not true, i.e. if @(a) = 1 for some 
a# 1, then taking the Orlicz function @r(u) = @(au) we have that @r(l) = 1, @r 
is equivalent to @ at infinity (even on R+), @r is submultiplicative at infinity 
and 
inf t&(t)/@,(t) = inf at@(at)/@(at) = q, 
I>0 I>0 
where @r denotes the right-derivative of @r. 
Define now an Orlicz function Y by 
(I244 Y(U) = 
t 
for Olull, 
@(u)+b for u>l, 
where a=@(l)/q and 6=a- 1. 
It is obvious that (3) holds and that Y is equivalent to @ at infinity. Since 
Q(l)= 1 we have that qs@(l) and so b=a- 1>0. 
To prove the submultiplicativity of Y on R, we will consider four cases. 
1”. Oru,o~ 1. Then OIUOS 1, and so 
Y(u0) = auquq = a-’ Y(u)Y(o). 
2”. u, u 2 1. Then uu 2 1. Applying the inequality Y( 1) = ar 1 and taking into 
account that, according to Proposition 1, @ is submultiplicative on the interval 
[l, w), we obtain 
Y(uu)=@(uu)+bIK@(u)@(u)+b5K[@(u)+b][@(u)+b]+~ 
IKY(U)Y(U) + bY(u)Y(u) = (K+ b)Y(u)Y(u). 
3”. 05 UI 1, 02 1 and uus 1. It follows from the definition of the number 
q that 
(8) @(UU) Z U%(U) 
(9) @(uu) 5 uQZJ(u) 
Therefore, according to 
vz.420, url, 
VUZO, 05Ull. 
(8) with u = 1 and the relation G(1) = 1, we obtain 
Y(w) = auquq= Y(U)UQI Y(u)@(u) 1 Y(u)(@(u) + 6) = Y(u)Y(u). 
4”. 0 5 u 5 1, u 2 1 and uu r 1. Applying inequality (9), we find 
Y(U0) = @(uu) + 61 @Q(u) + b =a-’ Y(u)@(u) + b 
5 a-’ Y(U)Y(U) + b@(UU) I a-1 Y(U)Y(U) + b@@(u) 
SCl Y(u)Y(u)+a~‘bY(u)Y(u) = Y(u)Y(u). 
The proof is complete. 
REMARK 2. Gondition (3) plays an essential role in Theorems 1 and 2. If we 
omit this assumption the answer to the Krasnoselskii-Rutickii question is 
always positive. Namely, for any Orlicz function @ which is submultiplicative 
at infinity there exists an Orlicz function Y which is submultiplicative on R, 
and equivalent to @ at infinity. 
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. 
“PROOF”. Without loss of generality we can assume that @( 1) = 1. The con- 
vexity of CD yields: @(uu)Iu@(u) for all 05~~ 1, 010 and @(uu)zu@(D) for 
all UL 1, u L 0. Therefore, defining 
Y(u) = 
[ 
44l)u for 05~5 1, 
@(u)+@(l)-1 for u>l, 
and repeating the proof of Theorem 2, we get the desired result. 
We finish this section by stating the following property of submultiplicative 
Orlicz functions. 
PROPOSITION 2. An Orlicz function @ is submultiplicative on R, (at infinity) 
[at zero] if and only if its right-derivative I$ is submultiplicative on R, (at in- 
finity) [at zero], respectively. 
PROOF. Assume that @ is a submultiplicative function on [ue, 03). Then @ 
satisfies the AZ-condition on any interval [u,, 03), ui ~0, and for u, 01 u0 we 
get: 
2uu 2uu 
uu@(uu)s 1 Q(t) dts 1 G(t) dt = @(2uu) 
U” 0 
~c@(uu)IcK@(u)@(u)zscm4@(u)u~(u), 
whence it follows that 
Assume now that @ is submultiplicative on the interval [uO, 00). In virtue of the 
fact that 0 satisfies the AZ-condition at infinity if and only if 0 satisfies the 
AZ-condition at infinity, we find that for U, UZ~U,, 
@(uu) s “ru o(t) dt 5 $(uu)uu 5 CI @(uu/4)uus C&.4/2)u/2q3(0/2)0/2 
0 
<C2 ; @(t)dt j @(t)dtG2j@(t)dt~@(t)dt=Cz@(u)@(u). 
u/2 v/2 0 0 
All these calculations at zero are similar. The proof is complete. 
3. ON EXTENSION OF SUBMULTIPLICATIVE FUNCTIONS AT ZERO 
In this part we will see that the question of the Krasnoselskii-Rutickii type 
at zero has different answer than at infinity. 
LEMMA 1. If @ is an Orlicz function which satisfies the AZ-condition at zero 
and which is submultiplicative in an interval [O, u,], u0 > 0, then Cp is submulti- 
plicative on the interval [0, u,] for any number u, > zq,. 
PROOF. First we note that the function @ satisfies the AZ-condition on the in- 
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terval [0, ul]. Now we let U, o E [0, u,] and consider the following three cases: 
lo. U, u E [0, uO]. Then the desired inequality is obviously true. 
2”. u, IJ E [q,, ul]. Then the function 
f(u, u) = @(uuV(@(u)@(u)) 
is continuous on the square [uc, ul] x [u,, ul]. Therefore, 
M={“I$Go): U,UE[UO,U11}<~, 
and 
@(UU)SM@(U)@(U) 
for all U, u E [ue, u,]. 
3”. UE [0, u,], UE [uc, ur]. Then, by applying the AZ-condition and the fact 
that uue/u, I uo, we find 
@(UU) = @[(U,/U,)Uuu&] I c~(Uuu()/Ur)‘cK~(U)@(uU,/Ur) 
I cK(uo/U,)@(U)@(u), 
which finishes the proof. 
The following condition will be used in the next theorem 
(LO) !P(u)/u+o~ as u-+00. 
THEOREM 3. Assume that @ is an Orlicz function which is submultiplicative 
at zero. Then there exists an Orficz function Y satisfying (10) which is equiva- 
lent to @ at zero and submultiplicative on R, if and only if @ satisfies the 
AZ-condition at zero. 
PROOF. We obviously need only to prove the sufficiency. First we note that, 
by Lemma 1, @ is submultiplicative on the interval [0, 11. Moreover, we can 
assume, without loss of generality, that @ satisfies the AZ-condition on R, and 
that condition (10) holds. Otherwise, we can define a new Orlicz function @r 
by fitting @ with the function &(u) = au* + b to the right of the point 1, where 
the constants a and b are choosen in such a way that @, is convex. Obviously, 
@, is equivalent to @ at zero. 
We can also assume that @( 1) = 1. If @(a) = 1 for certain a # 1, then we can 
consider instead of @ an equivalent Orlicz function Q2 defined by @J*(U) = 
@(au). Then &(l) = 1 and G2 is submultiplicative at zero because the assump- 
tion @(uu) I K@(u)@(u) for all U, u E [0, uo] together with the A,-condition in 
any interval [O,u,] (see Lemma 1) imply that 
Q2(uu) = (@(auu) = @[(l/a)auau] 5 C@(auau)l CK@(au)@(au) 
= c~@,(4@2w, 
where C, K depend only on @ and a. 
Now, let @ satisfy the A,-condition on R, and Q(1) = 1. For such @ we 
define an Orlicz function Y by 
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Y(u) = 
i 
@@I for 05~5 I, 
au”+b for u>l, 
where a=@(l)/p, 6= 1 -a and p=q+ I, q=q(@)=s~p,,~t@(t)/@(t)<m, 
i.e., q is the upper Simonenko index of @ on R, (cf. [5]). Since p> qz 1 and 
#am@= 1, we have that condition (10) holds and that l/psasq/p< I, 
l/p5b< I- l/p. 
Next, we will check the submultiplicativity of Y on R,. Obviously, Y is sub- 
multiplicative on [0, I]. We will consider the remaining three cases. 
I”. U, 011. Then we need to check the submultiplicativity of the function 
d(u) = az.4p +b 
on the interval [I, 03). Denoting c = max(l/a, l/b), we have 
l9(24u) = az4V + b5 C(UUP + b)(aoP+ b) = clY(u)tY(u) IplJ(u)Lp(D). 
2”. ~51, 021 and ~~51. Then 
Y(uu) = @(uu) I oVJ(I.4) = aoP@(u)/al (aoP+ b)@(u)/a = Y(o)Y(u)/a. 
3”. ~51, 021 and ~~21. Then 
Y(U0) = au%P+ b I aU%P + bUPUP = (a + b)UV = UPUP 
I @(u)uP= Y(U)UP5 Y(u)(auP+ b)/u = Y(u)Y(u)/a. 
The proof is complete. 
REMARK 3. The submultiplicativity of @ at infinity implies the dz-condition 
of Cp at infinity but the corresponding statement at zero is not true. 
EXAMPLE 2. The Orlicz functions (a>O) 
i 
0 
G,(u) = 
for u=O, 
u’+“ln(l +e-Umu) for u>O, 
are submultiplicative on [0, I] but not on [O, 00). They satisfy the condition 
@,(u)/u + 0 as u + O+ but not the d,-condition at zero. The function B2 was 
considered in [2]. 
Only the proof of the submultiplicativity of Qa on the interval [0, I] is not 
obvious. It follows from the following inequalities of U, u E (0, I] (with Kr e2): 
(1 +,-@)Ktn(r+e+& 1 +Ke-“-= m(l +e-uma)> 1 +Ke-umae-um=/(l +e-omu) 
= 1 + K/[e”‘u(e”~a + I)] L 1 + e-U-‘v-“. 
ADDED IN PROOF. After sending this paper to the Editor the authors have 
noticed that the Orlicz function Q(u) = (1 + u)ln(l + U) - U, given by T. Ando, 
On some properties of convex functions, Bull. Acad. Polon. Sci. Ser. Sci. 
Math. Astronom. Phys. 8 (1960), 413-418 is also a counterexample to the ques- 
tion posed by Krasnoselskii-Rutickii, but our Theorem 1 is more general. 
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