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EQUIVARIANT D-MODULES ON RIGID ANALYTIC SPACES
KONSTANTIN ARDAKOV
Abstract. We define coadmissible equivariant D-modules on smooth rigid
analytic spaces and relate them to admissible locally analytic representations
of semisimple p-adic Lie groups.
Contents
1. Introduction 2
2. Algebraic background 5
2.1. Enveloping algebras of Lie-Rinehart algebras 5
2.2. Trivialisations of skew-group rings 7
2.3. Equivariant sheaves on G-topological spaces 10
3. Equivariant differential operators on rigid analytic spaces 12
3.1. Automorphisms of admissible formal schemes and rigid spaces 12
3.2. Actions of compact p-adic Lie groups on K-affinoid algebras 17
3.3. The completed skew-group ring ÙD(X, G) 25
3.4. Compatible actions 30
3.5. The localisation functor LocA
X
35
3.6. Coadmissible equivariant D-modules 43
3.7. CX/G is an abelian category 48
4. Levelwise localisation 52
4.1. Noetherianity and flatness over general base fields 52
4.2. The sheaf◊ U (L)K on Xw(L) 57
4.3. The sheaf◊ U (L)K ⋊N G on Xw(L, G) 62
4.4. Theorems of Tate and Kiehl in the equivariant setting 68
5. Beilinson-Bernstein localisation theory 78
5.1. Invariant vector fields on affine formal group schemes 78
5.2. The algebra ÙD(G, G)G 86
5.3. ’Dλn,K-affinity of the flag variety 93
5.4. The localisation functor is essentially surjective 101
6. Extensions to general p-adic Lie groups 107
6.1. The associative algebra F (G) 107
6.2. The algebra ÙU(g, G) 112
6.3. Continuous actions on analytifications of algebraic varieties 115
6.4. The Localisation Theorem for ÙU(g, G) 118
6.5. Connection to locally analytic distribution algebras 123
References 130
2010 Mathematics Subject Classification. 14G22; 32C38.
The first author was supported by EPSRC grant EP/L005190/1.
1
2 KONSTANTIN ARDAKOV
1. Introduction
Let K be a non-archimedean field of mixed characteristic (0, p), and let L be a
finite extension of Qp contained in K. In a series of papers including [56, 59, 57, 60],
Schneider and Teitelbaum developed the theory of locally analytic representations
of an L-analytic group G in locally convex (usually infinite dimensional) topological
vector spaces over K. These kinds of representations of G arise naturally in several
places in number theory, for example in the theory of automorphic forms [24] and in
the p-adic local Langlands program [18, 20, 23]. Many of these representations enjoy
an important finiteness condition called admissibility, introduced in [60]; almost
by definition, the category of admissible locally analytic representations of G is
anti-equivalent to the category of coadmissible modules over the locally L-analytic
distribution algebra D(G,K) of G.
We would like to better understand these representations using the theory of D-
modules. The Lie algebra g of G acts naturally on every D(G,K)-module V ; when
g is semisimple, it is then possible to localise the g-module V to the flag variety
of the corresponding algebraic group in the sense of Beilinson and Bernstein [9]
without losing too much information about the g-action on V in the process: for
example, localisation yields an equivalence of categories between the category of g-
modules with trivial infinitesimal central character and the category of D-modules
on the flag variety that are quasi-coherent as O-modules in the Zariski topology.
In the setting of infinite-dimensional representations of complex Lie groups, this
(purely algebraic) method of localisation was used in a spectacular way by Beilinson-
Bernstein [9] and Brylinski-Kashiwara [19] to prove the Kazhdan-Lusztig conjec-
tures [36]. However, applying the algebraic localisation functor D ⊗U(g) − directly
to a coadmissible D(G,K)-module V only remembers information about the un-
derlying g-action on V and completely forgets about the G-action. Slightly less
naively, it is possible to remember the G-action on the localised D-module in the
form of a G-equivariant structure; however this still forgets the natural topology
carried by V as well as the coadmissibility of V , and it is not reasonable to expect to
be able to give a purely local characterisation of the essential image of coadmissible
D(G,K)-modules under this functor.
To address these topological issues, consider the closure U˙(gK) in D(G,K) of the
enveloping algebra U(gK), where gK := g⊗LK. This is the Arens-Michael envelope
of U(gK) considered by Schmidt in [52, 54]. It was observed already in [59] that
this closure consists precisely of non-commutative formal power series
∑
α∈Nd λαx
α,
where {x1, . . . , xd} is any K-basis of gK and {λα : α ∈ Nd} ⊂ K, that converge
everywhere in the sense that no matter how large the real number R > 0, we still
have |λα|R|α| → 0 as α→∞. In a more invariant formulation, U˙(gK) is naturally
in bijection with the K-vector space O(g∗,rigK ) of rigid analytic functions converging
everywhere on the rigid analytification g∗,rigK of the affine variety g
∗
K = SpecS(g).
Thus, U˙(gK) is a “rigid analytic quantisation” of g
∗,rig
K in the same way that U(gK)
is an “algebraic quantisation” of g∗K .
In a series of recent papers [7, 5, 4, 2], we have introduced a sheaf of rings ÙD of
infinite order differential operators on any smooth rigid analytic spaceX. This sheaf
is morally a “rigid analytic quantisation” of the cotangent bundle T ∗X, in the same
way that the sheaf of finite order differential operators DX on any complex smooth
algebraic variety X is an algebraic quantisation of T ∗X . We also introduced the
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abelian category CX of coadmissible ÙD-modules on X and showed that it behaves in
several ways analogously to the category of coherent D-modules on complex smooth
algebraic varieties.
The purpose of this paper is to introduce the category CX/G of coadmissible
G-equivariant D-modules on any smooth rigid analytic space X equipped with a
continuous action1 of a p-adic Lie group G. As the notation suggests, we would like
to think of an object in this category as a sheaf on the quotient space X/G. Since
X and G live in different categories — one is a set equipped with a Grothendieck
topology, the other is a topological group — a little care is required to make sense
of this. The category of abelian sheaves AbX on the rigid analytic space X is
equivalent to the category of abelian sheaves AbX on an honest topological space
X , namely the Huber space X := P(X) — see, for example, [34, 63]. By the
functoriality of this construction, the action of G on X induces a continuous action
of G on X , and we then have at our disposal the topological space X/G consisting
of the G-orbits of X , equipped with the quotient topology, as well as the abelian
category AbX/G of abelian sheaves on X/G. Following Grothendieck [32], we regard
the category G-AbX of G-equivariant abelian sheaves on X to be a better-behaved
enhancement of AbX/G: there is always the forgetful functor G-AbX → AbX/G.
Our category CX/G is a certain subcategory of G-AbX.
To define CX/G, we proceed in several steps, broadly analogously to [5]. First,
we consider the case where the pair (X, G) is small ; roughly speaking 2, this means
that the variety X is affinoid and the group G is compact. Whenever (X, G) is
small, in §3.3 we introduce a K-Fre´chet algebra
ÙD(X, G)
which is a particularK-Fre´chet space completion of the abstract skew-group algebra
D(X) ⋊ G. This construction is partly motivated by the fact that the locally
analytic distribution algebra D(G,K) can be viewed as a particular K-Fre´chet
space completion of the abstract skew-group algebra U(gK)⋊G. In the case where
the group G is trivial, ÙD(X, G) reduces to the algebra ÙD(X) from [5] and in the
case where X is a one-point space, ÙD(X, G) reduces to the algebra D∞(G,K) of
locally constant distributions on G from [56].
Theorem A. ÙD(X, G) is Fre´chet-Stein whenever (X, G) is small.
When the ground field K is discretely valued and either X or G is trivial, this is
a special case of results in [5] or [60], respectively. However, we give a completely
new proof that is powerful enough to deal with the case where the valuation of K
is not necessarily discrete, using deep results of Raynaud and Gruson [49].
After Theorem A and the constructions of [60], we have at our disposal the
abelian category CÛD(X,G) of coadmissible ÙD(X, G)-modules. Still when (X, G) is
small3, we construct in §3.4, 3.5 a localisation functor
Loc : CÛD(X,G) −→ G−DX−mod
1see Definition 3.1.8
2see Definition 3.4.4
3in fact, we define this localisation functor in a greater generality that will prove useful later
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from coadmissible ÙD(X, G)-modules to G-equivariant D-modules on X. This func-
tor is not full in general: for example, ifX is a one-point space, the localisation func-
tor is then simply the restriction functor along the inclusion K[G] →֒ D∞(G,K).
In order to address this issue, we observe that the sections Loc(M)(U) of our lo-
calised sheaf Loc(M) over sufficiently small affinoid subdomains U of X carry a
natural Fre´chet-space topology, being (by construction) coadmissible modules over
the Fre´chet-Stein algebra ÙD(U, H) for any compact open subgroup H of G stabil-
ising U. This leads us to consider the category Frech(G − DX) of G-equivariant
locally Fre´chet D-modules for any pair (X, G), which, roughly speaking, allows us to
keep track of these Fre´chet-space topologies on local sections over sufficiently small
affinoid subdomains of X. Our localisation functor takes values in Frech(G−DX),
and for general (X, G) we define CX/G to be the full subcategory of Frech(G−DX)
whose objects are locally isomorphic to a sheaf of the form Loc(M) — see Definition
3.6.7 and Remarks 3.6.3 for more details. Here is a summary of its properties.
Theorem B. Let G be a p-adic Lie group acting continuously on the smooth rigid
analytic space X, let H be an open subgroup of G and let Y be a G-stable admissible
open subset of X.
(a) There is a faithful forgetful functor CX/G → CX/H .
(b) There is a forgetful functor CX/G → CY/G.
(c) Whenever (X, G) is small, the localisation functor
Loc : CÛD(X,G) −→ CX/G
is an equivalence of categories, with quasi-inverse Γ(X,−).
(d) CX/G is an abelian category.
We can now state our main result: an equivariant Beilinson-Bernstein locali-
sation theorem for admissible locally analytic representations. Recall that a gK-
module V is said to have trivial infinitesimal central character if the central elements
in U(gK) that annihilate the trivial representation also annihilate V .
Theorem C. Let L be a finite extension of Qp contained in K, let G be an affine
algebraic L-group such that GK := G⊗L K is connected and split semisimple, and
let G be an open subgroup of G(L). Then there is an equivalence of categories
admissible locally L−analytic
K−representations of G
with trivial infinitesimal
central character
 ∼=
 coadmissibleG−equivariant
D−modules on X

op
where X := (GK/B)
rig is the rigid analytic flag variety associated with GK .
In fact, in Theorem 6.4.8 below we establish a more general version of Theorem C
where the hypothesis on the group G is significantly relaxed. This involves defining
a generalisation ÙU(gK , G) of the locally analytic distribution algebra D(G,K) that
is a certain completion of the usual skew-group algebra U(gK)⋊G.
In order to keep the length of this paper manageable, we will postpone applica-
tions of the main results of this paper to the theory of locally analytic representa-
tion to a later publication. However, one invariant that emerges from our theory is
the support of the coadmissible G-equivariant D-module that is the localisation of
some coadmissibleD(G,K)-module. This is a priori a G-stable subset of the Huber
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space P((GK/B)rig), and evidently two coadmissible D(G,K)-modules cannot be
isomorphic if their localisations have distinct support. In our forthcoming work [6]
we will construct examples of objects in CX/G having prescribed support. We also
hope that the theory developed in this paper will eventually shed some light on the
locally analytic representations that appear in the p-adic local Langlands program.
Several works on locally analytic Beilinson-Bernstein localisation have already
appeared. This paper can be viewed as a natural continuation and enhancement
of our earlier work [3] with Simon Wadsley. That paper contains a localisation
equivalence for certain Banach-algebra completions of U(gK) and is concerned with
formal completions of flag varieties defined over a discrete valuation ring along the
special fibre. In [53], Tobias Schmidt explained how to use the constructions of
[3] to give a localisation equivalence for D(G,K). However, because the sheaves
appearing in [3, 53] only live on the smooth formal model of the rigid analytic flag
variety, they cannot immediately see the support of the localised D-module on the
rigid analytic flag variety itself. In a series of papers [45, 46, 47], Deepam Patel,
Tobias Schmidt and Matthias Strauch address this (as well as many other) issues
and localise coadmissible D(G,K)-modules onto the rigid analytic flag variety by
regarding it as an inverse limit of all possible G-equivariant formal models. We
expect that their construction can be shown to agree with ours; however they do not
give a local characterisation of the essential image of their localisation functor. Close
to the end of the preparation of this paper, we discovered that in her Chicago PhD
thesis [25], Tianqi Fan develops yet another version of locally analytic localisation.
Whilst formally different and perhaps lighter on the details, her approach is much
closer to ours than those of [53, 46, 47].
Let us now make some comments on several technical aspects of this paper, that
may in part justify its length. As we have mentioned already, we do not assume
that our ground field is discretely valued. A large part of §4 is concerned with
extending the results from [5] to this more general setting. Just like [46, 47], we do
not make any restrictions on the prime p in contrast to our earlier work [3]; since
we rely on the main constructions of [3] we extend the results of that paper to any
(p,K) in §5.3. Although every coadmissible G-equivariant D-module in our sense is
also naturally a ÙD-module, it will not be a coadmissible ÙD-module unless the group
G is finite. Because of this, we chose to work with equivariant D-modules instead
of equivariant ÙD-modules for simplicity. We work with general, not necessarily
compact, p-adic Lie groups G: also, the algebraic group G appearing in Theorem
C and the p-adic Lie group G appearing in Theorem 6.4.8 do not need to be split
semisimple. In order to keep the length of this paper down, we do not mention
equivariant twisted D-modules or non-trivial infinitesimal central characters.
Throughout this paper, K will denote a field equipped with a complete non-
archimedean norm | · |, R := {λ ∈ K : |λ| 6 1} denotes the unit ball inside K and
π ∈ R is a fixed non-zero non-unit element.
2. Algebraic background
2.1. Enveloping algebras of Lie-Rinehart algebras. Let R be a commutative
ring, let A be a commutative R-algebra and let L be an (R,A)-Lie algebra [5, §2.1].
Recall that L is a left A-module and A is a left L-module via the anchor map σL
of L. We denote these actions by
(a, v) 7→ a · v and (v, a) 7→ v · a = σL(v)(a) for all a ∈ A, v ∈ L.
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We recall the details of the following important construction.
Construction 2.1.1. There is an associative algebra U(L) canonically associated
with L, called the enveloping algebra of L. It can be constructed as the quotient of
the free associative R-algebra 〈A,L〉 generated by the ring A and the abelian group
L, by the two-sided ideal J generated by
(1) {v w − w v − [v, w], v a− a v − v · a, a · v − a v : v, w ∈ L, a ∈ A}.
Here a and v denote the images of a ∈ A and v ∈ L in 〈A,L〉, respectively.
The algebra 〈A,L〉 carries a natural positive filtration F•〈A,L〉 given by
Fj〈A,L〉 =
∑
i6j
L
i
with the convention that L
0
= A. We will denote the quotient filtration in U(L) =
〈A,L〉/J by F•U(L), and the natural maps A → U(L) and L → U(L) by iA and
iL, respectively.
We recall universal property of U(L) from [5, §2.1].
Lemma 2.1.2. Let S be an associative R-algebra, and let jA : A→ S, jL : L→ S
be homomorphisms of R-algebras and R-Lie algebras, respectively. Suppose that
jL(av) = jA(a)jL(v) and [jL(v), jA(a)] = jA(v · a) for all a ∈ A, v ∈ L.
Then there exists a unique R-algebra homomorphism ϕ : U(L) → S making the
following diagram commute:
A⊕ L
iA⊕iL

jA⊕jL
""❊
❊❊
❊❊
❊❊
❊❊
U(L) ϕ
// S.
Definition 2.1.3. Let ϕ : A → A′ be an R-algebra homomorphism, let L be an
(R,A)-Lie algebra and let L′ be an (R,A′)-Lie algebra. Then ϕ˜ : L → L′ is a
ϕ-morphism if
• ϕ˜ is a homomorphism of R-Lie algebras,
• ϕ˜(a · v) = ϕ(a) · ϕ˜(v),
• ϕ˜(v) · ϕ(a) = ϕ(v · a), for all a ∈ A, v ∈ L.
Example 2.1.4. Suppose that ϕ : A → A′ is an R-algebra isomorphism, let
L = DerR(A) and L
′ = DerR(A
′), viewed as an (R,A)-Lie algebra (respectively,
(R,A′)-Lie algebra) with the identity anchor map. Then
ϕ˙ : L→ L′, v 7→ ϕ ◦ v ◦ ϕ−1
is a ϕ-morphism.
It is straightforward to verify that if A
ϕ
−→ A′
ψ
−→ A′′ are R-algebra homo-
morphisms, ϕ˜ : L → L′ is a ϕ-morphism, and ψ˜ : L′ → L′′ is a ψ-morphism,
then ψ˜ϕ˜ : L → L′′ is a ψϕ-morphism. In this way, pairs (A,L) consisting of a
commutative R-algebra A and an (R,A)-Lie algebra L naturally form a category
L RR, where a morphism (A,L)→ (A
′, L′) is a pair (ϕ, ϕ˜) where ϕ : A→ A′ is an
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R-algebra homomorphism and ϕ˜ : L→ L′ is a ϕ-morphism. In particular, we have
at our disposal the automorphism group
Aut(A,L)
for every (R,A)-Lie algebra L.
Definition 2.1.5. Let G be a group. An action of G on the (R,A)-algebra L is a
group homomorphism G→ Aut(A,L).
Example 2.1.6. Let A be a commutativeR-algebra and let L = DerR(A). Suppose
that ρ : G → AutR(A) is an action of the group G on A by R-algebra automor-
phisms, and for every g ∈ G, let ρ˙(g) := ˙ρ(g) : L→ L be the ρ(g)-morphism defined
in Example 2.1.4. Then (ρ, ρ˙) : G→ Aut(A,L) is a G-action on L.
Lemma 2.1.7. Let ϕ : A → A′ be a ring homomorphism, let L be an (R,A)-Lie
algebra and let L′ be an (R,A′)-Lie algebra. Then every ϕ-morphism ϕ˜ : L →
L′ extends uniquely to a filtration-preserving R-algebra homomorphism U(ϕ, ϕ˜) :
U(L)→ U(L′) which makes the following diagram of R-modules commute:
A⊕ L
ϕ⊕ϕ˜ //
iA⊕iL

A′ ⊕ L′
iA′⊕iL′

U(L)
U(ϕ,ϕ˜)
// U(L′).
Proof. This follows immediately from Lemma 2.1.2. 
Thus U(−) is a functor from L RR to the category of positively filtered associa-
tive R-algebras. We denote the group of filtration-preserving R-algebra automor-
phisms of U(L) by AutU(L).
Remark 2.1.8. Recall that the (R,A)-algebra L is said to be smooth if it is finitely
generated and projective as an A-module. It can be shown that if L is smooth, then
the group homomorphism Aut(A,L) → AutU(L) is injective, and in fact there is
a semi-direct product decomposition
AutU(L) ∼= DerA(L,A)⋊Aut(A,L).
Corollary 2.1.9. EveryG-action on L extends to a G-action on U(L) by filtration-
preserving R-algebra automorphisms, and we may form the skew-group ring
U(L)⋊G.
2.2. Trivialisations of skew-group rings. Let S be a ring and let G be a group
acting on S by ring automorphisms from the left. We denote the result of the group
action of g ∈ G on s ∈ S by g · s. Then we may form the skew-group ring
S ⋊G.
This is a free left S-module with basis G, and its multiplication is determined by
(2) (sg) · (s′g′) = (s(g · s′))(gg′) for all s, s′ ∈ S, g, g′ ∈ G.
See, for example, [44, Chapter 1] for more details about this construction. Note
that the basic relation
g s g−1 = g · s for all g ∈ G, s ∈ S
holds in the ring S ⋊G.
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Definition 2.2.1. Let S ⋊ G be a skew-group ring. A trivialisation is a group
homomorphism β : G → S× such that for all g ∈ G, the conjugation action of
β(g) ∈ S× on S coincides with the action of g ∈ G on S.
Lemma 2.2.2. If β : G→ S× is a trivialisation, then there is a ring isomorphism
β˜ : S[G]
∼=
−→ S ⋊G
given by β˜(s) = s for all s ∈ S and β˜(g) = β(g)−1g for all g ∈ G.
Proof. Let g, h ∈ G. Since β is a group homomorphism,
β˜(g)β˜(h) =
(
β(g)−1g
)
β(h)−1h = β(h)−1
(
β(g)−1g
)
h = β˜(gh)
because β(g)−1g ∈ S ⋊G commutes with all elements of S by assumption. Thus β˜
is a well-defined ring homomorphism. Because β˜ is left S-linear by definition, and
because it sends the left S-module basis G for S[G] to an S-module basis for S⋊G,
it is a bijection. 
In general, skew-group rings do not admit trivialisations: a skew-group ring may
well be simple as a ring — see, for example, [41, Proposition 8.12] — whereas the
group ring S[G] always has the augmentation ideal which is non-trivial whenever G
has more than one element. However it may happen that the sub-skew-group rings
S ⋊N for sufficiently small normal subgroups N of G do admit trivialisations.
Definition 2.2.3. LetN be a normal subgroup of G, and suppose that β : N → S×
is a trivialisation of the sub-skew-group ring S ⋊N .
(a) We define
S ⋊βN G :=
S ⋊G
(S ⋊G) · (β˜(N)− 1)
.
(b) We say that β is G-equivariant if
β(gn) = g · β(n) for all g ∈ G and n ∈ N.
Here gn := gng−1 denotes the conjugation action of G on N .
Note that S ⋊βN G is a priori only a left S ⋊G-module.
Lemma 2.2.4. Suppose that N is a normal subgroup of G, and that β : N → S×
is a G-equivariant trivialisation. Then
(a) S ⋊βN G is an associative ring.
(b) S ⋊βN G is isomorphic to a crossed product S ∗ (G/N).
Proof. Let G := G/N . Then S ⋊ G is isomorphic to some crossed product of
S ⋊ N with G by [44, Lemma 1.3]. It follows from Lemma 2.2.2 that the image
I := (S ⋊N) · (β˜(N)− 1) of the augmentation ideal of S[N ] in S ⋊N under β˜ is a
two-sided ideal in S ⋊N . This ideal is stable under conjugation by G inside S ⋊G
because the trivialisation β is G-equivariant:
gβ˜(n)g−1 = (g · β(n))−1 gn = β(gn)−1 gn = β˜(gn) for all g ∈ G,n ∈ N.
Now S ⋊βN G is the factor ring of S ⋊ G = (S ⋊ N) ∗ G by the two-sided ideal
I ∗ G, and (S ⋊ G)/(I ∗ G) ∼= ((S ⋊ N)/I) ∗ G by [44, Lemma 1.4(ii)]. Finally,
(S ⋊N)/I ∼= S[N ]/S[N ](N − 1) ∼= S by Lemma 2.2.2. 
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It follows that the natural map S → S ⋊βN G is always injective, and we will
always identify S with its image in S ⋊βN G. Letting
(3) γ : G −→ (S ⋊βN G)
×
be the group homomorphism which sends g ∈ G to the image of g ∈ S ⋊ G in
S ⋊βN G, we see that every element of S ⋊
β
N G can be written as a sum of elements
of the form sγ(g) for some s ∈ S and g ∈ G. Note that we also have the following
relations in S ⋊βN G:
(4) γ(g) s γ(g)−1 = g · s for all s ∈ S, g ∈ G,
(5) s γ(g) = s′ γ(g′) ⇔ g′g−1 ∈ N and s = s′β(g′g−1).
Lemma 2.2.5. Let N 6 H be normal subgroups of G, and let β : N → S× be a
G-equivariant trivialisation.
(a) There is a G-action on S ⋊βN H which satisfies
g · (s γ(h)) = (g · s)γ(gh) for all g ∈ G, s ∈ S, h ∈ H.
(b) The map γ : H → (S ⋊βN H)
× is a G-equivariant trivialisation.
Proof. (a) Note that β is also an H-equivariant trivialisation, so we may form
the crossed product S ⋊βN H . The skew-group ring S ⋊ G contains S ⋊ H as a
subring, and conjugation by G inside S⋊G preserves S⋊H setwise because H is a
normal subgroup of G. Because β is G-equivariant, the ideal of S⋊H generated by
β˜(N)− 1 is stable under this conjugation action of G, so it descends to a G-action
on S⋊βN H by ring automorphisms. This action is given explicitly in the statement
of the Lemma.
(b) Using (4) together with the fact that γ is a group homomorphism, we see
that for any s ∈ S and h, h′ ∈ H we have
γ(h) sγ(h′) γ(h)−1 = γ(h)sγ(h)−1γ(hh′) = (h · s)γ(hh′) = h · (sγ(h′)).
Hence γ is a trivialisation of the H-action on S ⋊βN H . It is G-equivariant because
γ(gh) = γ(g)γ(h)γ(g)−1 = g · γ(h), by (4). 
Using Lemma 2.2.5 and Definition 2.2.3, we form the iterated crossed product
(S ⋊βN H)⋊
γ
H G
whenever N 6 H are normal subgroups of G, β : N → S× is a G-equivariant
trivialisation, and γ : H → (S ⋊βN H)
× is given by (3).
Proposition 2.2.6. Let N 6 H be normal subgroups of G and let β : N → S×
be a G-equivariant trivialisation. Then there is a natural ring isomorphism
Φ : (S ⋊βN H)⋊
γ
H G
∼=
−→ S ⋊βN G.
Proof. It follows from Lemma 2.2.4(b) that there is a natural inclusion S⋊βN H →֒
S⋊βNG, and we will identify S⋊
β
NH with its image in S⋊
β
NG under this inclusion.
Using (4) together with the universal property of the skew-group ring (S⋊βNH)⋊G,
we obtain a ring homomorphism
ϕ : (S ⋊βN H)⋊G −→ S ⋊
β
N G
u g 7→ uγ(g) for all u ∈ S ⋊βN H, g ∈ G.
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For any h ∈ H , ϕ sends the element γ(h)h−1 of (S ⋊βN H)⋊G to 1, so ϕ descends
to a ring homomorphism
Φ : (S ⋊βN H)⋊
γ
H G −→ S ⋊
β
N G
s γ(h) θ(g) 7→ s γ(hg) for all s ∈ S, h ∈ H, g ∈ G,
where θ : G→
Ä
(S ⋊βN H)⋊
γ
H G
ä×
is the group homomorphism which sends g ∈ G
to the image of g ∈ (S ⋊βN H)⋊G in (S ⋊
β
N H)⋊
γ
H G.
In the other direction, there is a ring homomorphism
ψ : S ⋊G −→ (S ⋊βN H)⋊
γ
H G
s g 7→ s θ(g) for all s ∈ S, g ∈ G.
For any n ∈ N , ψ sends the element β(n)n−1 ∈ S⋊G to 1, so it descends to a ring
homomorphism
Ψ : S ⋊βN G −→ (S ⋊
β
N H)⋊
γ
H G
s γ(g) 7→ s θ(g) for all s ∈ S, g ∈ G.
It is now straightforward to verify that Φ and Ψ are mutually inverse. 
Finally, we record a useful result on the functoriality of our construction S⋊βNG.
Lemma 2.2.7. Let f : S → S′ be a ring homomorphism, and let τ : G→ G′ be a
group homomorphism. Suppose that G acts on S and G′ acts on S′. Let N,N ′ be
normal subgroups of G,G′ respectively, and let β : N → S× and β′ : N ′ → S′× be
equivariant trivialisations. Suppose that:
• τ(N) ⊆ N ′,
• f(g · s) = τ(g) · f(s) for all g ∈ G, s ∈ S, and
• f× ◦ β = β′ ◦ τ|N .
Then f and τ extend to a ring homomorphism
f ⋊ τ : S ⋊βN G −→ S
′ ⋊
β′
N ′ G
′
which is an isomorphism whenever f and τ are bijective, and τ(N) = N ′.
2.3. Equivariant sheaves on G-topological spaces. Let X be a set equipped
with a Grothendieck topology in the sense of [11, Definition 9.1.1/1]. Note that we
do not assume at the outset that there is a final object in the category of admissible
open subsets of X , as X is not itself required to be admissible open in a G-topology.
Let Homeo(X) be the group of continuous bijections from X to itself. We say
that a group G acts on X if there is given a group homomorphism ρ : G →
Homeo(X). If this action is understood, we write gU to denote the image of an
admissible open subset U of X under the action of g ∈ G. For every g ∈ G,
there is an auto-equivalence ρ(g)∗ of the category of sheaves on X , with inverse
ρ(g)∗ = ρ(g−1)∗. To simplify the notation, we will simply denote these auto-
equivalences by g∗ and g
∗, respectively. Thus
(g∗F)(U) = F(g
−1U) and (g∗F)(U) = F(gU)
for all admissible open subsets U of X and all g ∈ G.
Let R be a commutative base ring. We review some definitions from [32, §5.1].
Definition 2.3.1. Let G act on X , and let F be a presheaf of R-modules on X .
EQUIVARIANT D-MODULES ON RIGID ANALYTIC SPACES 11
(a) An R-linear equivariant structure on F is a set {gF : g ∈ G}, where
gF : F → g∗F
is a morphism of presheaves of R-modules for each g ∈ G, such that
(6) (gh)F = h∗(gF ) ◦ hF for all g, h ∈ G.
(b) An R-linear G-equivariant presheaf is a pair (F , {gF}g∈G), where F is
a presheaf of R-modules on X , and {gF}g∈G is an R-linear equivariant
structure on F .
(c) A morphism of R-linear G-equivariant presheaves
ϕ : (F , {gF})→ (F ′, {gF
′
})
is a morphism of presheaves of R-modules ϕ : F → F ′ such that
g∗(ϕ) ◦ gF = gF
′
◦ ϕ for all g ∈ G.
We will frequently use this abuse of notation, and simply write ϕ(x) to mean
ϕ(U)(x) if x is a section of F over the admissible open subset U of X . Note that
with this abuse of notation, the cocycle condition (6) becomes simply
(7) gF (hF(x)) = (gh)F (x) for all x ∈ F , g, h ∈ G.
When the base ring R and the R-linear equivariant structure on a sheaf F of R-
modules is understood, we will simply say that F is a G-equivariant sheaf, and omit
the equivariant structure from the notation.
Definition 2.3.2. Let G act on X , and let A be a sheaf of R-algebras on X . We
say that A is a G-equivariant sheaf of R-algebras if there is given an R-linear G-
equivariant structure {gA : g ∈ G} such that each gA : A → g∗A is a morphism of
sheaves of R-algebras.
Remark 2.3.3.
(a) If U is a G-stable admissible open subset of X , then there is a natural
G-action on A(U) by R-algebra automorphisms, given by
g · a = gA(a) for all g ∈ G, a ∈ A(U).
(b) If V ⊂ U are G-stable, then the restriction map A(U) → A(V ) is G-
equivariant.
Definition 2.3.4. Let A be a G-equivariant sheaf of R-algebras on X .
(a) A G-equivariant sheaf of A-modules on X , or a G-A-module, is an R-linear
G-equivariant sheafM on X , such thatM is a sheaf of left A-modules and
gM(a ·m) = gA(a) · gM(m) for all g ∈ G, a ∈ A and m ∈M.
(b) A morphism of G-A-modules is a morphism of sheaves of A-modules, which
is simultaneously a morphism of R-linear G-equivariant sheaves.
(c) We denote the category of G-A-modules by G−A−mod.
By Remark 2.3.3(a), we have at our disposal the skew-group ring
A(X)⋊G.
We have the following important fact.
Proposition 2.3.5. If X is an admissible open in the G-topology, then Γ(X,−) is
a functor from G-A-modules to A(X)⋊G-modules.
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Proof. Let M be a G-A-module on X , and define
ag •m = a · gM(m) for all a ∈ A(X), g ∈ G and m ∈M(X).
Then g • (a · m) = gM(a · m) = gA(a) · gM(m) = (gA(a)g) • m by Definition
2.3.4(a), and similarly we see that (gh) • m = g • (h • m) for all g, h ∈ G and
m ∈M(X). In this way,M(X) naturally becomes a A(X)⋊G-module via •, and
it is straightforward to verify that if ϕ : M→ N is a morphism of G-A-modules,
then ϕ(X) :M(X)→ N (X) is A(X)⋊G-linear. 
3. Equivariant differential operators on rigid analytic spaces
3.1. Automorphisms of admissible formal schemes and rigid spaces. We
begin by recalling some notations and definitions from [13, §1].
Notation 3.1.1. R will denote a valuation ring of Krull dimension 1, complete
and separated with respect to the (π)-adic topology, where π is a fixed non-zero
element of the maximal ideal of R. We will always denote the field of fractions of
R by K.
Definition 3.1.2. (a) An R-algebra A is said to be topologically of finite pre-
sentation if it is isomorphic to a quotient of the algebra of restricted formal
power series in finitely many variables over R by a finitely generated ideal:
A = R〈x1, . . . , xn〉/a.
(b) The algebra A is said to be admissible if it is topologically of finite presen-
tation, and flat as an R-module.
(c) A formal R-scheme X is said to be admissible if it is locally isomorphic to
an affine formal scheme Spf A for some admissible R-algebra A.
Definition 3.1.3. Let X be an admissible formal scheme.
(a) G(X ) := AutR(X ,OX ) denotes the group of R-linear automorphisms of X .
(b) For every n > 0, let Rn := R/πnR and Xn := X ×SpfR SpfRn.
(c) The n-th congruence subgroup of G(X ) is
Gπn(X ) := ker (G(X )→ AutRn(Xn,OXn)) .
We keep π in the notation because Gπn(X ) depends not only on n but also on
the choice of π. These congruence subgroups form a descending chain
G(X ) = G1(X ) ⊃ Gπ(X ) ⊃ Gπ2(X ) ⊃ · · ·
of normal subgroups of G(X ) whose intersection is trivial. Note that if X is affine,
then it follows from the discussion following the proof of [31, Chapitre I, Proposition
10.2.2] that for an automorphism ϕ ∈ G(X ),
ϕ ∈ Gπn(X ) if and only if (ϕ
♯(X ) − 1)(O(X )) ⊆ πnO(X ).
Lemma 3.1.4. Gπn is a sheaf of groups on X for all n > 1.
Proof. By replacing π by πn if necessary, we may assume that n = 1. Note that
if (ϕ, ϕ♯) ∈ Gπ(X ) then ϕ = 1|X | because |X | = |X1|. Thus Gπ(X ) stabilises every
open formal subscheme U of X set-theoretically, giving a natural group homomor-
phism Gπ(X )→ Gπ(U). Similarly we have natural restriction maps Gπ(U)→ Gπ(V)
whenever V ⊆ U are open formal subschemes of X . Thus Gπ(X ) is a presheaf on
X , and the verification of the sheaf axioms is straightforward. 
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Now let X be a quasi-compact and quasi-separated (qcqs) rigid analytic variety
over K. We will view (X,OX) as a G-ringed topological space over K, and study
its group AutK(X,OX) of K-linear automorphisms.
By Raynaud’s Theorem [13, Theorem 4.1], we can find a formal model for X:
this is a quasi-compact admissible formal scheme X such that X = Xrig is the
generic fibre of X . By statement (b) of the proof of [13, Theorem 4.1], the generic
fibre functor is faithful. It therefore induces an injection
rig : G(X ) →֒ AutK(X,OX)
whose image we denote by G(X )rig . Our next goal is to establish the following
Theorem 3.1.5. Let X be a qcqs rigid analytic variety over K.
(a) For any formal model X of X, the congruence subgroups
{Gπr(X )rig : r > 0}
form a filter base for a Hausdorff topology TX on AutK(X,OX), which is
compatible with the group structure on AutK(X,OX).
(b) The topology TX does not depend on the choice of X .
Let X be a quasi-compact admissible formal scheme, let I be a coherent open
ideal of OX and recall the admissible formal blow-up θ : Y → X of I on X from
[13, §2]. The group G(X ) acts on the set of coherent open ideals of OX by pullback,
and we denote the stabiliser of I in G(X ) under this action by StabG(X )(I).
For every ϕ ∈ StabG(X )(I), the functoriality of admissible formal blow-ups in-
duces a morphism of formal R-schemes ηI(ϕ) : Y → Y such that the diagram
Y
θ

ηI(ϕ) // Y
θ

X ϕ
// X .
is commutative. This defines a natural group homomorphism
ηI : StabG(X )(I)→ G(Y)
which is injective because the rig functor is faithful, and because
ηI(ϕ)rig = θ
−1
rig ◦ ϕrig ◦ θrig
by construction. It turns out that StabG(X )(I) is an open subgroup of G(X ), and
that the map ηI is continuous. More precisely, we have the following
Lemma 3.1.6. Let I be a coherent open ideal of OX and suppose that π
a ∈ I(X )
for some a > 0. Then
(a) Gπa(X ) ⊆ StabG(X )(I), and
(b) ηI(Gπn+a(X )) ⊆ Gπn(Y) for all n > 0.
Proof. If a = 0 then I = OX and Y = X , so we may assume that a > 1. Now,
because the construction of admissible formal blow-ups is local on X , using Lemma
3.1.4 we may assume that X = Spf A is affine. Write A := O(X ) and I := I(X ).
(a) Let ϕ ∈ Gπa(X ) and let f := ϕ♯(X ) so that (f−1) ·A ⊆ πaA. Since πaA ⊆ I
by assumption, we see that (f − 1) · I ⊆ I. Hence f · I = I as required.
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(b) Let ϕ ∈ Gπn+a(X ) so that (f − 1) · A ⊆ π
n+aA. Hence
(f − 1) · I ⊆ (f − 1) · A ⊆ πn+aA ⊆ πnI
which implies that the induced action of f on the Rees algebra A′ =
⊕
m>0 I
mtm
satisfies (f −1) ·A′ ⊆ πnA′. Let AutR,gr(A′) denote the group of graded R-algebra
automorphisms of A′ of degree zero, and let A′n := A
′⊗RRn. By the functoriality
of Proj and π-adic completion, there is a natural commutative square
AutR,gr(A′)

// AutRn,gr(A
′
n)

AutR(ÿ Proj(A′)) // AutR(Ÿ Proj(A′n))
whereÿ Proj(A′) denotes the π-adic completion of Proj(A′). Now Y =ÿ Proj(A′) by
[13, Proposition 2.1(a)] and Yn =Ÿ Proj(A′n), and it follows that ηI(ϕ) ∈ Gπn(Y). 
Thus, automorphisms of X that are sufficiently close to the identity automor-
phism lift to automorphisms of the blow-up Y. Conversely, we will now see that
automorphisms of Y that are sufficiently close to the identity automorphism descend
to automorphisms of X .
Lemma 3.1.7. Let τ : Y → X be an admissible formal blow-up, and suppose b > 0
is such that πbτ∗OY ⊆ τ ♯(OX ). Then for all m > 1 and all ϕ ∈ Gπm+b(Y) there
exists a unique ζ(ϕ) ∈ Gπm(X ) such that the following diagram commutes:
Y
ϕ //
τ

Y
τ

X
ζ(ϕ)
// X .
Proof. Suppose first that X is affine, and let A := O(X ) and A′ := O(Y). Because
τrig : Yrig → Xrig is an isomorphism, Tate’s Acyclicity Theorem [11, Theorem
8.2.1/1] implies that the map τ ♯(X ) : A → A′ is injective. We may therefore
identify A with its image in A′ under τ ♯(X ), so that
πbA′ ⊆ A ⊆ A′.
Now if ϕ ∈ Gπm+b(Y) then f := ϕ
♯(Y) satisfies (f − 1)(A′) ⊆ πm+bA′. Therefore
(f − 1)(A) ⊆ πm+bA′ ⊆ πmA
which in particular shows that f stabilises A inside A′. Let
ζ(ϕ) := Spf(f|A) : X → X
be the endomorphism of the formal R-scheme X induced by f|A. It is an isomor-
phism with inverse ζ(ϕ−1), and in fact ζ(ϕ) ∈ Gπm(X ).
Note that the homeomorphisms of |Y| and |X | defined by ϕ and ζ(ϕ) respectively
are trivial because m+ b > m > 1 by assumption. Since τ ♯(X ) ◦ f|A = f ◦ τ
♯(X ) by
construction, it follows that τ ◦ϕ = ζ(ϕ) ◦ τ by comparing the restrictions of these
morphisms to arbitrary affine open formal subschemes of Y.
Returning to the general case, choose an affine cover {Xi} of X , define Yi :=
Xi ×X Y = τ
−1(Xi) and let ϕ ∈ Gπm+b(Y) as above. Since m+ b > 1, ϕi := ϕ|Yi ∈
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Gπm+b(Yi) by Lemma 3.1.4, so by the above we obtain ζ(ϕi) ∈ Gπm(Xi) such that
τ|Yi ◦ ϕi = ζ(ϕi) ◦ τ|Yi for all i. Let Xij := Xi ∩ Xj and Yij = τ
−1(Xij); then
ζ(ϕi)|Xij ◦ τ|Yij = τ|Yij ◦ ϕi|Yij = (τ ◦ ϕ)|Yij = τ|Yij ◦ ϕj|Yij = ζ(ϕj)|Xij ◦ τ|Yij
for all i, j. Because τrig is an isomorphism, and because the rig functor is faithful,
ζ(ϕi)|Xij = ζ(ϕj)|Xij for all i, j. Therefore these local automorphisms ζ(ϕi) patch
to some global automorphism ζ(ϕ) ∈ Gπm(X ) by Lemma 3.1.4, which satisfies
τ ◦ ϕ = ζ(ϕ) ◦ τ by construction. 
The faithfulness of the rig functor therefore induces a group homomorphism
ζ : Gπm+b(Y)→ Gπm(X ) for all m > 0
such that τ ◦ ϕ = ζ(ϕ) ◦ τ for all ϕ ∈ Gπm+b(Y).
Proof of Theorem 3.1.5. (a) The set of congruence subgroups {Gπr (X )rig : r > 0}
is a filter base for some topology TX on AutK(X,OX) in the sense of [17, Chapter
I, §6.3, Definition 3]. By the discussion in [17, Chapter III, §1.2], to show that this
topology is compatible with the group structure on AutK(X,OX), it is necessary
and sufficient to show that for all ϕ ∈ AutK(X,OX) and any r > 0 there is s > 0
such that
Gπs(X )rig ⊆ ϕ Gπr(X )rig ϕ
−1.
Now, it follows from the proof of [13, Theorem 4.1] that we can find a diagram
X
τ
← Y
θ
→ Z
σ
→ X
where σ is an isomorphism, θ, τ are admissible formal blow-ups, and
ϕ = σrig ◦ θrig ◦ τ
−1
rig .
It follows from [1, Proposition 3.5.1(i), (ii)] that the cokernel of the morphism of
sheaves τ ♯ : OX → τ∗OY is a π-torsion coherent OX -module. Since X is quasi-
compact by assumption, coker τ ♯ is bounded π-torsion, so there exists some b > 0
such that
πbτ∗OY ⊆ τ
♯(OX ) ⊆ τ∗OY .
Thus the hypothesis of Lemma 3.1.7 is satisfied, and we obtain the inclusion
τrigGπr+b(Y)rigτ
−1
rig ⊆ Gπr (X )rig
by applying Lemma 3.1.7. Next, let I be the coherent open ideal of OZ blown up
by θ : Y → Z and choose a > 0 such that πa ∈ I(Z). Then
θ−1rigGπr+a+b(Z)rigθrig ⊆ Gπr+b(Y)rig
by Lemma 3.1.6(b). Putting these inclusions together gives
Gπr+a+b(X )rig = σrigGπr+a+b(Z)rigσ
−1
rig ⊆
⊆ σrigθrigGπr+b(Y)rigθ
−1
rigσ
−1
rig ⊆
⊆ σrigθrigτ
−1
rig Gπr (X )rigτrigθ
−1
rigσ
−1
rig =
= ϕ Gπr (X )rig ϕ−1.
(b) Let X and X ′ be two formal models of X. Again by the proof of [13, Theorem
4.1], we can find a diagram
X
τ
← Y
θ
→ Z
σ
→ X ′
where σ is an isomorphism, θ, τ are admissible formal blow-ups, and
ϕ = σrig ◦ θrig ◦ τ
−1
rig : Xrig → X
′
rig
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is the identity map X
1X−→ X. The same argument as in the proof of part (a) implies
that there are integers a, b > 0 such that for all r > 0
Gπr+a+b(X
′)rig ⊆ ϕ Gπr (X )rig ϕ
−1 = Gπr(X )rig.
Thus every TX -open subset of AutK(X,OX) is also TX ′-open, and by symmetry
every TX ′-open subset is also TX -open. 
Definition 3.1.8. Let G be a topological group, and let X be a rigid analytic
variety (not necessarily qcqs). We say that G acts continuously on X if there is
given a group homomorphism ρ : G → AutK(X,OX) such that for every qcqs
admissible open subset U of X,
(a) the stabiliser GU of U in G is open in G,
(b) the induced group homomorphism ρU : GU → AutK(U,OU) is contin-
uous with respect to the subspace topology on GU and the topology on
AutK(U,OU) constructed in Theorem 3.1.5.
This notion enjoys the following closure properties.
Lemma 3.1.9. Let G be a topological group acting continuously on the rigid
analytic variety X.
(a) The restriction of the G-action to each subgroup of G is continuous.
(b) G acts continuously on every G-stable admissible open subspace of X.
(c) Suppose that G˜ is another topological group containing G as an open sub-
group. Then any extension of the G-action on X to a G˜-action on X is
continuous.
Proof. This is straightforward. 
In the case where the rigid analytic variety X is already quasi-compact, a con-
tinuous G-action on X may be defined “globally”. More precisely, we have the
following
Proposition 3.1.10. Let X be a qcqs rigid analytic variety, and let G be a topo-
logical group. Suppose that ρ : G → AutK(X,OX) is a continuous group homo-
morphism. Then G acts continuously on X.
Proof. Let U be a quasi-compact admissible open subset of X. By [13, Theorem
4.1 and Lemma 4.4], we can find a formal model X for X and an open formal
subscheme X ′ of X such that X ′rig = U, and we may use the TX -topology on
AutK(X,OX) by Theorem 3.1.5. Now Gπ(X ) stabilises X ′, so Gπ(X )rig stabilises
U, which implies that the stabiliser Stab(U) of U in AutK(X,OX) is open. Since
ρ : G→ AutK(X,OX) is continuous, it follows that GU = ρ−1(Stab(U)) is open in
G. Moreover, since the restriction map Stab(U) → AutK(U,OU) sends Gπr (X )rig
to the open subset Gπr (X ′)rig of AutK(U,OU) for all r > 1, this map is continuous.
Hence ρU : GU → AutK(U,OU) is also continuous. 
We will next exhibit a large class of examples of such continuous group actions.
Definition 3.1.11. Let G be an R-group scheme. We equip its group of R-points
G(R) with the topology in which the congruence subgroups
Gπn(R) := ker(G(R)→ G(R/π
nR))
form a filter base; we call this the congruence-subgroup topology on G(R).
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This topology is Hausdorff because the natural map G(R) −→
∏∞
n=0G(Rn) is
injective, as R →֒
∏∞
n=0Rn and as G is a left exact functor on R-algebras.
Proposition 3.1.12. Let G be an R-group scheme, acting on a flat R-scheme X
of finite presentation. Let G be a topological group and let σ : G → G(R) be a
continuous group homomorphism.
(a) The formal completion X of X along its special fibre is a quasi-compact
admissible formal scheme.
(b) G acts continuously on the rigid generic fibre X := Xrig of X .
Proof. (a) Because X is of finite presentation over Spec(R), X is quasi-compact.
We may hence assume that X = Spec(A) is affine where A is a finitely presented
R-algebra which is flat as an R-module. Now X = Spf Â where Â is the π-adic
completion of A. This R-algebra is topologically of finite presentation by [1, Corol-
laire 1.10.6], and it is flat as an R-module by [1, Corollaire 1.12.4] because A/πnA
is flat as an Rn-module for all n > 0. Thus Â is an admissible R-algebra and X is
an admissible formal scheme.
(b) By [35, §I.2.6], the action G×X→ X induces a morphism ofR-group functors
G → Aut(X). Now by [35, §I.1.5], Aut(X)(R) = AutR(X,OX) and Aut(X)(Rn) =
AutRn(Xn,OXn) where Xn := X×Spec(R)Spec(Rn), whence a commutative diagram
G(R) //

AutR(X,OX)

G(Rn) // AutRn(Xn,OXn)
for any n > 0. The functoriality of formal completion now induces a group ho-
momorphism ρ : G(R) → AutR(X ,OX ) = G(X ) which sends Gn(R) into Gπn(X ).
Applying the rig functor gives a group homomorphism ρrig : G(R)→ AutK(X,OX)
which sends Gπn(R) into Gπn(X )rig and is therefore continuous by Theorem 3.1.5.
Thus, ρrig◦σ : G→ AutK(X,OX) is a continuous group homomorphism, and it fol-
lows from part (a) that X is qcqs. Hence G acts continuously on X by Proposition
3.1.10. 
3.2. Actions of compact p-adic Lie groups on K-affinoid algebras. Let G
be a compact p-adic Lie group. By a theorem of Lazard [22, Corollary 8.34], G
contains at least one open subgroup N which is uniform pro-p; the definition and
basic properties of uniform pro-p groups can be found in [22, Chapter 4]. In fact,
we have the more precise
Lemma 3.2.1. Let H be an open subgroup of the compact p-adic Lie group G.
Then H contains an open uniform pro-p subgroup N which is normal in G.
Proof. By [22, Corollary 8.33], G contains an open subgroup J which is a pro-p
group of finite rank. Now H ∩J is an open subgroup of the profinite group G, so it
contains an open normal subgroup L of G by [22, Proposition 1.2(ii)]. This group
L is still pro-p of finite rank, and therefore contains an open normal characteristic
subgroup N which is uniform pro-p, by [22, Corollary 4.3]. Being a characteristic
subgroup of the normal subgroup L, N is normal in G. 
Recall [22, §4.5] that every uniform pro-p group N has a Zp-Lie algebra LN =
(N,+, [, ]) functorially associated to it. The Zp-module and Lie bracket structures
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on LN are extracted from the structure of N as a uniform pro-p group by the
formulas
x+ y = lim
n→∞
(xp
n
yp
n
)1/p
n
λ · x = lim
n→∞
xλn
[x, y] = lim
n→∞
(x−p
n
y−p
n
xp
n
yp
n
)1/p
2n
for any x, y ∈ N and any choice of a sequence (λn)∞n=0 ⊆ Z converging to λ ∈ Zp.
The Zp-Lie algebra LN is a powerful : LN is a finitely generated free Zp-module
and [LN , LN ] ⊆ pǫLN (here ǫ := 1 if p is odd and ǫ := 2 if p is even). In fact, it
follows from [22, Theorem 9.10] that the functor N 7→ LN is an equivalence between
the category of uniform pro-p groups and the category of powerful Zp-Lie algebras.
Next, we recall the definition of the Qp-Lie algebra of G following [22, §9.5].
Definition 3.2.2. Let G be a compact p-adic Lie group.
(a) N 6uo G means that N is an open uniform pro-p subgroup of G.
(b) N ⊳o G means that N is an open normal subgroup of G.
(c) N ⊳uo G means that N is an open normal uniform pro-p subgroup of G.
(d) The Lie algebra of G is defined to be Lie(G) := lim
←−
N6uoG
Qp ⊗Zp LN .
The inverse limit is taken over the set of all open uniform pro-p subgroups of
G, which becomes a directed set under reverse inclusion. Whenever H 6 N are
two members of this set, then H contains Np
m
for sufficiently large m > 0, which
implies that pmLN 6 LH 6 LN . Therefore each transition map
Qp ⊗Zp LH → Qp ⊗Zp LN
appearing in this inverse limit is actually an isomorphism, and Lie(G) is a finite
dimensional Lie algebra over Qp.
Now let A be a K-affinoid algebra. Extending the terminology from [5, §3.1],
we say that an admissible R-algebra A is an affine formal model in A if there is an
isomorphism A ∼= A⊗RK. Equivalently, the admissible formal scheme SpfA is an
affine formal model in the affinoid variety SpA.
Lemma 3.2.3. Let A, B be two affine formal models in the K-affinoid algebra A.
Then A · B is another affine formal model in A which is finitely generated as an
A-module and as a B-module.
Proof. This is [5, Lemma 3.1]. 
Let G(A) denote the group of R-algebra automorphisms of A, let
Gπn(A) := ker(G(A)→ Aut(A⊗R Rn))
be its nth congruence subgroup, and let AutK(A) denote the group of K-algebra
automorphisms of A. There is a commutative diagram
G(Spf(A)) //
rig

G(A)
rig

AutK(SpA,OSpA) // AutK(A)
where the horizontal arrows are isomorphisms given by
(ϕ, ϕ♯) 7→ Γ(Spf(A), (ϕ♯)−1) and (ϕ, ϕ♯) 7→ Γ(SpA, (ϕ♯)−1).
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The rightmost arrow rig : G(A) → AutK(A) is given by rig(ϕ)(a ⊗ λ) = ϕ(a) ⊗ λ
for all a ∈ A and λ ∈ K. It is injective, and we will identify G(A) with its image
in AutK(A) under this map.
For any K-affinoid algebra A, we equip AutK(A) with the topology constructed
in Theorem 3.1.5: for any affine formal model A in A, the congruence subgroups
{Gπn(A) : n > 0} form a filter base for this topology.
Lemma 3.2.4. Let G be a compact topological group, and let ρ : G → AutK(A)
be a continuous group homomorphism. Then every affine formal model A in A is
contained in a G-stable affine formal model.
Proof. Because the map ρ : G→ AutK(A) is continuous, the preimage of G(A) in
G is open. But this preimage is just the stabiliser of A in G. Because G is compact,
the G-orbit of A in A is finite, A1, . . . ,An say. Now A1 · · · · · An is another affine
formal model in A by Lemma 3.2.3 which is evidently G-stable. 
We will assume from now on until the end of this paper that our
ground field K is of mixed characteristic (0, p).
Let S be a p-adically complete and flat R-algebra. Then we may view it as the
unit ball in the K-Banach algebra S ⊗R K, and
log : 1 + pǫS → pǫS and exp : pǫS → 1 + pǫS
are well-defined mutually inverse bijections by [22, Corollary 6.25].
Proposition 3.2.5. Let G be a compact p-adic Lie group, and let ρ : G →
AutK(A) be a continuous group homomorphism. Then there exists a canonical
Qp-Lie algebra homomorphism
dρ : Lie(G)→ DerK(A)
which is G-equivariant with respect to the adjoint action of G on Lie(G) and the
natural action of G on DerK(A) given in Example 2.1.6.
Proof. Choose a G-stable affine formal model A in A using Lemma 3.2.4, so that
ρ(G) ⊆ G(A). TheR-algebra E := EndR(A) is p-adically complete and flat, because
the same is true of A. Because the characteristic of K is zero by assumption,
we therefore have at our disposal the bijections log : 1 + pǫE → pǫE and exp :
pǫE → 1 + pǫE . In particular, for every ϕ ∈ Gpǫ(A), the logarithm series logϕ :=
−
∑∞
r=1
(1−ϕ)r
r converges inside E . Because ϕ is an R-algebra automorphism, a
well-known formal computation shows that in fact logϕ is an R-linear derivation:
see, for example, [48, proof of Theorem 4]. The image of logϕ is contained in pǫA,
so we see that logϕ ∈ pǫDerR(A) for every ϕ ∈ Gpǫ(A).
Now let H := ρ−1(Gpǫ(A)), an open normal subgroup of G. For every N 6uo G
contained in H , the maps ρ|N : N → Gpǫ(A) and log : Gpǫ(A) → p
ǫDerR(A) are
continuous. Thus it follows from the proof of [22, Lemma 7.12] that
log ◦ρ|N : LN → p
ǫDerR(A)
is a Zp-Lie algebra homomorphism. As the open uniform pro-p subgroupN shrinks,
these maps assemble to produce the required Qp-Lie algebra homomorphism
dρ : Lie(G)→ DerK(A).
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It is easy to check that log(gϕg−1) = g(logϕ)g−1 for any g ∈ G(A) and ϕ ∈ Gpǫ(A).
Applying this with g = ρ(b) and ϕ = ρ(a) for any a ∈ N and g ∈ G shows that
log ρ(gag−1) = ρ(g) log ρ(a)ρ(g)−1.
Letting Ad(g) and Ad(ρ(g)) denote conjugation by g in G and by ρ(g) in EndK(A),
respectively, we see that the diagram
N
log ◦ρ //
Ad(g)

pǫDerR(A)
Ad(ρ(g))

// DerK(A)
Ad(ρ(g))

gNg−1
log ◦ρ
// pǫDerR(A) // DerK(A)
is commutative, and the G-equivariance of dρ follows.
Finally, if A and A′ are two different G-stable affine formal models in A, then
Gpǫ(A) ∩ Gpǫ(A
′) is open in both Gpǫ(A) and Gpǫ(A
′) by Theorem 3.1.5. Choose
some N 6uo G contained in ρ
−1(Gpǫ(A) ∩ Gpǫ(A′)). Then log ρ|N induces the same
K-linear derivation of A when computed using either Gpǫ(A) or Gpǫ(A′). Thus
dρ : Lie(G)→ DerK(A) does not depend on the choice of A. 
Definition 3.2.6. Let L := DerK(A), and let L be an A-submodule of L.
(a) L is an A-lattice in L if it is a finitely presented as an A-module, and spans
L as a K-vector space.
(b) L is an A-Lie lattice if [L,L] ⊆ L and L(A) ⊆ A.
(c) The A-Lie lattice is smooth if it is projective as an A-module.
(d) The A-Lie lattice is free if it is free of finite rank as an A-module.
Recall from Example 2.1.6 that the G-action ρ on the K-algebra A induces in a
functorial manner a G-action (ρ, ρ˙) on the (K,A)-Lie algebra L = DerK(A) in the
sense of Definition 2.1.5.
Definition 3.2.7. Let A be an affine formal model in A and let L be an A-lattice
in L. We say that L is G-stable if the affine formal model A is G-stable, and L
itself is invariant under the natural action of G on L.
If L is a G-stable A-Lie lattice in L, then g 7→ (ρ(g)|A, ρ˙(g)|L) is an action of G
on the (R,A)-Lie algebra L. The existence of G-stable Lie lattices follows from
Lemma 3.2.8. Let A be a G-stable affine formal model in A.
(a) J := DerR(A) is a G-stable A-Lie lattice in L.
(b) The stabiliser in G of any other A-lattice L in L is open.
Proof. (a) Note that J is an (R,A)-Lie algebra. Because the A-module of contin-
uous Ka¨hler differentials Ω1A/R is coherent by [1, §2.15.1], its A-linear dual J is the
kernel of a morphism between two free A-modules. Because A is a coherent ring
by [1, Proposition 1.10.3(i)], we see that J is a coherent, and in particular finitely
presented, A-module. There is a natural inclusion J →֒ L which realises J as the
stabiliser of A in L. Now if S denotes a finite generating set for A as a topological
R-algebra and if v ∈ L, we can find n > 0 such that πnv(s) ∈ A for all s ∈ S.
It follows that πnv ∈ J and hence J is an A-lattice in L. Since A is G-stable by
assumption, its stabiliser J in L is automatically G-stable.
(b) Because any two A-lattices in L contain π-power multiples of each other, we
can choose n,m > 0 such that πnJ ⊆ πmL ⊆ J . Because the G-action on A is
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continuous, the subgroup H := {g ∈ G : (g − 1) · A ⊆ πnA} is open in G. Now if
g ∈ H , v ∈ J and a ∈ A, then
(g · v − v)(a) = gv(g−1a)− v(a) = (g − 1) · v(g−1a) + v((g−1 − 1) · a) ∈ πnA,
which implies that (g − 1) · J ⊆ πnJ for all g ∈ H . Therefore
(g − 1) · πmL ⊆ (g − 1) · J ⊆ πnJ ⊆ πmL for all g ∈ H,
which shows that the A-lattice L is H-stable. 
Definition 3.2.9. Let L be an A-Lie lattice in L.
(a) The π-adic completion of U(L) is’U(L) := lim
←−
U(L)/πaU(L).
(b) We denote the R-torsion submodule of’U(L) by’U(L)tors.
(c) We denote the R-torsion-free part of’U(L) by’U(L) :=’U(L)/’U(L)tors.
(d) We define◊ U(L)K :=’U(L) ⊗R K.
It is clear that’U(L) is isomorphic to the image of’U(L) under the natural map’U(L)→◊ U(L)K , and that the R-algebras
U(L), ’U(L), ’U(L), and ◊ U(L)K
carry natural G-actions by functoriality, whenever the A-Lie lattice L happens to
be G-stable. Note that◊ U(L)K is a K-Banach algebra with unit ball isomorphic to’U(L).
Lemma 3.2.10. Let L be an A-Lie lattice in L, let E := EndR(A), and let
ι :=◊ iA ⊕ iL : A⊕ L → U :=’U(L)
denote the natural map.
(a) There is a unique R-algebra homomorphism
ψL : U → E
such that ψL(ι(a)) = ℓ(a) and ψL(ι(v)) = v for all a ∈ A and v ∈ L.
(b) The restriction of ψL to ι(A⊕ L) is injective.
(c) The restriction of ψ×L to exp(ι(p
ǫL)) is injective, with image exp(pǫL).
(d) If A and L are G-stable, then
ψL(g · s) = ρ(g) ψL(s) ρ(g)
−1
for all g ∈ G and s ∈ U .
Proof. (a) Let ℓ : A → E be defined by ℓ(a)(b) = ab for all a, b ∈ A, and let
j : L →֒ E be the natural inclusion. Then ℓ is an R-algebra homomorphism, j is
an R-Lie algebra homomorphism, j(av) = ℓ(a)j(v) for all a ∈ A, v ∈ L, and
[j(v), ℓ(a)](b) = v(ab)− av(b) = v(a)b = ℓ(v(a))(b) for all a, b ∈ A.
Thus [j(v), ℓ(a)] = ℓ(v · a) for all v ∈ L and a ∈ A, so by Lemma 2.1.2, there is an
R-algebra homomorphism ψ : U(L) → E such that ψ(ℓ(a)) = a and ψ(j(v)) = v
for all a ∈ A, v ∈ L.
SinceA is π-adically complete andR-flat, the same is true for E . Hence ψ extends
to an R-algebra homomorphism ψL :’U(L)→ E with the required properties. This
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homomorphism is unique because the R-subalgebra of U generated by ι(A⊕ L) is
dense in U , and any R-algebra homomorphism between two π-adically complete
R-algebras is automatically continuous.
(b) This follows immediately from part (a), since ℓ : A → E is injective.
(c) Apply part (b), together with the fact that exp and log are bijections.
(d) Let g ∈ G and a ∈ A. Then
ρ(g) ℓ(a) ρ(g)−1 = ℓ(g · a)
because (ρ(g) ℓ(a)ρ(g)−1)(b) = g·(a (g−1·b)) = (g·a)b = ℓ(g·a)(b) for all b ∈ A, since
ρ(g) is an R-algebra automorphism of A. Now define α : U → E and α′ : U → E by
α(s) = ψL(g · s) and α
′(s) = ρ(g) ψL(s) ρ(g)
−1
for all s ∈ U . Then
α(ι(a)) = ψL(g · ι(a)) = ψL(ι(g · a)) = ℓ(g · a) =
= ρ(g) ℓ(a) ρ(g)−1 = ρ(g) ψL(ι(a)) ρ(g)
−1 = α′(ι(a))
for any a ∈ A, and similarly
α(ι(v)) = ψL(g · ι(v)) = ψL(ι(g · v)) = g · v =
= ρ(g) v ρ(g)−1 = ρ(g) ψL(ι(v)) ρ(g)
−1 = α′(ι(v)).
Thus the two R-algebra homomorphisms α and α′ from U to E agree on ι(A⊕L),
and hence α = α′ by the argument in part (a). 
Definition 3.2.11. Let A be a G-stable affine formal model in A and let L be a
G-stable A-Lie lattice in L = DerK(A). We define
GL := ρ
−1 (exp(pǫL)) and βL := (ψ
×
L )
−1 ◦ ρ : GL → U
×.
It may be helpful to visualise these maps as follows:
GL
ρ|GL
zz✉✉
✉✉
✉✉
✉✉
✉
//
βL

G
ρ

exp(pǫL) // U×
ψ×L
// E×.
Theorem 3.2.12. Let A be a G-stable affine formal model in A and let L be a
G-stable A-Lie lattice in L.
(a) GL is an open normal subgroup of G.
(b) βL is a G-equivariant trivialisation of the GL-actions on’U(L) and◊ U(L)K .
Proof. (a) Since E is a K-Banach algebra, the Campbell-Baker-Hausdorff series
Φ(X,Y ) = X + Y +
1
2
[X,Y ] +
1
12
[X, [X,Y ]] +
1
12
[Y, [Y,X ]] + · · · .
does converge at (X,Y ) = (pǫu, pǫv) for any u, v ∈ L, and
exp(pǫu) exp(pǫv) = exp(Φ(pǫu, pǫv))
by [22, Proposition 6.27]. Moreover, since [L,L] ⊆ L and since L is π-adically
complete, we see that Φ(pǫu, pǫv) ∈ pǫL. Thus exp(pǫL) is a subgroup of E×.
Let g ∈ GL, so that ρ(g) = exp(u) for some u ∈ pǫL. If x ∈ G then x · u =
ρ˙(x)(u) = ρ(x)uρ(x)−1 by definition, so
ρ(xgx−1) = ρ(x) exp(u)ρ(x)−1 = exp(x · u) ∈ exp(pǫL)
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because L is G-stable. Thus xgx−1 ∈ GL and GL is normal in G. To see that it
is open, choose N 6uo G contained in ρ
−1(Gpǫ(A)) as in the proof of Proposition
3.2.5. Then log ρ(N) is a finitely generated Zp-submodule of DerK(A), and because
L is an A-lattice in DerK(A) we can find some n > 0 such that pn log ρ(N) ⊆ pǫL.
Hence Np
n
6 GL, so GL is open in G.
(b) βL is a well-defined group homomorphism by Lemma 3.2.10(c). Now
ψL(βL(g) s βL(g)
−1) = ρ(g) ψL(s) ρ(g)
−1 = ψL(g · s)
for any g ∈ GL and s ∈ U by Lemma 3.2.10(d), so Lemma 3.2.10(b) implies that
βL(g) s βL(g)
−1 = g · s
for all g ∈ GL and s ∈ ι(A ⊕ L). But ι(A ⊕ L) generates U as a topological R-
algebra, so this equation actually holds for all s ∈ U . Thus βL is a trivialisation of
the GL-action on U . Finally, applying Lemma 3.2.10(d) again gives
ψL(βL(
xg)) = ρ(xgx−1) = ρ(x) ψL(βL(g)) ρ(x)
−1 = ψL(x · βL(g))
for all x ∈ G and g ∈ GL. Note that exp : pǫU → U× is G-equivariant, and that
βL(g) ∈ exp(ι(pǫL)) by construction. Hence x · βL(g) ∈ exp(ι(pǫL)), so βL(xg) =
x · βL(g) by Lemma 3.2.10(c).
We have shown that βL is a trivialisation of the GL-action on U . It follows
easily that when regarded as a map GL →◊ U(L)K× = (U ⊗R K)×, it is also a
trivialisation of the GL-action on◊ U(L)K . 
Definition 3.2.13. Let A be a G-stable affine formal model in A. We say that
(L, N) is an A-trivialising pair if L is a G-stable A-Lie lattice in DerK(A) and
N is an open normal subgroup of G contained in GL. We denote the set of all
A-trivialising pairs by I(A, ρ, G) or simply by I(G) if the other parameters are
understood.
Recall that D(A) := U(DerK(A)) denotes the algebra of differential operators on
A of finite order, and let ϕ : A→ A′ be an e´tale morphism of K-affinoid algebras.
By [5, Lemma 2.4] there is a unique map ϕ˜ : DerK(A) → DerK(A′) which is a
ϕ-morphism in the sense of Definition 2.1.3, so Lemma 2.1.7 induces a K-algebra
homomorphism U(ϕ, ϕ˜) : D(A)→ D(A′) extending ϕ and ϕ˜.
Lemma 3.2.14. Let N and N ′ be compact p-adic Lie groups, acting continuously
on K-affinoid algebras A and A′, respectively, let ϕ : A→ A′ be an e´tale morphism
and let τ : N → N ′ be a group homomorphism such that ϕ(n · a) = τ(n) · ϕ(a) for
all n ∈ N , a ∈ A. Let A be an N -stable affine formal model in A and let A′ be a
N ′-stable affine formal model in A′ such that ϕ(A) ⊆ A′. Suppose that
ρ(N) ⊆ exp(pǫDerR(A)) and ρ
′(N ′) ⊆ exp(pǫDerR(A
′)).
Then ϕ˜ ◦ log ◦ρ = log ◦ρ′ ◦ τ.
Proof. For each m > 1, let ℓm(t) := −
∑m
r=1
(1−t)r
r ∈ K[t] be the m-th partial
sum in the logarithm series log(t) appearing in the proof of Proposition 3.2.5. Fix
n ∈ N and a ∈ A. Because ϕ : A→ A′ is continuous by [11, Theorem 6.1.3/1] and
ℓm(ρ(n))(a)→ log(ρ(n))(a) in A, ϕ(ℓm(ρ(n))(a))→ ϕ(log(ρ(n))(a)) in A
′. Hence
ϕ˜ (log(ρ(n))) (ϕ(a)) = ϕ(log(ρ(n))(a) = lim
m→∞
ϕ(ℓm(ρ(n))(a)).
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Now the N -equivariance of ϕ shows that ϕ(ℓm(ρ(n))(a)) = ℓm(ρ
′(n′))(ϕ(a)). Hence
ϕ˜ (log(ρ(n))) (ϕ(a)) = lim
m→∞
ℓm(ρ
′(n′))(ϕ(a)) = log(ρ′(n′))(ϕ(a)).
Because ϕ : A → A′ is e´tale, it follows that the derivations ϕ˜ (log(ρ(n))) and
log(ρ′(n′)) of A′ are equal. 
By Theorem 3.2.12 and Definition 2.2.3, we have the R-algebras
’U(L)⋊N G :=’U(L)⋊βL|NN G and ◊ U(L)K ⋊N G :=◊ U(L)K ⋊βL|NN G
at our disposal whenever (L, N) is an A-trivialising pair. We finish § 3.2 by dis-
cussing the functoriality of the second construction in a rather general setting.
Proposition 3.2.15. Let G and G′ be compact p-adic Lie groups, acting continu-
ously on K-affinoid algebras A and A′, respectively, and suppose that τ : G → G′
is a group homomorphism such that ϕ(g · a) = τ(g) ·ϕ(a) for all g ∈ G, a ∈ A. Let
A be a G-stable affine formal model in A and let A′ be a G′-stable affine formal
model in A′. Let (L, N) be an A-trivialising pair, let (L′, N ′) be an A′-trivialising
pair, and suppose that
ϕ(A) ⊆ A′, ϕ˜(L) ⊆ L′ and τ(N) ⊆ τ(N ′).
Then there is a unique continuous K-algebra homomorphism”θK ⋊ τ :◊ U(L)K ⋊N G −→◊ U(L′)K ⋊N ′ G′
which makes the following diagram commute:
D(A) ⋊G
U(ϕ,ϕ˜)⋊τ //

D(A′)⋊G′
◊ U(L)K ⋊N G
θ̂K⋊τ
//◊ U(L′)K ⋊N ′ G′.
Proof. Note that ϕ˜|L : L → L
′ is a ϕ|A-morphism in the sense of Definition 2.1.3,
so Lemma 2.1.7 induces an R-algebra homomorphism
θ := U(ϕ|A, ϕ˜|L) : U(L)→ U(L
′)
extending ϕ|A and ϕ˜|L. Let ρ : G→ AutK(A) and ρ
′ : G→ AutK(A′) be the given
actions, and write g′ := τ(g) for any g ∈ G. The diagrams
A
ρ(g)|A //
ϕ|A

A
ϕ|A

A′
ρ′(g′)|A′
// A′
and L
ρ˙(g)|L //
ϕ˜|L

L
ϕ˜|L

L′
ρ˙′(g′)|L′
// L′
are commutative for any g ∈ G, so θ is G-equivariant with respect to the natural
G-action on U(L) and the τ -twisted G-action on U(L′):
(8) θ (g · x) = g′ · θ(x) for all g ∈ G, x ∈ U(L).
Hence its π-adic completion θ̂ :’U(L)→’U(L′) is also G-equivariant. Next,
(9) βL = (ψ
×
L )
−1 ◦ ρ = exp ◦ι ◦ log ◦ρ
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from Definition 3.2.11, so consider the diagram
N
log ◦ρ //
τ

pǫL
exp ◦ι //
ϕ˜

’U(L)×
θ̂
×

N ′
log ◦ρ′
// pǫL′
exp ◦ι′
//’U(L′)×.
The first square commutes by Lemma 3.2.14, whereas the second square commutes
by the definition of θ̂. Hence
(10) θ̂
×
◦ βL|N = βL′|N ′ ◦ τ|N .
By (8) and (10), we may apply Lemma 2.2.7 to ”θK :◊ U(L)K →◊ U(L′)K and τ :
G→ G′ to obtain the K-algebra homomorphism
”θK ⋊ τ :◊ U(L)K ⋊N G −→◊ U(L′)K ⋊N ′ G′
which makes the diagram in the statement of the Lemma commute. Any other
continuous map◊ U(L)K ⋊N G → ◊ U(L′)K ⋊N ′ G′ making the diagram commute
agrees with”θK ⋊ τ on the dense image of D(A)⋊G in◊ U(L)K ⋊N G, and therefore
must be equal to”θK ⋊ τ . 
3.3. The completed skew-group ring ÙD(X, G). We continue to assume through-
out this subsection that:
• X is a K-affinoid variety,
• G is a compact p-adic Lie group acting continuously on X, and
• A is a G-stable affine formal model in A := O(X),
Recall that this means that we are given a group homomorphism
ρ : G→ AutK(X,OX)
satisfying certain continuity conditions spelt out in Definition 3.1.8. Note that the
set of A-trivialising pairs I(G) becomes directed when ordered by component-wise
reverse inclusion:
(L1, N1) 6 (L2, N2) if and only if L1 ⊇ L2 and N1 ⊇ N2.
Whenever (L1, N1) 6 (L2, N2), Lemma 2.2.7 and Lemma 2.1.7 induce canonical
connecting homomorphisms
÷U(L2)⋊N2 G −→ ÷U(L1)⋊N1 G andÿ U(L2)K ⋊N2 G −→ ÿ U(L1)K ⋊N1 G .
Using these connecting maps, we can now give our first central definition.
Definition 3.3.1. We define the completed skew-group algebra
ÙD(X, G)A := lim←−
(L,N)∈I(A,ρ,G)
◊ U(L)K ⋊N G
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and the integral completed skew-group ring
A Ù⋊ G := lim
←−
(L,N)∈I(A,ρ,G)
’U(L)⋊N G.
Remark 3.3.2.
(a) It can be shown that the canonical mapA → lim
←−
◊ U(πnL) is an isomorphism
whenever L is a smooth (R,A)-Lie algebra. This justifies the notation
A Ù⋊ G: the (K,O(X))-algebra T (X), as well as finite non-empty products
of elements in T (X), disappear when we pass to the limit in the integral
completed skew-group ring, and only A and G remain.
(b) We will shortly see that in fact ÙD(X, G)A does not depend on the choice of
A, up to canonical isomorphism.
(c) There is a canonical group homomorphism
γ : G→ ÙD(X, G)×A
and a canonical K-algebra homomorphism
i : D(X)→ ÙD(X, G)A.
These extend to a canonical K-algebra homomorphism
[i⋊ γ]A : D(X) ⋊G −→ ÙD(X, G)A.
Definition 3.3.3. Let (N•) := N0 > N1 > N2 > · · · be a chain of open normal
subgroups of G, such that
⋂∞
n=0Nn = {1}, and let L be a G-stable A-Lie lattice in
DerK(A).
We say (N•) is a good chain for L if (π
nL, Nn) ∈ I(A, ρ, G) for all n > 0.
Lemma 3.3.4. For every good chain N• for L, there is a canonical isomorphismÙD(X, G)A ∼= lim←−Ÿ U(πnL)K ⋊Nn G
of K-algebras.
Proof. Let (N•) be a good chain for L, and let (L′, N ′) be some other member of
I(A, ρ, G). Since N ′ is open, its complement is closed and therefore compact. Be-
cause
⋂∞
n=1Nn is trivial, G\N
′ ⊆
⋃∞
n=0G\Nn is an open covering, so by compact-
ness, G\N ′ ⊆ G\Nr for some r > 0. In other words, N ′ contains Nr. Also L′ con-
tains πsL for some s > 0. Taking n = max{r, s} we see that (πnL, Nn) > (L′, N).
Thus {(πnL, Nn) : n > 0} is cofinal inside I(A, ρ, G), and the result follows. 
Remark 3.3.5. By Definition 3.2.13 and Theorem 3.2.12(a), (L, GL) is always an
A-trivialising pair, so if the action of G is faithful in the sense that ker ρ is trivial,
then {(πnL, GπnL) : n > 0} is a good chain for L. Lemma 3.3.4 now shows that in
this case ÙD(X, G) can be defined in a slightly less elaborate way as follows:ÙD(X, G)A = lim←−Ÿ U(πnL)K ⋊GπnL G
for any choice of G-stable A-Lie lattice L. However, this does not give the correct
definition when the action is not faithful, and keeping track of all A-trivialising
pairs will afford some extra flexibility.
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Lemma 3.3.6. Let H0, H1, H2, . . . be open subgroups of G. Then there is a chain
N0 > N1 > N2 > · · · of open normal subgroups such that
⋂∞
n=0Nn is trivial, and
Nn 6 Hn for all n > 0.
Proof. Choose any chain J0 > J1 > J2 > · · · of open subgroups of G such that⋂∞
n=0 Jn is trivial. Choose any open normal subgroup N0 of G contained in H0.
Assuming inductively that Nn−1 has been chosen for n > 1, choose an open normal
subgroup Nn of G contained in Hn ∩ Jn ∩ Nn−1. Since Nn 6 Jn for all n > 0,⋂∞
n=0Nn is trivial. 
Corollary 3.3.7. Let A1, . . . , Am be a finite collection of K-affinoid algebras, let
ρi : G→ AutK(Ai) be continuous group actions, let Ai be a G-stable affine formal
model in Ai and let Li be a G-stable Ai-Lie lattice in DerK(Ai) for each i. Then
there is a chain (N•) which is good for each Li.
Proof. Let Hn :=
⋂m
i=1GπnLi for each n > 0. This is an open subgroup of G by
Theorem 3.2.12(a). Using Lemma 3.3.6, choose a descending chain N0 > N1 >
N2 > · · · of open normal subgroups of G, intersecting trivially, such that Nn 6 Hn
for all n > 0. Then (πnLi, Nn) ∈ I(Ai, ρi, G) for each i and each n > 0, and (N•)
is good for each Li. 
Proposition 3.3.8. ÙD(X, G)A is independent of the choice of A.
Proof. Let A,B be two G-stable affine formal models in A. Choose a G-stable A-
Lie lattice L and a G-stable B-Lie lattice J in L using Lemma 3.2.8(a). By Lemma
3.2.3, we can find an integer r such that πr · A ⊆ B. By replacing L by a π-power
multiple, we will assume that L ⊆ J .
Let x1, . . . , xd generate L as an A-module. The universal property of U(−)
induces a G-equivariantR-algebra homomorphism θ0 : U(L)→◊ U(J )K . Now U(L)
is generated as an A-module by finite products of the xi, and θ0 sends all these
elements to’U(J ). Because A ⊆ π−rB, we see that the image of θ0 is contained in
π−r’U(J ). Hence θ0 extends to a G-equivariant K-algebra homomorphism
θ0 :◊ U(L)K →◊ U(J )K .
Applying the same argument to πnL ⊆ πnJ for each n > 0, we obtain a compatible
sequence of G-equivariant K-algebra homomorphisms
θn :Ÿ U(πnL)K →⁄ U(πnJ )K .
Now, choose a chain (N•) which is good for both L and J using Corollary 3.3.7.
Then θ×n ◦ βπnL,Nn = βπnJ ,Nn for all n > 0, so Lemma 2.2.7 gives a compatible
sequence of K-algebra homomorphisms
θn ⋊ 1G :Ÿ U(πnL)K ⋊Nn G −→⁄ U(πnJ )K ⋊Nn G.
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Passing to the limit and applying Lemma 3.3.4, we obtain a commutative diagram
ÙD(X, G)A θA,B //
∼=

ÙD(X, G)B
∼=

lim
←−
Ÿ U(πnL)K ⋊Nn G lim
←−
θn⋊1G
// lim
←−
⁄ U(πnJ )K ⋊Nn G.
By construction, θA,B ◦ [i⋊ γ]A = [i⋊ γ]B, so θB,A ◦ θA,B is the identity map on the
dense image of [i⋊ γ]A inside ÙD(X, G)A. Because θA,B and θB,A are continuous, it
follows that they are mutually inverse isomorphisms. 
We will henceforth denote ÙD(X, G)A simply by ÙD(X, G).
Corollary 3.3.9. ÙD(X, G) is a K-Fre´chet algebra.
Proof. We can find a G-stable A-Lie lattice L in T (X) and a good chain (N•) for L.
By Lemma 3.3.4, there is aK-algebra isomorphism ÙD(X, G) ∼= lim
←−
Ÿ U(πnL)K⋊NnG.
EachŸ U(πnL)K ⋊Nn G is naturally a K-Banach algebra whose unit ball is given by◊ U(πnL)⋊Nn G. In this way, ÙD(X, G) is isomorphic to a countable inverse limit of
K-Banach algebras and therefore carries a K-Fre´chet algebra structure. It follows
from Proposition 3.3.8 that this is independent of the choice of A, L and (N•). 
Proposition 3.3.10. Let H be an open subgroup of G. Then I(H) ∩ I(G) is
cofinal in both I(G) and I(H).
Proof. It follows from Definition 3.2.11 that HL = GL∩H. Let (L, N) ∈ I(G), and
choose some U ⊳o G contained in the open subgroup N ∩H . Then U 6 N ∩H 6
GL ∩ H = HL, so (L, U) ∈ I(H) ∩ I(G). Now let (L, N) ∈ I(H). Choose some
U ⊳o G contained in N . Then U 6 N 6 HL 6 GL, so (L, U) ∈ I(H) ∩ I(G). 
Corollary 3.3.11. Let H be an open normal subgroup of G. Then there are
natural isomorphisms ÙD(X, G) ∼=−→ ÙD(X, H)⋊H G
and
A Ù⋊ G ∼=−→ (A Ù⋊ H)⋊H G.
Proof. For every (L, J) ∈ I(G) ∩ I(H), Proposition 2.2.6 induces isomorphisms◊ U(L)K ⋊J G ∼= (◊ U(L)K ⋊J H)⋊H G and ’U(L)⋊J G ∼= (’U(L)⋊J H)⋊H G
which are functorial in (L, J). Since (L, J) ∈ I(G)∩I(H) is cofinal in both I(G) and
I(H) by Proposition 3.3.10, the result follows by passing to the inverse limit. 
We finish § 3.3 by discussing the functoriality of our construction ÙD(X, G). Recall
the natural K-algebra homomorphism
i⋊ γ := [i⋊ γ]A : D(X) ⋊G −→ ÙD(X, G)
from Remark 3.3.2(b).
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Theorem 3.3.12. Let ϕ : A → A′ be an e´tale morphism of K-affinoid algebras,
let X = Sp(A),X′ = Sp(A′) and let G,G′ be compact p-adic Lie groups, acting
continuously on A and A′, respectively. Suppose that τ : G → G′ is a group
homomorphism such that
ϕ(g · a) = τ(g) · ϕ(a) for all g ∈ G, a ∈ A.
Then there is a unique continuous K-algebra homomorphism
ϕ˘⋊ τ : ÙD(X, G) −→ ÙD(X′, G′)
which makes the following diagram commute:
D(X)⋊G
U(ϕ,ϕ˜)⋊τ //
i⋊γ

D(X′)⋊G′
i′⋊γ′
ÙD(X, G)
ϕ˜⋊τ
// ÙD(X′, G′).
Proof. Let A ⊂ A and A′ ⊂ A′ be G-stable (respectively, G′-stable) affine formal
models. Then ϕ(A) ·A′ is another affine formal model in A′ containing ϕ(A′), so by
Lemma 3.2.4 we may find a G′-stable affine formal model A′′ containing ϕ(A) · A′.
Replacing A′ with A′′ we will assume that ϕ(A) ⊂ A′.
Choose a G-stable A-Lie lattice in DerK(A), and a G′-stable A′-Lie lattice L′ in
DerK(A
′) using Lemma 3.2.8(a). Because L is a finitely generated A-module and
ϕ˜(av) = ϕ(a)ϕ˜(v) for any a ∈ A and v ∈ DerK(A), we see that πmϕ˜(L) ⊆ L′ for
some m > 0. By rescaling L, we can assume that m = 0, so that ϕ(L) ⊆ L′.
Choose a good chain (N•) in G for L, and a good chain (N ′•) in G
′ for L′ using
Lemma 3.3.7. It follows from [22, Corollary 8.34 and Corollary 1.21(i)] that the
group homomorphism τ is automatically continuous, so τ−1(N ′n) is open in G for
each n > 0. Applying Lemma 3.3.6 to the open subgroups Nn ∩ τ−1(N ′n), we
may assume that τ(Nn) 6 N
′
n for each n > 0. Now Proposition 3.2.15 produces a
compatible sequence of commutative diagrams
D(X)⋊G
U(ϕ,ϕ˜)⋊τ //

D(X′)⋊G′
Ÿ U(πnL)K ⋊Nn G ‘θn,K⋊τ //⁄ U(πnL′)K ⋊N ′n G′.
Passing to the limit and applying Lemma 3.3.4 produces the required map
ϕ˘⋊ τ : ÙD(X, G) −→ ÙD(X′, G′)
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which fits into the following commutative diagram:
D(X) ⋊G
U(ϕ,ϕ˜)⋊τ //
i⋊γ ((PP
PP
PP
PP
PP
PP

D(X′)⋊G′
i′⋊γ′vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠

ÙD(X, G) ϕ˜⋊τ //
∼=
xx♣♣♣
♣♣
♣♣
♣♣
♣♣
♣
ÙD(X′, G′)
∼=
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
lim
←−
Ÿ U(πnL)K ⋊Nn G
lim
←−
‘θn,K⋊τ // lim←−⁄ U(πnL′)K ⋊N ′n G′
Finally, if ψ : ÙD(X, G) −→ ÙD(X′, G′) is any other continuous K-algebra map such
that ψ ◦ (ι⋊ γ) = (i′ ⋊ γ′) ◦ U(ϕ, ϕ˜), then ψ agrees with ϕ˘⋊ τ on the dense image
of D(X) ⋊G in ÙD(X, G), and therefore must be equal to ϕ˘⋊ τ . 
3.4. Compatible actions. Until the end of §3, we will assume that:
• X is a smooth rigid analytic variety,
• G is a p-adic Lie group,
• G acts continuously on X in the sense of Definition 3.1.8.
In particular, we do not assume that X is affinoid, nor that G is compact.
Definition 3.4.1. Xw/G denotes the set of G-stable affinoid subdomains of X.
Lemma 3.4.2. If G is compact, then ÙD(−, G) is a presheaf of K-Fre´chet algebras
on Xw/G.
Proof. Note that ÙD(U, G) is a K-Fre´chet algebra for each U ∈ Xw/G by Corollary
3.3.9. Given V ⊂ U in Xw/G, the restriction map ϕ : O(U) → O(V) is e´tale,
and it is G-equivariant by Remark 2.3.3(b). So by Theorem 3.3.12, there is a
unique continuous K-algebra homomorphism τU
V
:=˚ ϕ⋊ 1G : ÙD(U, G) → ÙD(V, G)
extending U(ϕ, ϕ˜) ⋊ 1G : D(U) ⋊ G → D(V) ⋊ G. If W ⊂ V is another object
of Xw/G, the functoriality of D(−) ensures that τVW ◦ τ
U
V
and τU
W
both extend the
restriction map D(U)→ D(W), and are therefore equal by the uniqueness part of
Theorem 3.3.12. 
Lemma 3.4.3. Let H be a compact open subgroup of G and let U ∈ Xw/H . For
every g ∈ G, there is a continuous K-algebra isomorphism
ÛgU,H : ÙD(U, H) −→ ÙD(gU, gHg−1)
such that the diagram
ÙD(U, H) ÛhU,H //
Ùgh
U,H **❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
ÙD(hU, hHh−1)
ÛghU,hHh−1tt✐✐✐✐✐✐✐✐✐✐✐✐
✐✐✐
✐✐
ÙD(ghU, ghHh−1g−1)
is commutative for all g, h ∈ G.
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Proof. Fix g ∈ G. The structure sheaf O on X, and the sheaf D of finite order
differential operators on X are naturally G-equivariant: if gV := g
O(V) : O(V)→
O(gV) defines the G-equivariant structure on O, then
gD(V) := U(gV, g˜V) : D(V)→ D(gV)
defines the G-equivariant structure on D. Let
Adg : G→ G
be the map x 7→ gxg−1; then Adg(H) = gHg−1, and using (7), we see that
gV(x · a) = g
O(xO(a)) = (gxg−1)O(gO(a)) = Adg(x) · gV(a)
for every x ∈ H and a ∈ O(V). Theorem 3.3.12 now induces the required continu-
ous K-algebra isomorphism
ÛgV,H :=˝ gV ⋊Adg : ÙD(V, H)→ ÙD(gV, gHg−1)
which uniquely extends gD(V) = U(gV, g˜V) : D(V)→ D(gV). It is easily checked,
using the G-equivariance of D, that the diagram
D(U) ⋊H
hD(U)⋊Adh //
(gh)D(U)⋊Adgh **❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯
D(hU) ⋊ hHh−1
gD(hU)⋊Adgss❤❤❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤
D(ghU)⋊ ghHh−1g−1
is commutative. The result follows from the uniqueness part of Theorem 3.3.12. 
Definition 3.4.4. We say that (U, H) is small if:
(a) U is an affinoid subdomain of X,
(b) H is a compact open subgroup of GU,
(c) T (U) has an H-stable free A-Lie lattice L for some H-stable affine formal
model A in O(U).
If U is an affinoid subdomain of X, we say that H is U-small if (U, H) is small.
We refer the reader to Definition 3.2.6 for the meaning of part (c).
Lemma 3.4.5. Suppose that (X, G) is small. Then (U, H) is small for every
U ∈ Xw and every compact open subgroup H of GU.
Proof. It is clear that (X, J) is small for every compact open subgroup J of G.
Because the stabiliser GU is open in G by Definition 3.1.8(a), by replacing G by
H we may therefore assume that H = G and U ∈ Xw/G. Choose a G-stable
affine formal model A in O(X) and a G-stable free A-Lie lattice L in T (X). By [5,
Lemma 7.6(b)] we may replace L by a π-power multiple, and ensure that U is also
L-admissible. Now, if B is an L-stable affine formal model in O(U), then we saw
in the proof of Lemma 3.2.4 that the G-orbit of B is finite, B1, . . . ,Bn say. Then
C := B1 · · · · Bn is again an affine formal model in O(U) by Lemma 3.2.3 which is
both G-stable and L-stable. It is now easy to see that C ⊗A L is a G-stable free
C-Lie lattice in T (U). 
Definition 3.4.6.
(a) Let Xw(T ) denote the set of affinoid subdomains U of X such that T (U)
admits a free A-Lie lattice for some affine formal model A in O(U).
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(b) Let Xw(T )/G ⊂ Xw/G denote the set of G-stable affinoid subdomains U
of X such that (U, G) is small.
Lemma 3.4.7. For every U ∈ Xw(T ), there is a U-small subgroup H .
Proof. Choose an affine formal model A in O(U) and a free A-Lie lattice L in
T (U). The stabiliser of A in GU is open because GU acts continuously on U, so
we can find some compact open subgroup J of GU such that A is J-stable. Now by
Lemma 3.2.8(b) we can find an open subgroup H of J which also stabilises L. 
Recall the definition of two-sided Fre´chet-Stein algebras from [5, §6.4].
Theorem 3.4.8. Suppose that (X, G) is small. Then ÙD(X, G) is a two-sided
Fre´chet-Stein algebra.
We postpone the proof until §4.1 — it can be found immediately after Theorem
4.1.11. We will shortly see that when (X, G) is small, it is possible to localise a
coadmissible ÙD(X, G)-module to a G-equivariant sheaf of D-modules defined on ev-
ery affinoid subdomain of X. In fact, we will give a construction of this localisation
functor in a more general, axiomatic, setting.
Recall the canonical map γG : G→ ÙD(U, G)× from Remark 3.3.2(c).
Definition 3.4.9. Let G be a p-adic Lie group, acting continuously on a smooth
rigid analytic variety X, and let A be a K-algebra. We say that A acts on X
compatibly with G if there are given
• a group homomorphism η : G→ A×,
• a Fre´chet-Stein subalgebra AH of A for every compact open subgroup H of G,
• a continuous homomorphism ϕH : AH → ÙD(−, H) of presheaves of K-Fre´chet
algebras on Xw/H , for every compact open subgroup H of G
such that for every pair H 6 N of compact open subgroups of G:
(a) AH 6 AN , η(H) ⊆ A
×
H and the canonical map
AH ⊗
K[H]
K[N ] −→ AN
is a bijection,
(b) the following diagram of presheaves on Xw/N is commutative:
AH
ϕH //

ÙD(−, H)

AN
ϕN
// ÙD(−, N),
(c) for every g ∈ G, the conjugation-by-η(g) map
Adη(g) : A→ A
sends AH into AgHg−1 , and for every U ∈ Xw/H , the diagram
AH
Adη(g) //
ϕH(U)

AgHg−1
ϕgHg
−1
(gU)
ÙD(U, H) ÛgU,H // ÙD(gU, gHg−1)
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is commutative, and
(d) ϕH ◦ η|H = γ
H .
Here is our first example of a compatible action.
Proposition 3.4.10. Suppose that (X, G) is small. Then ÙD(X, G) acts on X
compatibly with G.
Proof. As X is a G-stable affinoid variety, we may define the group homomorphism
η := γG : G→ ÙD(X, G)×.
For every compact open subgroup H of G, we set
AH := ÙD(X, H)
which is a Fre´chet-Stein subalgebra of A = ÙD(X, G) by Lemma 3.4.5 and Theorem
3.4.8. For every U ∈ Xw/H , we let
ϕH(U) : AH −→ ÙD(U, H)
be the restriction map τX
U
in the presheaf ÙD(−, H) on Xw/H from Lemma 3.4.2.
Viewing AH as a constant sheaf on Xw/H , we see that ϕ
H : AH → ÙD(−, H) is a
continuous morphism of presheaves, again by Lemma 3.4.2.
We now check that axioms (a)-(d) of Definition 3.4.9 are verified for these data.
(a) Let (L, J) ∈ I(N)∩I(H). Since◊ U(L)K ⋊J N is a crossed product of◊ U(L)K
with N/J by Lemma 2.2.4(b), we see that the canonical map
◊ U(L)K ⋊J H ⊗
K[H]
K[N ] −→◊ U(L)K ⋊J N
is a bijection. Now consider the following commutative diagram:
ÙD(U, H) ⊗
K[H]
K[N ]

// ÙD(U, N)

lim
←−
Ç◊ U(L)K ⋊J H ⊗
K[H]
K[N ]
å
// lim
←−
◊ U(L)K ⋊J N.
The bottom horizontal arrow is a bijection, being the inverse limit over all (L, J) ∈
I(N) ∩ I(H) of the maps considered above. Since J has finite index in H and
inverse limits commute with finite direct sums, using Lemma 3.3.10 we see that the
left vertical arrow is a bijection. The right vertical arrow is also a bijection, again
by Lemma 3.3.10. So the top horizontal arrow is bijective, as required.
(b) Theorem 3.3.12 induces a commutative diagram of K-algebra maps
AH = ÙD(X, H) //

ÙD(U, H)

AN = ÙD(X, N) // ÙD(U, N).
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(c) Because gD : D → g∗D is a morphism of presheaves, the diagram
D(X) ⋊G
gD(X)⋊Adg // D(X)⋊G
D(X)⋊H
gD(X)⋊Adg //
OO

D(X, gHg−1)
OO

D(U) ⋊H
gD(U)⋊Adg
// D(gU, gHg−1)
is commutative. Hence Adη(g) =˝ gX ⋊Adg sends ÙD(X, H) into ÙD(X, gHg−1), andÛgU,H ◦ ϕH(U) = ϕgHg−1 (gU) ◦Adη(g) .
by the uniqueness part of Theorem 3.3.12.
(d) This follows directly from the definitions. 
We can now record some useful consequences of Definition 3.4.9.
Lemma 3.4.11. Suppose that A acts on X compatibly with G and let H 6 N be
compact open subgroups of G. Then
(a) AN is a finitely presented left AH -module, and
(b) the multiplication map of ÙD(−, H)—AN -bimodules on Xw/NÙD(−, H) ⊗
AH
AN −→ ÙD(−, N)
is an isomorphism.
Proof. (a) This follows from Definition 3.4.9(a) because H has finite index in N .
(b) Fix U ∈ Xw/N and consider the following commutative diagram:ÙD(U, H) ⊗
AH
AN // ÙD(U, N)
ÙD(U, H) ⊗
AH
(AH ⊗
K[H]
K[N ])
OO
// ÙD(U, H) ⊗
K[H]
K[N ].
OO
The top horizontal arrow is induced by the commutative diagram in Definition
3.4.9(b), and is therefore a morphism of ÙD(U, H)–AN -bimodules. The vertical
arrow on the left is an bijection by Definition 3.4.9(a), whereas the vertical arrow
on the right is a bijection by Proposition 3.4.10. The result follows. 
Following [60, §6], we make the following
Definition 3.4.12. Suppose that A acts on X compatibly with G. We say that
the A-module M is coadmissible if it is coadmissible as an AH -module for some
compact open subgroup H of G.
It follows from Lemma 3.4.11(a) that if the A-module M is coadmissible, then it
is coadmissible as an AH -module for every compact open subgroup H of G. We will
write CA to denote the full subcategory of A-modules consisting of the coadmissible
A-modules.
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3.5. The localisation functor LocA
X
. Throughout §3.5, we will assume that:
• G is a p-adic Lie group, not necessarily compact,
• A acts on X compatibly with G, and
• M is a coadmissible A-module.
Suppose that (U, H) is small. Then M is a coadmissible AH -module, and because
ϕH(U) : AH → ÙD(U, H) is a continuous homomorphism between two Fre´chet-Stein
algebras by Theorem 3.4.8, ÙD(U, H) is a ÙD(U, H)-coadmissible ÙD(U, H) − AH -
bimodule in the sense of [5, Definition 7.3]. It follows from [5, Lemma 7.3] that in
this situation we may form the coadmissible ÙD(U, H)-moduleÙD(U, H) Ù⊗
AH
M.
Definition 3.5.1. Whenever (U, H) is small, we define
(11) M(U, H) := ÙD(U, H) Ù⊗
AH
M.
Recall that because we are assuming throughout §3.5 that G is acting continu-
ously on X in the sense of Definition 3.1.8, the stabiliser GU in G of every affinoid
subdomain U of X is an open subgroup of G. We have the following basic functo-
rialities of this construction.
Proposition 3.5.2. Let H be a compact open subgroup of G and let U ∈ Xw(T ).
(a) M(U,−) is a covariant functor on the U-small subgroups of G.
(b) M(−, H) is a contravariant functor on Xw(T )/H .
(c) Let H 6 N be compact open subgroups of G and let V ⊆ U be members
of Xw(T )/N . Then the natural diagram of ÙD(U, H)-modules
(12) M(U, H) //

M(U, N)

M(V, H) // M(V, N)
obtained from parts (a) and (b) is commutative.
Proof. (a) Let J 6 N be U-small subgroups of G. By Definition 3.4.9(b), there is
a commutative diagram of K-algebra homomorphisms
AJ
ϕJ (U) //

ÙD(U, J)

AN
ϕN (U)
// ÙD(U, N),
Hence the map ÙD(U, J) ×M →M(U, N) given by (a,m) 7→ aÙ⊗m is AJ -balanced
and left ÙD(U, J)-linear. Since ÙD(U, N) is a finitely presented ÙD(U, J)-module by
Proposition 3.4.10,M(U, N) is a coadmissible ÙD(U, J)-module by [60, Lemma 3.8],
so this map extends uniquely to a ÙD(U, J)-linear map
M(U, J) = ÙD(U, J)Ù⊗
AJ
M −→ ÙD(U, N) Ù⊗
AN
M =M(U, N)
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by the universal property of Ù⊗ given in [5, Lemma 7.3]. The uniqueness of this map
makes it easy to see that the triangle
M(U, J) //
&&▼▼
▼▼
▼▼
▼▼
▼▼
M(U, N)

M(U, N ′)
commutes whenever N ′ is a third open subgroup of GU containing N .
(b) Let V ⊆ U be H-stable affinoid subdomains of X. By Definition 3.4.9, we
have another commutative diagram of K-algebra homomorphisms
AH
ϕH(U) //
ϕH(V) ''PP
PP
PP
PP
PP
PP
P
ÙD(U, H)
ÙD(V, H).
Now the universal property of Ù⊗ gives a ÙD(V, H)-linear, ÙD(U, H)-balanced map
ι : ÙD(V, H) × M(U, H) −→ ÙD(V, H) Ù⊗ÛD(U,H)M(U, H),
whereas [5, Corollary 7.4] gives a ÙD(V, H)-linear isomorphism
θ : ÙD(V, H) Ù⊗ÛD(U,H)M(U, H) −→M(V, H).
Therefore we obtain a ÙD(U, H)-linear map θ◦ι(1,−) : M(U, H)→M(V, H) which
fits into the commutative diagram
M(U, H) //
&&▼▼
▼▼
▼▼
▼▼
▼▼
M(V, H)

M(W, H)
whenever W is a third H-stable affinoid subdomain of X contained in V.
(c) Theorem 3.3.12 gives a commutative diagram of Fre´chet-Stein algebras and
continuous K-algebra homomorphisms
ÙD(U, H) //

ÙD(U, N)
ÙD(V, H) // ÙD(V, N).
It is now straightforward to verify that diagram (12) is commutative. 
Definition 3.5.3. For every U ∈ Xw(T ), define
PAX(M)(U) := lim←−
M(U, H)
where in the inverse limit, H runs over all the U-small subgroups of G.
It is clear that PA
X
(M)(U) is a D(U)-module.
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Lemma 3.5.4. For every V,U ∈ Xw(T ) such that V ⊂ U, there is a D(U)-linear
restriction map τU
V
: PA
X
(M)(U) −→ PA
X
(M)(V).
Proof. Let N be a V-small subgroup of G. Choose a U-small subgroup H of NU
using Lemma 3.4.7. There is a natural D(U)-linear map
τU
V,N : P
A
X
(M)(U)→M(V, N)
which factors through the maps M(U, H) → M(V, H) → M(V, N) given by
Proposition 3.5.2(a,b), and does not depend on the choice of H . If N ′ 6 N is
another V-small subgroup and H ′ := N ′
U
∩H , then H ′ is a U-small open subgroup
of N ′
U
by Lemma 3.4.5, and the diagram
M(U, H) // M(V, NU) // M(V, N)
M(U, H ′)
OO
// M(V, N ′
U
) //
OO
M(V, N ′)
OO
commutes by Proposition 3.5.2(c,a). Hence the triangle
PA
X
(M)(U)
τU
V,N //
τU
V,N′ ))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
M(V, N)
M(V, N ′)
OO
is commutative, and it induces the required D(U)-linear map
τUV : P
A
X(M)(U) −→ P
A
X(M)(V) = lim←−
M(V, N)
by applying the universal property of inverse limit. 
In fact, each arrow in the inverse system defining PA
X
(M) is an isomorphism.
This follows from our next result.
Proposition 3.5.5. Let H 6 N be compact open subgroups of G, and let U ∈
Xw(T )/N . Then for every coadmissible A-module M , the natural map
M(U, H) −→M(U, N)
from Proposition 3.5.2(a) is an isomorphism of coadmissible ÙD(U, H)-modules.
Proof. By Lemma 3.4.11(b), the natural map
α : ÙD(U, H)⊗AH AN −→ ÙD(U, N)
is an isomorphism of ÙD(U, H)-AN -bimodules. On the other hand, there is an
obvious isomorphism β : AN Ù⊗
AN
M −→ M of coadmissible left AH -modules, and
AN is a coadmissible AH −AN -bimodule in the sense of [5, Definition 7.3]. These
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maps combine to produce a commutative diagram
ÙD(U, H) Ù⊗
AH
Å
AN Ù⊗
AN
M
ã
1Û⊗β //
∼=

ÙD(U, H) Ù⊗
AH
M
ÅÙD(U, H) Ù⊗
AH
AN
ã Ù⊗
AN
M
αÛ⊗1 // ÙD(U, N) Ù⊗ANM
where the vertical map on the left is the canonical associativity isomorphism given
by [5, Proposition 7.4]. The result follows, because α and β are isomorphisms. 
Corollary 3.5.6. Whenever (U, H) is small, the canonical map PA
X
(M)(U) →
M(U, H) is a bijection.
Next, we study the G-equivariant functoriality of M(−,−).
Proposition 3.5.7. Suppose that (U, H) is small and let g ∈ G.
(a) There is a K-linear map
gMU,H :M(U, H) −→M(gU, gHg
−1)
such that for every a ∈ ÙD(U, H) and every m ∈M(U, H), we have
gM
U,H(a ·m) = ÛgU,H(a) · gMU,H(m).
(b) Whenever N is an open subgroup of H and V is an N -stable affinoid
subdomain of U, the diagram
(13) M(U, H)
gM
U,H // M(gU, gHg−1)
M(U, N)
gM
U,N //

OO
M(gU, gNg−1)

OO
M(V, N)
gM
V,N
// M(gV, gNg−1)
where the vertical arrows are given by Proposition 3.5.2, is commutative.
Proof. (a) We will regard the coadmissible left ÙD(gU, gHg−1)-module
M(gU, gHg−1) = ÙD(gU, gHg−1) Ù⊗
A
gHg−1
M
as a coadmissible left ÙD(U, H)-module via the K-algebra isomorphism ÛgU,H . Now,
consider the map
ψM : ÙD(U, H)×M −→ M(gU, gHg−1)
(a,m) 7→ ÛgU,H(a) Ù⊗ η(g) ·m
It is evidently left ÙD(U, H)-linear; we will show that ψM is AH -balanced. By
Definition 3.4.9(c), we know that
ÛgU,H ◦ ϕH(U) = ϕgHg−1 (gU) ◦Adη(g) .
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Let a ∈ ÙD(U, H), b ∈ AH and m ∈M . Then
ψM (a · b,m) = ÛgU,H(a ϕH(b)) Ù⊗ η(g) ·m =
= ÛgU,H(a) ÛgU,H(ϕH(b)) Ù⊗ η(g) ·m =
= ÛgU,H(a) ϕgHg−1 (Adη(g)(b)) Ù⊗ η(g) ·m =
= ÛgU,H(a) Ù⊗ Adη(g)(b) · (η(g) ·m) =
= ÛgU,H(a) Ù⊗ η(g) · (bm) =
= ψM (a, bm),
so ψM is AH -balanced, as claimed. Therefore, by the universal property of Ù⊗, ψM
extends uniquely to a left ÙD(U, H)-linear homomorphism
(14)
gM
U,H :M(U, H) =
ÙD(U, H) Ù⊗
AH
M −→ M(gU, gHg−1)
a Ù⊗ m 7→ ÛgU,H(a) Ù⊗ η(g) ·m
Since the left ÙD(U, H)-module structure on M(gU, gHg−1) is given via ÛgU,H ,
we see that gM
U,H(a ·m) = ÛgU,H(a) · gMU,H(m) for all a ∈ ÙD(U, H),m ∈M(U, H) as
claimed.
(b) This is straightforward. 
Whenever U1, . . . ,Um is a finite collection of affinoid subdomains of X, we will
use GU1,...,Um to denote the intersections of their stabilisers in G:
GU1,...,Um := GU1 ∩ · · · ∩GUm .
Note that this is an open subgroup of G because G acts continuously on X.
Theorem 3.5.8. Let M be a coadmissible A-module. Then PA
X
(M), equipped
with the restriction maps τU
V
from Lemma 3.5.4, becomes a G-equivariant presheaf
of D-modules on Xw(T ).
Proof. Let W ⊂ V ⊂ U be members of Xw(T ), and write M := PAX(M). Using
Lemma 3.4.7, choose aU-small compact open subgroupH of GU,V,W, and consider
the following diagram:
M(W, H)
M(W)
OO
M(U)
τU
W
99ttttttttt
τU
V
//
vv♥♥♥
♥♥
♥♥
♥♥
♥♥
♥
M(V)
τV
W
ee❑❑❑❑❑❑❑❑❑
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
M(U, H)
44
// M(V, H).
jj
The large outer triangle commutes by Proposition 3.5.2(a), and the three arrows
connecting the inner triangle with the outer triangle are isomorphisms by Corollary
3.5.6. Hence the inner triangle commutes, and M is a presheaf.
Next, fix g ∈ G, and for every U ∈ Xw(T ) define
gM(U) :M(U)→M(gU)
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to be the inverse limit of the maps gM
U,H :M(U, H)→M(gU, gHg
−1) constructed
in Proposition 3.5.7(a). Note that gM(a ·m) = gD(a) · gM(a) for all a ∈ D and all
m ∈M by Proposition 3.5.7(a,b). Now letV ⊂ U be another affinoid subdomain of
X, choose aU-small compact open subgroupH of GU,V, and consider the following
diagram:
M(U, H)
gM
U,H //

M(gU, gHg−1)

M(U)
gM(U) //
ee❑❑❑❑❑❑❑❑❑❑
τU
V

M(gU)
τgU
gV

77♦♦♦♦♦♦♦♦♦♦♦♦
M(V)
gM(V)
//
yysss
ss
ss
ss
s
M(gV)
''❖❖
❖❖
❖❖
❖❖
❖❖
❖
M(V, H)
gM
V,H
// M(gV, gHg−1).
In this diagram, the four trapezia commute by definition of the maps τU
V
and
gM(U). The outer square commutes by Proposition 3.5.7(b). Because the diagonal
arrows in this diagram are isomorphisms by Corollary 3.5.6, the inner square also
commutes. Therefore gM :M→ g∗M is a morphism of presheaves on Xw(T ).
Finally, it follows from Lemma 3.4.3 that for every compact open subgroup H
of GU and for every g, h ∈ G, we haveÛghU,hHh−1 ◦ ÛhU,H = ıghU,H .
Since M is an A-module, inspecting (14) we see that
gM
(
hM(a Ù⊗ m)) = gM(Ûh(a) Ù⊗ η(h) ·m) =
= Ûg(Ûh(a)) Ù⊗ η(g) · (η(h) ·m) =
= ıgh(a) Ù⊗ η(gh) ·m = (gh)M(a)
for all a Ù⊗ m ∈M. Thus {gM : g ∈ G} is a G-equivariant structure on M. 
We have not yet used part (d) of Definition 3.4.9 in our exposition. We will do so
crucially in the proof of our next result, which essentially states that our functors
PA
X
(−) enjoy a certain transitivity property.
Proposition 3.5.9. Suppose that (U, J) is small, write B := ÙD(U, J) and letN :=
BÙ⊗AJM . Then N is a coadmissible B-module, and there is a natural isomorphism
PAX(M)|Uw
∼=
−→ PBU(N)
of J-equivariant presheaves of D-modules on Uw.
Proof. Note that Uw(T ) = Uw because (U, J) is small. The algebra B acts on
U compatibly with J by Proposition 3.4.10; here BH = ÙD(U, H) for any compact
open subgroup H of J . Let V be an affinoid subdomain of U, and let H be a
compact open subgroup of JV. Unravelling the definitions, we see that
M(V, H) = ÙD(V, H) Ù⊗
AH
M and N(V, H) = ÙD(V, H) Ù⊗ÛD(U,H)
ÅÙD(U, J)Ù⊗
AJ
M
ã
.
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Now consider the following diagram:
M(V, H) //
λV,H

(ÙD(V, H) Ù⊗ÛD(U,H)ÙD(U, H)
) Ù⊗
AH
Å
AJ Ù⊗
AJ
M
ã

N(V, H) ÙD(V, H) Ù⊗ÛD(U,H)
Å
(ÙD(U, H) Ù⊗
AH
AJ )Ù⊗
AJ
M
ã
.oo
The top horizontal map is given by a Ù⊗ m 7→ (a Ù⊗ 1) Ù⊗ (1 Ù⊗ m); this is clearly an
isomorphism. The bottom horizontal map is induced by the isomorphismÙD(U, H) Ù⊗
AH
AJ
∼=
−→ ÙD(U, J)
from Lemma 3.4.11(b), therefore it is an isomorphism by functoriality. The ver-
tical map on the right is an isomorphism obtained by applying the associativity
isomorphism [5, Proposition 7.4] three times. Hence there is a left ÙD(V, H)-linear
isomorphism λV,H : M(V, H) −→ N(V, H) that makes the diagram commute.
This isomorphism is given by
(15) λV,H(a Ù⊗ m) = a Ù⊗ (1 Ù⊗ m) a ∈ ÙD(V, H),m ∈M.
Let M = PA
X
(M) and let N = PB
U
(N). Passing to the inverse limit over all H as
above, we obtain a D(U)-linear map
λ(V) := lim
←−
λ(V, H) :M(V) −→ N (V)
which makes the following square commute:
M(V)
λ(V) //

N (V)

M(V, H)
λV,H
// N(V, H).
Next, let W be an affinoid subdomain of V, choose a compact open subgroup H
of GU,V,W, and consider the following diagram:
(16) M(V, H)
λV,H //

N(V, H)

M(V)
λ(V) //
τV
W
(M)

ff▲▲▲▲▲▲▲▲▲▲
N (V)
τV
W
(N )

99rrrrrrrrrr
M(W)
λ(W)
//
xxrrr
rr
rr
rr
r
N (W)
&&▲▲
▲▲
▲▲
▲▲
▲▲
M(W, H)
λW,H
// N(W, H).
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where the vertical arrows in the inner square come from Lemma 3.5.4. The four
trapezia in this diagram commute by definition, and the outer square commutes
because of the formula (15). Since the diagonal maps are isomorphisms by Corollary
3.5.6, it follows that the inner square is also commutative. Thus
λ :M|Uw −→ N
is an isomorphism of presheaves of D-modules on Uw.
Next, we check that λ is J-equivariant. To see this, let g ∈ J , let H be a compact
open subgroup of JV and consider the following diagram:
ÙD(V, H) Ù⊗
AH
M
λV,H //
gM
V,H

ÙD(V, H) Ù⊗ÛD(U,H)
ÅÙD(U, J)Ù⊗
AJ
M
ã
gN
V,H

M(V)
λ(V) //
gM(V)

cc●●●●●●●●●
N (V)
gN (V)

66♥♥♥♥♥♥♥♥♥♥♥
M(gV)
λ(gV)
//
{{✇✇
✇✇
✇✇
✇✇
✇✇
✇
N (gV)
((PP
PP
PP
PP
PP
PP
P
ÙD(gV, gH) Ù⊗
AgH
M
λgV,gH
// ÙD(gV, gH) Ù⊗ÛD(U,gH)
ÅÙD(U, J)Ù⊗
AJ
M
ã
.
The map ηB : J → B× is γJ : J → ÙD(U, J)×, by the construction given in the
proof of Proposition 3.4.10. Hence, for any a ∈ ÙD(V, H) and any m ∈M , we have
gN
V,H(λV,H(a Ù⊗ m)) = gNV,H(a Ù⊗ (1 Ù⊗ m)) =
= ÛgV,H(a) Ù⊗ ηB(g) · (1 Ù⊗ m) =
= ÛgV,H(a) Ù⊗ (γJ (g) Ù⊗ m) =
= ÛgV,H(a) Ù⊗ (ϕJ (η(g)) Ù⊗ m) =
= ÛgV,H(a) Ù⊗ (1 Ù⊗ η(g) ·m) =
= λgV,gH
(ÛgV,H(a) Ù⊗ η(g) ·m) =
= λgV,gH(g
M
V,H(a Ù⊗ m))
where on the fourth line we used part (d) of Definition 3.4.9. Thus the outer square
of the above diagram commutes. The diagonal arrows in this diagram are isomor-
phisms by Corollary 3.5.6, so the inner square is commutative and λ :M|Uw −→ N
is J-equivariant. 
Lemma 3.5.10. Suppose that (X, G) is small, and that M is a coadmissibleÙD(X, G)-module. Let H be an open subgroup of G and let N be the restriction of
M to ÙD(X, H). Then there is a natural isomorphism
P
ÛD(X,H)
X
(N)
∼=
−→ P
ÛD(X,G)
X
(M)
of H-equivariant presheaves of D-modules on Xw.
Proof. IfU ∈ Xw and J is any open subgroup ofHU, the identity map is a ÙD(U, J)-
linear isomorphism M(U, J)→ N(U, J). Passing to the inverse limit over all such
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J gives us an isomorphism of presheaves P
ÛD(X,G)
X
(M)
∼=→ P
ÛD(X,H)
X
(N) onXw, which
is readily checked to be H-equivariant and D-linear. 
We will now state the main result of § 3.5.
Theorem 3.5.11. Let U ∈ Xw(T ). Then P
A
X
(M)|Uw is a sheaf on Uw with
vanishing higher Cˇech cohomology, for every coadmissible A-module M .
We postpone the proof until §4.4. Because X is smooth, the tangent sheaf T
is locally free. This means that Xw(T ) forms a basis for X, and Theorem 3.5.11
implies that PA
X
(M) is a sheaf onXw(T ) in the sense of [5, §9.1]. We can now apply
a general result (see [5, Theorem 9.1]) to deduce that PA
X
(M) extends uniquely to
a sheaf on Xrig, the strong G-topology of X.
Definition 3.5.12. We define LocA
X
(M) be the unique sheaf on Xrig whose restric-
tion to Xw(T ) is the presheaf PAX(M).
It is straightforward to see that LocA
X
(M) is in fact a G-equivariant sheaf of
D-modules on Xrig.
3.6. Coadmissible equivariant D-modules. We continue to assume that X is
a smooth rigid analytic variety, and that G is a not necessarily compact p-adic Lie
group acting continuously on X. In §3.6, we will give a ‘purely local’ definition of
coadmissible G-equivariant D-modules on X, by gluing together the categories of
coadmissible ÙD(U, H)-modules, as U varies over all affinoid subdomains in Xw(T )
and H varies over all possible U-small subgroups of G. To do this correctly, it
turns out that we need the local sections of morphisms between the G-equivariant
D-modules of interest to be continuous. This, in turn, necessitates keeping track
of certain topologies on certain local sections of these G-equivariant D-modules —
see Remark 3.6.3(d) below. The following framework will turn out to be convenient
for our purposes.
Definition 3.6.1. Recall thatXw(T ) is the set of affinoid subdomainsU ofX such
that T (U) admits a free A-Lie lattice for some affine formal model A in O(U).
(a) We say that a G-equivariant D-module M on Xrig is locally Fre´chet if
• M(U) is equipped with a Fre´chet topology for every U ∈ Xw(T ),
• the maps gM(U) : M(U) → M(gU) are continuous, whenever U ∈
Xw(T ) and g ∈ G.
(b) A morphism of G-equivariant locally Fre´chet D-modules is a morphism
f :M→N of G-equivariant D-modules, such that f(U) :M(U)→ N (U)
is continuous for every U ∈ Xw(T ). We call such morphisms continuous.
Notation 3.6.2. We denote the category whose objects are G-equivariant locally
Fre´chet D-modules on X and whose morphisms are continuous maps by
Frech(G−DX).
We denote the forgetful functor to G-equivariant D-modules on X by
Φ : Frech(G−DX)→ G−D−mod .
Remarks 3.6.3.
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(a) Note that we are not equipping M(U) with a Fre´chet topology for every
admissible open subset U of X: the choice of Xw(T ) is the most economi-
cal because Theorem 3.5.11 tells us that we know what the restrictions of
our sheaf LocA
X
(M) to U ∈ Xw(T ) look like. Instead of Xw(T ), we could
also have chosen to work with quasi-compact admissible open subsets. Be-
cause the category of Fre´chet spaces is stable only under countable and not
arbitrary projective limits, which are needed to compute local sections of
admissible open subsets that may be too large to admit countable admissi-
ble affinoid coverings, and it is certainly not stable under arbitrary filtered
inductive limits, which arise in the sheafification process. Of course, instead
of Fre´chet spaces, we could have chosen to work with a category of topolog-
ical vector spaces that is large enough to be stable under every such limit,
such as locally convex vector spaces, or perhaps instead with the category
of bornological vector spaces. Since we are not particularly interested in the
topology of the local sections of our coadmissible G-equivariant D-modules
over arbitrary admissible open subsets in this paper, to keep matters as
simple as possible, we will not consider any topology on these spaces of
local sections.
(b) The category Frech(G−DX) is additive, and admits kernels. Other axioms
of abelian categories, even such basic ones as the existence of cokernels,
do not follow from the weak axiomatic framework of Definition 3.6.1: one
problem is that the D(U)-action onM(U) is not assumed to be separately
continuous. However, we will see that the category of coadmissible G-
equivariant D-modules is abelian.
(c) The real technical reason why we need to keep track of these topologies is
as follows. In Definition 3.6.7 below, we define the category CX/G of coad-
missible G-equivariant D-modules on X. One of its main properties should
be that Γ(U,−) takes values in coadmissible ÙD(U, GU)-modules for every
U ∈ Xw(T ). Now even assuming we can show that M(U) is a coadmis-
sible ÙD(U, GU)-module for every M ∈ CX/G, a morphism ϕ : M→ N of
G-equivariantD-modules will at best a priori only give rise to a D(U)⋊GU-
linear mapM(U)→ N (U), which need not be ÙD(U, GU)-linear, in general.
However, because D(U) ⋊GU is dense in ÙD(U, GU), a D(U) ⋊GU-linear
morphism between two coadmissible ÙD(U, GU)-modules is ÙD(U, GU)-linear
if and only if it is continuous with respect to the canonical topologies on
M(U) and N (U).
(d) We do not require the restriction maps in, nor the D-module structure on, a
G-equivariant locally Fre´chet D-module M to be continuous. This is done
to keep the exposition as simple as possible: in fact our coadmissible G-
equivariant D-modules do have continuous D-module structure, but these
are consequences of the far more stringent condition of being coadmissible.
Remark 3.6.4. If M is a G-equivariant D-module on X (respectively, Xw or
Xw(T )) and H is any closed subgroup of G, then we can always regard M as an
H-equivariant D-module on X (respectively, Xw or Xw(T )). In this way we obtain
the restriction functor
ResGH : Frech(G−DX) −→ Frech(H −DX)
and its obvious analogues on Xw and Xw(T ).
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Lemma 3.6.5. Let A be a Fre´chet-Stein algebra. Then any A-linear map M → N
between two co-admissible A-modules is automatically continuous.
Proof. This follows from [60, Proposition 2.1(iii) and Corollary 3.3] — see the
remarks appearing immediately after the proof of [60, Lemma 3.6]. 
Proposition 3.6.6. Suppose that A acts on X compatibly with G. Then LocAX is
a functor from coadmissible A-modules to G-equivariant locally Fre´chet D-modules
on X.
Proof. Fix the coadmissible A-module M , and recall the G-equivariant presheaf
M := PA
X
(M) of D-modules on Xw(T ) from Theorem 3.5.8. Let U ∈ Xw(T ), and
choose a U-small subgroup J of G. There is a canonical isomorphism M(U) ∼=
M(U, J) = ÙD(U, J)Ù⊗AJM by Corollary 3.5.6, soM(U) carries a canonical Fre´chet
topology, being a coadmissible ÙD(U, J)-module. This topology is independent
of the choice of J . Now, let g ∈ G and consider the map gM
U,J : M(U, J) →
M(gU, gJg−1). By Proposition 3.5.7(a), this map satisfies gM
U,J(a ·m) = ÛgU,J(a) ·
(g ·m) for all a ∈ ÙD(U, J) andm ∈M , so when we regardM(gU) as a coadmissibleÙD(U, J)-module via the continuous ring isomorphism ÛgU,J from Lemma 3.4.3, gMU,J
becomes a ÙD(U, J)-linear map between two coadmissible ÙD(U, J)-modules. Hence
gM(U) is continuous by Lemma 3.6.5. The restriction of the functor LocA
X
(M) to
Xw(T ) is M by Theorem 3.5.11, so Loc
A
X
(M) is a G-equivariant locally Fre´chet
D-module on X.
Now if f : M → N is an A-linear map between two coadmissible A-modules,
then for any V ∈ Xw(T ) and any V-small subgroup H of G, the functoriality ofÙ⊗ induces a ÙD(V, H)-linear map 1Ù⊗f :M(V, H)→ N(V, H), which is continuous
by Lemma 3.6.5. In this way we obtain a G-equivariant morphism of presheaves
PA
X
(M) → PA
X
(N) on Xw(T ) whose local sections are continuous, and after ap-
plying [5, Theorem 9.1], we get a morphism LocAX(f) : Loc
A
X(M) → Loc
A
X(N)
of G-equivariant locally Fre´chet DX-modules. It is straightforward to verify that
LocAX(g ◦ f) = Loc
A
X(g) ◦ Loc
A
X(f) whenever g : N → N
′ is another A-linear map
to a coadmissible A-module N . 
We now come to another central definition of this paper.
Definition 3.6.7. Let M be a G-equivariant locally Fre´chet D-module on X.
(a) Let U be an Xw(T )-covering. We say that M is U-coadmissible if for each
U ∈ U there is aU-small subgroupH of G, a coadmissible ÙD(U, H)-module
M , and an isomorphism
Loc
ÛD(U,H)
U
(M)
∼=
−→M|Urig
of H-equivariant locally Fre´chet D-modules on U.
(b) We say that M is coadmissible if it is U-coadmissible for some Xw(T )-
covering U .
(c) We denote the full subcategory of Frech(G−DX) consisting of coadmissible
G-equivariant locally Fre´chet D-modules by
CX/G.
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We will abbreviate the term “coadmissible G-equivariant locally Fre´chet D-
module” to just “coadmissible G-equivariant D-module”. As one may expect, we
have the following canonical source of examples of such modules.
Proposition 3.6.8. Suppose that A acts on X compatibly with G. Then the
functor LocAX from coadmissible A-modules to Frech(G−DX) takes values in CX/G.
Proof. Choose any Xw(T )-covering U of X, fix U ∈ U and choose a U-small sub-
group J of G using Lemma 3.4.7. Let M be a coadmissible A-module and let N
be the coadmissible ÙD(U, J)-module ÙD(X, J)Ù⊗AJM . By [5, Theorem 9.1], the iso-
morphism PA
X
(M)|Uw
∼=
−→ P
ÛD(X,J)
U
(N) of J-equivariant presheaves ofD-modules on
Uw from Proposition 3.5.9 extends uniquely to an isomorphism Loc
A
X
(M)|Uw
∼=−→
Loc
ÛD(X,J)
J (N) of J-equivariant D-modules on U. This isomorphism is continuous
by Lemma 3.6.5, so we see that LocA
X
(M) is U-coadmissible. 
Coadmissible G-equivariant D-modules behave well under refinements.
Lemma 3.6.9. Let M be a G-equivariant locally Fre´chet D-module on X, let U
be an Xw(T )-covering of X and let V be Xw(T )-refinement of U . Suppose thatM
is U-coadmissible. Then M is also V-coadmissible.
Proof. Let V ∈ V . Since V is a refinement of U , we can find some U ∈ U which
contains V. Since M is coadmissible, there is a U-small subgroup H of G, a coad-
missible B := ÙD(U, H)-module M and an isomorphism LocBU(M) ∼=−→ M|Urig of
H-equivariant locally Fre´chet D-modules onU. Choose an open subgroup J of HV.
This restricts to a continuous isomorphism PB
U
(M)|Vw
∼=−→M|Vw of J-equivariant
D-modules on Vw. On the other hand, letting C := ÙD(V, J) and N := CÙ⊗BM
and applying Proposition 3.5.9 gives us an isomorphism PB
U
(M)|Vw
∼=
−→ PC
V
(N)
of J-equivariant D-modules on Vw. The local sections of this isomorphism are
automatically continuous by Lemma 3.6.5, so by combining these two isomor-
phisms we obtain a continuous isomorphism PC
V
(N)
∼=
−→ M|Vw of J-equivariant
D-modules on Vw. Applying [5, Theorem 9.1] gives a continuous isomorphism
Loc
ÛD(V,J)
V
(N)
∼=
−→M|Vrig of J-equivariant D-modules on V. 
Coadmissible G-equivariant D-modules behave well under restriction.
Proposition 3.6.10. Let M∈ CX/G.
(a) Let H be an open subgroup of G. Then M ∈ CX/H .
(b) Let Y be an admissible open subset of X. Then M|Y ∈ CY/GY .
Proof. (a) The problem reduces in a straightforward way to the case where (X, G)
is small and M = Loc
ÛD(X,G)
X
(M) for some coadmissible ÙD(X, G)-module M . Let
N be the restriction of M to ÙD(X, H), a coadmissible ÙD(X, H)-module by Lemma
3.5.10. The isomorphism P
ÛD(X,G)
X
(M)
∼=
→ P
ÛD(X,H)
X
(N) on Xw from Lemma 3.5.10
is continuous by Corollary 3.5.6 and Lemma 3.6.5, so its canonical extension toXrig
an isomorphism Loc
ÛD(X,G)
X
(M)
∼=
→ Loc
ÛD(X,H)
X
(N) of H-equivariant locally Fre´chet
D-modules on X. Hence M is a coadmissible H-equivariant D-module on X.
(b) It follows from Remark 3.6.4 that M is a GY-equivariant locally Fre´chet
D-module on X. Since Y is admissible open in X, Yw(T ) is a subset of Xw(T ) so
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M|Y is also a GY-equivariant locally Fre´chet D-module on Y, and it remains to
see that M|Y is coadmissible.
Suppose thatM is U-coadmissible for someXw(T )-covering U . For everyU ∈ U ,
choose an admissible affinoid covering VU of Y ∩U and let V = ∪U∈UVU. Then V
is a Yw(T )-covering of Y which refines U . In this way we reduce the problem to
the case where both Y and X are affinoid, (X, G) is small, andM = Loc
ÛD(X,G)
X
(M)
for some coadmissible ÙD(X, G)-module M . Let H := GY, an open subgroup of G.
It now follows from Proposition 3.5.9 that
(17) M|Y = Loc
ÛD(X,G)
X
(M)|Y ∼= Loc
ÛD(Y,H)
Y
(ÙD(Y, H) Ù⊗ÛD(X,H)M
)
as H-equivariant locally Fre´chet D-modules on Y. 
Theorem 3.6.11. Suppose that (X, G) is small. Then the localisation functor
Loc
ÛD(X,G)
X
: CÛD(X,G) −→ CX/G
is an equivalence of categories.
Proof. Let M,N be coadmissible ÙD(X, G)-modules, and write Loc := LocÛD(X,G)
X
.
By Corollary 3.5.6 and Theorem 3.5.11, we can identify M(X, G) with Loc(M)(X),
functorially inM . Therefore, for any ÙD(X, G)-linear morphism f :M → N we have
the commutative diagram
M
f //

N

M(X, G)
Loc(f)(X)
// N(X, G).
Because the map N → N(X, G) which sends n to 1 Ù⊗ n is an isomorphism, we see
that Loc is faithful.
Suppose next that α : Loc(M)→ Loc(N) is a morphism of G-equivariant locally
Fre´chet D-modules on X. Now α(X) : Loc(M)(X) → Loc(N)(X) is D(X) ⋊ G-
linear by Proposition 2.3.5, and continuous by Definition 3.6.1(b), so it must also
be ÙD(X, G)-linear because M(X, G) and N(X, G) are both coadmissible ÙD(X, G)-
modules. Letting f :M → N be defined by the commutative diagram
M
f //
∼=

N
∼=

M(X, G)
α(X)
// N(X, G)
we see that f is ÙD(X, G)-linear, and we claim that Loc(f) = α. To see this, let
U ∈ Xw, recall that the map M(X, GU)→M(X, G) is a bijection by Proposition
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3.5.5, and consider the commutative diagram
M(U, GU)
α(U) //
Loc(f)(U)
// N(U, GU)
M(X, GU)
gg◆◆◆◆◆◆◆◆◆◆◆
∼=
ww♣♣♣
♣♣
♣♣
♣♣
♣♣
N(X, GU)
77♣♣♣♣♣♣♣♣♣♣♣
∼=
''◆◆
◆◆
◆◆
◆◆
◆◆
◆
M(X, G)
OO
α(X) //
Loc(f)(X)
// N(X, G)
OO
By construction, α(X) = Loc(f)(X), and the image of M(X, G) in M(U, GU)
under the vertical map in this diagram generates a dense ÙD(U, GU)-submodule
of M(U, GU) = ÙD(U, GU) Ù⊗ÛD(X,G)M . Since α(U) and Loc(f)(U) are continuous
D(U) ⋊ GU-linear maps that agree on this submodule, it follows that they are
equal. Since Xw is a basis, we see that Loc(f) = α, and therefore Loc is full.
The proof of the fact that Loc is essentially surjective is quite long. In order to
not interrupt the flow of the paper, we have postponed it until §4.4 below — see
Theorem 4.4.3. 
3.7. CX/G is an abelian category. We continue to assume that X is a smooth
rigid analytic variety, and that G is a not necessarily compact p-adic Lie group act-
ing continuously onX. In §3.7, we will prove that the category CX/G of coadmissible
G-equivariant D-modules on X is abelian. Recall from [5, Definition 7.5(a)] that if
A→ B is a continuous homomorphism of Fre´chet-Stein algebras, then B is said to
be a right c-flat A-module if the functor BÙ⊗A− from coadmissible A-modules to
coadmissible B-modules is exact.
Theorem 3.7.1. Suppose that (X, H) is small and letU ∈ Xw/H . Then ÙD(U, H)
is a c-flat right ÙD(X, H)-module.
We postpone the proof until §4.4. The category G−DX−mod is abelian, and we
have the forgetful functor
Φ : Frech(G−DX) −→ G−DX−mod .
Corollary 3.7.2. If (X, G) is small then
Φ ◦ Loc
ÛD(X,G)
X
: CÛD(X,G) −→ G−DX−mod
is an exact functor.
Proof. Let 0 → M1 → M2 → M3 → 0 be a short exact sequence of coadmissibleÙD(X, G)-modules, let U ∈ Xw and choose an open subgroup H of GU. Then
(U, H) is small by Lemma 3.4.5, so the sequence of ÙD(U, H)-modules
0→M1(U, H)→M2(U, H)→M3(U, H)→ 0
is exact by Theorem 3.7.1 and [5, Proposition 7.5(a)]. Corollary 3.5.6 and Theorem
3.5.11 now imply that P
ÛD(X,G)
X
is an exact functor from CÛD(X,G) to G-equivariant
D-modules on Xw. Since the extension functor from sheaves on Xw to sheaves on
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Xrig is an equivalence of categories by [5, Theorem 9.1], we see that Φ ◦ Loc
ÛD(X,G)
X
is also exact. 
In an attempt to make this material more readable, if α :M→N is a morphism
in CX/G we will continue to write kerα to mean the G-equivariant D-module that
is the kernel of Φ(α) : Φ(M)→ Φ(N ), rather than the more precise, but confusing,
kerΦ(α). We adopt a similar abuse of notation with the sheaves imα and cokerα.
Lemma 3.7.3. Let α :M→ N be a morphism in CX/G. Then the G-equivariant
D-module kerα is coadmissible, and the canonical morphism kerα →֒ M is contin-
uous.
Proof. For any U ∈ Xw(T ), (kerα)(U) is the kernel of the continuous map α(U) :
M(U)→ N (U) between two Fre´chet spaces. Therefore it is closed, and we equip it
with the subspace Fre´chet topology fromM(U). For any g ∈ G, the map gkerα(U) :
(kerα)(U)→ (kerα)(gU) is the restriction of gM(U) :M(U)→M(gU), which is
continuous. So the G-equivariant D-module kerα is locally Fre´chet.
By choosing a common refinement and appealing to Lemma 3.6.9, we may assume
that M and N are both U-coadmissible for some Xw(T )-covering U . Fix U ∈ U .
By Definition 3.6.7 and Theorem 3.6.11, we can find a U-small subgroup H of G,
a morphism f : M → N of coadmissible ÙD(U, H)-modules and a commutative
diagram of H-equivariant DU-modules
Loc(M)
Loc(f) //
λ ∼=

Loc(N)
µ ∼=

M|U α|U
// N|U,
where Loc := Loc
ÛD(U,H)
U
and the maps λ, µ are continuous. The ÙD(U, H)-module
ker f is coadmissible by [60, Corollary 3.4(ii)]. Because Loc is exact by Corollary
3.7.2, we obtain a commutative diagram of H-equivariant DU-modules
0 // Loc(ker f) //
ψ ∼=

Loc(M)
Loc(f) //
λ ∼=

Loc(N)
µ ∼=

0 // kerα //M|U α|U
// N|U
with exact rows. Since H−DU−mod is an abelian category, the Five Lemma gives
an isomorphism of H-equivariant DU-modules ψ completing the diagram. For any
V ∈ Uw, ψ(V) is the restriction of the continuous map λ(V) to Loc(ker f)(V),
and is therefore continuous. Hence kerα is U-coadmissible, and kerα →֒ M is
continuous by construction. 
Lemma 3.7.4. Let M ∈ CX/G, U ∈ Xw(T ) and i > 0. Then H
i(U,M) = 0.
Proof. Choose aU-small subgroupH of G. By Proposition 3.6.10(b),M|U ∈ CU/H
and Hi(U,M) = Hi(U,M|U). So we may assume that (X, G) is small. But now
M∼= Loc
ÛD(X,G)
X
(M) for some coadmissible ÙD(X, G)-module M by Theorem 3.6.11,
so Hˇi(U ,M|V) = 0 for any finite affinoid covering U of any affinoid subdomain V of
U by Proposition 3.5.9 and Theorem 3.5.11. Now apply [62, Lemma 21.11.9]. 
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Lemma 3.7.5. Let α :M→ N be a morphism in CX/G. Then the G-equivariant
D-module cokerα is coadmissible, and the canonical morphism N ։ cokerα is
continuous.
Proof. We first handle the special case where kerα = 0, so that we have the short
exact sequence 0 →M→ N → cokerα → 0 in G−D−mod. For any U ∈ Xw(T ),
the sequence 0 → M(U)
α(U)
−→ N (U) → (cokerα)(U) → 0 is exact by Lemma
3.7.4, so (cokerα)(U) ∼= cokerα(U). Now M(U) and N (U) are coadmissibleÙD(U, H)-modules for any U-small subgroup H of G, by Proposition 3.6.10 and
Theorem 4.4.3. The map α(U) is D(U) ⋊ H-linear by Proposition 2.3.5 as well
as continuous, hence it is also ÙD(U, H)-linear. Since ÙD(U, H) is Fre´chet-Stein by
Theorem 3.4.8, (cokerα)(U) ∼= cokerα(U) is a coadmissible ÙD(U, H)-module by
[60, Corollary 3.4(ii)], and we will therefore equip it with the canonical Fre´chet
topology. Let g ∈ G. Since gcokerα(U) : (cokerα)(U) → (cokerα)(gU) is induced
by the ÙD(U, H)-linear map gM(U) :M(U)→M(gU) (when we view M(gU) as
a ÙD(U, H)-module via the isomorphism ÛgU,H), it is also ÙD(U, H)-linear and thus
continuous. So the G-equivariant D-module cokerα is locally Fre´chet.
By choosing a common refinement and appealing to Proposition 3.6.9, we may
assume that M and N are both U-coadmissible for some Xw(T )-covering U . Fix
U ∈ U . By Theorem 3.6.11 and Corollary 3.7.2, we can find a U-small subgroup
H of G, a morphism of coadmissible ÙD(U, H)-modules f :M → N and a diagram
of H-equivariant DU-modules
0 // Loc(M)
Loc(f) //
λ ∼=

Loc(N) //
µ ∼=

Loc(coker f)
∼=ψ

// 0
0 //M|U α|U
// N|U // cokerα|U // 0
with exact rows and continuous λ, µ, where Loc := Loc
ÛD(U,H)
U
. Let V ∈ Uw.
By Lemma 3.7.4 and Theorem 4.4.3, applying Γ(V,−) to this diagram keeps the
rows exact and sends all objects to coadmissible ÙD(V, HV)-modules. Now λ(V) and
µ(V) are continuousD(V)⋊HV-linear maps by Proposition 2.3.5, hence ÙD(U, HV)-
linear. Therefore ψ(V) is also ÙD(V, HV)-linear by the exactness of the diagram,
and therefore continuous by Lemma 3.6.5. So ψ is continuous, and it follows that
cokerα is U-coadmissible.
The map N (U)→ (cokerα)(U) is ÙD(U, GU)-linear by construction, and there-
fore continuous. It follows that the canonical map N ։ cokerα is continuous.
Returning to the general case where kerα is not necessarily zero, we have two
short exact sequences of G-equivariant D-modules
0→ kerα→M→ imα→ 0 and 0→ imα→ N → cokerα→ 0.
Now kerα →֒ M is a morphism in CX/G by Lemma 3.7.3, so M → imα is also a
morphism in CX/G by the special case applied to the first sequence.
Finally, consider the canonical map imα →֒ N . For any U ∈ Xw(T ), the
canonical topology on (imα)(U) defined above agrees with the subspace topology
induced from N (U). Thus imα →֒ N is continuous, and another application of the
special case completes the proof. 
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Lemma 3.7.6. Let A be a Fre´chet-Stein algebra, and suppose given the following
commutative diagram of K-vector spaces
P
j

u
""❊
❊❊
❊❊
❊❊
❊ Q
0 // kerα
i
// M α
// N
v
;;✇✇✇✇✇✇✇✇✇
q
// cokerα
r
OO
// 0.
Suppose that all objects in this diagram are coadmissible A-modules, that the maps
u, α, v are A-linear and that the maps i and q are canonical. Then the dotted arrows
j and r are continuous.
Proof. The maps u and i are continuous by Lemma 3.6.5. Equip im i with the
subspace topology from M . Then im i is closed in M by [60, Corollary 3.4(ii)
and Lemma 3.6], so the map i is a homeomorphism onto its image by the Open
Mapping Theorem [58, Proposition 8.6]. Hence every open neighbourhood of zero
in kerα is of the form i−1(V ) for some open neighbourhood V of 0 in M . Hence
j−1(i−1(V )) = u−1(V ) is open in P and j is continuous.
Similarly, q and v are continuous by Lemma 3.6.5, and q is open by the Open
Mapping Theorem, so for every open neighbourhood V of zero in Q, r−1(V ) =
q(q−1r−1(V )) = q(v−1(V )) is open in cokerα and r is continuous. 
Theorem 3.7.7. The category CX/G is abelian.
Proof. Let α : M → N be a morphism in CX/G. Then by Lemma 3.7.3, the
canonical map i : kerα →֒ M is a morphism in CX/G. Suppose that u : P → M
is another morphism in CX/G such that α ◦ u = 0. Since i is the kernel of α in
G−DX−mod, there is a unique morphism of G-equivariant D-modules j : P → kerα
such that u = i ◦ j. Now if U ∈ Xw(T ) and H is a U-small subgroup of G, then
all objects in the commutative diagram
P(U)
j(U)

u(U)
%%▲▲
▲▲
▲▲
▲▲
▲▲
0 // (kerα)(U)
i(U)
//M(U)
α(U)
// N (U)
are coadmissible ÙD(U, H)-modules by Theorem 4.4.3, and it follows from Lemma
3.7.6 that j(U) is continuous. Hence j : P → kerα is actually a morphism in CX/G,
and if j′ : P → kerα is another map such that u = i ◦ j′ then j = j′ because the
forgetful functor Φ is faithful. Thus i is the kernel of α in CX/G.
We have shown that CX/G has kernels, and an entirely similar argument using
Lemma 3.7.4 and Lemma 3.7.5 shows that it also has cokernels. Next, we verify
that every monomorphism α : M → N in CX/G is the kernel of its cokernel q :
N → cokerα. To this end, consider the commutative diagram in CX/G
0 //M
j

α // N
q // cokerα // 0
0 // ker q // N
q
// cokerα // 0
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where j is induced by the universal property of ker q, and the rows are exact in
G−DX−mod. The arrow Φ(j) is an isomorphism by the Five Lemma in the abelian
category G−DX−mod, so the local sections j(U) are continuous bijections for all
U ∈ Xw(T ). By the Open Mapping Theorem, their inverses are also continuous
and we see that j is an isomorphism in CX/G. An entirely similar argument shows
that every epimorphism in CX/G is the cokernel of its kernel. According to [65,
Definition 1.2.2], we have verified that CX/G is an abelian category. 
Proof of Theorem B. Parts (a) and (b) follow from Proposition 3.6.10. Part (c) is
Theorem 3.6.11 and part (d) is Theorem 3.7.7. 
4. Levelwise localisation
4.1. Noetherianity and flatness over general base fields. In our earlier paper
[5] we worked throughout with a base field K which was discretely valued. We will
now recall and extend some of the results from that paper to the case where K is an
arbitrary field equipped with a complete, non-trivial, non-Archimedean valuation.
Our proofs will be based on the following deep result.
Theorem 4.1.1 (Raynaud-Gruson, 1971). Let R be a commutative ring with
finitely many weakly associated primes, and let S be a commutative R-algebra of
finite presentation. Then every finitely generated S-module which is flat as an
R-module is finitely presented as an S-module.
Proof. The definition of weakly associated primes can be found at [62, Definition 30.5.1].
This follows immediately from [49, Theorem 3.4.6]. A more modern account of the
proof can be found at [62, Lemma 37.13.7]. 
Corollary 4.1.2. Theorem 4.1.1 applies whenever R is a domain, or has finitely
many prime ideals.
Proof. In the case where R is a domain, the only weakly associated prime of the
regular R-module R is the zero ideal, and the second case is trivial. 
We will work in the following setting.
Hypothesis 4.1.3.
• U is a π-adically complete and separated R-algebra,
• U is flat over R,
• U/πU is a commutative R/πR-algebra of finite presentation.
Following [1, Proposition 1.9.14], we can now give a very useful consequence of
Theorem 4.1.1.
Theorem 4.1.4. Let M be a finitely generated U-module and let N be a U-
submodule of M such that M/N is R-torsionfree. Then N is finitely generated.
Proof. BecauseM/N ∼= Um/N ′ for some U-submodule N ′ of Um for some m ∈ N,
we may assume that M = Um is a free U-module of rank m. The short exact
sequence 0 → N → M → M/N → 0 consists of torsion-free R-modules by
assumption. Because R is a valuation ring, every finitely generated ideal in R is
principal, so each term in this sequence is a flat R-module by [15, Chapter I, §2.4,
Proposition 3(ii)]. Writing R := R/πR, [62, Lemma 10.38.7] implies that
0→ N ⊗R R →M⊗R R → (M/N )⊗R R → 0
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is also exact, and consists of flat R-modules. Now U/πU is also a finitely presented
commutativeR/πR-algebra by assumption. Note thatR/πR has exactly one prime
ideal because R is a valuation ring of height 1. Because (M/N )⊗RR is a finitely
generated module over U/πU , we may now invoke Corollary 4.1.2 to deduce that it
is in fact finitely presented.
The displayed exact sequence above, together with Schanuel’s Lemma [41, 7.1.2],
now implies that N/πN ∼= N ⊗RR is a finitely generated U/πU-module; this also
follows from [62, Lemma 10.5.3(5)]. Hence grN :=
⊕
n>0 π
nN/πn+1N is a finitely
generated module over grU :=
⊕
n>0 π
nU/πn+1U . Finally, U is π-adically complete
and separated by construction, soN is π-adically separated as it is contained in Um.
Hence the U-module N is finitely generated by [40, Chapter I, Theorem 5.7]. 
Corollary 4.1.5. Suppose U satisfies Hypothesis 4.1.3. Then U := U ⊗R K is
Noetherian.
Proof. By symmetry, it will suffice to show that U is left Noetherian. Let I be a
left ideal of U ; then I := U ∩ I is a left ideal in U such that U/I is R-torsionfree.
Hence I is finitely generated as a left ideal by Theorem 4.1.4, so I = K ·I is finitely
generated as a left ideal in U . 
We begin by adapting several results from [1], namely [1, 1.9.13, 1.8.27, 1.8.29]
to our non-commutative setting.
Proposition 4.1.6. Let M be a finitely generated U-module.
(a) For every U-submodule N ⊂M there is n0 ∈ N such that
πn+1M∩N = π (πnM∩N ) for all n > n0.
(b) M is π-adically separated,
(c) M is π-adically complete.
Proof. (a) Let N ′/N be the π-torsion submodule of M/N . As M/N ′ is R-
torsionfree, Theorem 4.1.4 implies that N ′ is finitely generated over U . Hence we
can find n0 ∈ N such that πn0N ′ ⊆ N . Now, πnM∩N = (πnM∩N ′)∩N = πnN ′∩
N = πnN ′ whenever n > n0, so πn+1M∩N = πn+1N ′ = π(πnN ′) = π(πnM∩N )
for all n > n0 as required.
(b) Let x ∈
⋂∞
n=0 π
nM and let N := U · x. Then part (a) implies that for some
n ∈ N, N ⊆ πn+1M∩N = π(πnM∩N ) = πN , so we can find a ∈ πU such that
x = ax. But U is π-adically complete, so 1 + πU ⊂ U× and therefore x = 0.
(c) The proof of [15, Chapter III, §2.12, Corollary 1 to Proposition 16] works. 
Proposition 4.1.7. Suppose that V is another π-adically complete, separated and
flat R-algebra which contains U . Let y ∈ V , and suppose that the map U/πU →
V/πV extends to an R/πR-algebra isomorphism (U/πU)[Y ] ∼= V/πV which sends
Y to y + πV . Let C be the centraliser of y in U := UK . Then
(a) V := VK is a flat U -module on both sides, and
(b) for every finitely generated U -module M there is a natural isomorphism of
C〈Y 〉-modules ηM : M〈Y 〉
∼=
−→ V ⊗U M .
Proof. (a) We will deduce this from [40, Chapter II, §1.2, Proposition 1]. Equip
U and V with the π-adic filtrations whose degree zero pieces are given by U and
V , respectively. We must show that good filtrations on V -modules are separated,
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that the π-adic filtration on U has the left Artin-Rees property in the sense of [40,
Chapter II, §1.1, Definition], and that grV is a flat grU -module.
If M is a V -module with some good filtration F•M , then writing M := F0M
we necessarily have FnM = π
−nM for all n ∈ Z, and the associated Rees mod-
ule with respect to this filtration therefore has the form M˜ =
⊕
n∈Z T
nπ−nM =
M[T/π, π/T ]. Now, M˜ is a finitely generated ‹U ∼= U [T/π, π/T ]-module. Setting
T = π implies that the U-module M is finitely generated. So the π-adic filtration
on M, and hence F•M , is separated by Proposition 4.1.6(b).
To see that the π-adic filtration on U has the left Artin-Rees property, we must
show that for every finitely generated left ideal I = Ux1 + · · · + Uxs of U there
is an integer c such that FnU ∩ I ⊆
∑s
j=1 π
n+cU · xj for all n ∈ Z. Writing
I := Ux1 + · · ·+ Uxs and using the fact that I is a K-vector space, we see that it
will suffice to show that U ∩ I ⊆ πcI for some c ∈ Z. However, we can find a finite
generating set v1, . . . , vm for U ∩ I as a left ideal in U by Theorem 4.1.4. Choose
d ∈ N such that πdvj ∈ I for all j = 1, . . . ,m; then πd(U ∩ I) = πd
∑m
j=1 Uvj ⊆ I
and hence U ∩ I ⊆ π−dI as required.
Finally, V := V/πV is a free U := U/πU-module on both sides by assumption.
Hence grV ∼= V [s, s−1] is flat over grU ∼= U [s, s−1].
(b) Because V/πV ∼= (U/πU)[Y ] by assumption, the R-algebra V also satisfies
Hypothesis 4.1.3. Choose a finitely generated U-submodule M in M which gen-
erates M as a K-vector space. Then V ⊗U M = (V ⊗U M) ⊗R K. The finitely
generated V-module V ⊗U M is π-adically complete and separated by Proposition
4.1.6(b,c). So, for any sequence of elements mj ∈ M tending to zero, the series∑∞
j=0 Y
j ⊗mj converges to a unique element ηM
(∑∞
j=0 Y
jmj
)
∈ V ⊗U M . This
defines a C-linear morphism ηM : M〈Y 〉 −→ V ⊗U M which is functorial in M . It
is straightforward to see that ηM is also C〈Y 〉-linear. Now, ηU is an isomorphism
by construction of V , and M is a finitely presented U -module because U is Noe-
therian by Corollary 4.1.5. We may view η as a natural transformation between
two right exact functors and use the Five Lemma to conclude that ηM is always an
isomorphism. 
We now suppose further that
• y ∈ U (possibly y /∈ U) is such that [y,U ] ⊆ πU .
Let δ : U → U be the restriction of ad(y) : U → U to U . This is an R-linear
derivation, so we may form the skew-polynomial ring U [Y ; δ], its π-adic completion
V :=◊ U [Y ; δ]
and the skew-Tate algebra
V := V ⊗R K =ÿ U [Y ; δ]K .
We can now generalise [5, Theorem 4.5].
Theorem 4.1.8. Suppose that U satisfies Hypothesis 4.1.3 and that y ∈ U is such
that [y,U ] ⊆ πU . Then V/(Y − y)V is a flat U -module on both sides.
Proof. By [5, Proposition 4.4], to show that V/(Y − y)V is a flat right U -module,
we have to show left-multiplication by Y − y on V is injective, that V is a flat right
U -module, and V ⊗U M is (Y − y)-torsionfree for all finitely generated U -modules
M . Note that the first condition follows from the third condition by takingM = U .
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Our assumptions on y ensure that V =◊ U [Y ; δ] satisfies the hypotheses of Propo-
sition 4.1.7. Hence, the second condition of [5, Proposition 4.4] holds by Proposition
4.1.7(a). In view of Proposition 4.1.7(b), it remains to show that M〈Y 〉 is (Y − y)-
torsion-free for every finitely generated U -module M .
Suppose now that the element
∑∞
j=0 Y
jmj ∈ M〈Y 〉 is killed by Y − y. Then
lim
j→∞
mj = 0, and setting m−1 := 0, we deduce the equations
ymj = mj−1 for all j ∈ N
because y commutes with Y inside V . Consider the U -submodule N ofM generated
by the mj . Because M is Noetherian by Corollary 4.1.5, N must be generated by
m0, . . . ,md for some d > 0, say.
Let M be a finitely generated U-submodule of M which generates M as a K-
vector space, and let N :=
∑d
i=0 Umi. BecauseM/M∩N is R-torsionfree, Theo-
rem 4.1.4 implies that M∩N is a finitely generated U-submodule of N . Because
K ·N = K ·(M∩N) = N , the U-modulesM∩N and N contain π-power multiples
of each other. So, as lim
j→∞
mj = 0, for all n ∈ N we can find jn ∈ N such that
mj ∈ πnN for all j > jn. Next, because [y,U ] ⊆ U by assumption and because
y
d∑
j=0
sjmj =
d∑
j=0
[y, sj ]mj + sjmj−1 ∈ N for all s0, . . . , sd ∈ U
we see that yiN ⊆ N for all i > 0. Therefore for any j, n ∈ N we have
mj = y
jnmj+jn ∈ y
jnπnN ⊆ πnN .
Hence mj ∈
⋂∞
n=0 π
nN for all j ∈ N. But
⋂∞
n=0 π
nN = 0 by Proposition 4.1.6(b)
since N is finitely generated, so mj = 0 for all j ∈ N. Hence
∑∞
j=0 Y
jmj = 0 and
V/(Y − y)V is a flat right U -module as claimed. 
Lemma 4.1.9. Let A be an admissible R-algebra and let L be a smooth (R,A)-Lie
algebra such that [L,L] ⊆ πL and L·A ⊆ πA. Then Hypothesis 4.1.3 holds for the
π-adic completion’U(L).
Proof. It follows from [50, Theorem 3.1] that U(L) is a flat A-module. Because A
is an admissible R-algebra, it is also flat as an R-module. Since R is a valuation
ring, it follows that U :=’U(L) is also flat as an R-module, and it is π-adically
complete and separated by construction. Hence U/πU ∼= U(L)/πU(L).
By assumption, L/πL is a smooth (R/πR,A/πA)-Lie algebra with trivial Lie
bracket and trivial anchor map. Because L is smooth, it follows from [5, Proposi-
tion 2.3] that the canonical map R/πR-algebra homomorphism U(L)/πU(L) −→
U(L/πL) is bijective. However U(L/πL) is the symmetric algebra of the finitely
generated projective A/πA-module L/πL and is therefore a commutative A/πA-
algebra of finite presentation. It is therefore a commutative R/πR-algebra of finite
presentation, because the R-algebra A is admissible. 
Corollary 4.1.10. LetA be an admissibleR-algebra and let L be a smooth (R,A)-
Lie algebra such that [L,L] ⊆ πL and L · A ⊆ πA. Then◊ U(L)K is Noetherian.
Proof. Apply Lemma 4.1.9 together with Corollary 4.1.5. 
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We can now extend [5, Theorem 6.6] to our non-Noetherian setting under a mild
restrictions on the (R,A)-Lie algebra L.
Theorem 4.1.11. Let A be an admissible R-algebra and let L be an (R,A)-Lie
algebra which is free of finite rank as an A-module. Suppose that [L,L] ⊆ π2L and
L · A ⊆ πA. Then◊ U(L)K is a flatÿ U(πL)K -module on both sides.
Proof. Choose an A-module basis {x1, . . . , xd} for L, and define
Lj := Ax1 ⊕ · · · ⊕ Axj ⊕A(πxj+1) · · · ⊕ A(πxd)
for each j = 1, . . . , d. This gives us a chain
πL =: L0 ⊂ L1 ⊂ · · · ⊂ Ld = L
of (R,A)-Lie algebras, which are free of finite rank as A-modules. Note that
[Lj ,Lj ] ⊆ [L,L] ⊆ π
2L = πL0 ⊆ πLj
for all j > 0, so by Lemma 4.1.9, Hypothesis 4.1.3 holds for each÷U(Lj).
It will be sufficient to show that⁄ U(Lj+1)K is a flat U :=ÿ U(Lj)K -module on
both sides for each j = 0, . . . , d− 1. Now, because
[xj+1,Lj ] ⊆ [L,L] ⊆ π
2L ⊂ πLj
we see that the element xj+1 ∈ U satisfies [xj+1,U ] ⊆ πU , where U :=÷U(Lj). We
can now form the skew-Tate algebra V =ÿ U [Y ; δ]K as above, and by Theorem 4.1.8,
it will be enough to see that
V/(Y − xj+1)V ∼=⁄ U(Lj+1)K
as a right U -module. Write B := U(Lj) and C := U(Lj+1) and note that we may
view B and C as R-subalgebras of U(L)K with B ⊆ C. Form the skew-polynomial
ring B[Y ; δ], where δ : B → B is the restriction of ad(xj+1) on C to B. There is a
natural R-algebra homomorphism
ϕ : B[Y ; δ]→ C
which extends the embedding B →֒ C and which sends Y to xj+1. Clearly ϕ is
surjective, and πY − z ∈ kerϕ, where z := πxj+1 ∈ Lj ⊂ B. We will show that
kerϕ = (πY − z)B[Y ; δ].
Now πY − z is central in B[Y ; δ], so
(πY )i = (z + (πY − z))i ≡ zi mod (πY − z)B for all i ∈ N.
Therefore for any u :=
∑m
i=0 Y
iui ∈ B[Y ; δ] we have
πmu =
m∑
i=0
(πY )iπm−iui ≡
m∑
i=0
ziπm−iui mod (πY − z)B.
On the other hand, if u ∈ kerϕ then ϕ(u) =
∑m
i=0 x
i
j+1ui = 0 implies that∑m
i=0 z
iπm−iui = 0 in B. Hence π
mu = (πY − z)v for some v ∈ B. We will
prove by induction on m ∈ N that v ∈ πmB, the case m = 0 being trivial. Now if
m > 1 then π(vY −πm−1u) = zv ∈ πB. Since z is an element of an A-module basis
for Lj , it follows from [50, Theorem 3.1] that its image in B/πB ∼= U(Lj/πLj) is
not a zero-divisor. Hence v = πv′ for some v′ ∈ B. Hence πmu = (πY − z)(πv′)
so πm−1u = (πY − z)v′ as B is flat as an R-module. So v′ ∈ πm−1B by induction,
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and hence v = πv′ ∈ πmB, completing the induction. Hence πmu = πm(πY − z)w
for some w ∈ B and using the flatness of B as an R-module again we see that
u ∈ (πY − z)B. Thus kerϕ = (πY − z)B[Y ; δ] as claimed.
Because B[Y ; δ] is contained in U(L)K [Y ; ad(xj+1)] and because Y − xj+1/π
is not a zero-divisor in this ring, we see that πY − z is also not a zero-divisor in
B[Y ; δ]. Thus we have proved that
0→ B[Y ; δ]
πY−z
−→ B[Y ; δ]
ϕ
−→ C → 0
is an exact sequence of right B[Y ; δ]-modules. Because C is flat as an R-module,
this sequence remains exact after applying π-adic completion:
0→◊ B[Y ; δ] πY−z−→ ◊ B[Y ; δ] ϕ−→ “C → 0
is exact. Finally, the inclusion B[Y ; δ] →֒ U [Y ; δ] extends to an isomorphism◊ B[Y ; δ] ∼=◊ U [Y ; δ] = V . Therefore
V/(Y − xj+1)V = V/(πY − z)V = (V/(πY − z)V)K ∼= “CK =⁄ U(Lj+1)K
as right B̂K =ÿ U(Lj)K = U -modules, as required. 
Proof of Theorem 3.4.8 and Theorem A. Choose a G-stable affine formal model A
in O(X) and a G-stable free A-Lie lattice L in T (X). By replacing L by π2L if
necessary, we may assume that [L,L] ⊆ π2L, and that L · A ⊆ πA. Then πnL also
satisfies all of these conditions for each n > 0.
Choose a good chain (N•) for L using Corollary 3.3.7. Letting Un :=Ÿ U(πnL)K ,
Lemma 3.3.4 implies that ÙD(X, G) ∼= lim
←−
Un ⋊Nn G. Now each K-Banach algebra
Un is Noetherian by Corollary 4.1.10, so Un ⋊Nn G is also Noetherian, being a
crossed product of Un with the finite group G/Nn by Lemma 2.2.4(b). The image
of Un+1 in Un is dense because it contains the dense image of D(X) in Un, so the
image of Un+1 ⋊Nn+1 G in Un ⋊Nn G is also dense because G/Nn+1 surjects onto
G/Nn.
It remains to show that Un⋊Nn G is a flat Un+1⋊Nn+1 G-module on both sides.
To this end, consider the commutative diagram
Un+1 //
 ((
Un

Un+1 ⋊Nn+1 G // Un ⋊Nn G.
The top arrow is flat by Theorem 4.1.11, and the rightmost arrow is flat because
Un ⋊Nn G is a free Un-module of rank |G : Nn| on both sides. Hence the dotted
diagonal arrow is flat, and we conclude using [53, Lemma 2.2] that the bottom
arrow is flat. 
4.2. The sheaf ◊ U (L)K on Xw(L). In this subsection we extend the results of
[5, §3,4,5] to our setting, where we no longer assume that R is Noetherian. This
requires imposing some mild new hypotheses on the Lie lattice L.
Definition 4.2.1. LetX be aK-affinoid variety, and let L be an (R,A)-Lie algebra
for some affine formal model A in O(X). Let Y be an affinoid subdomain of X and
let σ : O(X)→ O(Y) be the pullback map on functions.
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(a) We say that the affine formal model B in O(Y) is L-stable if σ(A) ⊂ B and
the action of L on A lifts to B.
(b) We say that Y is L-admissible if it admits an L-stable affine formal model.
(c) We will denote the full subcategory of Xw consisting of the L-admissible
affinoid subdomains by Xw(L).
(d) We define an L-admissible covering of an L-admissible affinoid subdomain
of X to be a finite covering by objects in Xw(L).
Definition 4.2.2. Suppose that L is a smooth (R,A)-Lie algebra for some affine
formal model A in O(X). For any L-admissible affinoid subdomain Y of X and
any L-stable affine formal model B in O(Y), we define
S(Y) :=◊ U (L)K(Y) :=¤ U(B ⊗A L)⊗R K.
It is explained in [5, §3.3] that this does not depend on the choice of the affine
formal model B, and defines a presheaf◊ U (L)K on Xw(L). The proof of [5, Propo-
sition 3.3] does not require R to be Noetherian.
Theorem 4.2.3. Let X be a K-affinoid variety, and let L be a smooth (R,A)-Lie
algebra for some affine formal model A in O(X). Then every L-admissible covering
of X is◊ U (L)K -acyclic.
Proof. This is [5, Theorem 3.5]. The proof of this result does not require R to be
Noetherian. 
We will next work towards adapting a basic result about flatness from [5], namely
[5, Theorem 4.5] to our non-Noetherian setting. Granted Theorem 4.1.4, the proof
of this generalisation of [5, Theorem 4.5] carries over to case where R is not Noe-
therian with minor modifications, but we will repeat it here nevertheless for the
benefit of the reader.
Let A be a K-affinoid algebra and fix f ∈ A. Let A be an affine formal model
for A, and choose a ∈ N such that πaf ∈ A. Define
u1 = π
at− πaf and u2 := π
aft− πa ∈ A〈t〉.
Let X := Sp(A) and let Ci = A〈t〉/uiA〈t〉 be the K-affinoid algebras corresponding
to the Weierstrass and Laurent subdomains
X1 := X(f) = Sp(C1) and X2 := X(1/f) = Sp(C2)
of X, respectively. Now let L be an (R,A)-Lie algebra such that L · f ⊂ A. Recall
that by [5, Proposition 4.2], it is possible to lift the action of L on A to an action of
L on A〈t〉 in two different ways. These are given by R-Lie algebra homomorphisms
σ1, σ2 : L → DerR(A〈t〉)
such that σi(x)(a) = x · a for all x ∈ L, a ∈ A and i = 1, 2, and
σ1(x)(t) = x · f and σ2(x)(t) = −t
2(x · f) for all x ∈ L.
Now [5, Lemma 2.2] implies that
Li := A〈t〉 ⊗A L
becomes an (R,A〈t〉)-Lie algebra with anchor map 1⊗ σi.
Lemma 4.2.4. Let L be an (R,A)-Lie algebra and let f ∈ A be a non-zero element
such that L · f ⊂ A. Then the affinoid subdomains Xi of X are L-admissible.
EQUIVARIANT D-MODULES ON RIGID ANALYTIC SPACES 59
Proof. Remember that Ci = A〈t〉/uiA〈t〉 by construction, so the image Ci of Ci :=
A〈t〉/uiA〈t〉 in Ci spans Ci as a K-vector space. A direct calculation shows that
σ1(x)(u1) = 0 and σ2(x)(u2) = −(x · f)tu2 for all x ∈ L.
It follows that uiA〈t〉 is a σi(L)-stable ideal of A〈t〉, and therefore Ci is an L-stable
R-subalgebra of Ci. On the other hand, Ci is R-torsionfree and a finitely generated
module over the admissible R-algebra A〈t〉. Therefore it is a finitely presented
A〈t〉-module by Theorem 4.1.4 applied to the zero A〈t〉-Lie algebra. Thus Ci is
itself an admissible R-algebra and is therefore an L-stable affine formal model in
Ci. Hence Xi is L-admissible as claimed. 
Proposition 4.2.5. Let L be a smooth (R,A)-Lie algebra such that [L,L] ⊆ πL,
and let f ∈ A be a non-zero element such that L · f ⊂ A. There is a short exact
sequence
0→◊ U(Li)K ui·−→◊ U(Li)K →◊ U (L)K(Xi)→ 0
of right◊ U(Li)K-modules.
Proof. Recall from the proof of Lemma 4.2.4 the R-algebra Ci = A〈t〉/uiA〈t〉 and
its image Ci in A〈t〉/uiA〈t〉. Let Ji/uiA〈t〉 be the kernel of the canonical surjection
A〈t〉։ Ci; it follows from Theorem 4.1.4 that it is killed by a power of π. Then we
have the following commutative diagram of A〈t〉-modules
0 // A〈t〉
ui· //

A〈t〉 // Ci

// 0
0 // Ji // A〈t〉 // Ci // 0
with exact rows. Here, the first vertical arrow sends 1 to ui ∈ Ji, so it is injective
with bounded π-torsion cokernel, and the third vertical arrow is surjective with
bounded π-torsion kernel. Tensoring this diagram on the right with the flat A-
module U(L) and appealing to [5, Proposition 2.3] produces a commutative diagram
of right U(Li)-modules
0 // U(Li)
ui· //

U(Li) // U(Ci ⊗A L)

// 0
0 // Ji ⊗A U(L) // U(Li) // U(Ci ⊗A L) // 0
with exact rows. Again, the first vertical arrow is injective with bounded π-torsion
cokernel, and the third vertical arrow is surjective with bounded π-torsion cokernel.
Now apply the π-adic completion functor to this diagram, and invert π. Because
U(Ci ⊗A L) ∼= Ci ⊗A U(L) is a flat R-module, the bottom row stays exact after
π-adic completion, so we obtain a commutative diagram of◊ U(Li)K -modules
0 //◊ U(Li)K ui· //

◊ U(Li)K // ¤ U(Ci ⊗A L)K

0 //¤ Ji ⊗A U(L)K //◊ U(Li)K // ¤ U(Ci ⊗A L)K // 0
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with exact rows. Since (̂−)K sends morphisms with bounded π-torsion kernel
and cokernel to isomorphisms, the vertical arrows in this diagram are isomor-
phisms. This produces the required short exact sequence in the statement because◊ U (L)K(Xi) ∼= ¤ U(Ci ⊗A L)K by construction. 
We can now extend [5, Theorem 4.5] to the non-Noetherian setting, under mild
new restrictions on L.
Theorem 4.2.6. Let X be a K-affinoid variety and let f ∈ O(X) be non-zero.
Let A be an affine formal model in O(X) and let L be a smooth (R,A)-Lie algebra
such that [L,L] ⊆ πL and L · f ⊆ πA. Let X1 = X(f) and X2 = X(1/f). Then◊ U (L)K(Xi) is a flat left and right◊ U (L)K(X)-module for i = 1 and i = 2.
Proof. Write U :=’U(L) and U :=◊ U(L)K =◊ U (L)K(X). Suppose first that i = 1.
Since U(L) is generated by A+ L as an R-algebra and [f,A+ L] ⊆ L · f ⊆ πA we
see that [f, U(L)] ⊆ πU(L) and consequently [f,U ] ⊆ πU . We can therefore form
the skew-Tate algebra V :=ÿ U [Y ; δ]K as above, where δ : U → U is the restriction
of ad(f) : U → U to U . We can now compute that insideÿ U(L1)K we have
[t, x] = −[x, t] = −x · t = −σ1(x)(t) = −x · f = [f, x] and [t, a] = 0 = [f, a]
for all x ∈ L and all a ∈ A. Hence there is homomorphism of K-Banach algebras
V →ÿ U(L1)K which is the identity on U and sends Y ∈ V to t ∈ÿ U(L1)K . Using
the universal property of L1, we can construct a K-Banach algebra homomorphismÿ U(L1)K → V which is the identity on U and sends t to Y . Thus we may identify
V withÿ U(L1)K , and◊ U (L)K(X1) ∼=ÿ U(L1)K/(t− f)ÿ U(L1)K ∼= V/(Y − f)V
as U -modules by Proposition 4.2.5. Hence◊ U (L)K(X1) is a flat U -module on both
sides by Theorem 4.1.8.
Suppose now that i = 2, and let V :=÷U(L2). Now the element t satisfies
[t, x] = −x · t = −σ2(x)(t) = t
2(x · f) ∈ πt2A and [t, a] = 0
for all x ∈ L and a ∈ A, because L · f ⊆ πA. So, the hypotheses of Proposition
4.1.7 are satisfied with y := t ∈ V ; hence V := VK =ÿ U(L2)K is a flat U -module
on both sides and there is an A〈t〉-linear isomorphism M〈t〉 ∼= V ⊗U M for every
finitely generated U -module M , by Proposition 4.1.7. Because M〈t〉 is always
(ft−1)-torsionfree by [5, Lemma 4.1(a)], it follows that V ⊗UM is u2 = πa(ft−1)-
torsionfree. Hence V/u2V is a flat U -module by [5, Proposition 4.4], and the result
follows from Proposition 4.2.5. 
Because R is no longer assumed to be Noetherian, we have to modify [5, Defini-
tions 4.6 and 4.8] slightly, as follows.
Definition 4.2.7. Let X be a K-affinoid variety.
(a) LetY ⊆ X be a rational subdomain. IfY = X, we say that it is L-accessible
in 0 steps. Inductively, if n > 1 then we say that it is L-accessible in n
steps if there exists a chain Y ⊆ Z ⊆ X, such that
• Z ⊆ X is L-accessible in (n− 1) steps,
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• Y = Z(f) or Z(1/f) for some non-zero f ∈ O(Z),
• there is an L-stable affine formal model C ⊆ O(Z) such that L·f ⊆ πC.
(b) A rational subdomain Y ⊆ X is said to be L-accessible if it is L-accessible
in n steps for some n ∈ N.
(c) An affinoid subdomain Y of X is said to be L-accessible if it is L-admissible
and there exists a finite covering Y =
⋃r
j=1Xj where each Xj is an L-
accessible rational subdomain of X.
(d) A finite affinoid covering {Xj} of X is said to be L-accessible if each Xj is
an L-accessible affinoid subdomain of X.
Theorem 4.2.8. Let X be a K-affinoid variety and let A be an affine formal
model in O(X). Let L be a smooth (R,A)-Lie algebra such that [L,L] ⊆ πL and
L · A ⊆ πA.
(a) Let Y ⊆ X be an L-accessible affinoid subdomain.
Then S(Y) is a flat S(X)-module on both sides.
(b) Let X = {X1, . . . ,Xm} be an L-accessible covering of X.
Then
⊕m
i=1 S(Xj) is a faithfully flat S(X)-module on both sides.
Proof. This is [5, Theorem 4.9] in the case where R is Noetherian. The proof
of [5, Proposition 4.6] carries over, using Theorem 4.2.6 instead of [5, Theorem
4.5], to give part (a) when Y is an L-accessible rational subdomain. Because the
Noetherianity of R is not used anywhere else in the proof, the result follows. 
Definition 4.2.9. A Laurent covering of X is a covering of the form
{X(fα11 , . . . , f
αn
n ) : αi ∈ {±1}},
where f1, . . . , fn are elements of O(X).
For example, for any a, b ∈ O(X), {X(a, b),X(a, 1/b),X(1/a, b),X(1/a, 1/b)} is
a Laurent covering of X. It follows immediately from the definitions that a Laurent
covering {X(fα11 , . . . , f
αn
n ) : αi ∈ {±1}} is L-accessible whenever
L · fi ∈ πA for all i = 1, . . . , n.
Recall from [5, §5.1] the localisation functor LocS from finitely generated S(X)-
modules to presheaves of S-modules on Xac(L), given by
LocS(M)(Y) = S(Y) ⊗
S(X)
M for all Y ∈ Xac(L).
Proposition 4.2.10. Let X be a K-affinoid variety and let A be an affine formal
model in O(X). Let L be a smooth (R,A)-Lie algebra such that [L,L] ⊆ πL and
L · A ⊆ πA. For every finitely generated S(X)-module M , the presheaf LocS(M)
is a sheaf with vanishing higher Cˇech cohomology.
Proof. This is [5, Proposition 5.1], whose proof is valid even when R is not Noe-
therian in view of Theorem 4.2.3 and Theorem 4.2.8. The proof uses the flatness
of S(Y) as a right S(X)-module. 
Theorem 4.2.11. Let X be a K-affinoid variety. Let L be a smooth (R,A)-Lie
algebra such that [L,L] ⊆ πL and L · A ⊆ πA for some affine formal model A in
O(X). Let U be an L-accessible Laurent covering of X. Then every U-coherent
sheafM of left (respectively, right) S-modules onXac(L) is isomorphic to LocS(M)
for some finitely generated left (respectively, right) S(X)-module M .
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Proof. This is [5, Theorem 5.5] in the case where R is Noetherian. In the view of
Corollary 4.1.10, Theorem 4.2.3, Theorem 4.2.8 and Proposition 4.2.10, the proof
of [5, Theorem 5.5] carries over with obvious modifications to the general case. 
4.3. The sheaf ◊ U (L)K ⋊N G on Xw(L, G). In this subsection we extend the
results of §4.2 to the equivariant setting. Throughout, we will assume that:
• X is a K-affinoid variety,
• G is a compact p-adic Lie group acting continuously on X,
• A is a G-stable affine formal model in A := O(X),
• (L, N) is an A-trivialising pair.
Definition 4.3.1.
(a) Let Xw/G denote the set of G-stable affinoid subdomains Y of X.
(b) Let Xw(L, G) := Xw(L) ∩ (Xw/G) denote the set of G-stable affinoid sub-
domains of X which are also L-admissible.
We refer the reader to Definitions 3.2.13 and 4.2.1 for the meaning of the terms
A-trivialising pair and L-admissible. We view Xw/G and Xw(L, G) as partially or-
dered sets under reverse inclusion, and consequently as categories whose morphism
sets have at most one member.
Lemma 4.3.2. Xw/G is stable under finite intersections.
Proof. GivenU,V ∈ Xw/G, let A and A′ be G-stable affine formal models in O(U)
and O(V), respectively. Because X is affinoid, it is separated. Thus it follows from
[11, Definition 9.6.1/1] that U ∩V is again an affinoid subdomain of X, and that
the natural map O(U)“⊗KO(V)→ O(U ∩V) is surjective.
Now U∩V is clearly G-stable; let C be the complete R-subalgebra of O(U∩V)
generated by the images of A and A′ in O(U ∩ V). Then C is a G-stable affine
formal model in O(U ∩V), because O(U)“⊗KO(V)→ O(U ∩V) is surjective. 
Corollary 4.3.3. Xw(L, G) is also stable under finite intersections.
Proof. This follows from [5, Lemma 3.2] and Lemma 4.3.2. 
It follows that Xw/G forms a G-topology on X in the sense of [11, Definition
9.1.1/1] if we declare Xw/G-admissible coverings to be finite coverings by objects
in Xw/G.
Remark 4.3.4. In what follows, we will define several other similar-looking col-
lections C of subsets of X that will turn out to be stable under finite intersections.
In every such case, we will regard C as a G-topology on X by declaring that an
admissible covering of an object Y ∈ C is a finite set-theoretic covering of Y by
other objects in C .
For example, Xw(L, G) is a G-topology on X by Corollary 4.3.3.
Lemma 4.3.5. If Y ∈ Xw(L, G), then every L-stable affine formal model B in
O(Y) is contained in an affine formal model B′ which is both L-stable and G-
stable.
Proof. We saw in the proof of Lemma 3.2.4 that the G-orbit of B is finite, B1, . . . ,Bn
say. Now B′ := B1 · B2 · · · · · Bn is both L-stable and G-stable. 
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Proposition 4.3.6. Let Y ∈ Xw(L, G) and let B be a G-stable and L-stable affine
formal model in O(Y). Then
(a) L′ := B ⊗A L is a G-stable B-Lie lattice in T (Y), and
(b) GL 6 GL′ .
Proof. (a) It follows from [5, Lemma 2.2] that L′ is a B-Lie lattice in T (Y). Now,
G acts diagonally on O(Y)⊗O(X) T (X) and the natural isomorphism O(Y)⊗O(X)
T (X)→ T (Y) is G-equivariant. It follows that L′ = B ⊗A L is G-stable.
(b) Let ρX : G → AutK O(X) and ρY : G → AutK O(Y) be the continuous G-
actions on O(X) and O(Y), respectively; then the restriction map O(X)→ O(Y)
is G-equivariant by Remark 2.3.3(b). Let g ∈ GL, so that ρX(g) ∈ Gpǫ(A) and
u := log ρX(g) ∈ pǫL by Definition 3.2.11.
Now v := 1⊗u ∈ pǫB⊗AL = pǫL′ is a K-linear derivation of O(Y), so exp(v) is
a K-linear automorphism of O(Y). Since the restriction map ϕ : O(X)→ O(Y) is
continuous and since vn(ϕ(a)) = ϕ(un(a)) for all a ∈ O(X) and n > 0, we see that
exp(v)(ϕ(a)) =
∞∑
n=0
1
n!
vn(ϕ(a)) =
∞∑
n=0
1
n!
ϕ(un(a)) = ϕ(exp(u)(a)) = ϕ(ρX(g)(a))
for all a ∈ O(X). Therefore, the following diagram is commutative:
O(Y)
O(Y)
exp(v)
;;✈✈✈✈✈✈✈✈✈ ρY(g)
;;✈✈✈✈✈✈✈✈✈
O(X).ϕ
oo
ϕ◦ρX(g)
dd❍❍❍❍❍❍❍❍❍
Because Y is an affinoid subdomain of X, its universal property [11, §7.2.2] implies
that ρY(g) = exp(v). Since v(B) ⊆ pǫB, it follows that ρY(g) ∈ Gpǫ(B) and that
log ρY(g) = v ∈ pǫL′. Hence g ∈ GL′ as required. 
Corollary 4.3.7. LetY ∈ Xw(L, G), let B be a G-stable and L-stable affine formal
model in O(Y) and let L′ := B ⊗A L. Then (L′, N) is a B-trivialising pair, and
there is a commutative diagram of K-algebras
(18) D(X) ⋊G //

D(Y) ⋊G
◊ U(L)K ⋊βL|NN G //◊ U(L′)K ⋊βL′|NN G.
Proof. Apply Proposition 4.3.6 together with Proposition 3.2.15. 
We will assume until the end of § 4.3 that L is smooth.
Note that this hypothesis implies that our affinoid variety X is also smooth.
Definition 4.3.8. For any Y ∈ Xw(L, G) and any L-stable and G-stable affine
formal model B on O(Y), we define
(◊ U (L)K ⋊N G)(Y) := ¤ U(B ⊗A L)K ⋊N G.
Proposition 4.3.9. ◊ U (L)K ⋊N G is a presheaf on Xw(L, G).
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Proof. We first check that (◊ U (L)K ⋊N G)(Y) does not depend on the choice of
B. So, let B′ be another L-stable and G-stable affine formal model in O(Y), and
suppose first that B′ contains B. Then B′⊗AL is a G-stable B′-Lie lattice in T (Y)
and GB⊗AL 6 GB⊗AL by Proposition 4.3.6 applied to Y in place of X and B
′ in
place of B. Hence (B′ ⊗A L, N) is a B′-trivialising pair, and Proposition 3.2.15
induces a K-algebra homomorphism
θ : ¤ U(B ⊗A L)K ⋊N G −→ ¤ U(B′ ⊗A L)K ⋊N G.
Because L is smooth, the map ¤ U(B ⊗A L)K → ¤ U(B′ ⊗A L)K is an isomorphism by
[5, Proposition 3.3(b)], and it follows from Lemma 2.2.4(b) that θ is an isomorphism.
In general, B ⊂ B · B′ ⊃ B′ are all L-stable and G-stable, so we get isomorphisms
¤ U(B ⊗A L)K ⋊N G ∼=−→ ¤ U(B · B′ ⊗A L)K ⋊N G ∼=←− ¤ U(B ⊗A L)K ⋊N G
as required. Suppose now that Z,Y ∈ Xw(L, G) with Z ⊆ Y. Choose an L-stable
and G-stable affine formal model B in O(Y), and an L-stable and G-stable affine
formal model C′ in O(Z). Let C be the product of C′ with the image of B in O(Z);
then C is again an L-stable and G-stable affine formal model in O(Z). In this way
we obtain G-equivariant R-algebra homomorphisms A → B → C which produce
the restriction maps O(X) → O(Y) → O(Z) after applying − ⊗R K. Corollary
4.3.7 now produces the restriction map
µY
Z
: (◊ U (L)K ⋊N G)(Y)→ (◊ U (L)K ⋊N G)(Z)
as the bottom arrow in the commutative diagram (18).
Finally, suppose that T ⊆ Z ⊆ Y are three objects of Xw(L, G). It follows from
Corollary 4.3.7 that µZ
T
◦ µY
Z
agrees with µY
T
on the dense image of D(Y) ⋊ G in
(◊ U (L)K ⋊N G)(Y), so the two maps are equal. Thus◊ U (L)K ⋊N G is a presheaf
on Xw(L, G). 
Recall the presheaf◊ U (L)K on the L-admissible G-topology Xw(L) from Defini-
tion 4.2.2.
Notation 4.3.10. We define the following presheaves of rings on Xw(L, G):
Q :=◊ U (L)K ⋊N G and T :=◊ U (L)K |Xw(L,G).
Proposition 4.3.11. There is an isomorphism
T ⊗T (X) Q(X)
∼=
−→ Q
of presheaves of (T ,Q(X))-bimodules on Xw(L, G).
Proof. By construction, there is a morphism F : T → Q of presheaves of K-
algebras on Xw(L, G). Let X′ ∈ Xw(L, G) and abbreviate T := T (X), T ′ :=
T (X′), Q := Q(X) and Q′ := Q(X′), so that Q = T ⋊N G and Q
′ = T ′ ⋊N G.
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There is a commutative diagram of K-algebras
T
f
  ❆
❆❆
❆❆
❆❆
❆
λ
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
T ′
f ′   ❆
❆❆
❆❆
❆❆
❆ Q
µ
⑦⑦
⑦⑦
⑦⑦
⑦⑦
Q′,
where f := F (X), f ′ := F (X′) and λ : T → T ′ and µ : Q→ Q′ are restriction maps
in the presheaves T and Q, respectively. The commutativity of this square induces
a well-defined map of (T ′, Q)-bimodules
α(X′) := f ′ ⊗T µ : T
′ ⊗T Q→ Q
′.
Define γ : G→ Q× and γ′ : G→ Q′× by equation (3) in §2.2. Then
µ(γ(g)) = γ′(g) for all g ∈ G.
It now follows from Lemma 2.2.4(b) that α(X′) carries a left T ′-module basis for
T ′⊗T Q to a left T
′-module basis for Q′, and is therefore a bijection. It is straight-
forward to check that α(X′) is functorial in X′ ∈ Xw(L, G). 
Corollary 4.3.12. Q is a sheaf on Xw(L, G) with vanishing higher Cˇech cohomol-
ogy.
Proof. By Proposition 4.3.11 and Lemma 2.2.4(b), Q is isomorphic to a free sheaf
of left T -modules of rank |G : N |. Because Xw(L, G) is a coarser G-topology than
Xw(L), we may apply Theorem 4.2.3. 
Recall L-accessible affinoid subdomains of X from Definition 4.2.7.
Definition 4.3.13. Xac(L, G) denotes the set of G-stable L-accessible affinoid
subdomains of X.
With our standing convention on G-topologies explained in Remark 4.3.4, [5,
Lemma 4.8(a)] and Lemma 4.3.2 imply that Xac(L, G) is a G-topology on X.
Theorem 4.3.14. Assume that [L,L] ⊆ πL and L · A ⊆ πA, and let Y be a
member of Xac(L, G).
(a) Q(Y) is a flat right Q(X)-module.
(b) If {Y1, . . . ,Ym} is an Xac(L, G)-covering of Y, then ⊕
m
i=1Q(Yi) is a faith-
fully flat right Q(Y)-module.
Proof. It follows from Proposition 4.3.11 that there is an isomorphism of left T (Y)-
modules Q(Y) ⊗Q(X) M ∼= T (Y) ⊗T (X) M for every left Q(X)-module M . But
T (Y) is a flat right T (X)-module, and ⊕mi=1T (Yi) is a faithfully flat right T (Y)-
module by Theorem 4.2.8. 
Because Q is a sheaf of rings on the G-topology Xac(L, G), we can make the
following
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Definition 4.3.15. The localisation functor LocQ from finitely generated Q(X)-
modules to presheaves of Q-modules on Xac(L, G) is given by
LocQ(M)(Y) = Q(Y) ⊗
Q(X)
M for all Y ∈ Xac(L, G).
The functor LocT from finitely generated T (X)-modules to presheaves of T -
modules on Xac(L, G) is defined in a similar manner.
Lemma 4.3.16. Let Y ∈ Xac(L, G), choose a G-stable and L-stable affine formal
model B in O(Y), and let L′ := B ⊗A L.
(a) Xac(L, G) ∩ Yw = Yac(L′, G).
(b) The restriction of Q to Xac(L, G) ∩ Yw is isomorphic toÿ U (L′)K ⋊N G.
Proof. (a) This is a straightforward (but long) exercise relying ultimately on some
properties of L-accessible rational subdomains given in [5, Proposition 4.7].
(b) This follows from [5, Lemma 4.6] together with Proposition 3.2.15. 
ThusYac(L′, G) in fact does not depend on the choice of B. Following [11, §9.4.3]
and [5, Definition 5.2], we make the following
Definition 4.3.17. Let U be an Xac(L, G)-covering of X. We say that a Q-module
M is U-coherent if for each Y ∈ U , writing Y := Xac(L, G)∩Yw , there is a finitely
generated Q(Y)-module M , and a Q|Y -linear isomorphism
LocQ|Y (M)
∼=
−→M|Y .
U-coherent T -modules on Xac(L, G) are defined in a similar way.
Lemma 4.3.18. Let M be a finitely generated Q(X)-module, and let L denote
its restriction to T (X). Then LocQ(M) is isomorphic to LocT (L) as a presheaf of
T -modules.
Proof. Since Q(X) is a finitely generated T (X)-module by construction, it follows
that M is also finitely generated as an T (X)-module. By Proposition 4.3.11, there
is an isomorphism T ⊗T (X)Q(X)
∼=
−→ Q of presheaves of (T ,Q(X))-bimodules on
Xac(L, G). Applying the functor −⊗Q(X) M yields an isomorphism(
T ⊗T (X) Q(X)
)
⊗Q(X) M
∼=
−→ Q⊗Q(X) M
of presheaves of T -modules. Contracting the tensor product on the left hand side
gives the required T -linear isomorphism LocT (L)
∼=
−→ LocQ(M). 
Corollary 4.3.19. Suppose that [L,L] ⊆ πL and L·A ⊆ πA. Then the augmented
Cˇech complex Caug(U ,LocQ(M)) is exact for everyXac(L, G)-covering U and every
finitely generated Q(X)-module M .
Proof. The G-topology Xac(L, G) is weaker than Xac(L), so Caug(U ,LocT (N)) is
exact by Proposition 4.2.10. Now apply Lemma 4.3.18. 
Recall that S denotes the restriction of the sheaf◊ U (L)K to Xac(L). Note that
in this notation we have
T = S|Xac(L,G).
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Proposition 4.3.20. Let U be an Xac(L, G)-covering of X, and let M be a U-
coherent Q-module on Xac(L, G). Then there is a U-coherent S-module N on
Xac(L) and a T -linear isomorphism
N|Xac(L,G)
∼=
−→M.
Proof. Let U = {Y1, . . . ,Yn}, fix 1 6 i, j 6 n and write Yij := Yi ∩Yj . We have
G-topologies Yi := Yi,w ∩Xac(L) and Yij := Yij,w∩Xac(L) and sheaves Si := S|Yi
and Sij := S|Yij on them. Since M is U-coherent, M(Yi) is a finitely generated
Q(Yi)-module, and hence also a finitely generated S(Yi)-module. So we can define
Ni := LocSi(M(Yi)),
a coherent sheaf of Si-modules on Yi. For every V ∈ Yij , the map
S(V) ×M(Yi) −→ S(V) ⊗
S(Yij)
M(Yij)
(a,m) 7→ a⊗m|Yij
is S(Yi)-balanced and therefore descends to a well-defined S(V)-linear map
ψij(V) : S(V) ⊗
S(Yi)
M(Yi) −→ S(V) ⊗
S(Yij)
M(Yij).
Thus we obtain a morphism of presheaves of Sij -modules on Yij
ψij : Sij ⊗
S(Yi)
M(Yi) −→ Sij ⊗
S(Yij)
M(Yij).
Since M is U-coherent, we see that actually ψij is an isomorphism. In this way, we
obtain Sij -linear isomorphisms
φij := (ψ
j
i )
−1 ◦ ψij : Ni|Yij
∼=
−→ Nj|Yij
and we omit the verification of the fact that these satisfy the cocycle condition
(φjk)|Yijk ◦ (φij)|Yijk = (φik)|Yijk
where, of course, Yijk = (Yi∩Yj∩Yk)w∩Xac(L). Therefore by [62, Lemma 7.25.4],
the sheaves Ni glue together to give a sheaf N on Xac(L). Examining the construc-
tion, we see that N is given by the formula
(19)
N (W) = ker
(
n⊕
i=1
S(W ∩Yi) ⊗
S(Yi)
M(Yi)→
⊕
i<j
S(W ∩Yij) ⊗
S(Yij)
M(Yij)
)
for any W ∈ Xac(L). Using this description, it is straightforward to see that N
is in fact a sheaf of S-modules. It also comes together with a canonical Si-linear
isomorphism
φi : N|Yi
∼=
−→ Ni
which is given on local sections by projection onto the ith component.
Let Yi/G := Yi ∩ Xw/G, let Ti := Si|Yi/G, and let ωi := φi|Yi/G. Since M is a
U-coherent T -module, we also have the canonical Ti-linear isomorphism
ci : Ni|Yi/G
∼=
−→M|Yi/G.
Let W ∈ Yij ∩Xw/G and take an element
ξ = (sr ⊗mr)
n
r=1 ∈ N (W) ⊆
n⊕
r=1
S(W ∩Yr) ⊗
S(Yr)
M(Yr).
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Unravelling the notation, we see that for all i and ξ ∈ N (W) we have
(ci ◦ ωi) (ξ) = si ·mi|W.
The expression for N (W) given by formula (19) now implies that
(ci ◦ ωi)|Yij = (cj ◦ ωj)|Yij
for any i, j. Thus, these local Ti-linear isomorphisms
ci ◦ ωi : N|Yi/G
∼=
−→M|Yi/G
glue to give the required T -linear isomorphism N|Xac(L,G)
∼=
−→M. 
Theorem 4.3.21. Suppose that [L,L] ⊆ πL and L · A ⊆ πA. Let U be an
Xac(L, G)-covering which admits an L-accessible Laurent refinement, and let M
be a U-coherent sheaf of Q-modules on Xac(L, G). Then M(X) is a finitely gen-
erated Q(X)-module and the canonical Q-linear map LocQ(M(X)) −→ M is an
isomorphism.
Proof. By Proposition 4.3.20, we can find a U-coherent S-module N on Xac(L)
and a T -linear isomorphism ϕ : N|Xac(L,G)
∼=
−→ M. Let V be an L-accessible
Laurent refinement of U . Then N is also a V-coherent S-module, so N (X) is
finitely generated as an S(X)-module by Theorem 4.2.11. SinceN (X) is isomorphic
to M(X) as a T (X)-module via ϕ(X), we see that the T (X)-module M(X) is
finitely generated. Therefore the Q(X)-module M(X) is also finitely generated.
Finally, the diagram of sheaves of T -modules on Xac(L, G)
LocQ(M(X))|T //
∼=

M|T
LocT (N (X)) // N|Xac(L,G)
∼=
OO
is commutative, the left vertical arrow is an isomorphism by Lemma 4.3.18 and the
bottom horizontal arrow is an isomorphism because the canonical map
LocS(N (X)) −→ N
is an isomorphism by Theorem 4.2.11. So the canonical map LocQ(M(X)) → M
is also an isomorphism. 
4.4. Theorems of Tate and Kiehl in the equivariant setting. In this subsec-
tion, we give proofs of Theorem 3.5.11 and Theorem 3.7.1, and complete the proof
of Theorem 3.6.11.
Lemma 4.4.1. Suppose that X is affinoid and that L is a smooth A-Lie lattice in
T (X) for some affine formal model A in O(X). Let U be a finite affinoid covering
of X. Then there is a compact open subgroup H of G which stabilises A, L and
each member of U .
Proof. This follows from Lemma 3.2.4, Lemma 3.2.8 and Proposition 3.1.10. 
We now relate ÙD(−, G) and PA
X
(M) with the sheaves appearing in § 4.3.
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Proposition 4.4.2. Suppose (X, G) is small. Choose a G-stable affine formal
model A in O(X) and a G-stable smooth A-Lie lattice L in T (X). Let (N•) be a
good chain for for L, and let
Qn :=⁄ U (πnL)K ⋊Nn G for each n > 0,
viewed as a sheaf of K-Banach algebras on Xw(L, G).
(a) There is an isomorphismÙD(−, G)|Xw(L,G) ∼= lim←−Qn
of presheaves on Xw(L, G).
(b) Let M be a coadmissible ÙD(X, G)-module, and define
Mn := LocQn(Qn(X)⊗ÛD(X,G) M) for each n > 0.
Then there is an isomorphism
M(−, G)|Xac(L,G)
∼= lim
←−
Mn
of presheaves on Xac(L, G).
Proof. (a) This follows from Lemma 3.3.4.
(b) Let Mn := Qn(X)⊗ÛD(X,G) M and let U ∈ Xac(L, G). Then
M(U, G) = ÙD(U, G) Ù⊗ÛD(X,G)M =
= lim
←−
Qn(U) ⊗ÛD(X,G)M =
∼= lim
←−
Qn(U) ⊗
Qn(X)
(
Qn(X) ⊗ÛD(X,G)M
)
=
= lim
←−
Qn(U) ⊗
Qn(X)
Mn = lim←−
Mn(U)
functorially in U ∈ Xac(L, G), and the result follows. 
Proof of Theorem 3.5.11. Using Lemma 3.4.7, choose a U-small subgroup J of G.
Proposition 3.5.9 gives us an isomorphism
PA
X
(M)|Uw
∼= P
ÛD(U,J)
U
ÄÙD(U, J)Ù⊗AJMä
of presheaves on Uw . By replacing G by J and M by ÙD(U, J)Ù⊗AJM , we can
therefore assume that (X, G) is small and A = ÙD(X, G). Let M = PA
X
(M); it will
suffice to show that for any finite admissible covering U ofX by affinoid subdomains,
the natural map M −→ Hˇ0(U ,M) is an isomorphism.
Choose a G-stable affine formal model A in O(X) and a G-stable free A-Lie
lattice L in T (X). By Lemma 4.4.1 and Lemma 3.5.10, we may assume that A,
L and each member of U are all G-stable. By Corollary 3.5.6, it will therefore be
enough to show that the augmented Cˇech complex C•aug(U ,M(−, G)) is exact. by
replacing L by πL if necessary, we may ensure that [L,L] ⊆ πL and L · A ⊆ πL.
By the proof of [5, Proposition 7.6], we may further replace L by a sufficiently large
π-power multiple and thereby ensure that every member of U is an L-accessible
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affinoid subdomain of X. Thus, without loss of generality, U is an Xac(L, G)-
covering. With the notation from Proposition 4.4.2, we have isomorphismsÙD(−, G)|Xac(L,G) ∼= lim←−Qn and M(−, G)|Xac(L,G) ∼= lim←−Mn.
The augmented Cˇech complex C•aug(U ,Mn) is exact by Corollary 4.3.19. By [60,
Theorem B], lim
←−
(j)Mn(X) = 0 and lim←−
(j)Mn(U) = 0 for each j > 0 and each
U ∈ U . Consider the exact complex of towers of D-modules C•aug(U , (Mn)). An
induction starting with the left-most term shows that lim
←−
(j) is zero on the kernel
of every differential in this complex, for all j > 0. Therefore lim
←−
C•aug(U ,Mn) is
exact. But this complex is isomorphic to C•aug(U ,M(−, G)). 
Proof of Theorem 3.7.1. Choose an H-stable free A-Lie lattice L in T (X) for some
H-stable affine formal model A in O(X). By rescaling L, we may assume that U
is L-accessible, that [L,L] ⊆ πL and L ·A ⊆ πL. Choose some good chain (N•) for
L, and recall the sheaf Qn :=⁄ U (πnL)K ⋊Nn H on Xac(πnL, H) from Proposition
4.4.2. By Lemma 3.3.4 there are compatible isomorphisms ÙD(X, H) ∼= lim
←−
Qn(X)
and ÙD(U, H) ∼= lim
←−
Qn(U) , which give presentations of ÙD(X, H) and ÙD(U, H) as
Fre´chet-Stein algebras. Now Qn(U) is a flat right Qn(X)-module for each n > 0 by
Theorem 4.3.14(a), and Qn(X) is a flat right ÙD(X, H)-module by Theorem 3.4.8
and [60, Remark 3.2], so Qn(U) is a flat right ÙD(X, H)-module for all n > 0. HenceÙD(U, H) is a right c-flat ÙD(X, H)-module by [5, Proposition 7.5(b)]. 
We now work towards completing the proof of Theorem 3.6.11. We will establish
the following result, which can be viewed as being an extension of Kiehl’s Theorem
for coadmissible ÙD-modules, [5, Theorem 8.4], to the equivariant case.
Theorem 4.4.3. Suppose that (X, G) is small, and let M be a coadmissible G-
equivariant D-module on X. Then M(X) is a coadmissible ÙD(X, G)-module, and
there is an isomorphism
Loc
ÛD(X,G)
X
(M(X))
∼=
−→M
of G-equivariant locally Fre´chet D-modules.
The proof will require some preparation, and we begin with some topological
preliminaries.
Lemma 4.4.4. Let A0 be a dense K-subalgebra of a Fre´chet-Stein algebra A. Let
M be a K-Fre´chet space equipped with the structure of an A0-module, and suppose
that ψ : N → M is a continuous A0-linear isomorphism for some coadmissible A-
module N . Then
(a) there is a coadmissible A-module structure on M with respect to which ψ
is A-linear,
(b) the canonical topology on M induced by its structure as a coadmissible
A-module coincides with its given Fre´chet topology,
(c) the A-module structure on M is unique: it does not depend on ψ.
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Proof. (a) Since ψ is a bijection, we can transport the A-module structure on N to
M via ψ: that is, we define
a •m := ψ(a ψ−1(m)) for all a ∈ A and m ∈M.
Then ψ is an A-linear bijection by construction, and hence M becomes a coadmis-
sible A-module.
(b) Since ψ is continuous by assumption, its inverse is also continuous by the
Open Mapping Theorem [58, Proposition 8.6]. Thus the given Fre´chet topology
on M coincides with the canonical topology on M induced by its structure as a
coadmissible A-module.
(c) Suppose ω : L → M is another continuous A0-linear isomorphism for some
coadmissible A-module L. Then ω−1 :M → L is continuous by the Open Mapping
Theorem, and hence ω−1 ◦ ψ : N → L is a continuous A0-linear bijection between
two coadmissible A-modules. Since A0 is dense in A, ω
−1 ◦ ψ is also A-linear
and it follows that the two A-module structures on M transported from N and L
respectively, coincide:
ψ(a ψ−1(m)) = ω
(
ω−1ψ(a ψ−1(m))
)
= ω
(
a ω−1ψ(ψ−1(m))
)
= ω(a ω−1(m))
for all a ∈ A and m ∈M . 
Proposition 4.4.5. Suppose that (X, G) is small. Let H be an open subgroup of
G, let M ∈ CÛD(X,H) and suppose that α : LocÛD(X,H)X (M) ∼=−→M is an isomorphism
of H-equivariant locally Fre´chet D-modules on X.
(a) For every U ∈ Xw, there is a unique coadmissible ÙD(U, HU)-module struc-
ture on M(U) such that
(i) γHU(g) ·m = gM(m) for all g ∈ HU and m ∈ M(U),
(ii) the topology onM(U) induced by this coadmissible ÙD(U, HU)-module
structure coincides with the given K-Fre´chet topology on M(U),
(iii) the ÙD(U, HU)-action on M(U) extends the given D(U)-action on
M(U).
(b) These ÙD(U, HU)-module structures on M(U) do not depend on α.
(c) There is an isomorphism of H-equivariant locally Fre´chet D-modules on X
θ : Loc
ÛD(X,H)
X
(M(X))
∼=
−→M,
whose restriction to Xw is given by
θ(U)(s Ù⊗ m) = s · (m|U)
for any U ∈ Xw, s ∈ ÙD(U, HU) and m ∈M(X).
Proof. (a) Suppose first that U = X and write N := Loc
ÛD(X,H)
X
(M). Let ψ :M →
M(X) be the composite of the canonical map M → N (X) and α(X) : N (X) →
M(X); it is a continuous isomorphism by Theorem 3.5.11 and the definition of the
topology on N (X). Now Γ(X,−) is a functor from H-equivariant D-modules on X
to D(X)⋊H-modules by Proposition 2.3.5, so the continuous map α(X) : N (X)→
M(X) is D(X)⋊H-linear. Hence ψ :M →M(X) is also D(X) ⋊H-linear. Since
D(X) ⋊ H is dense in ÙD(X, H) by construction, we may apply Lemma 4.4.4 to
ψ : M → M(X) to deduce that the D(X) ⋊ H-action on M(X) extends to an
action of ÙD(X, H) which satisfies all the required properties.
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The general case follows from this special case in view of (17).
(b) This follows from Lemma 4.4.4(c).
(c) By part (a), we know that M(X) is a coadmissible ÙD(X, H)-module, and
the map ψ : M → M(X) given by ψ(m) = α(X)(1 Ù⊗ m) is a ÙD(X, H)-linear
isomorphism. Write P := P
ÛD(X,H)
X
and consider the diagram
P(M)
P(ψ)
yysss
ss
ss
ss
s
α|Xw
$$❍
❍❍
❍❍
❍❍
❍❍
P(M(X))
θ
//M|Xw
where θ(U)(sÙ⊗m) = s · (m|U) for U ∈ Xw, s ∈ ÙD(U, HU) and m ∈ M(U). We
identify P(M)(U) with ÙD(U, HU) Ù⊗ÛD(X,H)M for each U ∈ Xw and compute
(θ ◦ P(ψ))(U)(s Ù⊗ m) = θ(U)(s Ù⊗ ψ(m)) = s · α(X)(1 Ù⊗ m)|U =
= s · α(U)(1 Ù⊗ m) = α(U)(s · (1 Ù⊗ m)) =
= α(U)(s Ù⊗ m).
We have used that α(U) is ÙD(U, HU)-linear, and also that α is a morphism of
sheaves on Xw in this calculation. Since P(ψ) and α are morphisms of sheaves on
Xw and since α(U) is an isomorphism, it follows that θ is also a morphism of sheaves
on Xw and that the triangle above is commutative. Since ψ is an isomorphism, it
follows that θ is also an isomorphism. By applying [5, Theorem 9.1], we see that θ
extends to the required isomorphism θ : Loc
ÛD(X,H)
X
(M(X))
∼=
−→ M of sheaves on
X, which is H-equivariant, D-linear and continuous because P(ψ) and α|Xw both
have these properties. 
Until the end of § 4.4, we will assume the following
Hypothesis 4.4.6.
• X is an affinoid variety,
• G is compact,
• A is a G-stable affine formal model in O(X),
• L is a G-stable free A-Lie lattice in T (X).
• [L,L] ⊆ πL and L · A ⊆ πA,
• U is a finite Xac(L)-covering of X,
• U admits an L-accessible refinement,
• H is an open normal subgroup of G which stabilises every member of U ,
• (N•) is a good chain for L in H ,
• M is a U-coadmissible H-equivariant D-module on X.
Notation 4.4.7. Let n > 0 and Y be an intersection of members of U .
(a) Xn := Xac(πnL, H), a G-topology on X,
(b) Yn := Yac(π
nL, H) = Xn ∩Yw, a G-topology on Y.
(c) Qn :=⁄ U (πnL)K ⋊Nn H , a sheaf of K-Banach algebras on Xn,
(d) Q∞ := ÙD(−, H), a sheaf of Fre´chet-Stein algebras on Xw/H .
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We refer the reader to Corollary 4.3.12 and Theorems 3.4.8/3.5.11 for assertions
(c) and (d) above. Recall that the G-topologies Xn become finer as n increases:
X0 ⊂ X1 ⊂ X2 ⊂ · · · ⊂ Xn ⊂ · · · ⊂ Xw/H,
and that by Proposition 4.4.2(a) there is an isomorphism of sheaves on X0
Q∞|X0
∼=
−→ lim
←−
Qn.
Since M is U-coadmissible, it follows from Proposition 3.5.2(b) and Proposition
4.4.5 that MYw/H is naturally a Q∞|Yw/H -module, for each Y ∈ U .
Lemma 4.4.8. There is a unique structure of a Q∞-module on M|Xw/H which
extends the Q∞|Yw/H -module structure on M|Yw/H for each Y ∈ U .
Proof. It follows from Proposition 4.4.5(b) that the action maps
aY : Q∞|Yw/H ×M|Yw/H →MYw/H for Y ∈ U ,
agree on overlaps: (aY)|Y∩Y′ = (aY′)|Y∩Y′ for all Y,Y
′ ∈ U . Since Q∞|Yw/H and
M|Yw/H are sheaves and since each aY is a sheaf morphism, it follows that they
patch together uniquely to a sheaf morphism a : Q∞ ×M|Xw/H → M|Xw/H . It
is now straightforward to verify that a defines the structure of a Q∞-module on
M|Xw/H . 
Lemma 4.4.9. Let n > 0 and let Y ∈ U .
(a) There is a presheaf Pn on Xn of Qn-modules given by
Pn(Z) = Qn(Z) ⊗
Q∞(Z)
M(Z) for all Z ∈ Xn.
(b) The canonical map LocQn(Pn(Y))→ Pn|Yn is an isomorphism.
(c) The restriction of Pn to Yn is a sheaf.
Proof. (a) Note that M(Z) is a Q∞(Z)-module for each Z ∈ Xn ⊂ Xw/H by
Lemma 4.4.8, so the formula defining Pn(Z) makes sense. Because Qn, Q∞|Xn
and M|Xn are all well-defined functors on Xn, the functoriality of tensor product
ensures that Pn is a presheaf.
(b) Because M is U-coadmissible and Y ∈ U , we have at our disposal the
isomorphism θY : Loc
ÛD(Y,H)
Y
(M(Y))
∼=
−→ M|Y from Proposition 4.4.5(c). Let
Z ∈ Yn and consider the following diagram:
Qn(Z) ⊗
Qn(Y)
Pn(Y) // Pn(Z)
Qn(Z) ⊗
Qn(Y)
Ç
Qn(Y) ⊗
Q∞(Y)
M(Y)
å
∼=

Qn(Z) ⊗
Q∞(Z)
M(Z)
Qn(Z) ⊗
Q∞(Y)
M(Y) Qn(Z) ⊗
Q∞(Z)
Ç
Q∞(Z) Ù⊗
Q∞(Y)
M(Y)
å
.
∼= 1⊗θY(Z)
OO
If b ∈ Qn(Y) andm ∈M(Y), we have (b⊗m)|Z = b|Z⊗m|Z by definition. It follows
that the diagram commutes and hence the top horizontal arrow is an isomorphism.
74 KONSTANTIN ARDAKOV
(c) SinceM(Y) is a coadmissibleQ∞(Y)-module by Proposition 4.4.5(a), Pn(Y)
is a finitely generated Qn(Y)-module. Now apply Corollary 4.3.19. 
Definition 4.4.10. Mn is the sheafification of the presheaf Pn on Xn.
Corollary 4.4.11. Let n > 0.
(a) Mn is a U-coherent Qn-module on Xn.
(b) Mn(X) is a finitely generated Qn(X)-module.
(c) The canonical Qn-linear morphism
σn : LocQn(Mn(X)) −→Mn
is an isomorphism.
Proof. Part (a) follows immediately from Lemma 4.4.9, and parts (b), (c) follow
from part (a) and Theorem 4.3.21, because we have assumed that U admits an
L-accessible refinement. 
Lemma 4.4.12. For each n > 0 there is a Qn-linear isomorphism
τn : LocQn
(
Qn(X)⊗Qn+1(X)Mn+1(X)
) ∼=
−→ LocQn (Mn(X)) .
Proof. For every Z ∈ Xn, by the definition of Pn(Z) there is a canonical functorial
isomorphism
Qn(Z) ⊗
Qn+1(Z)
Pn+1(Z)
∼=
−→ Pn(Z).
If Z happens to be contained in Y for some Y ∈ U , then Lemma 4.4.9(c) induces
a functorial isomorphism
Qn(Z) ⊗
Qn+1(Z)
Mn+1(Z)
∼=
−→Mn(Z)
which does not depend on the choice of Y and appears in the bottom row of the
following diagram:
Qn(Z) ⊗
Qn(X)
Ç
Qn(X) ⊗
Qn+1(X)
Mn+1(X)
å
τn(Z) //
∼=

Qn(Z) ⊗
Qn(X)
Mn(X)
∼= σn(Z)

Qn(Z) ⊗
Qn+1(Z)
Ç
Qn+1(Z) ⊗
Qn+1(X)
Mn+1(X)
å
1⊗σn+1(Z)

Qn(Z) ⊗
Qn+1(Z)
Mn+1(Z) ∼=
//Mn(Z)
All solid arrows in this diagram are isomorphisms, so we obtain the isomorphism
τn(Z) : Qn(Z) ⊗
Qn(X)
Ç
Qn(X) ⊗
Qn+1(X)
Mn+1(X)
å
∼=
−→ Qn(Z) ⊗
Qn(X)
Mn(X)
as the top dotted arrow in the diagram. This morphism is functorial in Z. Now
both Qn(X) ⊗Qn+1 Mn+1(X) and Mn(X) are finitely generated Qn(X)-modules
by Corollary 4.4.11(b) and U is an Xn-covering, so by Corollary 4.3.19 these τn(Z)’s
patch together to give the required Qn-linear isomorphism τn. 
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Corollary 4.4.13. The Q∞(X)-module M∞ := lim←−
Mn(X) is coadmissible.
Proof. By Lemma 4.4.12, the maps τn(X) induce Qn(X)-linear isomorphisms
Qn(X)⊗Qn+1(X)Mn+1(X)
∼=
−→Mn(X) for each n > 0.
Therefore M∞ is a coadmissible lim←−
Qn(X) = Q∞(X)-module, by Proposition
4.4.2(a). 
If Y ∈ U then M(Y) is a coadmissible Q∞(Y)-module by Proposition 4.4.5(a).
Hence the canonical map
M(Y) −→ lim
←−
Qn(Y) ⊗
Q∞(Y)
M(Y)
is an isomorphism, and we will identify M(Y) with lim
←−
Qn(Y) ⊗
Q∞(Y)
M(Y).
Lemma 4.4.14. For each Y ∈ U , there is a Q∞(X)-linear map
νY :M∞ −→M(Y)
such that νY(m)|Y∩Y′ = νY′(m)|Y∩Y′ for all m ∈M∞ and all Y
′ ∈ U .
Proof. Let m = (mn)n ∈M∞ where mn ∈ Mn(X), and define νY by
νY(m) := ((mn)|Y)n.
This is Q∞(X)-linear because the restriction maps in Mn are Qn(X)-linear. Now
νY(m)|Y∩Y′,n = (mn|Y)|Y∩Y′ = mn|Y∩Y′ = (mn|Y′)|Y∩Y′ = νY′(m)|Y∩Y′,n
for all n > 0. Hence νY(m)|Y∩Y′ = νY′(m)|Y∩Y′ for all m ∈M∞. 
Proposition 4.4.15. There is an isomorphism
Loc
ÛD(X,H)
X
(M∞)
∼=
−→M
of H-equivariant locally Fre´chet D-modules on X.
Proof. Because Loc
ÛD(X,H)
X
(M∞) and M are sheaves, by [5, Theorem 9.1] it is suf-
ficient to construct an isomorphism of H-equivariant D-modules on Xw
α : P
ÛD(X,H)
X
(M∞)
∼=
−→M|Xw .
Let Y ∈ U . Using Lemma 4.4.14, define
gY : ÙD(Y, H) Ù⊗ÛD(X,H)M∞ −→M(Y)
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by setting gY(sÙ⊗m) = s · νY(m). This is a ÙD(Y, H)-linear map. The diagram
Q∞(Y) Ù⊗
Q∞(X)
M∞
gY //M(Y)
∼=

lim
←−
Qn(Y) ⊗
Qn(X)
Mn(X)
∼=lim
←−
σn(Y)

lim
←−
Qn(Y) ⊗
Q∞(Y)
M(Y)
lim
←−
Mn(Y) lim←−
Pn(Y)∼=
oo
is commutative by construction. The bottom left vertical arrow is an isomorphism
by Corollary 4.4.11(c), and the bottom horizontal arrow is an isomorphism by
Lemma 4.4.9(b). Hence gY is an isomorphism. Now consider the following diagram:
P
ÛD(X,H)
X
(M∞)|Yw
αY //
∼=

M|Yw
P
ÛD(Y,H)
Y
(ÙD(Y, H) Ù⊗ÛD(X,H)M∞) PÛD(Y,H)
Y
(gY)
// P
ÛD(Y,H)
Y
(M(Y))
θY∼=
OO
where the left vertical arrow is the isomorphism given by Proposition 3.5.9, and
the right vertical arrow θY is the isomorphism given by Proposition 4.4.5(c). The
bottom arrow is an isomorphism by Proposition 3.6.6, and thus we obtain the
H-equivariant D-linear isomorphism
αY : P
ÛD(X,H)
X
(M∞)|Yw
∼=
−→M|Yw
which makes the diagram commute.
Recall from Proposition 4.4.5(a) that for any Z ∈ Yw, M(Z) is naturally a
coadmissible D(Z, HZ)-module. Using Corollary 3.5.6 to identify P
ÛD(X,H)
X
(M∞)(Z)
with ÙD(Z, HZ) Ù⊗ÛD(X,HZ)M∞, it is straightforward to verify that
αY(Z) : ÙD(Z, HZ) Ù⊗ÛD(X,HZ)M∞ −→M(Z)
is given by
αY(Z)(sÙ⊗m) = s · (νY(m)|Z) for all s ∈ ÙD(Z, HZ) and m ∈M∞.
Using Lemma 4.4.14, we see that the local isomorphisms αY satisfy
(αY)|Y∩Y′ = (αY′)|Y∩Y′ for any Y,Y
′ ∈ U .
SinceM|Xw is a sheaf by assumption and since P
ÛD(X,H)
X
(M∞) is a sheaf on Xw by
Theorem 3.5.11, the αY’s patch together to give the required isomorphism α. 
Proof of Theorem 4.4.3. Let U be an admissible affinoid covering of X and let M
be a U-coadmissible G-equivariant D-module on X. Because (X, G) is small, we
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can find a G-stable affine formal model A in O(X) and a G-stable free A-Lie lattice
L in T (X).
Because X is affinoid, by replacing U by a finite refinement and applying Lemma
3.6.9 we may assume that U is finite. Choose and fix a Laurent refinement V of
U , using [11, Lemmas 8.2.2/2-4]. By applying [5, Proposition 7.6], we may replace
L by a sufficiently large π-power multiple, and thereby ensure that every member
of U and of V is an L-accessible affinoid subdomain of X. Thus U is L-accessible,
and admits an L-accessible Laurent refinement. By replacing L by πL if necessary,
we may assume further that [L,L] ⊆ πL and L · A ⊆ πA. By Lemma 4.4.1, we
can find an open normal subgroup H of G which stabilises A, L and each member
of U . Choose a good chain (N•) for L using Lemma 3.3.6. Thus, all conditions of
Hypothesis 4.4.6 are satisfied.
Now M :=M(X) is a coadmissible ÙD(X, H)-module by Corollary 4.4.13, so by
Proposition 4.4.15 and Proposition 4.4.5(c), there is an isomorphism
θ : Loc
ÛD(X,H)
X
(M)
∼=−→M
of H-equivariant locally Fre´chet D-modules on X, given by
θ(U)(s Ù⊗ m) = s · (m|U)
for any U ∈ Xw, s ∈ ÙD(U, HU) and m ∈M . On the other hand, M is a D(X)⋊G-
module by Proposition 2.3.5, and by Proposition 4.4.5(a), the actions of ÙD(U, H)
and D(X) ⋊G are compatible in the following sense:
γH(h) ·m = hM(m) for all h ∈ H and m ∈M.
Thus the ÙD(X, H)-action on M extends to an action of ÙD(X, H)⋊H G ∼= ÙD(X, G),
by Corollary 3.3.11. Since the restriction of M back to ÙD(X, H) is coadmissible,
M is necessarily coadmissible also as a ÙD(X, G)-module.
Note that by construction, Loc
ÛD(X,G)
X
(M) = Loc
ÛD(X,H)
X
(M) as H-equivariant
locally Fre´chet D-modules on X. We will now verify that the isomorphism θ is
G-equivariant. To this end, fix U ∈ Xw and g ∈ G, and consider the diagram
M(U, HU)
θ(U) //
gM
U,HU

M(U)
gM(U)

M(gU, gHUg
−1)
θ(gU)
//M(gU).
Now M(U) is a coadmissible ÙD(U, HU)-module and M(gU) is a coadmissibleÙD(gU, gHUg−1)-module by Proposition 4.4.5(a), and it is straightforward to see
that θ(U) is ÙD(U, HU)-linear, whereas θ(gU) is ÙD(gU, gHUg−1)-linear.
Using the isomorphism ÛgU,HU : ÙD(U, HU) ∼=−→ ÙD(gU, gHUg−1), we can regard
M(gU) as a coadmissible ÙD(U, H)-module. Because M is a G-equivariant D-
module, it follows from Definition 2.3.4(a) that the map gM(U) :M(U)→M(gU)
is D(U) ⋊ HU-linear. Because it is also continuous by Definition 3.6.1(a), we
see that it is actually ÙD(U, HU)-linear. Similarly, regarding M(gU, gHUg−1) as
a coadmissible ÙD(U, HU)-module via ÛgU,HU , the maps gMU,HU and θ(gU) become
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ÙD(U, HU)-linear. Since the image ofM inM(U, HU) generates a dense ÙD(U, HU)-
submodule inM(U, HU), to show that the diagram commutes it is enough to verify
that gM(U) ◦ θ(U) and θ(gU) ◦ gM
U,HU
agree on this image, by Lemma 3.6.5. But
[gM(U) ◦ θ(U)](1 Ù⊗ m) = gM(U)(m|U) = gM(X)(m)|U =
= θ(gU)(1 Ù⊗ g ·m) = [θ(gU) ◦ gM
U,HU
](1 Ù⊗ m)
for all m ∈M , and the result follows. 
This completes the proof of Theorem 3.6.11.
5. Beilinson-Bernstein localisation theory
5.1. Invariant vector fields on affine formal group schemes. We begin by
reminding the reader some basic facts from the theory of group schemes, follow-
ing Demazure and Gabriel, [21]. Let R be an arbitary commutative ring. Recall
that an R-functor is a set-valued functor on the category of (small, commutative)
R-algebras, and an R-group-functor is a group-valued functor on the same cat-
egory. We will always identify a scheme X over R with its R-functor of points
X = SchR(Spec(−), X).
Let G be an R-group-functor. By [21, Chapter II, §4, 1.2], for every R-algebra
S we have the group
Lie(G)(S) = ker (G(S[τ ])→ G(S)) ,
where S[τ ] := S[T ]/〈T 2〉 is the ring of dual numbers. This construction yields
another R-group functor Lie(G), and Lie(−) is functorial in G. If G is actually a
group scheme over R, then it is shown in [21, Chapter II, §4, Proposition 4.5] that
Lie(G)(S) is an S-Lie algebra for every R-algebra S. In this case, the Lie algebra
of G is defined to be Lie(G) := Lie(G)(R).
Let X be an R-functor. Its automorphism group Aut(X) is given by
Aut(X)(S) = AutS(X⊗R S)
for every R-algebra S. Aut(X) is another R-functor, and X⊗R S denotes the base-
change of X to S [21, Chapter II, §1, 2.7]. Explicitly, X⊗RS is simply the restriction
of X to the category of commutative S-algebras, and AutS(X⊗R S) is the group of
invertible natural transformations X⊗R S
∼=
→ X⊗R S.
By [21, Chapter II, §4, Proposition 2.4], there is homomorphism
Lie(Aut (X))(R)→ DerR(OX), φ 7→ Dφ
to the group of R-linear derivations DerR(OX) of the structure sheaf OX, [21, Chap-
ter I, §1, 6.1], of the R-functor X. It is given by the following formula:
(20) f(φS(xS[τ ])) = f(x) + τDφ(Y)(f),
where S is an R-algebra, φ ∈ Lie(Aut(X))(R), φS is its image in Lie(Aut(X))(S), Y
is an open subfunctor of X, f ∈ O(Y), x ∈ X(S) and xS[τ ] is its image in X(S[τ ]).
In the case where X is actually an R-scheme, DerR(OX) is simply the space T (X)
of global vector fields on X.
Definition 5.1.1. Let G × X → X be an action of the R-group scheme G on the
R-scheme X, and let ϕ : G → Aut(X) be the corresponding homomorphism. The
infinitesimal action of g := Lie(G) on X associated to ϕ is the R-linear map
ϕ′ : g→ T (X)
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given by ϕ′(u) = Dφ where φ := Lie(ϕ)(R)(u
−1) ∈ Lie(Aut(X))(R).
Remarks 5.1.2.
(a) Note that our notation differs from the one used in [21, Chapter II, §4,
4.4] because of the minus sign in the exponent of u. With this modified
notation, [21, Chapter II, §4, Proposition 4.4] tells us that the infinitesimal
action ϕ′ : g → T (X) is a homomorphism of R-Lie algebras, and not an
anti-homomorphism.
(b) The infinitesimal action is given by the intuitive formula
ϕ′(g)(f)(x) =
f(g−1x)− f(x)
τ
, for all g ∈ g, f ∈ OX and x ∈ G
which may explain the phrase “differentiating the G-action on X”.
Let ϕ : G→ Aut(X) be an action of the R-group scheme G on the R-scheme X.
The structure sheaf O|X| on the underlying topological space |X| of the R-functor X
is then naturally G(R)-equivariant in the sense of Definition 2.3.1, and similarly the
tangent sheaf T|X| is also G(R)-equivariant. In this way, we obtain a group action
of G(R) on T (X) = T (|X|) by R-Lie algebra automorphisms, which is determined
by the following property:
(g · v)(g · f) = g · v(f)
whenever g ∈ G(R), v ∈ T (X), Y is an open subfunctor of G and f ∈ O(Y). We
will call this the conjugation action of G(R) on T (X). On the other hand, recall
from [21, Chapter II, §4, 1.2] that we have the adjoint representation
(21) Ad : G(R)→ AutR(LieG)
given by Ad(g)(u) := g · u := g u g−1 for all g ∈ G(R) and u ∈ LieG. Here we
abuse notation and identify G(R) with its image inside G(R[τ ]).
Lemma 5.1.3. Let G × X → X be an action of the R-group scheme G on the
R-scheme X, and let ϕ : G → Aut(X) be the corresponding homomorphism. Then
the infinitesimal action ϕ′ : g → T (X) is equivariant with respect to the adjoint
action of G(R) on g and the conjugation action of G(R) on T (X).
Proof. Let h ∈ G(R), g ∈ g, f ∈ O|X| and x ∈ X. Then
(h · ϕ′(g))(h · f) = h · ϕ′(g)(f)
by the definition of the G(R)-action on T (X) given above, so
τ(h · ϕ′(g))(h · f)(x) = τ (h · ϕ′(g)(f)) (x) =
= τ ϕ′(g)(f)(h−1 · x) =
= f(g−1h−1 · x) − f(h−1 · x) =
= (h · f)(hg−1h−1 · x)− (h · f)(x) =
= (h · f)((h · g)−1 · x)− (h · f)(x) =
= τ ϕ′(h · g)(h · f)(x).
Because this is true for all x ∈ X and because multiplication by τ on R[τ ] induces
a bijection R→ τR, we deduce that (h · ϕ′(g))(h · f) = ϕ(h · g)(h · f). Replacing f
by h−1 · f , we conclude that (h ·ϕ′(g))(f) = ϕ′(h · g)(f) for all f ∈ O|X|. Therefore
h · ϕ′(g) = ϕ′(h · g) as required. 
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Suppose now that ϕ : G → Aut(X) and ψ : G → Aut(Y) are two actions of the
R-group scheme G on the R-schemes X and Y, respectively, and let ξ : Y → X be
a G-equivariant map. Let H be an affine R-group scheme which is flat over R, and
suppose in addition that ξ : Y→ X is a Zariski locally trivial H-torsor in the sense
of [3, §4.3]. Because H is flat over R, [3, Lemma 4.3] tells us that the pullback of
functions map ξ♯ : OX → (ξ∗OY)H is an isomorphism of OX-modules. Recall from
[3, §4.4] that in this situation, we have the anchor map
(22) α : (ξ∗TY)
H −→ TX
of the Lie algebroid (ξ∗TY)H, which is defined by the rule
(23) ξ♯ (α(v)(f)) = v(ξ♯(f))
for any v ∈ (ξ∗TY)H and any f ∈ OX. This map allows us to relate the infinitesimal
actions of g on X and on Y in the following way.
Lemma 5.1.4. We have α ◦ ψ′ = ϕ′.
Proof. Let U be an affine open subscheme of X over which ξ is trivialisable. Let
g ∈ g, f ∈ O(U) and x ∈ ξ−1(U). Using the G-equivariance of ξ, we calculate using
Definition 5.1.1 that
τ ψ′(g)(ξ♯(f))(x) = ξ♯(f)(g−1 · x)− ξ♯(f)(x) = f(ξ(g−1 · x)) − f(ξ(x)) =
= f(g−1 · ξ(x)) − f(ξ(x)) = τ ϕ′(g)(f)(ξ(x))
and therefore that
α(ψ′(g))(f)(ξ(x)) = ξ♯(α(ψ′(g))(f))(x) = ψ′(g)(ξ♯(f))(x) = ϕ′(g)(f)(ξ(x)).
Because ξ is Zariski locally trivial, we deduce that α ◦ ψ′ = ϕ′ as claimed. 
The group G acts on itself by left and right translations. The corresponding
homomorphisms of R-group-functors
γ : G→ Aut(G) and δ : G→ Aut(G)
are given by the familiar formulas γ(g)(x) = gx and δ(g)(x) = xg−1 for every
g, x ∈ G. These actions induce G(R)-actions on O(G) by R-algebra automor-
phisms; see the end of [35, I.2.7] for a discussion. Abusing notation, we will denote
the corresponding group homomorphisms G(R) → AutR−algO(G) by γ and δ, re-
spectively: γ(g)(f)(x) = f(g−1x) and δ(g)(f)(x) = f(xg) for each f ∈ O(G) and
g, x ∈ G.
Assume from now on that our R-group scheme G is affine. We will next give
an explicit formula for the infinitesimal actions associated γ and δ, but first we
need to recall some language from the theory of Hopf algebras. The actions γ and
δ induce two right O(G)-comodule structures, otherwise known as coactions, on
O(G). Following [35, §I.2.8], we denote these coactions by ∆γ and ∆δ, respectively.
Using the sumless Sweedler notation ∆(f) = f1 ⊗ f2 for f ∈ O(G) to denote the
comultiplication map ∆ : O(G) → O(G) ⊗R O(G) of the R-Hopf algebra O(G), it
follows from [35, §I.2.8(5) and I.2.8(6)] that these coactions are given by
(24) ∆γ(f) = f2 ⊗ σ(f1) and ∆δ(f) = f1 ⊗ f2,
where σ : O(G)→ O(G) denotes the antipode of O(G).
Let ǫ : O(G)→ R be the counit of the R-Hopf algebra O(G). Recall that an ǫ-
derivation is an R-linear map d : O(G)→ R such that d(ab) = ǫ(a)d(b)+d(a)ǫ(b) for
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all a, b ∈ O(G). For every u ∈ Lie(G) = ker (Hom(O(G), R[τ ])→ Hom(O(G), R)),
there is a unique ǫ-derivation u : O(G)→ R given by the formula
(25) u(f) = ǫ(f) + τu(f) for all f ∈ O(G).
It follows from [64, Theorem 12.1] that u 7→ u is a bijection from Lie(G) onto the
set of all ǫ-derivations.
Lemma 5.1.5. Let u ∈ g = Lie(G) and f ∈ O(G). Then
γ′(u)(f) = u(σ(f1))f2 and δ
′(u)(f) = u(f2) f1.
Proof. We will only deal with the first equation, because the second one is entirely
similar. Let φ := Lie(γ)(R)(u−1), let x ∈ G and let f ∈ O(G); then abusing
notation and applying (20) we have
τDφ(f)(x) = f(φ(x)) − f(x) = f(u
−1x)− f(x).
Using (25), we can re-write this as follows:
f(u−1x)− f(x) = u−1(f1)x(f2)− f(x) = (u(σ(f1)) f2 − f)(x)
= (ǫ(σ(f1)) + τu(σ(f1)) f2 − f)(x) =
= (τu(σ(f1)) f2)(x)
because ǫ ◦ σ = ǫ and because ǫ(f1)f2 = f . Hence
γ′(u)(f) = Dφ(f) = u(σ(f1)) f2 for all f ∈ O(G). 
Next, we remind the reader of some more standard definitions.
Definition 5.1.6. Let C be an R-coalgebra, and let (M,ρM ), (N, ρN ) be right
C-comodules.
(a) A morphism of right C-comodules is an R-linear map ξ : M → N such that
ρN ◦ ξ = (ξ ⊗ 1) ◦ ρM .
(b) We will denote the endomorphism ring of (M,ρM ) in the category of right
C-comodules by End(M,ρM ).
(c) The set of left-invariant R-linear derivations of O(G) is
GT (G) := T (G) ∩ End (O(G),∆γ) .
(d) The set of right-invariant R-linear derivations of O(G) is
T (G)G := T (G) ∩ End (O(G),∆δ) .
Proposition 5.1.7. There is a commutative diagram of R-Lie algebras
Lie(G)
γ′
zz✉✉✉
✉✉
✉✉
✉✉
δ′
$$■
■■
■■
■■
■■
T (G)G
ξ 7→σ◦ξ◦σ−1
// GT (G)
in which all arrows are bijective.
Proof. By Definition 5.1.6(a), an R-linear map ξ : O(G) → O(G) is a morphism
of right O(G)-comodules for the coaction ∆γ if and only if ∆γ ◦ ξ = (ξ ⊗ 1) ◦∆γ .
Using (24), this is equivalent to
(26) ξ(f)2 ⊗ σ(ξ(f)1) = ξ(f2)⊗ σ(f1) for all f ∈ O(G).
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By applying the invertible endomorphism a ⊗ b 7→ σ−1(b) ⊗ a of O(G) ⊗R O(G),
we see that (26) is equivalent to
(27) ξ(f)1 ⊗ ξ(f)2 = f1 ⊗ ξ(f2) for all f ∈ O(G),
or equivalently, to ∆◦ξ = (1⊗ξ)◦∆. This agrees with the definition of left-invariant
derivations found on [64, p. 92]. Now if u ∈ Lie(G) then for any f ∈ O(G) we have
(∆ ◦ δ′(u))(f) = ∆(f1u(f2)) = (f1 ⊗ f2)u(f3) = f1δ
′(u)(f2) = (1⊗ δ
′(u))∆(f)
by Lemma 5.1.5. Hence δ′(u) ∈ GT (G) for all u ∈ Lie(G), and now the fact that δ′
is a well-defined bijection follows from the proof of [64, Theorem 12.1].
The antipode map can be viewed as an isomorphism of right O(G)-comodules
σ : (O(G),∆γ)
∼=−→ (O(G),∆δ).
To see this, let f ∈ O(G) and apply (24) to obtain
(σ ⊗ 1)∆γ(f) = (σ ⊗ 1)(f2 ⊗ σ(f1)) = σ(f2)⊗ σ(f1) = σ(f)1 ⊗ σ(f)2 = ∆δσ(f).
We have used here the fact that σ is an anti-coalgebra morphism — see [42, Propo-
sition 1.5.10(2)]. It follows that ξ 7→ σξσ−1 is an R-algebra isomorphism
End (O(G),∆γ)
∼=
−→ End (O(G),∆δ) .
Because σ is also an anti-algebra morphism by [42, Proposition 1.5.10(1)], it follows
that this isomorphism preserves the subspace of R-linear derivations:
σξσ−1(ab) = σ
(
ξ(σ−1b)σ−1a+ σ−1b ξ(σ−1a)
)
= a σξσ−1(b) + σξσ−1(a) b
whenever ξ(ab) = ξ(a)b+ aξ(b) for all a, b ∈ O(G). Hence the bottom arrow of the
triangle is a well-defined bijection. Finally, we will show that
(28) σδ′(u)σ−1 = γ′(u) for all u ∈ Lie(G).
Using (24) and Lemma 5.1.5, we see that for any u ∈ Lie(G) and f ∈ O(G),
σ(γ′(u)(f)) = u(σ(f1))σ(f2) = (u ⊗ 1)(σ(f1)⊗ σ(f2)) =
= (u ⊗ 1)(σ(f)2 ⊗ σ(f)1) = u(σ(f)2) σ(f)1 = δ′(u)(σ(f)).
Thus σ ◦ γ′(u) = δ′(u) ◦ σ which implies (28). It follows that the triangle in the
statement of the Proposition commutes, and also that γ′ is a bijection. Finally,
γ′ and δ′ are R-Lie algebra homomorphisms by [21, Chapter II, §4, Proposition
4.4]. 
Recall [35, §I.7.9] that the group scheme G is said to be infinitesimally flat
if I/I2 is a finitely presented and projective R-module, where I = ker ǫ is the
augmentation ideal of O(G). In view of [30, Corollaire 19.5.4], this is for example
the case whenever G is smooth and of finite type over Spec(R).
Proposition 5.1.8. The canonical O(G)-linear maps
O(G)⊗R T (G)
G −→ T (G) and O(G)⊗R
GT (G) −→ T (G)
are isomorphisms whenever G is infinitesimally flat.
Proof. Write A = O(G), let π : A → I/I2 be the R-linear map given by π(a) =
a− ǫ(a)1 + I2 and note that it is an ǫ-derivation with values in I/I2:
π(ab) = ǫ(a)π(b) + π(a)ǫ(b) for all a, b ∈ A.
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It follows that there is an A-linear map θ : HomR(I/I
2, A)→ DerR(A), given by
θ(f)(a) = a1f(π(a2)) for all a ∈ A.
From the proof of [64, Theorem 11.3], we deduce that θ is in fact an isomorphism,
whose inverse is given by the explicit formula
θ−1(d)(a+ I2) = σ(a1)d(a2) for any a ∈ I.
Let Ad(σ) : EndRA→ EndR A be the map ξ 7→ σξσ−1 and recall from Proposition
5.1.7 that Ad(σ) maps GT (G) onto T (G)G. Consider the following diagram of
R-modules:
A⊗R T (G)G
µ // DerR(A)
A⊗R GT (G)
µ //
σ ⊗ Ad(σ)
OO
DerR(A)
Ad(σ)
OO
A⊗R HomR(I/I
2, R)
1 ⊗ δ′◦π∗
OO
w
// HomR(I/I2, A)
∼= θ
OO
Here, µ is given by µ(a ⊗ d)(b) = a d(b), π∗ : HomR(I/I2, R) → Lie(G) is the
isomorphism given by π∗(f) = f ◦ π, and w is given by w(a ⊗ f)(x) = a f(x).
Using Lemma 5.1.5, It is straightforward to verify that this diagram commutes.
Now w is an isomorphism because G is infinitesimally flat and δ′ is an isomorphism
by [64, Theorem 12.1]. Since Ad(σ) and σ are also isomorphisms, µ is also an
isomorphism. 
We now specialise to the case where our ground ring R is complete with respect
to some nested family of ideals Ji:
R
∼=
−→ lim
←−
R/Ji.
We will write
Ri := R/Ji and Gi := G×Spec(R) Spec(Ri).
Lemma 5.1.9. Suppose that G is infinitesimally flat over R.
(a) For any index i, all arrows in the commutative diagram
Lie(G)⊗R Ri
ϕl,G⊗1 //

T (G)G ⊗R Ri

Lie(Gi) ϕl,Gi
// T (Gi)Gi
are isomorphisms.
(b) The natural map
Lie(G) −→ lim
←−
Lie(Gi)
is an isomorphism.
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Proof. (a) We identify Lie(G) with HomR(I/I
2, R) where I = ker ǫ is the augmen-
tation ideal of O(G). The discussion in [35, §I.7.4(1)] shows that
Lie(G⊗R S) ∼= Lie(G)⊗R S
for any commutative R-algebra S, using the fact that G is infinitesimally flat over
R. Hence the vertical arrow on the left is an isomorphism, and in particular, Gi is
infinitesimally flat over Ri. The result now follows from Proposition 5.1.7.
(b) The required map fits into a natural commutative triangle
Lie(G) //
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
lim
←−
Lie(Gi)
lim
←−
Lie(G)⊗R Ri
55❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧
Because R is complete, every finitely generated projective R-module is also com-
plete. Since G is infinitesimally flat over R, Lie(G) is a finitely generated projective
R-module, so the first diagonal map in the diagram is an isomorphism. The second
diagonal map is an isomorphism by part (a). 
Definition 5.1.10. (a) We denote the completion of G by “G. This is an affine
formal scheme whose coordinate ring
A := O(“G) = lim
←−
O(Gi)
is the completion of the R-algebra O(G).
(b) Let T (“G) := DerR(A) denote the set of R-linear derivations of A.
Proposition 5.1.11. Suppose that G is infinitesimally flat. Then the natural maps
β : T (“G) −→ lim
←−
T (Gi) and O(“G)⊗R T (G)G −→ T (“G)
are isomorphisms.
Proof. These maps appear in the commutative diagram
O(“G)⊗R T (G)G //

T (“G)
β

lim
←−
Ä
O(“G)⊗R T (G)Gä⊗R Ri

lim
←−
O(Gi)⊗Ri T (Gi)
Gi // lim
←−
T (Gi).
Suppose that β(∂) = 0 for some ∂ ∈ T (“G). Then β(A) ⊆ JiA for all i. Because
the topology on A is separated, we see that β is injective.
Because G is infinitesimally flat, T (G)G is a finitely generated projective R-
module by Proposition 5.1.7. Hence O(“G)⊗R T (G)G is a finitely generated projec-
tive O(“G)-module, and is therefore complete. Hence the first vertical arrow on the
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left is an isomorphism. Now Lemma 5.1.9(a) implies that the second vertical arrow
on the left is an isomorphism, and the bottom horizontal map is an isomorphism
by Proposition 5.1.8. Because β is injective, it follows that in fact all arrows in this
diagram are isomorphisms. 
The coactions
∆γ : O(G)→ O(G)⊗R O(G) and ∆δ : O(G)→ O(G)⊗R O(G)
from (24) can be completed to obtain R-algebra homomorphisms“∆γ : A → A“⊗RA and “∆δ : A → A“⊗RA.
Definition 5.1.12. Let T (“G)Ĝ := {ξ ∈ T (“G) : “∆δ ◦ ξ = (ξ“⊗1) ◦ “∆δ} denote the
R-Lie algebra of right-invariant derivations of “G.
Proposition 5.1.13. Suppose that G is infinitesimally flat. The the natural map
T (G)G −→ T (“G)Ĝ
is an isomorphism.
Proof. Consider the following diagram:
Lie(G) //
ϕl,G

lim
←−
Lie(Gi)
lim
←−
ϕl,Gi

T (G)G //
''◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆
lim
←−
T (Gi)Gi
T (“G)Ĝ
β
66♥♥♥♥♥♥♥♥♥♥♥♥
The vertical arrows are isomorphisms by Proposition 5.1.7, and the top horizontal
arrow is an isomorphism by Lemma 5.1.9(b). So the middle horizontal arrow is also
an isomorphism. Because the restriction of the map β from Proposition 5.1.11 to
T (“G)Ĝ is injective, the bottom triangle now implies that T (G)G −→ T (“G)Ĝ is an
isomorphism. 
Lemma 5.1.14. Suppose that G is integral and of finite type over R, and that R
is a complete valuation ring of height 1. Then the natural maps
O(G) −→ O(“G) and T (G) −→ T (“G)
are injective.
Proof. Let A := O(G) and fix a non-zero non-unit π ∈ R. We have to show that⋂
πnA is zero. Because of the assumptions imposed on R and because A is a
finitely generated R-algebra, [1, Corollaire 1.12.14(i)] implies the ideal πA satisfies
the strong Artin-Rees condition — see [1, Definition 1.8.25(a)]. Let a ∈
⋂
πnA;
then by [1, Lemme 1.8.27] there exists b ∈ A such that a(1 − πb) = 0. Note that
1− πb 6= 0 as otherwise ǫ(b) would be an inverse to π in R. Because G is integral,
we deduce that a = 0. The second statement is now clear. 
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Remark 5.1.15. The first condition on G in Lemma 5.1.14 cannot be replaced
with the weaker condition that G is reduced. To see this, let A be the finitely
presented R-algebra A := R[v]/〈v − πv2〉. We may view A as an R-subalgebra of
the group ring K[C2] := K[g]/〈g2− 1〉 of the cyclic group of order two over K, via
the R-algebra embedding which sends v to 1−g2π . It follows that A is isomorphic
to R ×K, so A is reduced and flat over R, but it is not integral. Now K[C2] is a
K-Hopf algebra in a standard way, where the element g is grouplike. We can then
calculate that the structure morphisms ǫ, σ and ∆ on K[C2] satisfy
ǫ(v) = 0, σ(v) = v, and ∆(v) = v ⊗ 1 + 1⊗ v − 2πv ⊗ v.
It follows that A is an R-sub-Hopf algebra of K[C2]. Hence G := Spec(A) is
a reduced, affine group scheme of finite presentation over R. However, because
v = πnv2
n
∈ πnA for any n > 0, the kernel of the natural map A → Â is the
non-zero ideal vA. The group scheme G above is even infinitesimally flat because
Av2 ⊆ Av = Aπv2 ⊆ Av2. Thus Proposition 5.1.13 is applicable in this case, even
though both arrows appearing in the statement of Lemma 5.1.14 fail to be injective.
5.2. The algebra ÙD(G, G)G. We will assume from now on that R = R is a
complete valuation ring of height one and mixed characteristic (0, p), and work
under the following
Hypothesis 5.2.1.
• G is an affine group scheme, smooth and of finite type over R,
• g := Lie(G) is the Lie algebra of G,
• G is a compact p-adic Lie group,
• σ : G→ G(R) is a continuous group homomorphism.
We equip G(R) with the congruence subgroup topology from Definition 3.1.11.
For example, if G is defined over the ring of integers OL of some finite extension L
of Qp contained in K, then σ could be the inclusion of G(OL) into G(R).
Because G is smooth and of finite type, O(G) is a finitely generated R-algebra
which is flat as anR-module. It follows from Corollary 4.1.2 and Theorem 4.1.1 that
O(G) is even finitely presented as an R-algebra. Passing to the π-adic completion
shows that A :=’O(G) is an admissible R-algebra, so “G = Spf’O(G) is an affine
formal scheme of topologically finite presentation, and its rigid generic fibre G :=“Grig of “G is an affinoid rigid analytic variety over K. Because G is infinitesimally
flat by [30, Corollaire 19.5.4], we may and will use Proposition 5.1.13 to identify
T (G)G with the R-Lie algebra T (“G)Ĝ of right invariant derivations of “G.
Next, we have the group homomorphism γ̂ : G(R)→ Aut(“G,O
Ĝ
) from the proof
of Proposition 3.1.12(b), arising from the left-translation action γ of G on itself.
Because “G is affine, we may identify Aut(“G,O
Ĝ
) with the group G(A) of R-algebra
automorphisms of A = O(“G) as in §3.2, via (ϕ, ϕ♯) 7→ Γ(ϕ♯)−1. Thus we obtain
the continuous group homomorphism ρ : G→ G(A) given explicitly by
ρ(g) = Γ(γ̂σ(g)♯)−1 : O(“G)→ O(“G).
Via the natural embedding rig : G(A) →֒ AutK(O(G)) appearing in the discussion
following Lemma 3.2.3, this gives us a continuous action of G on the K-affinoid
algebra O(G) by K-algebra automorphisms, which we still denote by ρ:
ρ : G→ AutK(O(G)).
EQUIVARIANT D-MODULES ON RIGID ANALYTIC SPACES 87
By Definition 3.3.1, we now have at our disposal the algebraÙD(G, G)
and our aim is to define its subalgebra of right G-invariants ÙD(G, G)G. However,
because we will need to know its structure quite explicitly, we will give a defini-
tion which does not require making the notion of “right G-invariants” completely
precise.
Recall that we have at our disposal the action Ad ◦σ of G on g by R-Lie algebra
automorphisms.
Definition 5.2.2.
(a) A Lie lattice in g is a finitely generated R-submodule J of g which is stable
under the Lie bracket on g and which contains a π-power multiple of g.
(b) The Lie lattice J is G-stable if it is preserved by Ad(σ(g)) for all g ∈ G.
Lemma 5.2.3. Let J be a Lie lattice in g, and let L := A · γ′(J ).
(a) J is free of rk g as an R-module.
(b) L is free of rank rk g as an A-module.
(c) L is an A-Lie lattice in T (G) = DerK O(G).
(d) If J is G-stable, then so is L.
Proof. (a) Because G is infinitesimally flat, its Lie algebra g is a finitely generated
projective R-module. Since R is a local ring, it is actually free of finite rank.
Because R is a valuation ring, the same is true of any Lie lattice J in g.
(b) This follows from part (a) together with Proposition 5.1.11.
(c) It is straightforward to verify that L = A · γ′(J ) is closed under the Lie
bracket. It follows from Proposition 5.1.11 that T (“G) = DerR(A) = A · γ′(g).
Because J contains a π-power multiple of g, it follows that L contains a π-power
multiple of T (“G).
(d) By Lemma 5.1.3, the R-Lie algebra homomorphism γ′ is equivariant with
respect to the adjoint action of G on g and the conjugation action ρ˙ of G on T (“G).
So γ′(J ) is stable under ρ˙. Now
ρ˙(g)(a · v) = ρ(g)(a) · ρ˙(g)(v) for all a ∈ A, v ∈ γ′(g), g ∈ G
so L = A · γ′(J ) is also stable under ρ˙ as required. 
Let J be a G-stable Lie lattice in g, and let L := A · γ′(J ). Then L is a free
A-module of finite rank by Lemma 5.2.3(b), so U(L) is a flat A-module by [50,
Theorem 3.1]. In particular it is flat as an R-module, so the algebra U appearing
in Lemma 3.2.10 is just’U(L). By Definition 3.2.11, we now have at our disposal
the map
βL := (ψ
×
L )
−1 ◦ ρ : GL = ρ
−1 (exp(pǫL))→’U(L)×,
which is a G-equivariant trivialisation of the GL-action on’U(L) by Theorem 3.2.12.
On the other hand, by functoriality, the R-Lie algebra homomorphism γ′ : J → L
extends to an R-algebra homomorphism
θ :=’U(γ′) :’U(J )→’U(L).
Proposition 5.2.4. Let J be a G-stable Lie lattice in g and let L := A · γ′(J ).
(a) The map θ is injective and G-equivariant.
88 KONSTANTIN ARDAKOV
(b) For every g ∈ GL there is a unique element v ∈ J such that
ρ(g) = exp(pǫγ′(v)) and βL(g) = θ(exp(p
ǫι(v))).
(c) θ−1 ◦ βL is a G-equivariant trivialisation of the G-action on’U(J ).
Proof. (a) The G-equivariance of θ follows from Lemma 5.1.3. For the injectivity,
it is enough to show that U(γ′) : U(J ) → U(L) is injective, because both of
these algebras are flat as R-modules. By Lemma 5.2.3(a,b) and [50, Theorem
3.1], it is enough to see that S(J ) → S(L) is injective. Now by Propositions
5.1.7 and 5.1.11 there is an A-module isomorphism÷1⊗ γ′ : A ⊗R J ∼=−→ L which
induces an A-algebra isomorphism S(L) ∼= A ⊗R S(J ), and the canonical map
S(J )→ A⊗R S(J ) is injective because A and S(J ) are flat R-modules.
(b) Let g ∈ GL so that ρ(g) = ψL(exp(pǫι(u))) = exp(pǫu) for some u ∈ L.
Because the left translation action of G on itself commutes with the right translation
action, ρ(g) : A → A is a morphism of topological right A-comodules, in the sense
that the following diagram is commutative:
A
ρ(g) //
∆̂δ

A
∆̂δ

A“⊗RA
ρ(g)⊗̂1
// A“⊗RA.
The same is then true for the endomorphism log(ρ(g)) = pǫu of A. It follows that
pǫu ∈ T (“G) is a right-invariant derivation of “G. Since A is flat over R, this implies
that u is also right-invariant: u ∈ T (“G)Ĝ. Hence, by Propositions 5.1.13 and 5.1.7,
there exists v ∈ g such that γ′(v) = u. Because L ∼= A ⊗ γ′(J ), in fact v must lie
in J ⊂ g. Using equation (9) we see that
βL(g) = (exp ◦ι ◦ log ◦ρ)(g) = exp(p
ǫι(γ′(v))) = θ(exp(pǫι(v))).
The uniqueness of v follows from the injectivity of θ, established in part (a) above.
(c) Let g ∈ GL and let h ∈ exp(pǫι(J )) be such that βL(g) = θ(h). The g-action
on’U(L) is given by conjugation by θ(h) by Theorem 3.2.12(b), and the map θ is
G-equivariant, so θ(hah−1) = g · θ(a) = θ(g · a) for all a ∈’U(J ). So the g-action
on’U(J ) is given by conjugation by h, by part (a). Finally, βL is G-equivariant by
Theorem 3.2.12(b) and θ is G-equivariant, so θ−1 ◦ βL is also G-equivariant. 
We can now mimic Definition 3.3.1 and make the following
Definition 5.2.5. We define the completed skew-group algebra
ÙD(G, G)G := lim
←−
◊ U(J )K ⋊N G.
The inverse limit is taken over the set K(G) all pairs (J , N), where J is a G-stable
Lie lattice in g and N is an open normal subgroup of G contained in GA·γ′(J ).
The G-equivariant trivialisation of the N -action on◊ U(J )K is understood to be the
restriction to N of the map θ−1 ◦ βA·γ′(J ) from Proposition 5.2.4(c).
Recall the definition of good chains from Definition 3.3.3.
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Proposition 5.2.6. Let Un :=Ÿ U(πng)K , let A = O(“G) and let (N•) be a good
chain for the A-Lie lattice A · γ′(g) in T (“G). Then there is an isomorphismÙD(G, G)G ∼= lim
←−
Un ⋊Nn G.
Proof. Each πng is evidently a G-stable Lie lattice in g, so (πng, Nn) ∈ K(G) for
each n > 0. The proof of Lemma 3.3.4 implies that the set of these pairs is in fact
cofinal in K(G). 
Theorem 5.2.7. ÙD(G, G)G is Fre´chet-Stein.
Proof. Let J := π2g. This is a G-stable Lie lattice in g which satisfies [J ,J ] ⊆
π2J . We may view J as an (R,R)-Lie algebra with the trivial anchor map. Then
for each n > 0, πnJ also satisfies all these conditions, so in particular Un :=⁄ U(πnJ )K is Noetherian by Corollary 4.1.10 and Un is a flat Un+1-module for each
n > 0 by Theorem 4.1.11. Furthermore, the image of Un+1 is dense in Un because
it contains the dense image of U(gK) in Un. Now choose a good chain (N•) for
A · γ′(J ) using Corollary 3.3.7 and apply Proposition 5.2.6 to find an isomorphismÙD(G, G)G ∼= lim
←−
Un ⋊Nn G.
The same argument appearing in the proof of Theorem 3.4.8, using [53, Lemma
2.2], now completes the proof. 
Lemma 5.2.8. Let H be an open normal subgroup of G. Then there is a natural
isomorphism ÙD(G, G)G ∼= ÙD(G, H)G ⋊H G.
Proof. Follow the proof of Corollary 3.3.11. 
We will now impose the following additional hypotheses on G.
Hypothesis 5.2.9.
• B is a closed and flat R-subgroup scheme of G,
• X := G/B is a scheme, flat and of finite presentation over R,
• the canonical map ξ : G→ X is a Zariski locally trivial B-torsor.
We are interested in the π-adic completion X̂ of X which is an admissible formal
R-scheme, and its rigid generic fibre
X := X̂rig.
By Proposition 3.1.12, the group G acts continuously on X.
Theorem 5.2.10. Assume that Hypotheses 5.2.1 and 5.2.9 are satisfied. ThenÙD(G, G)G acts on X compatibly with G in the sense of Definition 3.4.9.
We begin the proof of this result by fixing the following data:
• an affinoid subdomain U of X,
• an open subgroup H of GU, and
• an H-stable affine formal model B in O(U).
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Because ξ : G → X is a Zariski locally trivial B-torsor by assumption, we have at
our disposal the anchor map α : (ξ∗TG)B → TX from equation (22). Let
αU : T (G)
G → T (U)
be the composite of the maps
T (G)G →֒ T (G)B
α(X)
−→ T (X)→ T (X̂) −→ T (X) −→ T (U).
In what follows, if H is acting on an affinoid variety Y we will denote the corre-
sponding action of H on O(Y) by
ρY : H → AutK O(Y).
The actions ρG and ρU preserve the affine formal models A = O(“G) and B, re-
spectively. On the other hand, we have at our disposal the congruence subgroups
Gpǫ(A) and Gpǫ(B) appearing in the proof of Proposition 3.2.5.
Lemma 5.2.11. Let N be the intersection of the subgroups (ρG)−1 (Gpǫ(A)) and
(ρU)−1 (Gpǫ(B)) of H . Then αU ◦ log ◦ρG|N = log ◦ρ
U
|N .
Proof. We fix an affine covering {X1, . . . ,Xm} of X over which ξ is trivialisable,
let Xi := X̂i and Ui := Xi ∩U for each i, so that {U1, . . . ,Um} is an admissible
affinoid covering of U. Because N 6 Gpǫ(A), it acts on each O(X̂i) and these
actions are trivial modulo pǫO(X̂i). So Ai := B ·O(X̂i) is an N -stable affine formal
model in O(Ui), and N acts trivially on Ai/p
ǫAi for each i.
Recall from Proposition 5.2.4(b) that the image of log ◦ρG|N lies in T (
“G)Ĝ. Let
Yi := µ
−1(Xi) and let Yi := Ŷirig. Let us also write
µY := log ◦ρ
Y
|N : N → T (Y)
whenever this makes sense. We may now consider the diagram
T (U)

T (“G)ĜαUoo
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
N
µU
ff▼▼▼▼▼▼▼▼▼▼▼▼▼▼
µG
88qqqqqqqqqqqqqq
µYi
//
µUi
xx♣♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
µXi &&◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆
◊ T (Yi)B
‘α(Xi)vv♥♥♥♥♥♥♥♥♥
♥♥
♥♥
T (Ui) T (Xi)oo
Now, Ui is an affinoid subdomain of both U and Xi, and Yi is an affinoid subdo-
main ofG. Therefore, the three triangles in this diagram that contain an unlabelled
arrow commute by Lemma 3.2.14. The outer pentagon in this diagram commutes
because αU and αXi both factor through T (X) by definition. Because the map
T (U)→ ⊕iT (Ui) is injective, to show that αU ◦µG = µU it remains to show that’α(Xi) ◦ µYi = µXi . We will drop the subscript i to aid legibility.
Because ξ is trivialisable over X, by [3, Lemma 4.3] we have the isomorphism
q := ξ♯(X) : O(X) → O(Y)B. Passing to the π-adic completion gives us the N -
equivariant map q̂ : O(X̂) −→ O(Ŷ), so that ρY(n) ◦ q̂ = q̂ ◦ ρX(n) for all n ∈ N .
It follows that
log ρY(n) ◦ q̂ = q̂ ◦ log ρX(n) for all n ∈ N.
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Finally, let n ∈ N and write v := log ρY(n) ∈ T (Ŷ) and a :=’α(X). Then appealing
to equations (22) and (23), we see that
q̂(a(v)(f)) = v(q̂(f)) = q̂(log ρX(n)(f)) for any f ∈ O(X̂).
Since O(X) and O(Y) are flat asR-modules, we see that q̂ is injective, and it follows
that a ◦ log ◦ρY = log ◦ρX as required. 
Let ϕ : G→ Aut(X) denote the action of G on X, and consider the R-Lie algebra
map ϕ′
U
: g −→ T (U) that is the composite of the following natural maps:
ϕ′U : g
ϕ′
−→ T (X) −→ T (X̂) −→ T (X) −→ T (U).
It follows from Lemma 5.1.3 together with the functorialities of π-adic completion
and the rigid generic fibre functor that the map ϕ′
U
is H-equivariant.
Proposition 5.2.12. Let (J , J) be a B-trivialising pair. Then there is an H-stable
Lie lattice H in g and an open normal subgroup N of HA·γ′(H) contained in J such
that the map
U(ϕ′
U
)⋊H : U(gK)⋊H −→◊ U(J )K ⋊J H
factors through◊ U(H)K ⋊N H .
Proof. By Definition 3.2.13, J is an H-stable B-Lie lattice in T (U) and J is an
open normal subgroup of H contained in HJ . Because g has finite rank as an
R-module and because ϕ′
U
is H-equivariant, we can find a π-power multiple H of g
contained 4 in the preimage (ϕ′
U
)−1(J ) of J in g. Then H is an H-stable Lie lattice
in g, and we have a K-algebra map’ϕ′
U,K :
◊ U(H)K →◊ U(J )K . Let A := O(“G),
L := A·γ′(H), H0 := (ρG)−1 (Gpǫ(A)) ∩ (ρU)−1 (Gpǫ(B)) and consider the subgroup
N := HL ∩J ∩H0 of H . It is open and normal in H , is contained in J and satisfies
(29) αU ◦ log ◦ρ
G
|N = log ◦ρ
U
|N
by Lemma 5.2.11. Now, θ−1 ◦βL : N →◊ U(H)K× is an H-equivariant trivialisation
of the N -action on ◊ U(H)K by Proposition 5.2.4(c), and βJ : J → ◊ U(J )K× is
an H-equivariant trivialisation of the J-action on◊ U(J )K by Theorem 3.2.12(b).
We aim to apply Lemma 2.2.7 to the ring homomorphism’ϕ′
U,K , the identity map
1 : H → H and the normal subgroups N and J of H . The first condition holds
because N 6 J and the second condition holds because ϕ′
U
is H-equivariant. To
satisfy the third condition, we have to show that
(30) ’ϕ′
U,K
×
◦ θ−1 ◦ βL = βJ .
Let n ∈ N so that βL(n) = exp ι(u) where u := log ρG(n) ∈ L ⊂ T (G). Here we
abuse notation and use ι to denote the inclusions ofH, L and J into◊ U(H)K ,◊ U(L)K
and◊ U(J )K , respectively. By Proposition 5.2.4(b), we know that u = θ(w) = γ′(w)
for some w ∈ H. Hence
θ−1(βL(n)) = θ
−1(exp ι(θ(w))) = exp ι(w).
4If ϕ′ was known to be injective we could simply take H to be this preimage. But without this
hypothesis this preimage contains a K-line and therefore cannot be a finitely generated R-module.
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Similarly, βJ (n) = exp ι(v) where v := log ρ
U(n) ∈ J ⊂ T (U). Now
ϕ′
U
(w) = αU(γ
′(w)) = αU(u) = αU(log ρ
G(n)) = log ρU(n) = v
by Lemma 5.1.4 and equation (29). Because’ϕ′
U,K ◦ ι = ι ◦ ϕ
′
U
, we see that
(’ϕ′
U,K
×
◦ θ−1 ◦ βL)(n) =’ϕ′U,K× (exp ι(w)) = exp ι(ϕ′U(w)) = exp ι(v) = βJ (n)
for any n ∈ N , which proves equation (30). Now we may apply Lemma 2.2.7 to
obtain a K-algebra homomorphism
ϕ′U ⋊ 1 :
◊ U(H)K ⋊N H −→◊ U(J )K ⋊J H
which extends’ϕ′
U,K :
◊ U(H)K −→◊ U(J )K and 1 : H → H . 
Proof of Theorem 5.2.10. Let A := ÙD(G, G)G. There is a canonical group homo-
morphism η : G → A×. For every compact open subgroup H of G, we define
AH := ÙD(G, H)G. We see from Definition 5.2.5 that this is a K-subalgebra of A,
which is Fre´chet-Stein by Theorem 5.2.7.
Now fix a compact open subgroupH ofG andU ∈ Xw/H . Fix anH-stable affine
formal model B in O(U) and let (J , J) be a B-trivialising pair. Then Definition
5.2.5 and Proposition 5.2.12 give a K-algebra homomorphisms
ÙD(G, H)G −→◊ U(H)K ⋊N H −→◊ U(J )K ⋊J H
where H 6 (ϕ′
U
)−1(J ) is some H-stable Lie lattice in g and N is the open normal
subgroupHA·γ′(H)∩J∩H0 ofH . HereH0 is some open normal subgroup ofH which
does not depend on (J , J). Choosing a different H-stable Lie lattice H′ with these
properties will yield the same composite homomorphism ÙD(G, H)G →◊ U(J )K⋊JH
because both candidates will factor throughÿ U(H′′)K ⋊N ′′ H for H′′ = H∩H′ and
N ′′ = N ∩ HA·γ′(H′). If (J
′, J ′) is another B-trivialising pair such that J ′ 6 J
and J ′ 6 J , then we can choose the corresponding pair (H′, N ′) to satisfy H′ 6 H
and N ′ 6 N . Thus we obtain the commutative diagram
ÙD(G, H)G //
''❖❖
❖❖
❖❖
❖❖
❖❖
❖
◊ U(H)K ⋊N H //◊ U(J )K ⋊J H
ÿ U(H′)K ⋊N ′ H //
OO
ÿ U(J ′)K ⋊J′ H.
OO
We may now pass to the inverse limit over all B-trivialising pairs (J , J) to obtain
the continuous K-algebra homomorphism
ϕH(U) : AH = ÙD(G, H)G −→ ÙD(U, H).
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required by Definition 3.4.9. Let V be an H-stable affinoid subdomain of U and
consider the diagram
D(U)⋊H //

ÙD(U, H)
τU
V

U(gK)⋊H
xx♣♣♣
♣♣
♣♣
♣♣
♣♣
♣
ff◆◆◆◆◆◆◆◆◆◆◆◆
// ÙD(G, H)G
ϕH(U)
88rrrrrrrrrr
ϕH(V) &&▲▲
▲▲
▲▲
▲▲
▲▲
D(V) ⋊H // ÙD(V, H).
The two trapezia commute by definition of ϕH(U) and ϕH(V). The outer rectangle
commutes by definition of the restriction map τU
V
: ÙD(U, H) → ÙD(V, H) given in
Lemma 3.4.2, and the triangle on the left commutes because ϕ′
U
(v)|V = ϕ
′
V
(v) for
any v ∈ g. Hence τU
V
◦ ϕH(U) agrees with ϕH(V) on the image of U(gK) ⋊ H
in ÙD(G, H)G. Because this image is dense and these two maps are continuous, it
follows that they are equal. Hence ϕH : AH → ÙD(−, H) is a morphism of presheaves
of K-Fre´chet algebras on Xw/H .
We must now check that axioms (a)-(d) of Definition 3.4.9 are verified for these
data. This verification is quite similar to the one carried out in the proof of Propo-
sition 3.4.10; it ultimately relies on Lemma 5.1.3 and on a modified version of
Proposition 3.3.10. We leave the details to the reader. 
5.3. ’Dλn,K-affinity of the flag variety. In [3], we constructed a sheaf’Dλn,K on
the flag variety G/B over R in the case where the ground ring R was assumed to
be Noetherian. We proved that G/B was’Dλn,K-acyclic whenever λ was ρ-dominant,
and that it was’Dλn,K-acyclic whenever λ was ρ-regular. We also related the global
sections of this sheaf to affinoid enveloping algebrasÿ U(g)n,K under the hypothesis
that the prime p is very good. In this subsection, we will revisit [3, §4,5,6] in order
to remove this assumption on p and remove the Noetherian assumption on R from
all of these statements.
We begin by recalling the main Beilinson-Bernstein construction from [3, §4].
Let G be a connected, simply connected, split semisimple, affine algebraic group
scheme over an arbitrary commutative base ring R, for now. Let B be a closed and
flat Borel R-subgroup scheme of G, let U be its unipotent radical and let H := B/U
be the abstract Cartan group. Choose a Cartan subgroup T of G complementary
to U in B, and let i : T→ H be the natural isomorphism induced by the inclusion
of T into B. Let g, b, n, h and t be the corresponding R-Lie algebras, and let
i : t
∼=−→ h be the isomorphism induced by i : T
∼=−→ H. The adjoint action of T on
g induces a root space decomposition g = n ⊕ t ⊕ n+. The adjoint action of G on
U(g) is by ring automorphisms, and we have the invariant subalgebra U(g)G. We
call the composite of the natural inclusion of U(g)G →֒ U(g) with the projection
U(g) ։ U(t) with kernel n U(g) + U(g) n+ the Harish-Chandra homomorphism
φ : U(g)G −→ U(t). Let B = G/B be the flag variety and B˜ = G/U the base
affine space of G. The groups G and H act on B˜ by left and right translations
respectively, and these actions commute. Applying Definition 5.1.1, we obtain the
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infinitesimal actions g → T
B˜
and h → T
B˜
. The natural projection ξ : B˜ → B is a
Zariski locally trivial H-torsor, and ‹T := (ξ∗TB˜)H is a Lie algebroid on B. Because
the actions of G and H commute with the action of H on B˜, the infinitesimal
actions of g and h on B˜ therefore descend to give homomorphisms of R-Lie algebras
ϕ : g → ‹T and j : h → ‹T . The algebra U(‹T ) is isomorphic to the relative
enveloping algebra ‹D := ξ∗U(TB˜)H from [3, §4.6]. By [3, Lemma 4.10], these maps
fit together into the following commutative diagram
(31) U(g)G

φ // U(t)
j◦i

U(g)
U(ϕ)
// U(‹T ).
Put another way, the restriction of U(ϕ) to U(g)G is equal to j ◦ i ◦ φ.
Next, we specialise to the case where R = R is a complete valuation ring of height
one and mixed characteristic (0, p) and recall some definitions from [3, §3]. Let A
be a positively Z-filtered R-algebra with F0A an R-subalgebra of A. We say that
A is a deformable R-algebra if grA is a flat R-module. A morphism of deformable
R-algebras is an R-linear filtered ring homomorphism. The n-th deformation of A
is the R-subalgebra
An :=
∑
j>0
πjnFjA ⊆ A.
of A. It becomes a deformable R-algebra when we equip An with the subspace
filtration arising from the given filtration on A. By [3, Lemma 3.5], multiplication
by πjn on graded pieces of degree j extends to a natural isomorphism of graded R-
algebras grA
∼=
−→ grAn. The assignment A 7→ An is functorial in A. For example,
whenever g is an R-Lie algebra which is free as an R-module, the PBW-theorem
implies that its enveloping algebra U(g) is deformable, and U(g)n ∼= U(πng). Evi-
dently these concepts only depend on the ideal πR in R.
Applying the deformation functor to diagram (31) produces
(32) (U(g)G)n

φn // U(t)n
jn◦in

U(g)n
U(ϕ)n
// ‹Dn.
Let λ : πnh → R be a linear form. It extends to an R-algebra homomorphism
U(h)n
∼=
−→ U(πnh) → R and gives R the structure of a U(h)n-module which we
denote by Rλ. Recall from [3, Definition 6.4] the sheaf
Dλn := ‹Dn ⊗
U(h)n
Rλ.
Let S be the basis for B consisting of open affine subschemes of B that trivialise
the H-torsor ξ : B˜ → B. It contains each Weyl-group translate of the big cell in B.
Lemma 5.3.1. Let Y ∈ S.
(a)
(
Dλn
)
|Y
is isomorphic to (Dn)|Y as a sheaf of filtered R-algebras.
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(b) Dλn is a sheaf of deformable R-algebras.
(c) There is an isomorphism of graded R-algebras grDλn ∼= SymO T on B.
(d) Dλn is a quasi-coherent O-module.
Proof. In the case where R is Noetherian, parts (a,b,c) are [3, Lemma 6.4(a,b,c)].
The proof of [3, Lemma 6.4] in fact does not use the Noetherian assumption. By
part (c), Dλn is the direct limit of its subsheaves FiD
λ
n, which are finite iterated
extensions of the O-modules SymjO T . Therefore D
λ
n is O-quasi-coherent by [62,
§25.24, (9), (6) and (4)]. 
Definition 5.3.2. ”Dλn := lim←−Dλn/πaDλn and’Dλn,K :=”Dλn ⊗R K.
As in [3], we regard these objects as sheaves on the R-scheme B, supported only
on the special fibre of B. As such, they are also naturally sheaves of O
B̂
-modules
on the π-adic completion B̂ of B, but this structure will only come into play later.
Our first task will be to compute the derived global sections of’Dλn,K in our
general setting. We begin by computing higher cohomology locally.
Lemma 5.3.3. Hj(Y,”Dλn) = Hj(Y,’Dλn,K) = 0 for all j > 0 whenever Y ∈ S.
Proof. We will apply [29, Chapter 0, Proposition 13.3.1] to the inverse system
(Fa)a∈N of abelian sheaves on Y, where Fa is the restriction of Dλn/π
aDλn to Y. Take
the basis B for Y be the set of affine open subschemes of Y; then Hj(U,Fa) = 0
for all j > 0 and all U ∈ B by [29, Proposition 1.4.1] because each Fa is O-quasi-
coherent by Lemma 5.3.1(d). This implies condition (ii) holds. Now Dλn(U)
∼=
U(πnT (U)) for any U ∈ B by Lemma 5.3.1(a). Since this is a flat R-module, we
have the short exact sequence 0 → F1 → Fa+1 → Fa → 0 for each a > 0. This
gives condition (iii), and also implies that the maps Γ(Y,Fa+1) → Γ(Y,Fa) are
surjective for all a ∈ N. Thus (Γ(Y,Fa))a∈N satisfies the Mittag-Leffler condition
which yields condition (i). We conclude that Hj(Y,”Dλn) ∼=−→ lim←−Hj(Y,Fa) = 0.
For the second part, note that’Dλn,K is the inductive limit of the system (”Dλn)a>0
where each transition map is multiplication by π. Because Y is an affine scheme,
[62, Lemma 20.20.1] implies that Hj(Y,’Dλn,K) = lim−→Hj(Y,”Dλn) for all j > 0. 
Let gK := g⊗R K. We write Z(gK) to denote the centre of U(gK).
Lemma 5.3.4. (U(g)G)n ⊗R K = Z(gK).
Proof. By [35, I.2.10(3)] we have (U(g)G)n ⊗R K = U(g)G ⊗R K = U(gK)GK .
Because K is a field of characteristic zero, it follows from [35, I.7.10(1), II.1.9(4),
II.1.12(1) and I.7.16] that U(gK)
GK equals the algebra of gK-invariants in U(gK)
under the adjoint representation. But this is just Z(gK). 
The linear form λ : πnh → R extends to a R-algebra homomorphism λ ◦ φ :
(U(g)G)n →R, and hence to a K-algebra homomorphism λ◦φ : Z(gK)→ K. This
gives K the structure of a Z(gK)-module, which we denote by Kλ.
Theorem 5.3.5.
(a) There is an isomorphismŸ U(πng)K ⊗
Z(gK)
Kλ
∼=
−→ Γ(B,’Dλn,K).
(b) ’Dλn,K has vanishing higher cohomology.
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Proof. Let U be the finite affine covering of B given by the Weyl-translates of the big
cell in B. Because every finite intersection of members of U lies in S, the Cˇech-to-
derived functor spectral sequence [62, Lemma 21.11.6] together with Lemma 5.3.3
implies that Hj(B,’Dλn,K) = Hˇj(U ,’Dλn,K) = 0 for all j > 0.
Consider the Cˇech complex C• := C•(U ,Dλn). The map U(ϕn) : U(g)n → ‹Dn
induces an R-algebra homomorphism
ψ : U(g)n → C
0, x 7→ U(ϕ)n(x)⊗ 1 ∈ ‹Dn ⊗
U(h)n
Rλ = D
λ
n.
Let mλ be the kernel of the K-algebra homomorphism λ ◦ φ : Z(gK)→ K. Choose
a finite set of generators X ⊂ mλ for the ideal U(gK)mλ in the Noetherian ring
U(gK). By Lemma 5.3.4, we may assume that in fact X ⊂ (U(g)G)n∩mλ. Diagram
(32) implies that ψ(X) = 0, so we have the augmented complex
D• := [0→ Un ·X → Un
ψ
−→ C0 → C1 → · · · → Cd → 0]
where d = |U| − 1 and Un := U(g)n. On the one hand, because D
λ
n ⊗R K is
isomorphic to the usual sheaf of twisted differential operators DλK on the generic
fibre BK of B, applying the functor −⊗R K produces the complex
0→ U(gK) ·mλ → U(gK)→ C
•(U ,DλK)
which is acyclic by classical results in characteristic zero — see [9, Lemme 2.3] and
[61, The´ore`me 3.2(iv)]. It follows that the complex D• has π-torsion cohomology.
On the other hand, because Dλn is O-quasi-coherent by Lemma 5.3.1(d), we have
by [29, Proposition 1.4.1] that Hj(C•) = Hj(U ,Dλn) ∼= H
j(B,Dλn) for all j > 0.
Provided R is Noetherian, this is a finitely generated Un-module by [3, Proposition
5.15(b)]. Because H−1(D) = kerψ/Un ·X is a finitely generated Un-module being
a subquotient of the Noetherian R-algebra Un, we conclude that the complex D•
has bounded π-torsion cohomology whenever R is Noetherian.
Let h1, . . . , hl ∈ h be the simple coroots corresponding to the simple roots in h∗K
given by the adjoint action of H on g/b. Note that because G is assumed to be
simply connected, the Lie algebra h is generated as an R-module by the hi by [35,
II.1.6, II.1.11]. Using the elementary Lemma 5.3.6 below, we can find a complete
discrete valuation subring R′ of R containing the finite set {λ(h1), . . . , λ(hl), π};
then λ is defined over R′ in the sense the restriction λ′ of λ to πnR′ takes values
in R′. Let G′, g′,K ′, mλ′ and X ′ be the corresponding objects defined over R′
instead of R. The isomorphism U(g′K′)⊗K′ K
∼=
−→ U(gK) carries mλ′ into mλ, and
in fact mλ = mλ′ ·K. It follows that X ′ generates U(gK)mλ as a left ideal so we
may assume that X = X ′. Because π ∈ R′ by construction, we can also form the
sheaves Dλ
′
n and
’Dλ′n,K on the flag variety B′ defined over R′, which has the covering
U ′ by the Weyl-translates of the big cell.
Consider the Cˇech complex of Dλ
′
n with respect to the covering U
′. Forming the
augmented complex D
′• as above, there is an evident map D
′•⊗R′ R→ D
• which
is in fact an isomorphism because X ′ = X . We may now use the flatness of R as an
R′-module to conclude that Hj(D•) ∼= Hj(D
′•)⊗R′ R. Because R′ is Noetherian,
we see that D• has bounded π-torsion cohomology, in general. Since D• consists of
torsionfree R-modules by construction, we conclude from [5, Lemma 3.6] that”D•K
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is acyclic. This implies that
Γ(B,’Dλn,K) = H0(”C•K) = ’Un,K’Un,K ·X ∼=Ÿ U(πng)K ⊗Z(gK)Kλ
and also that Hj(B,’Dλn,K) = Hˇj(U ,’Dλn,K) = 0 for all j > 0. 
Lemma 5.3.6. Let X be a finite subset of R. Then there is a complete discrete
valuation subring R′ of R containing X .
Proof. The subring S of R generated by X is Noetherian, being a homomorphic
image of a polynomial ring over Z in finitely many variables. On the other hand it
is a domain. Let m be the maximal ideal of R, so that m∩ S is a prime ideal of S.
Because R is a local ring, the localisation T of S at m ∩ S is contained in R. It is
a local Noetherian ring with maximal ideal J , say; because p ∈ m ∩ S and because
T is a ring of characteristic zero, we see that J cannot be zero. Let F be a finite
generating set for J as an ideal in T . Because R is a valuation ring, we see that
J ·R = F ·R is principal. Choose a non-zero element π′ ∈ F such that J ·R = π′R.
Now (J/π′T ) ⊗T R = 0 implies that (J/π′T ) ⊗T R/m = 0. Since R/m is a field
extension of T/J , it is faithfully flat. Hence (J/π′T ) ⊗T (T/J) = 0 which forces
J = π′T by Nakayama’s Lemma, since J is finitely generated. Because ∩Jn = 0
by Krull’s Intersection Theorem, we see that T is a discrete valuation ring with
maximal ideal π′T . Finally, since π′ is a non-zero non-unit in R, R is π′-adically
complete, which implies that the π′-adic completion R′ of T embeds into R. This
R′ is the required complete discrete valuation ring such that R′ ⊇ T ⊇ S ⊇ X . 
Our next task will be to exhibit a well-behaved countable family of generators
for the category of coherent’Dλn,K-modules on B. This will extend [3, Theorem
6.3] to our non-Noetherian setting. We begin with the following generalisation of
Serre’s Theorem.
Lemma 5.3.7. Let Z be a closed subscheme of PNS(g) and let F be a coherent OZ -
module. Then for sufficiently large n ∈ N, the Serre twist F(n) of F is Γ-acyclic
and generated by finitely many global sections.
Proof. Wemay assume Z = PNS(g). By [26, Chapter 0, Corollary 9.2.7 and Definition
8.5.17], R is πR-adically universally adhesive. Because it is also π-torsion-free, [26,
Chapter 0, Theorem 8.5.25] implies that R is universally coherent. In particular,
the polynomial algebra B := S(g) is also universally coherent. In this situation,
[26, Chapter I, Proposition 8.2.2] tells us that for every coherent OPN
B
-module F ,
F(n) is Γ-acyclic for sufficiently large n and Hq(PNB ,F) is a finitely presented B-
module for all q ∈ N. On the other hand, [28, Corollaire 2.7.9] tells us that F(n) is
generated by finitely many global sections for sufficiently large n. 
The scheme B is projective over R by [35, II.1.8]. Fix an embedding ι : B →֒ PNR
into some projective space over R and let L := ι∗O(1) be the corresponding
very ample invertible sheaf on B. For any OB-module M and any s ∈ Z, we let
M(s) :=M⊗OB L
⊗s denote the Serre twist ofM. Let A be one of the sheaves of
ringsDλn,
”Dλn or’Dλn,K and defineA(s) := L⊗s⊗OBA⊗OBL⊗(−s). As anOB-module
this sheaf is isomorphic to A, but it is also naturally a sheaf of rings which is not
isomorphic to A. For every A-module N , the twisted sheaf (s)N := L⊗s⊗OBN is
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naturally an A(s)-module by contracting tensor products. We retain the notation
A(s) to mean the left A-module A⊗OB L
⊗s with A acting on the left factor.
Lemma 5.3.8. Write R := R/πR and B := B ⊗R R, and suppose that n > 1.
(a) Dλn/πD
λ
n
∼= SymO
B
(TB) as sheaves of graded R/πR-algebras.
(b) Let M be a coherent SymO
B
(TB)-module. Then for all sufficiently large
integers s, (s)M is Γ-acyclic and generated by finitely many global sections
as a SymO
B
(TB)-module.
(c) ”Dλn is a coherent sheaf.
(d) Every coherent ”Dλn-module is π-adically complete.
Proof. (a) Recall from Lemma 5.3.1(c) that we have an isomorphism grDλn
∼=
SymO T of graded R-algebras on B. Because each graded piece of grD
λ
n is flat
as an R-module, gr(Dλn/πD
λ
n)
∼= (grDλn)⊗R R
∼= (SymO T )⊗R R
∼= SymO
B
TB.
(b) Let β : T ∗B →֒ B×g∗ be the closed embedding provided by the infinitesimal
action of g on B, and let p : B × g∗ → B be the projection onto the first factor.
Because SymO
B
(TB) = p∗β∗OT∗B, there is a coherent OB×g∗ -module N , killed by
π, such that M = p∗N .
Let B := S(g) and let ιB : B×g∗ = B⊗RB →֒ PN⊗RB = PNB be the base change
of ι to B. It is still a closed embedding, and ι∗BOPNB (1)
∼= p∗L is a very ample line
bundle on B× g∗, so we may define N (s) := N ⊗OB×g∗ (p
∗L )⊗s for each s ∈ Z. In
this situation [27, §0.5.4.10] implies that p∗(N ⊗OB×g∗ p
∗L ) ∼= p∗N ⊗OB L , so
p∗(N (s)) ∼=M(s)
for all s ∈ Z. Because p is an affine morphism, [29, Corollaire III.1.3.3] tells us that
Hi(B,M(s)) ∼= Hi(B, p∗(N (s))) ∼= Hi(B × g∗,N (s)) for all i and s. So M(s) is Γ-
acyclic wheneverN (s). Finally, if F is a coherentOB×g∗ -module which is generated
by finitely many global sections, then p∗F is a coherent OB⊗RB-module generated
as such by finitely many global sections. We can now apply Lemma 5.3.7.
(c) Berthelot’s [10, Proposition 3.1.1] has the following weaker form: if D is a
sheaf of rings on a topological space X and if S is a basis for X such that D(U) is a
left coherent ring for each U ∈ S, then D is left coherent. So it is enough to see that”Dλn(Y) is left coherent for each Y ∈ S. By Lemma 5.3.1(a), there is an isomorphism”Dλn(Y) ∼=”Dn(Y), and this R-algebra satisfies Hypothesis 4.1.3 because n > 1. Now
Theorem 4.1.4 implies that every finitely generated left ideal in ”Dn(Y) is finitely
presented so ”Dn(Y) is left coherent.
(d) Let Y ∈ S and let D = Dn(Y). We will first show that the functor
M 7→M∆ := lim
←−
Dn ⊗D (M/π
aM)
is exact on finitely presented “D-modules. Let 0 → A → B → C → 0 be an exact
sequence of finitely presented “D-modules. For everyD-moduleM , the isomorphism
Dn ⊗D M ∼= OY ⊗O(Y) M of sheaves of left OY-modules shows that the functor
Dn ⊗D − is exact on D-modules. Therefore the sequence of towers of Dn-modules
0→
ï
Dn ⊗D
A+ πaB
πaB
ò
a
→
ï
Dn ⊗D
B
πaB
ò
a
→
ï
Dn ⊗D
C
πaC
ò
a
→ 0
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is exact. The maps in the left-most non-zero tower are surjective, so it satisfies the
Mittag-Leffler condition. Taking inverse limits gives a short exact sequence
0→ lim
←−
Dn ⊗D
A+ πaB
πaB
→ B∆ → C∆ → 0.
We saw in the proof of part (c) that “D satisfies Hypothesis 4.1.3. Because B is
a finitely generated “D-module, it follows from Theorem 4.1.4 that we can find an
integer n0 such that π
aA ⊆ A ∩ πaB ⊆ πn−n0A for all n > n0. Therefore the
natural map A∆ = lim
←−
Dn ⊗D
A
πaA −→ lim←−
Dn ⊗D
A+πaB
πaB is an isomorphism, and
the functor M 7→M∆ is exact as claimed.
We will next show that every finitely presented”Dn-module N on Y is π-adically
complete. So N is the cokernel of a”Dn-linear map u between two free”Dn-modules
of finite rank. Let “D := ”Dn(Y); then “D∆ = ”Dn, and it follows from the above
paragraph that N ∼= N∆ where N is the finitely presented “D-module cokerΓ(Y, u).
Now, the sequence N∆
πa
→ N∆ → (N/πaN)∆ → 0 is exact, so
N/πaN ∼= N∆/πaN∆ ∼= (N/πaN)∆ ∼= Dn ⊗Dn(Y) N/π
aN
for any a > 1. Hence N ∼= N∆ = lim
←−
Dn ⊗Dn(Y) N/π
aN ∼= lim
←−
N/πaN .
Finally, the definition of coherent modules from [31, Chapitre 0, § 5.3.1] together
with the fact that B admits a basis of quasi-compact open subsets in S implies that
we can find an S-covering of B on which our coherent ”Dλn-module M is finitely
presented. The restriction of the canonical mapM→ lim
←−
M/πaM to each member
of this covering is an isomorphism by the above, and therefore the map is itself an
isomorphism. 
Theorem 5.3.9. The sheaves {’Dλn,K(s) : s ∈ Z} generate the category of coherent’Dλn,K-modules whenever n > 1.
Proof. Write A := ”Dλn to aid legibility. Let M be a coherent AK-module. By the
proof of [10, Lemma 3.4.3], we can find a coherent A-submodule N of M such
that M ∼= N ⊗R K. Using Lemma 5.3.8(a,b), we can find an integer s such that
(s)(N/πN ) is Γ-acyclic and generated as an A(s)-module by its global sections. Be-
causeM has no π-torsion, the sequence 0→ N/πN
πi
−→ N/πi+1N → N/πiN → 0
is exact for all i > 0. Since also H1(B, (s)(N/πN )) = 0, twisting this sequence by
L⊗s on the left and taking cohomology shows that the arrow Γ(B,K/πi+1K) →
Γ(B,K/πiK) is surjective for all i > 0, where K := (s)N . Because K is a coher-
ent A(s)-module, it is π-adically complete by Lemma 5.3.8(d). Thus we find an
A(s)-linear map θ :
(
A(s)
)a
→ K which is surjective modulo πK. So C := coker(θ)
satisfies C = πC. Because A is a coherent A-module by Lemma 5.3.8(c), we see
that C is a coherent A(s)-module, so C is π-adically complete by Lemma 5.3.8(d).
Therefore C = 0 and θ is surjective. Twisting back by L ⊗−s on the left, we find a
surjective map ((−s)A(s))a ։ N of left A-modules. But (−s)A(s) ∼= A(−s) as left
A-modules, so we obtain a surjective map (A(−s))a ։ N of A-modules, and after
inverting π a surjective map (AK(−s))
a ։M of AK-modules, as required. 
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Let h1, . . . , hl ∈ h be the simple coroots corresponding to the simple roots in h∗K
given by the adjoint action of H on g/b, let ω1, . . . , ωl ∈ h∗K be the dual basis to
{h1, . . . , hl} and recall that ρ := ω1 + . . .+ ωl.
Definition 5.3.10. Let λ ∈ h∗K = HomR(h,K).
(a) λ is said to be integral if λ(hi) ∈ Z for all i.
(b) λ is dominant if λ(h) /∈ {−1,−2,−3, · · · } for any positive coroot h ∈ h.
(c) λ is ρ-dominant if λ+ ρ is dominant.
(d) λ is regular if its stabiliser under the action of the Weyl group is trivial.
(e) λ is ρ-regular is λ+ ρ is regular.
Theorem 5.3.11. Suppose that n > 1 and that λ is ρ-dominant and ρ-regular.
Then’Dλn,K generates the category of coherent’Dλn,K-modules.
Proof. By Theorem 5.3.9, it will be enough to show that for each s ∈ Z there
is a surjection’Dλn,Ka ։’Dλn,K(s) for some a ∈ N. Because DλK(s) is a coherent
Dλ-module and because λ is ρ-dominant and ρ-regular, we can find a surjection
(DλK)
a → DλK(s) for some a ∈ N, by paragraph (iv) of the proof of [9, The´ore`me
Principal]. By clearing denominators, we can find a Dλn-module homomorphism
θ : (Dλn)
a → Dλn(s) with π-torsion cokernel C say. Because D
λ
n(s) is locally on S a
free Dλn-module of rank 1 and because B is quasi-compact, we see that in fact C is
bounded π-torsion.
If 0→ A→ B → C → 0 is an exact sequence of R-modules, then 0→ Â→ “B →“C → 0 is again exact whenever C is either π-torsion-free, or bounded π-torsion. It
follows from this that the sequence÷Dλn(Y)a →Ÿ Dλn(s)(Y) → ‘C(Y) → 0 is exact for
any Y ∈ S. Therefore θ̂K :
’Dλn,Ka →’Dλn,K(s) is surjective. 
Recall from [3, Definition 5.1] that a sheaf of rings D on a topological space X is
said to be coherently D-affine if for every coherent D-module M, M is generated
by its global sections, M is Γ-acyclic, and M(X) is a coherent D(X)-module.
Theorem 5.3.12. Suppose that n > 1 and that λ is ρ-dominant and ρ-regular.
Then B is coherently’Dλn,K-affine.
Proof. Let M be a coherent’Dλn,K-module. It follows from Lemma 5.3.8(c) that’Dλn,K is also a coherent’Dλn,K-module. Using Theorem 5.3.11, we can find a res-
olution · · · → P2
d2→ P1
d1→ P0 → M → 0 of M, where each Pi is a finite
free’Dλn,K-module of finite rank. A dimension shifting argument together using
Theorem 5.3.5(b) now implies that Hj(B,M) = Hj+r(B, im dr) for any j > 1
and r > 1. This vanishes whenever r > dimB by [33, Theorem III.2.7], so
M is Γ-acyclic. Hence im dr is also Γ-acyclic for each r > 1, and it follows
that M is generated by its global sections. We also obtain the exact sequence
· · · → Γ(B,P1) → Γ(B,P0) → Γ(B,M) → 0 of Γ(B,
’Dλn,K)-modules. Because
Γ(B,’Dλn,K) is Noetherian by Theorem 5.3.5(a) and Corollary 4.1.10, it follows that
Γ(B,M) is a coherent Γ(B,’Dλn,K)-module. 
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Corollary 5.3.13. Suppose that n > 1 and that λ is ρ-dominant and ρ-regular.
Then Γ(B,−) is an exact equivalence between the category of coherent ’Dλn,K-
modules and the category of finitely generatedŸ U(πng)K-modules killed by mλ.
Proof. This follows from Theorems 5.3.12, 5.3.5(a) and [3, Proposition 5.1]. 
5.4. The localisation functor is essentially surjective. We continue with the
notation and hypotheses of §5.3. Thus, G is a connected, simply connected, split
semisimple affine algebraic group scheme over R and B is a closed and flat Borel
R-subgroup scheme of G. Note that the canonical map ξ : G→ X := G/B is then
a Zariski locally trivial B-torsor by [35, Chapter II, 1.10(2)], so Hypothesis 5.2.9 is
satisfied for the flag variety X.
Recall from Definition 3.1.11 that Gπn(R) denotes the congruence kernel
Gπn(R) = ker(G(R)→ G(R/π
nR)).
By definition of the topology on G(R), these form a descending chain of open
normal subgroups in G(R). We will assume that we are given a continuous group
homomorphism from a compact p-adic Lie group G to the first congruence kernel
σ : G→ Gπ(R).
Certainly then Hypothesis 5.2.1 is satisfied. By Theorem 5.2.10, we know that
the K-algebra A := ÙD(G, G)G acts on the rigid analytic flag variety X := X̂rig
compatibly with G. Hence, by Proposition 3.6.8, we have at our disposal the
localisation functor
LocAX : CA −→ CX/G.
For each K-linear character λ : hK → K, we have a K-algebra homomorphism
λ ◦ φ : Z(gK) → K, and we will denote its kernel by mλ. We are concerned here
only with the case where λ is the zero map.
Theorem 5.4.1. The localisation functor LocAX : CA −→ CX/G is essentially sur-
jective on objects.
We now start working towards proving Theorem 5.4.7 below, which states that
Γ(X,LocAX(M))
∼= M/m0 ·M for every coadmissible A-module M . Our first task is
to extend the sheaves appearing in Definition 4.3.8 to certain affinoid subdomains
of the rigid analytic flag variety, which is itself not affinoid. Because our ultimate
goal is to relate this construction with the material in §5.3, we will work on the
(special fibre of) the R-scheme X for simplicity.
Recall from §5.2 that A = O(“G) and that g = Lie(G). For each n > 1, we define
Gn := σ
−1(Gπn(R)) and note that
G = G1 > G2 > · · ·
is a descending chain of open normal subgroups of G since σ is continuous.
Lemma 5.4.2. Let Y ∈ S, write Y = Ŷ, and T (Y) := DerR(O(Y)). Then
(a) O(Y), T (Y) and Yrig are G-stable.
Suppose further that the integer n is large enough so that πn ∈ pǫR. Then
(b) ρG(Gn) 6 Gpǫ(A) and ρYrig (Gn) 6 Gpǫ(O(Y)), and
(c) Gn 6 GA·γ′(πng) ∩GπnT (Y).
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Proof. (a) We saw in the proof of Lemma 3.1.4 that the open affine subscheme Y
of X̂ is Gπ(X̂)-stable. Because σ(G) ⊂ Gπ(R) by assumption, the image of G in
G(X̂) lands in Gπ(X̂), so Y is G-stable. Therefore O(Ŷ) and the affinoid subdomain
Yrig of X are also G-stable. The O(Y)-Lie lattice T (Y) in T (Yrig) is G-stable by
Lemma 3.2.8(a).
(b) The first inclusion follows directly from the assumption πn ∈ pǫR. Now,
ξ−1(Y) is an open affine subscheme of G equipped with a B-action from the right,
and ξ−1(Y) is non-canonically isomorphic to Y × B because Y ∈ S. Therefore
O(ξ−1(Y)) is an O(B)-comodule-algebra, and the corresponding subring of invari-
ants is precisely O(Y). These statements hold over a general base ring, and in
particular, over R/pǫR. Now Gn acts trivially on O(ξ−1(Y)) ⊗R R/pǫR, and this
action respects the O(B) ⊗R R/pǫR-comodule structure. It follows that Gn also
acts trivially on O(Y)⊗R R/pǫR as required.
(c) Let g ∈ Gn. Then log ρG(g) = πnu for some right-invariant R-linear deriva-
tion u : A → A. Now u = γ′(v) for some v ∈ g by Propositions 5.1.13 and 5.1.7.
So log ρG(g) ∈ A · γ′(πng) and hence g ∈ GA·γ′(πng) as required. Now by Lemma
5.2.11 (which is applicable in view of part (b)), and Lemma 5.1.4 we have
log ρYrig(g) = αYrig (log ρ
G(g)) = αYrig (π
nγ′(v)) = ϕYrig (π
nv).
Therefore log ρYrig (g) ∈ πnT (Y) and g ∈ GπnT (Y). 
By Lemma 5.4.2(c), (πnT (Y), Gn) is an O(Y)-trivialising pair in O(Yrig), so we
may form the crossed product ¤ U(πnT (Y))K ⋊Gn G whenever Y ∈ S.
Corollary 5.4.3. For each integer n such that πn ∈ pǫR, there is a unique sheaf
of K-Banach algebras ’Dn,K ⋊Gn G
on X whose value on Y ∈ S is ¤ U(πnT (Y))K ⋊Gn G, where Y = Ŷ. It is a finitely
generated free’Dn,K-module of rank [G : Gn].
Proof. It follows from Lemma 5.4.2 and Proposition 3.2.15 that this construction
is functorial in Y ∈ S and therefore defines a presheaf’Dn,K ⋊Gn G of K-Banach
algebras on S. Since ¤ U(πnT (Y))K =’Dn,K(Y), it follows from Lemma 2.2.4(b)
that’Dn,K ⋊Gn G is finitely generated and free of rank [G : Gn] as a presheaf of’Dn,K-modules. But’Dn,K is a sheaf on S, so’Dn,K⋊GnG is also a sheaf on S. Since
S is a base for the Zariski topology on X,’Dn,K ⋊Gn G extends uniquely to a sheaf
of K-Banach algebras on X, which we will also denote by’Dn,K ⋊Gn G. 
In order to aid legibility, we will also denote this sheaf on X by
Qn :=’Dn,K ⋊Gn G.
Theorem 5.4.4. X is coherently Qn-affine.
Proof. It follows from Definition 5.3.10 that λ = 0 is ρ-dominant and ρ-regular.
Therefore X = G/B = B is coherently’Dn,K-affine by Theorem 5.3.12. Now Qn is a
free’Dn,K-module of finite rank by Corollary 5.4.3. It follows in a straightforward
manner from [3, Definition 5.1] that X is also coherently Qn-affine. 
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We assume henceforth that πn ∈ pǫR. It follows from Lemma 5.4.2 and Propo-
sition 5.2.6 that the algebra A = ÙD(G, G)G admits a presentation of the form
A ∼= lim
←−
An, where An :=Ÿ U(πng)K ⋊Gn G,
and by Proposition 5.2.12, there is a K-algebra homomorphism An −→ Qn(Y) for
each Y ∈ S.
Given a coadmissible A-module M , we may on the one hand regard it as a
coadmissible A-module via restriction, then form the finitely generated An-module
Mn := An ⊗
A
M and then form the sheaf of Qn-modules on X
Mn := Qn ⊗An Mn = Qn ⊗
A
M.
On the other hand, we have the coadmissible G-equivariant D-module M :=
LocAX(M) on X. These constructions are related in the following way.
Lemma 5.4.5. For each coadmissible A-module M and each Y ∈ S there is an
A-linear isomorphism
M(Ŷrig) ∼= lim←−
Mn(Y)
which is functorial in Y.
Proof. This is just a matter of decoding the definitions. Because (Ŷrig, G) is small,
by Definition 3.5.12 and Corollary 3.5.6 we have
M(Ŷrig) = P
A
X(M)(Ŷrig)
∼=M(Ŷrig, G) = ÙD(Ŷrig, G)Ù⊗
A
M.
Now ÙD(Ŷrig, G) = lim←−Qn(Y) and A = lim←−An so
ÙD(Ŷrig, G) Ù⊗
A
M = lim
←−
Qn(Y)⊗A M = lim←−
Mn(Y).
These isomorphisms are functorial in Y. 
Lemma 5.4.6. The algebra Z(gK) remains central in A, so J · A is a two-sided
ideal of A whenever J is an ideal of Z(gK).
Proof. The G-action on U(gK) relevant to Definition 5.2.5 is given by the adjoint
action of G(R) on U(gK). Hence G fixes Z(gK) pointwise under this action, so
Z(gK) is central in the skew-group algebra U(gK)⋊G. The result follows because
U(gK)⋊G is dense in A = ÙD(G, G)G by construction. 
Theorem 5.4.7. Let M ∈ CA. Then Γ(X,Loc
A
X(M))
∼= M/m0 ·M as A-modules.
Proof. Choose an S-covering U := {Y1, . . . ,Ym} of X and let Yi := Ŷi,rig. Then
Ûrig := {Y1, . . . ,Ym} is an Xw(T )-covering of the rigid analytic flag variety X.
Letting M := LocAX(M), Lemma 5.4.5 then implies that
Γ(X,M) = Hˇ0(Ûrig,M) ∼= Hˇ
0(U , lim
←−
Mn) ∼= lim←−
Hˇ0(U ,Mn) = lim←−
Γ(X,Mn).
Now, by imitating the proof of Lemma 4.3.18 we see that the Qn-module Mn is
isomorphic to’Dn,K ⊗◊ U(πng)K Mn as a’Dn,K-module. Because the zero weight is
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ρ-dominant, we may apply Corollary 5.3.13 and Theorem 5.3.5(a) to deduce that
Γ(X,Mn) ∼=’Dn,K(X) ⊗◊ U(πng)K Mn ∼= Mn/m0Mn
as’Dn,K(X)-modules for all n, and is it straightforward to see that the composite
isomorphism Γ(X,Mn) ∼= Mn/m0Mn is in fact An-linear. Since m0A is a two-sided
ideal in A by Lemma 5.4.6, m0M is an A-submodule of M . By choosing a finite
generating set for the Z(gK)-ideal m0, we have an exact sequence M
t −→ M −→
M/m0M → 0 of A-modules, and because A is Fre´chet-Stein by Theorem 5.2.7, it
follows from [60, Corollary 3.4(ii)] thatM/m0M is a coadmissible A-module. Hence
M/m0M ∼= lim←−
An ⊗A (M/m0M) ∼= lim←−
Mn/m0Mn.
Putting everything together, we find an A-linear isomorphism
M/m0M ∼= lim←−
Mn/m0Mn ∼= lim←−
Γ(X,Mn) ∼= Γ(X,M). 
We now start working towards proving Theorem 5.4.1. The proof is very similar
to that of Proposition 4.4.15 but we give the details for the convenience of the
reader.
Notation 5.4.8.
• U := {Ŷrig : Y ∈ S}, a subset of Xw(T ).
• Q∞(Y) := ÙD(Ŷrig, G) for each Y ∈ S.
• M is a coadmissible G-equivariant D-module on X.
• The integer n satisfies πn ∈ pǫR.
Let Y ∈ U . Then M|Y ∈ CY/G for all i by Proposition 3.6.10, so by Theo-
rem 3.6.11, M(Y) is a coadmissible ÙD(Y, G)-module and there is an isomorphism
Loc
ÛD(Y,G)
Y
(M(Y))
∼=
−→M|Y of G-equivariant locally Fre´chet D-modules on Y.
Lemma 5.4.9. There is a coherent sheaf Mn of Qn-modules on X, whose values
on Y ∈ S are given by
Mn(Y) = Qn(Y) ⊗
Q∞(Y)
M(Ŷrig).
Proof. The formula on the right hand side of the displayed equation is evidently
functorial in Y ∈ S and thus defines a presheaf Mn of Qn-modules on S. Let
U,Y ∈ S be fixed with U ⊆ Y. By the remarks made above, there is an isomorphism
M(Ûrig) ∼= Q∞(U) Ù⊗
Q∞(Y)
M(Ŷrig). Therefore
(33)
Mn(U) = Qn(U) ⊗
Q∞(U)
M(Ûrig) =
∼= Qn(U) ⊗
Q∞(U)
Ç
Q∞(U) Ù⊗
Q∞(Y)
M(Ŷrig)
å
=
= Qn(U) ⊗
Q∞(Y)
M(Ŷrig) =
= Qn(U) ⊗
Qn(Y)
Mn(Y).
Now Ûrig is a G-stable affinoid subdomain of Y := Ŷrig by Lemma 5.4.2. Because
U is an affine Zariski open subscheme of Y, it is a finite union of basic open subsets,
EQUIVARIANT D-MODULES ON RIGID ANALYTIC SPACES 105
and it follows directly from Definition 4.2.7 that Ûrig is an L := πnT (Ŷ)-accessible
affinoid subdomain of Ŷrig. Recall the sheaf Q :=◊ U (L)K⋊GnG on Yac(L, G) from
Definition 4.3.15. Now, formula (33) shows that the presheaf N := LocQ(Mn(Y))
on Yac(L, G) is related to the restriction of Mn to Y via
N (Ûrig) ∼=Mn(U) for all U ∈ S such that U ⊆ Y.
It now follows from Corollary 4.3.19 that Mn is a sheaf on S. Because S is a basis
for X, Mn extends to a sheaf of Qn-modules on X, which is coherent in view of
formula (33). 
Lemma 5.4.10. There is a Qn-linear isomorphism
τn : Qn ⊗
Qn(X)
Ç
Qn(X) ⊗
Qn+1(X)
Mn+1(X)
å
∼=
−→ Qn ⊗
Qn(X)
Mn(X).
Proof. We omit the details which are very similar to the proof of Lemma 4.4.12. 
Corollary 5.4.11. The Q∞(X)-module M∞ := lim←−
Mn(X) is coadmissible.
Proof. By Lemma 5.4.10 and Theorem 5.4.4, the maps τn(X) induce Qn(X)-linear
isomorphisms Qn(X)⊗Qn+1(X)Mn+1(X)
∼=
−→Mn(X) for each n. Therefore M∞ is
a coadmissible lim
←−
Qn(X) = Q∞(X)-module. 
If Y ∈ S and Y := Ŷrig, then M(Y) is a coadmissible Q∞(Y) ∼= ÙD(Ŷrig, G)-
module by Proposition 4.4.5(a). Hence the canonical map
M(Y) −→ lim
←−
Qn(Y) ⊗
Q∞(Y)
M(Y)
is an isomorphism, and we will identify M(Y) with lim
←−
Qn(Y) ⊗
Q∞(Y)
M(Y).
Lemma 5.4.12. For each Y ∈ U , there is a Q∞(X)-linear map
νY :M∞ −→M(Y)
such that νY(m)|Y∩Y′ = νY′(m)|Y∩Y′ for all m ∈M∞ and all Y
′ ∈ U .
Proof. Let m = (mn)n ∈M∞ where mn ∈ Mn(X), and define νY by
νY(m) := ((mn)|Y)n.
This is Q∞(X)-linear because the restriction maps in Mn are Mn(X)-linear. Now
νY(m)|Y∩Y′,n = (mn|Y)|Y∩Y′ = mn|Y∩Y′ = (mn|Y′)|Y∩Y′ = νY′(m)|Y∩Y′,n
for all n > 0. Hence νY(m)|Y∩Y′ = νY′(m)|Y∩Y′ for all m ∈M∞. 
Proof of Theorem 5.4.1. Let M be a coadmissible G-equivariant D-module on X.
We have constructed a coadmissible Q∞(X)-module M∞ above in Corollary 5.4.11.
We will next construct an isomorphism of G-equivariant D-modules on U
α : PA
X
(M∞)|U
∼=
−→M|U .
Let Y ∈ S so that Y := Ŷrig ∈ U . Using Lemma 5.4.12, define
gY : ÙD(Y, G) Ù⊗
A
M∞ −→M(Y)
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by setting gY(sÙ⊗m) = s · νY(m). This is a ÙD(Y, G)-linear map. The diagram
Q∞(Y) Ù⊗
Q∞(X)
M∞
gY //M(Y)
∼=

lim
←−
Qn(Y) ⊗
Qn(X)
Mn(X)
∼=

lim
←−
Mn(Y) lim←−
Qn(Y) ⊗
Q∞(Y)
M(Y)∼=
oo
is commutative by construction. Now Mn is a coherent Qn-module by Lemma
5.4.9, so the bottom left vertical arrow is an isomorphism by Theorem 5.4.4. The
bottom horizontal arrow is an isomorphism by the definition of Mn given in the
proof of Lemma 5.4.9, and the vertical arrow on the right is an isomorphism by the
remarks made just before Lemma 5.4.12. It follows that gY is an isomorphism.
Now consider the following diagram:
PA
X
(M∞)|Yw
αY //
∼=

M|Yw
P
ÛD(Y,G)
Y
(ÙD(Y, G)Ù⊗
A
M∞)
P
ÛD(Y,G)
Y
(gY)
// P
ÛD(Y,G)
Y
(M(Y)).
θY∼=
OO
Here the left vertical arrow is the isomorphism given by Proposition 3.5.9, and the
right vertical arrow θY is the isomorphism given by Proposition 4.4.5(c). Because
gY is an isomorphism, the bottom arrow is an isomorphism because P
ÛD(Y,G)
Y
is a
functor by Proposition 3.6.6. Thus we obtain the G-equivariant D-linear isomor-
phism
αY : P
A
X
(M∞)|Yw
∼=
−→M|Yw
which makes the diagram commute.
By Proposition 4.4.5(a),M(U) is naturally a coadmissible ÙD(U, GU)-module for
any U ∈ Yw. Identifying P
A
X
(M∞)(U) with ÙD(U, GU) Ù⊗ÛD(X,GU)M∞ using Corollary
3.5.6, it is straightforward to verify that the map
αY(U) : P
A
X
(M∞)(U) −→M(U)
is given by
(34) αY(U)(s Ù⊗ m) = s · (νY(m)|U) for all s ∈ ÙD(U, GU) and m ∈M∞.
Using Lemma 5.4.12, we see that the local isomorphisms αY satisfy
(αY)|Y∩Y′ = (αY′)|Y∩Y′ for any Y,Y
′ ∈ U .
Since LocAX(M∞) andM are sheaves onX and U contains an admissible covering of
X, the αY’s patch together to the required isomorphism α : Loc
A
X(M∞)→M. 
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6. Extensions to general p-adic Lie groups
6.1. The associative algebra F (G). Let G be a group, and let k be a commuta-
tive ring. We fix a set C of subgroups of G which is closed under finite intersections
and conjugation. It may help to keep in mind the basic example where G is a p-adic
Lie group and C is the set of its compact open subgroups.
We will view C as a partially ordered set, ordered by inclusion, and hence as a
category whose Hom-sets have at most one member. Let k−Alg denote the category
of associative unital k-algebras, and let
F : C → k−Alg
be a covariant functor. We will write F (a) for the image of a ∈ F (J) in F (H)
under the canonical map F (J) → F (H) whenever J 6 H are members of C. A
basic example of such a functor is afforded by the group ring functor
k[−] : C → k−Alg
which sends H ∈ C to the subalgebra k[H ] of k[G]. Suppose further that we are
given a morphism
ι : k[−]→ F
of functors C → k−Alg as above. Whenever J 6 H are members of C, the natural
square in k−Alg
k[J ]
ιJ

// k[H ]
ιH

F (J) // F (H)
turns F (H) into a F (J)-k[H ]-bimodule, and there is a natural map
tJ,H : F (J)⊗k[J] k[H ] −→ F (H)
a⊗ b 7→ F (a)ιH(b)
of F (J)-k[H ]-bimodules. There is also a unique F (J)-k[G]-bimodule map
αJ,H : F (J)⊗k[J] k[G] −→ F (H)⊗k[H] k[G]
a⊗ b 7→ F (a)⊗ b
which makes the following diagram commute:
F (J)⊗k[J] k[G]
αJ,H //
∼= **❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯
F (H)⊗k[H] k[G].
(
F (J)⊗k[J] k[H ]
)
⊗k[H] k[G]
tJ,H⊗1
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
The functoriality of F makes it clear that
αJ,H ◦ αL,J = αL,H
whenever L 6 J 6 H are members of C. In this way, H 7→ F (H)⊗k[H]k[G] becomes
a covariant functor from C to the category of right k[G]-modules.
Definition 6.1.1.
(a) Let V denote the right k[G]-module
V := lim
−→
H∈C
F (H)⊗k[H] k[G].
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(b) For every H ∈ C, let τH : F (H) ⊗k[H] k[G] −→ V denote the structure
morphism of the direct limit.
(c) We will work inside the k-algebra E := End(V|k[G]).
Definition 6.1.2. We say that (F, ι) is sheafy if tJ,H is an isomorphism whenever
J 6 H are objects of C.
Remark 6.1.3. If (F, ι) is sheafy, the maps αJ,H are all isomorphisms, and it
follows that the structure morphisms τH : F (H)⊗k[H] k[G] −→ V are also isomor-
phisms of right k[G]-modules, for any H ∈ C.
Suppose that (F, ι) is sheafy. By transport of structure, V becomes naturally an
F (H)-k[G]-bimodule for every H ∈ C, if we define
a · τH(b⊗ c) := τH(ab ⊗ c) for all a, b ∈ F (H) and c ∈ k[G].
In this way, we obtain a family of k-algebra homomorphisms
ρH : F (H) −→ E
given by ρH(a)(v) = a · v for all a ∈ F (H) and v ∈ V . These homomorphisms are
naturally compatible in the following sense.
Lemma 6.1.4. Suppose that (F, ι) is sheafy and let J 6 H be in C. Then
ρJ(a) = ρH(F (a)) for all a ∈ F (J).
Proof. Let b ∈ F (J) and c ∈ k[G] so that τJ(b⊗c) = τH(αJ,H(b⊗c)) = τH(F (b)⊗c).
Then a · τJ (b ⊗ c) = τJ (ab ⊗ c) = τH(F (ab) ⊗ c) = τH(F (a)F (b) ⊗ c) = F (a) ·
τH(F (b) ⊗ c) = F (a) · τJ (b ⊗ c) so that ρJ(a)(v) = a · v = F (a) · v = ρH(F (a))(v)
for all v = τJ (b⊗ c) ∈ V . 
Definition 6.1.5. We say that (F, ι) is G-equivariant if for all g ∈ G and H ∈ C,
there is given a k-algebra homomorphism
ϕg(H) : F (H)→ F (gHg
−1)
such that
(a) ϕg(hHh
−1) ◦ ϕh(H) = ϕgh(H) for all g, h ∈ G and H ∈ C,
(b) the diagram
F (J)
ϕg(J) //

F (gJg−1)

F (H)
ϕg(H)
// F (gHg−1)
commutes for all J 6 H in C and all g ∈ G, and
(c) ιgJg−1 (gag
−1) = ϕg(J)(ιJ (a)) for all g ∈ G, J ∈ C and a ∈ k[J ].
We will abuse notation and write ga to mean ϕg(H)(a) for any g ∈ G, H ∈ C
and a ∈ F (H). Thus, (F, ι) is G equivariant if and only if
g(ha) = gha, F (ga) = gF (a) and ιgJ(
ga) = gιJ(a)
for all g, h ∈ G, J 6 H in C and a ∈ F (J). We will also abbreviate gHg−1 to gH .
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Remark 6.1.6. We could enhance the category C by adding an arrow H −→
gHg−1 for each H ∈ C and g ∈ G. Formally, we could define
HomC(J,H) := {g ∈ G : g
−1Jg 6 H}
and define composition using the multiplication law in G. With this terminology,
we see that (F, ι) is G-equivariant if and only if ι : k[−] → F is a morphism of
functors from C to k−Alg. However, we will not need to use this formalism.
Lemma 6.1.7. Suppose that (F, ι) is sheafy and G-equivariant. Then there is a
well-defined left G-action on V given by
g · τH(a⊗ b) = τgH (
ga⊗ gb)
for all g ∈ G, H ∈ C, a ∈ F (H) and b ∈ k[G]. This action commutes with the right
G-action on V .
Proof. We first show that the map Q : (a, b) 7→ τgH(ga⊗ gb) is k[H ]-balanced. But
if x ∈ k[H ] then gx ∈ k[gH ], so using Definition 6.1.5(c) we see that
g(aιH(x))⊗ gb =
ga gιH(x)⊗ gb =
ga ιgH(
gx)⊗ gb = ga⊗ gx gb = ga⊗ gxb.
Hence Q(ax, b) = Q(a, xb) as claimed. Next, we must show that
g · τH(v) = g · τJ(w) whenever τH(v) = τJ (w).
Because C is stable under finite intersections, we may assume that J 6 H . Since
τH and τJ are isomorphisms, we see that αJ,H(w) = v. Without loss of generality,
we can assume that w = a⊗ b for some a ∈ F (J) and b ∈ k[G]. We must then have
v = αJ,H(w) = F (a)⊗ b. Now,
g · τH(v) = g · τH(F (a)⊗ b) =
= τgH(
gF (a)⊗ gb) =
= τgH(F (
ga)⊗ gb) =
= τgH(αJ,H(
ga⊗ gb)) =
= τgJ (
ga⊗ gb) = g · τJ(w),
where we have used Definition 6.1.5(b) on the third line. In view of Definition
6.1.5(a), we now have a well-defined left G-action on V , and the last assertion is
clear. 
Corollary 6.1.8. If (F, ι) is sheafy and G-equivariant, then there is a well-defined
k-algebra homomorphism
η : k[G] −→ E
given by η(g)(v) = g · v for all g ∈ G and v ∈ V .
Definition 6.1.9. We define F (G) to be the k-subalgebra of E generated by the
image of η, and the images of ρH as H runs over all members of C.
The images of η and the ρH inside E are related in the following manner.
Lemma 6.1.10. Suppose that (F, ι) is sheafy and G-equivariant. Then
η(g)ρH(a)η(g)
−1 = ρgH(
ga) for all H ∈ C, a ∈ F (H) and g ∈ G.
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Proof. Let b ∈ F (H) and c ∈ k[G]. Then
(η(g) ◦ ρH(a) ◦ τH)(b ⊗ c) = g · τH(ab ⊗ c) = τgH(g(ab)⊗ gc) =
= τgH(
gagb⊗ gc) = (ρgH(ga) ◦ η(g) ◦ τH)(b ⊗ c).
Hence η(g) ◦ ρH(a) ◦ τH = ρgH(ga) ◦ η(g) ◦ τH and the result follows because τH is
an isomorphism. 
We will need the following stronger version of Definition 6.1.5(c).
Definition 6.1.11. (F, ι) is good if (F, ι) is sheafy, G-equivariant, and
ga = ιH(g) a ιH(g)
−1
whenever H ∈ C, g ∈ H and a ∈ F (H).
Lemma 6.1.12. Suppose that (F, ι) is good. Then
η|k[H] = ρH ◦ ιH
for all H ∈ C.
Proof. Let g ∈ H , a ∈ F (H) and b ∈ k[G]. Then
g · τH(a⊗ b) = τH(ga⊗ gb) = τH
(
ιH(g)aιH(g)
−1 ⊗ gb
)
=
= τH(ιH(g)a⊗ g−1gb) = ρH(ιH(g))(τH(a⊗ b))
so η(g)◦τH = ρH(ιH(g))◦τH . The result follows because τH is an isomorphism. 
Corollary 6.1.13. Suppose that (F, ι) is good. Then for every H ∈ C there is a
well-defined morphism of F (H)-k[G]-bimodules
ρH ⊗ η : F (H)⊗k[H] k[G] −→ E .
Proof. This follows immediately from Lemma 6.1.12. 
Definition 6.1.14. Let AH denote the image of ρH ⊗ η inside E .
Theorem 6.1.15. Suppose that (F, ι) is good, and let H ∈ C.
(a) AH = AJ for all J ∈ C.
(b) AH is an associative k-subalgebra of E .
(c) The map ρH ⊗ η : F (H)⊗k[H] k[G] −→ AH is bijective.
Proof. (a) Since C is closed under finite intersections, we may assume that J 6 H .
But now the diagram
F (J)⊗k[J] k[G]
αJ,H //
ρJ⊗η
&&▲▲
▲▲
▲▲
▲▲
▲▲
▲
F (H)⊗k[H] k[G]
ρH⊗η
xxqqq
qq
qq
qq
qq
E
is commutative, because ρJ (a) = ρH(F (a)) by Lemma 6.1.4. Thus AJ = AH
because αJ,H is an isomorphism.
(b) Since ρH and η are ring homomorphisms, it is enough to show that
η(g)ρH(a) ∈ AH
for any g ∈ G and a ∈ F (H). However, Lemma 6.1.10 implies that
η(g)ρH(a) = ρgH(
ga)η(g)
and this lies in AgH . Now use part (a).
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(c) The map ρH ⊗ η is surjective by the definition of AH , so suppose that
ξ =
∑n
i=1 ai ⊗ gi lies in the kernel, where we may assume that gi ∈ G for all
i. Then on the one hand,
(ρH ⊗ η)(ξ)(τH (1⊗ 1)) = 0,
and on the other hand,
(ρH ⊗ η)(ξ)(τH(1 ⊗ 1)) =
∑n
i=1 ρH(ai)η(gi)(τH(1⊗ 1)) =
=
∑n
i=1 ρH(ai)τgiH(1 ⊗ gi) =
=
∑n
i=1 ρH(ai)τH(1⊗ gi) =
=
∑n
i=1 τH(ai ⊗ gi) = τH(ξ).
Since τH is an isomorphism, we conclude that ξ = 0 as required. 
Corollary 6.1.16. Suppose that (F, ι) is good, and fix H ∈ C.
(a) There is an associative k-bilinear product ⋆ on F (H) ⊗k[H] k[G], uniquely
determined by the rule that
(a⊗ g) ⋆ (b⊗ h) =
∑
i
a gb′i ⊗ gh
′
i
where a, b ∈ F (H), g, h ∈ G and
τ−1Hg τH(b⊗ h) =
∑
i
b′i ⊗ h
′
i
for some b′i ∈ F (H
g) and h′i ∈ G.
(b) The map ρH ⊗ η : F (H)⊗k[H] k[G] −→ F (G) is a k-algebra isomorphism.
Proof. (a) We can transport the k-algebra structure on AH to F (H) ⊗k[H] k[G]
using the bijection ρH ⊗ η, in view of Theorem 6.1.15.
Let x = a ⊗ g, y = b ⊗ h and y′ =
∑
i b
′
i ⊗ h
′
i = τ
−1
Hg τH(y) as above. Let
J := H ∩Hg, and let y′′ ∈ F (J)⊗k[J] k[G] be such that
y = αJ,H(y
′′) and y′ = αJ,Hg (y
′′).
We saw in the proof of Theorem 6.1.15(a) that
(ρH ⊗ η) ◦ αJ,H = ρJ ⊗ η.
Hence
(ρH ⊗ η)(y) = (ρH ⊗ η)(y) = (ρH ⊗ η)(αJ,H(y
′′)) =
= (ρJ ⊗ η)(y′′) = (ρHg ⊗ η)(y′).
Hence, using Lemma 6.1.10 we see that
(ρH ⊗ η)(x) ◦ (ρH ⊗ η)(y) =
∑
i ρH(a)η(g)ρHg (b
′
i)η(h
′
i) =
=
∑
i ρH(a)ρH(
gb′i)η(g)η(h
′
i) =
=
∑
i ρH(a
gb′i)η(gh
′
i) =
= (ρH ⊗ η) (
∑
i a
gb′i ⊗ gh
′
i) = (ρH ⊗ η)(x ⋆ y).
We are done because ρH ⊗ η is a bijection and AH is an associative k-algebra.
(b) It remains to observe that F (G) = AH for any H ∈ C. 
This construction was known to Emerton. A concise explanation of the particular
example where F (H) is the Iwasawa algebra Λ(H) can be found at [37, p. 6].
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Example 6.1.17. Let L be a finite extension of Qp, let G be a locally L-analytic
group and let C be the set of compact open subgroups of G. For each N ∈ C,
let ιN : K[N ] →֒ D(N,K) be the inclusion of the group algebra of N into the
algebra D(N,K) of locally L-analytic distributions on N . Then (D(−,K), ι) is
good and the algebra D(G,K) given by Corollary 6.1.16 agrees the algebra of
locally L-analytic distributions on G.
6.2. The algebra ÙU(g, G). We will assume from now on that R = R is a complete
valuation ring of height one and mixed characteristic (0, p), and work under the
following
Hypothesis 6.2.1.
• G is an affine algebraic group of finite type over K,
• g := Lie(G) is its Lie algebra,
• G is a p-adic Lie group,
• σ : G→ G(K) is a continuous group homomorphism.
Here we equip G(K) with the topology where a fundamental system of neigh-
bourhoods of the identity element is given by the subsets Y(K) of G(K), as Y
ranges over the affinoid subdomains of the rigid analytification G := Grig of G con-
taining the identity. Recall the adjoint action Ad of G(K) on g by K-Lie algebra
automorphisms.
Definition 6.2.2.
(a) A Lie lattice in g is a finitely generated R-submodule L of g which spans g
as a K-vector space and which is closed under the Lie bracket.
(b) Let H be an open subgroup of G. We say that the Lie lattice L is H-stable
if it is preserved by Ad(σ(g)) for all g ∈ H .
Lemma 6.2.3. Let H be a compact open subgroup of G. Then g has at least one
H-stable Lie lattice.
Proof. Fix a basis {x1, . . . , xd} for the K-vector space g, and let L be the R-
submodule spanned by this basis. By replacing each xi by a sufficiently large
π-power multiple, we may assume that L is a Lie lattice. We can find an affinoid
subgroup H of GLrigd,K such that H(K) = GLd(R) is the stabiliser of L in GLd(K).
The analytification Adrig of the adjoint representation Ad : G→ GLd is continuous,
so we can find an affinoid subdomain Y of G containing the identity such that
Adrig(Y) ⊆ H. Therefore the subset σ−1Y(K) of G is open, and as H is an
open profinite subgroup of G we can find an open subgroup J of H such that
σ(J) ⊂ Y(K). This J then stabilises the Lie lattice L under Ad ◦σ, and J has
finite index in H because H is compact. So the H-orbit of L is finite, and the
intersection
⋂
h∈H Ad(σ(h))(L) of members of this orbit is an H-stable Lie lattice
in g. 
Now let H be an open subgroup of G and let L be an H-stable Lie lattice in
g. The Campbell-Hausdorff-Baker formula converges on the R-Lie algebra pǫL
and defines a group operation ∗ on this set. The adjoint representation ad : L →
DerR(L) exponentiates to a group homomorphism
exp ◦ ad : (pǫL, ∗)→ AutR−Lie(L).
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Definition 6.2.4. Let H be an open subgroup of G and let L be an H-stable Lie
lattice in g. We define HL to be the pullback of the two maps
H
Ad ◦σ
−→ AutR−Lie(L)
exp ◦ ad
←− (pǫL, ∗).
Thus we have the commutative diagram of groups and group homomorphisms
(35) HL
δL //

(pǫL, ∗)
exp ◦ ad

H
Ad ◦σ
// AutR−Lie(L).
Letting ι : L → U(L) denote the canonical inclusion of L into its enveloping algebra,
the group (pǫL, ∗) is also isomorphic to the subgroup exp(pǫι(L)) of the group of
units of the π-adic completion’U(L) of U(L).
For convenience and simplicity, we will work under the following
Hypothesis 6.2.5. The centre Z(g) = ker ad of g is zero.
Under this hypothesis, the map exp ◦ ad : pǫL → AutR−Lie(L) is injective, and
we see that HL is a subgroup of H .
Proposition 6.2.6. Suppose Z(g) is zero, let H be an open subgroup of G and let
L be an H-stable Lie lattice in g. Then
(a) HL is a normal subgroup of H ,
(b) the map exp ◦ι ◦ δL : HL →◊ U(L)K× is an H-equivariant trivialisation of
the HL-action on◊ U(L)K .
Proof. (a) Let h ∈ HL and let g ∈ H . Letting u := δL(h) ∈ pǫL, we have
Ad(σ(h)) = exp(ad(u)). Now the adjoint representation of G preserves the Lie
bracket on g:
Ad(g)([u, v]) = [Ad(g)(u),Ad(g)(v)] for all g ∈ G(K), u, v ∈ g
and it follows that Ad(g) ◦ ad(u) ◦ Ad(g)−1 = ad(Ad(g)(u)) for all g ∈ G(K) and
u ∈ g. Therefore, if v := Ad(σ(g))(u) = g · u then
Adσ(ghg−1) = Ad(σ(g)) ◦ exp(ad(u)) ◦Ad(σ(g))−1 =
= exp(Ad(σ(g)) ◦ ad(u) ◦Ad(σ(g))−1) = exp(v).
Because u ∈ pǫL and L is H-stable, we see that v ∈ pǫL. So ghg−1 ∈ HL and
δL(ghg
−1) = g · δL(h).
(b) Let h ∈ HL and let u = δL(h) ∈ p
ǫL, so that Ad(σ(h)) = exp(ad(u)). Let
v ∈ L. Then eιu · (ιv) · eιu = ead ιu(ιv) = ι(ead(u)(v)) by applying [22, Exercise 6.12]
to theK-Banach algebra÷U(LK), and using the fact that ι is a π-adically continuous
R-Lie algebra homomorphism. Because ead(u)(v) = Ad(σ(h))(v) = h · v, we see
that eιu · (ιv) · eιu = ι(h · v) = h · ι(v) for all v ∈ L. Because L generates◊ U(L)K
as a topological K-algebra, we deduce that the h-action on◊ U(L)K is given by
conjugation by exp(ι(δL(h))). Thus exp ◦ι ◦ δL : HL →◊ U(L)K× is a trivialisation
of the HL-action on◊ U(L)K . It is H-equivariant because the map δL satisfies
δL(ghg
−1) = g · δL(h) as we saw above. 
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We can now mimic Definition 3.3.1 and make the following
Definition 6.2.7. Suppose that Z(g) = 0 and that H is a compact open subgroup
of G.
(a) Let J (H) denote the set of all pairs (L, N), where L is an H-stable Lie
lattice in g and N is an open subgroup of HL which is normal in H .
(b) For each (L, N) ∈ J (H), the restriction to N of the map exp ◦ι ◦ δL from
Proposition 6.2.6(b) is an H-equivariant trivialisation of the N -action on◊ U(L)K , and we use this trivialisation to define the algebra◊ U(L)K ⋊N H.
(c) ÙU(g, H) := lim
←−
(L,H)∈J (H)
◊ U(L)K ⋊N H .
Remark 6.2.8. We will see shortly that ÙU(g, H) is closely related to the algebraÙD(G, H)G which appeared in §5.2. However it is important to note that ÙU(g, H)
only depends on the K-group G and not on any particular affinoid subdomain of
Grig such as G.
Theorem 6.2.9. ÙU(g, H) is Fre´chet-Stein for every compact subgroup H of G.
Proof. g admits at least one H-stable Lie lattice, by Proposition 6.2.3. Now the
proof of Theorem 5.2.7 works with obvious modifications. 
We will now use the formalism of §6.1 to glue the algebras ÙU(g, H) together, as
H varies over all compact open subgroups of G.
Lemma 6.2.10. Let J 6 H be compact open subgroups of G. Then J (H)∩J (J)
is cofinal in J (H) and in J (J).
Proof. It follows from Definition 6.2.4 that JL = HL ∩ J for any R-Lie lattice L in
g. Now the proof of Proposition 3.3.10 works with obvious modifications. 
Proposition 6.2.11. Let C denote the set of compact open subgroups of G.
(a) H 7→ ÙU(g, H) is a functor from C to K-algebras.
(b) There is a natural transformation ι : K[−] −→ ÙU(g,−).
(c) The pair (ÙU(g,−), ι) is good in the sense of Definition 6.1.11.
Proof. Only the third statement requires proof. Fix compact open subgroups J 6
H of G, and let (L, N) ∈ J (H)∩J (J). Because◊ U(L)K ⋊N J is a crossed product
of◊ U(L)K with J/N by Lemma 2.2.4(b), the canonical map
(36)
(◊ U(L)K ⋊N J) ⊗
K[J]
K[H ] −→◊ U(L)K ⋊N H
is a bijection. Now consider the following commutative diagram:
ÙU(g, J) ⊗
K[J]
K[H ]

tJ,H // ÙU(g, H)

lim
←−
Ç
(◊ U(L)K ⋊N J) ⊗
K[J]
K[H ]
å
// lim
←−
◊ U(L)K ⋊N H.
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Here, the bottom horizontal arrow is the inverse limit of the maps in (36), taken
over all possible (L, N) ∈ J (H) ∩ J (J); therefore it is a bijection. Since J has
finite index in H and inverse limits commute with finite direct sums, using Lemma
6.2.10 we see that the left vertical arrow is a bijection. The right vertical arrow
is also a bijection, again by Lemma 6.2.10. So the top horizontal arrow tJ,H is an
isomorphism, so that (ÙU(g,−), ι) is sheafy in the sense of Definition 6.1.2.
Now fix g ∈ G. Then there is a bijection J (H) → J (gHg−1) which sends
(L, N) to (L′, gNg−1) where L′ := Ad(σ(g))(L). The R-Lie algebra isomorphism
Ad(σ(g)) : L → L′ extends to a K-Banach algebra isomorphism◊ U(L)K ∼=◊ U(L′)K ,
which we will also denote by Ad(σ(g)). Letting Adg : H → gHg
−1 denote conju-
gation by g, it follows from Lemma 2.2.7 that there is an isomorphism
Ad(σ(g)) ⋊Adg :◊ U(L)K ⋊N H −→◊ U(L′)K ⋊gNg−1 gHg−1.
Passing to the limit over (L, N) ∈ J (H) induces a K-algebra isomorphism
ϕg(H) : ÙU(g, H)→ ÙU(g, gHg−1).
It is now straightforward to verify that these maps satisfy Definition 6.1.5, as well
as Definition 6.1.11. 
Because of Proposition 6.2.11 we may now apply Corollary 6.1.16 and conclude
that the tensor product ÙU(g, H) ⊗
K[H]
K[G]
carries the structure of an associative K-algebra, which contains both ÙU(g, H) and
K[G] as K-subalgebras whenever H is a compact open subgroup of G.
Definition 6.2.12. We define ÙU(g, G) to be the K-algebra ÙU(g, H) ⊗
K[H]
K[G], for
any choice of compact open subgroup H of G.
It follows from Theorem 6.1.15 that this algebra is independent of H in the sense
that it is isomorphic to the subalgebra of
End
(
lim
−→
H∈C
ÙU(g, H) ⊗
K[H]
K[G]
)
K[G]
generated by the left-action of K[G] and the left-action of ÙU(g, J) as J varies over
all compact open subgroups J of G.
6.3. Continuous actions on analytifications of algebraic varieties. In Propo-
sition 3.1.12 we saw that if G is an R-group scheme which acts on a flat R-scheme
X of finite presentation and σ : G → G(R) is a continuous group homomorphism
from some topological group G, then G acts continuously on the rigid generic fibre
X := Xrig of X . This was our first example of continuous group actions. We will
now give a second example.
In preparation for this, we have the following useful result which tells us in
particular that it suffices to verify continuity on an affinoid covering.
Proposition 6.3.1. Let {Xi} be an admissible covering of a rigid analytic space
X by qcqs admissible open subsets. Let G be a topological group and let ρ : G→
Aut(X,OX) be a group homomorphism. Suppose that for each i we have
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(a) GXi is open in G, and
(b) GXi → Aut(Xi,OXi) is continuous.
Then G acts continuously on X.
Proof. Let U be a qcqs admissible open subset of X, and choose an admissible
affinoid covering {Uij}j of each U ∩Xi. Since U is quasi-compact, we can find a
finite subset {V1, . . . ,Vn} ⊂ {Uij} which forms an admissible covering of U. For
each k = 1, . . . , n, choose indices ik such that Vk ⊂ Xik =: Yk.
Now GYk acts continuously on Yk by assumption (b) and Proposition 3.1.10.
Hence (GYk )Vk is open in GYk and the map (GYk)Vk → Aut(Vk,OVk) is contin-
uous. Since GYk is open in G by assumption (a) and since (GYk)Vk = GYk ∩GVk
is contained in GVk we see that GVk is open in G. Hence GU is open in G because
it contains the open subgroup
⋂n
k=1GVk .
Because U is qcqs, by [13, Lemma 4.4], we can find a formal model U for U
together with an open covering {V1, . . . ,Vn} such that Vk,rig = Vk for each k. By
Theorem 3.1.5, it will suffice to show that the map GU → Aut(U,OU) is continuous
with respect to the TU -topology. Write Vkl := Vk ∩ Vl and Vkl := Vk ∩ Vl for each
k, l, and define H :=
⋂n
k=1GVk ∩ GYk , an open subgroup of GU by the above.
Note that each Vk and each Vkl is then H-stable. Let σ : H → Aut(U,OU),
σk : H → Aut(Vk,OVk) and σkl : H → Aut(Vkl,OVkl) denote the actions of H on
U, Vk and Vkl respectively. It follows from Lemma 3.1.9(a) that H acts continuously
on each Vk and Vkl, so the group homomorphisms σk and σkl are continuous. Now
for each r > 0, define
Jr :=
n⋂
k=1
σ−1k Gπr(Vk) ∩
⋂
k<l
σ−1kl Gπr(Vkl),
an open subgroup of H . Since Gπr is a sheaf on U by Lemma 3.1.4, we see that
Jr 6 σ
−1Gπr (U). Hence σ−1Gπr (U) is open in H (and therefore also in GU) for
each r > 0. So GU → Aut(U,OU) is continuous as required. 
Let G be an affine algebraic group of finite type over K. By [12, Proposition
5.4/4], G admits a rigid analytification G := Grig. Because rigid analytification
preserves fibre products by [38, Satz 1.8], the underlying set of G forms a group.
Suppose also that a : G × X → X is an action of G on a scheme X, locally of
finite type over K. Applying the rigid analytification functor, we obtain an action
arig : G×X→ X of the rigid analytic group G on X := Xrig. Let g · x = arig(g, x)
for g ∈ G and x ∈ X, and let Tn := K〈y1, . . . , yn〉 denote the Tate algebra.
Proposition 6.3.2. Let Y be an affine open subscheme of X, let K[y1, . . . , yn]/a ∼=
O(Y) be a presentation of O(Y) and let U be the affinoid subdomain Sp(Tn/aTn)
of Y := Yrig ⊂ X. Then there is an affinoid subdomain T of G containing 1 such
that T ·U ⊆ U.
Proof. By replacing G by the connected component of the identity, we may assume
G to be connected. Therefore it is irreducible by [64, Theorem 6.6]. Let W be the
fibre product of the inclusion Y →֒ X and the action map a : G× Y→ X:
G× Y
a // X
W
OO
// Y.
OO
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Then W is an open subscheme of the affine scheme G × Y containing the closed
subscheme {1} × Y. Write W = ∪Wj as a union of basic open sets. Since this
closed subscheme is isomorphic to Y and is therefore irreducible, we see that it is
already contained in some Wj . Write Wj = D(f) for some f ∈ O(G × Y) and
note that restriction r(f) of f to {1} × Y must be a unit. The augmentation map
ǫ : O(G)→ K is split by the inclusion of the ground fieldK intoO(G), and it follows
that the restriction map r : O(G×Y)→ O({1}×Y) is a split surjection with right-
inverse s, say. By replacing f by f/s(f), we may assume that r(f) = 1. Choose a
generating set {c1, . . . , cd} for the ideal ker ǫ in O(G); then its image in O(G × Y)
generates the ideal ker r and we deduce that f − 1 lies in
∑d
i=1O(G×Y)ci = ker r.
Now, consider the pullback of functions map a♯ : O(Y)→ O(Wj) = O(G×Y)f .
The restriction of the action map Wj → Y to {1} × Y is the projection onto the
second component, so a♯(yj) − yj ∈
∑d
i=1O(Wj)ci for each j = 1, . . . , n. Because
also f − 1 ∈
∑d
i=1O(G × Y)ci and the yi’s generate O(Y), we may write
a♯(yj) =
yj +
∑
α∈Nn F
(j)
α yα
1 +
∑
α∈Nn G
(j)
α yα
∈ O(G× Y)f
where F
(j)
α , G
(j)
α ∈ ker ǫ =
∑d
i=1O(G)ci and only finitely many of these are non-
zero. Because the ci’s generate O(G) as a K-algebra, we can choose N ∈ N suf-
ficiently large so that each F
(j)
α /π and G
(j)
α /π lies in the R-subalgebra of O(G)
generated by c1/π
N , . . . , cd/π
N . If we now take T to be the affinoid subdomain of
G defined by
T := O(G)〈
c1
πN
, . . . ,
cd
πN
〉,
then we see that F
(j)
α , G
(j)
α ∈ πO(T)◦ for each j = 1, . . . , n and α ∈ Nn. Then
f ∈ O(T × U)× so the restriction map O(G × Y) → O(T × U) factors through
O(Wj) = O(G × Y)f . Because the elements a♯(yj) now all lie in O(T × U),
we see that the action map a♯,rig : O(Y) → O(Wrigj ) extends to an action map
O(U) → O(T × U). Now by definition, U is the subset of Y defined by the
inequalities {|y1| 6 1, . . . , |yn| 6 1}; if t ∈ T and u ∈ U then yi(u) ∈ R for each i
and F
(j)
α (t) ∈ πR and G
(j)
α (t) ∈ πR for each j, α by construction, so
yj(t · u) = a
♯(yj)(t, u) =
yj(u) +
∑
α∈Nn F
(j)
α (t)y(u)α
1 +
∑
α∈Nn G
(j)
α (t)y(u)α
∈ R
for each j = 1, . . . , n. We conclude that T ·U ⊆ U as required. 
Remark 6.3.3. The analogue of Proposition 6.3.2 does not work in the Zariski
topology: there may not be any open neighbourhood U of the identity element in G
such that U ·Y ⊂ Y. For example, let G be the additive group G = Ga = SpecK[c]
acting on the projective line X = P1 via the rule c · y = y/(cy + 1), where y is a
local coordinate on X. Then if Y = SpecK[y] is the affine open subset of X where
y is regular, we find that W = SpecK[c, y]cy+1 cannot contain an open subset of
the form U × Y for some open neighbourhood U of the identity element in G. To
see this, write U = G\V (I) for some ideal I in K[c] and suppose for a contradiction
that U × Y ⊂ W. Then V (cy + 1) = G × Y\W is contained in the closed subset
V (I) of G × Y. Therefore I is contained in 〈cy + 1〉 by the Nullstellensatz. Since
〈cy + 1〉 ∩K[c] is zero, it follows that U is the empty set and does not contain the
identity element.
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We can now give our second example of continuous group actions.
Theorem 6.3.4. Let G be an affine algebraic group of finite type over K, acting
on a scheme X which is locally of finite type over K. Then G(K) acts continuously
on the rigid analytification X := Xrig.
Proof. By [12, Lemma 5.4/2], the canonical map G(K)→ G(K) is a bijection, and
we will equip G(K) with the topology where a fundamental system of neighbour-
hoods of the identity element is given by the subsets T(K) of G(K), as T ranges
over the affinoid subdomains of G containing the identity. The action G × X→ X
induces a homomorphism of group functors G → Aut(X), which in turn induces a
group homomorphism G(K) → Aut(X,OX). On the other hand, the functoriality
of rigid analytification gives a group homomorphism Aut(X,OX) → Aut(X,OX)
and therefore an action G(K)→ Aut(X,OX) of G(K) on X. Of course the action
of G(K) on the underlying set of X agrees with the restriction of the action of G
on X to its subgroup of K-rational points G(K) =G(K) ⊂ G.
Let {Yj} be an affine covering of X with each Yj of finite presentation, and for
each index j fix a presentation K[y
(j)
1 , . . . , y
(j)
nj ]/aj ∼= O(Yj). Then for each N ∈ N,
Uj,N := SpK
¨
πNy
(j)
1 , . . . , π
Ny(j)nj
∂
/〈aj〉
is an affinoid subdomain ofYj := Y
rig
j ⊂ X and {Uj,N} forms an admissible affinoid
covering of X. Fix the index j and the natural number N , write U := Uj,N and
drop the subscripts and superscripts j from the notation. By Proposition 6.3.1,
it will be enough to check that the stabiliser G(K)U of U in G(K) is open in
G(K), and that the map G(K)U → Aut(U,OU) is continuous. Now, because
K[πNy1, . . . , π
Nyn]/〈a〉 is still a presentation of O(Y), Proposition 6.3.2 gives an
affinoid subdomain T of G containing 1 such that T ·U ⊆ U. We also see from the
proof of this Proposition that the image of the resulting map T(K)→ EndK O(U)
consists of invertible elements that preserve the closure of theR-subalgebra ofO(U)
generated by y1, . . . , yn. It follows that T(K) is contained in G(K)U and that the
map T(K)→ Aut(U,OU) is continuous. 
6.4. The Localisation Theorem for ÙU(g, G). Let G0 be a connected, simply
connected, split semisimple affine algebraic group scheme over R and let G :=
G0 ⊗R K be its generic fibre. Let G be a p-adic Lie group and let σ : G → G(K)
be a continuous group homomorphism.
Because G is semisimple, the centre of its Lie algebra g is zero. Thus we see that
Hypotheses 6.2.1 and 6.2.5 is satisfied, so we have at our disposal the completed
skew-group algebra ÙU(g, G) from Definition 6.2.12. On the other hand, whenever
G0 is a compact open subgroup of σ
−1G0(R), Hypothesis 5.2.1 is satisfied for the
group G0 and thus we have at our disposal the completed skew-group algebraÙD(G0, G0)G0 from Definition 5.2.5. We will now relate the two constructions.
We continue with the notation from §5.2, so that G0 := (”G0)rig is an affinoid
subdomain of the rigid analytic group G := Grig and A denotes the R-algebra
O(“G0).
Lemma 6.4.1. Let H be an open subgroup of G0, let J be an H-stable Lie lattice
in g contained in g0, and let L = A · γ′(J ). Then
(a) HL 6 HJ , and
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(b) the restriction of exp ◦ι ◦ δJ to HL equals θ−1 ◦ βL.
Proof. Let h ∈ HL. By Proposition 5.2.4(b), there is a unique v ∈ J such that
ρ(h) = exp(pǫγ′(v)) and βL(h) = θ(exp(p
ǫι(v))). Now if w ∈ J , then
γ′(Ad(σ(h))(w)) = ρ(h) ◦ γ′(w) ◦ ρ(h)−1 =
= exp(pǫγ′(v)) ◦ γ′(w) ◦ exp(−pǫγ′(v)) =
= exp(pǫ ad(γ′(v)))(γ′(w)) =
= γ′ (exp(pǫ ad(v))(w)) .
Here we have used Lemma 5.1.3 on the first line, [22, Exercise 6.12] on the third line
and the fact that γ′ is an R-Lie algebra homomorphism on the last line. Since γ′ is
injective by Proposition 5.1.7, we deduce that Ad(σ(h)) = exp(pǫ ad(v)). Applying
Definition 6.2.4, we see that h ∈ HJ and δJ (h) = pǫv. Therefore
exp(ι(δJ (h))) = exp(ι(p
ǫv)) = θ−1(βL(h))
as required. 
Proposition 6.4.2. There is a continuous K-algebra isomorphism
κH : ÙU(g, H) ∼=−→ ÙD(G0, H)G0
for every compact open subgroup H of σ−1G0(R), such that the diagramÙU(g, J) κJ //

ÙD(G0, J)G0
ÙU(g, H)
κH
// ÙD(G0, H)G0
commutes whenever J 6 H are compact open subgroups of G0.
Proof. Let (J , N) ∈ K(H), where K(H) is the indexing set appearing in Definition
5.2.5. Thus, J is an H-stable Lie lattice in g contained in g0 and N is an open
normal subgroup of H contained in HA·γ′(J ). Hence N 6 HJ by Lemma 6.4.1(a),
so (J , N) ∈ J (H) in the notation of Definition 6.2.7. Thus, K(H) ⊆ J (H).
Now if (L, N) is some other member of J (H), then because g is finite dimensional
over K, πnL ⊆ g0 for some n > 0. Therefore
K(H) ∋ (πnL, N ∩HA·γ′(πnL)) 6 (L, N)
which means that K(H) is cofinal in J (H). Finally, for any (J , N) ∈ K(H), the
two possible trivialisations of the N -action on◊ U(J )K appearing in Definitions 5.2.5
and 6.2.7 agree by Lemma 6.4.1(b). The result now follows easily. 
Now we fix a closed and flat Borel R-subgroup scheme B0 of G0, and we set
B := B0 ⊗R K. Let X0 := G0/B0, X := G/B, X0 := (X̂0)rig and X := Xrig.
Proposition 6.4.3. The canonical map X0 → X is an isomorphism.
Proof. The flag variety X0 can be covered in the Zariski topology by Weyl-translates
of the big cell, by [35, §II.1.10(1)]. Since the big cell is isomorphic to an affine space
overR, it is flat overR. Hence X0 is flat overR. On the other hand, X0 is projective
over R by [35, §II.1.8]. The result follows. 
We will henceforth identify X0 with X.
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Theorem 6.4.4. ÙU(g, G) acts on X compatibly with G.
Proof. By Theorem 6.3.4, G(K) acts continuously on X. Since σ : G → G(K)
is continuous, it follows from Definition 3.1.8 that G also acts continuously on X.
By the construction of ÙU(g, G) — see Corollary 6.1.8 — there is a canonical group
homomorphism η : G → ÙU(g, G)×, and by Theorem 6.2.9, the subalgebra ÙU(g, H)
of ÙU(g, G) is Fre´chet-Stein whenever H is a compact open subgroup of G.
Fix a compact open subgroup G0 of σ
−1G0(R). Then Hypotheses 5.2.1 and
5.2.9 are satisfied by the affine R-group scheme G0 and the continuous homomor-
phism σ : G0 → G0(R). Therefore ÙD(G0, G0)G0 acts compatibly on X0 by The-
orem 5.2.10. By Proposition 6.4.2, there is a continuous K-algebra isomorphism
κG0 : ÙU(g, G0) ∼=−→ ÙD(G0, G0)G0 which sends ÙU(g, N) onto ÙD(G0, N)G0 for every
compact open subgroup N of G0. Hence ÙU(g, G0) acts on X0 compatibly with G0.
Since X = X0 by Proposition 6.4.3, it follows that ÙU(g, G0) acts on X compatibly
with G0. Thus we have a continuous homomorphism ϕ
N : ÙU(g, N) −→ ÙD(−, N)
on Xw/N whenever N is an open subgroup of G0.
Fix a compact open subgroup H of G and an H-stable affinoid subdomain U of
X. Then H ∩ G0 is open in H . For any open normal subgroup N of H contained
in G0, we have isomorphismsÙU(g, H) ∼= ÙU(g, N)⋊N H and ÙD(U, H) ∼= ÙD(U, N)⋊N H,
the first by Proposition 6.2.11(c) and the second by Corollary 3.3.11. Using Lemma
2.2.7, we may therefore unambiguously define
ϕH(U) : ÙU(g, H)→ ÙD(U, H)
to be ϕN (U) ⋊N 1H for any choice of open normal subgroup N of H contained in
G0. It is now straightforward to verify that these maps commute with restrictions
in Xw/H , and that conditions (a)-(d) of Definition 3.4.9 are satisfied. 
Next, we record a general topological fact about coadmissible G-equivariant D-
modules.
Lemma 6.4.5. LetY be a smooth rigid analytic variety with a continuous action of
a p-adic Lie groupH , let Z be a quasi-compact open subset ofY and letM ∈ CY/H .
(a) TheK-vector spaceM(Z) carries a canonicalK-Fre´chet topology such that
the restriction maps M(Z)→M(U) are continuous for any U ∈ Zw.
(b) For any f :M→N in CY/H , the map f(Z) :M(Z)→ N (Z) is continuous.
Proof. (a) Because Z is quasi-compact, we can choose a finite Zw(T )-covering V
of Z. Now, it follows from Theorem 3.6.11 that the restriction maps M(U) →
M(V) are continuous for any U ∈ Zw(T ) and V ∈ Uw. Because V is finite and
because M(U) is a K-Fre´chet space for each U ∈ V by Definition 3.6.1, we see
that Hˇ0(V ,M) is the kernel of a continuous map between two K-Fre´chet spaces.
Using the isomorphism M(Z)
∼=−→ Hˇ0(V ,M) we can therefore equip M(Z) with
a K-Fre´chet topology. It is easy to check that this topology is independent of the
choice of V .
(b) This follows immediately from the construction of the topologies on M(Z)
and N (Z) in part (a) together with the fact that f(U) :M(U)→ N (U) is contin-
uous for each U ∈ Xw(T ) by Definition 3.6.1(b). 
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Proposition 6.4.6. Let H be a compact open subgroup of G, let M ∈ CÛU(g,H)
and suppose that α : Loc
ÛD(X,H)
X
(M)
∼=
−→ M is an isomorphism of H-equivariant
locally Fre´chet D-modules on X.
(a) There is a unique coadmissible ÙU(g, H)-module structure on M(X) such
that
(i) η(g) ·m = gM(m) for all g ∈ H and m ∈M(X),
(ii) the topology on M(X) induced by this coadmissible ÙU(g, H)-module
structure coincides with the canonical K-Fre´chet topology given by
Lemma 6.4.5(a),
(iii) the ÙU(g, H)-action onM(X) extends the natural D(X)⋊H-action on
M(X) given by Proposition 2.3.5.
(b) This ÙU(g, H)-module structure on M(X) does not depend on α.
(c) There is an isomorphism of H-equivariant locally Fre´chet D-modules on X
θ : Loc
ÛU(g,H)
X
(M(X))
∼=
−→M,
whose restriction to Xw is given by
θ(U)(s Ù⊗ m) = s · (m|U)
for any U ∈ Xw, s ∈ ÙD(U, HU) and m ∈M(X).
Proof. (a) Because the rigid analytic flag variety X is quasi-compact, the space of
global sections M(X) carries a K-Fre´chet space topology by Lemma 6.4.5(a). On
the other hand, M(X) is a D(X)⋊H-module by Proposition 2.3.5, and hence also
a U(g)⋊H-module.
Write N := Loc
ÛU(g,H)
X
(M) and let ψ : M → M(X) be the composite of the
canonical map M → N (X) and α(X) : N (X) → M(X). Because the maps
M →M(U) are continuous for each U ∈ Xw(T ), we see that ψ is continuous. It
is also U(g)⋊H-linear by construction.
Because U(g)⋊H is dense in ÙU(g, H), we may apply Lemma 4.4.4 to the map
ψ :M →M(X) to deduce that the U(g)⋊H-action onM(X) extends to an action
of ÙU(g, H) which satisfies all the required properties.
(b) This now follows from Lemma 4.4.4(c).
(c) After replacing ÙD(X, H) with ÙU(g, H), the proof of Lemma 4.4.5(c) carries
over word for word. 
Theorem 6.4.7. Let M be a coadmissible G-equivariant D-module on X. Then
M(X) is a coadmissible ÙU(g, G)-module, and there is an isomorphism
Loc
ÛU(g,G)
X
(M(X))
∼=
−→M
of G-equivariant locally Fre´chet D-modules on X.
Proof. Note first of all that ÙU(g, G) acts onX compatibly with G by Theorem 6.4.4,
so the localisation functor Loc
ÛU(g,G)
X
is defined — see Definition 3.5.12 — and it
sends coadmissible ÙU(g, G)-modules to coadmissible G-equivariant D-modules on
X by Proposition 3.6.8.
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Fix a compact open subgroup H of σ−1G0,π(R). Then M ∈ CX/H by Proposi-
tion 3.6.10(a), so there is a coadmissible ÙD(G0, H)G0-module M∞ and an isomor-
phism Loc
ÛD(G0,H)G0
X
(M∞)
∼=
−→ M in CX/H by Theorem 5.4.1. Using the isomor-
phism κH : ÙU(g, H)→ ÙD(G0, H)G0 from Proposition 6.4.2, we find a coadmissibleÙU(g, H)-module M and an isomorphism LocÛU(g,H)
X
(M)
∼=
−→ M in CX/H . Now, by
Proposition 6.4.6(a), the U(g) ⋊H-module structure on M(X) and the canonical
topology on M(X) given by Lemma 6.4.5(a) extend to a coadmissible ÙU(g, H)-
module structure. Moreover, by Proposition 6.4.6(c), there is an isomorphism
θ : Loc
ÛU(g,H)
X
(M(X))
∼=
−→M
in CX/H given by the explicit formula
θ(U)(s Ù⊗ m) = s · (m|U)
for any U ∈ Xw, s ∈ ÙD(U, HU) and m ∈ M(X).
By Proposition 2.3.5, M(X) is a D(X) ⋊ G-module and therefore a U(g) ⋊ G-
module. The restriction of this U(g)⋊G-module back to U(g)⋊H agrees with the
restriction of the ÙU(g, H)-module to U(g) ⋊H . Therefore the ÙU(g, H) and K[G]-
actions on M(X) extend to an action of ÙU(g, G). Since the restriction of M(X)
back to ÙU(g, H) is coadmissible, M(X) is coadmissible also as a ÙU(g, G)-module.
Note that by construction, Loc
ÛU(g,G)
X
(M) = Loc
ÛU(g,H)
X
(M) as H-equivariant locally
Fre´chet D-modules on X. Finally, the exact same argument used in the proof of
Theorem 4.4.3 at the end of §4 shows that θ is in fact G-equivariant. 
We can finally state and prove our main result.
Theorem 6.4.8. Let G be a connected, simply connected, split semisimple affine
algebraic group scheme over K, and let X be the rigid analytification of the flag
variety of G. Let G be a p-adic Lie group and let σ : G → G(K) be a continuous
group homomorphism. Then the localisation functor
Loc
ÛU(g,G)
X
: {M ∈ CÛU(g,G) : m0 ·M = 0} → CX/G
is an equivalence of categories.
Proof. By the classification of connected split semisimple algebraic groups, it is
known [35, §II.1] that G extends to an affine algebraic group scheme G0 over R
satisfying the conditions given at the beginning of §6.4, so that G = G0 ⊗R K
is the generic fibre of G0. Now in view of Theorem 6.4.7, it remains to show
that the restriction of Loc
ÛU(g,G)
X
to the full subcategory of CÛU(g,G) consisting of
objects killed by m0 is fully faithful. Let M,N ∈ CÛU(g,G) be killed by m0, and
write Loc := Loc
ÛU(g,G)
X
, M := Loc(M) and N := Loc(N). For any ÙU(g, G)-linear
morphism f :M → N we have the commutative diagram
M
f //

N

M(X)
Loc(f)(X)
// N (X)
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where the vertical arrows are bijective by Theorem 5.4.7. It follows immediately
that Loc is faithful.
Suppose next that α :M→ N is a morphism in CX/G. Then because the rigid
analytic flag variety X is quasi-compact, α(X) : M(X) → N (X) is continuous.
On the other hand, it is follows from Proposition 2.3.5 that it is U(g) ⋊ G-linear.
Since U(g) ⋊ G is dense ÙU(g, G) and since M(X) and N (X) are coadmissibleÙU(g, G)-modules by Theorem 6.4.7, it follows that α(X) is ÙU(g, G)-linear. Now let
f :M → N be defined by the commutative diagram
M
f //
∼=

N
∼=

M(X)
α(X)
// N (X).
Then f is ÙU(g, G)-linear, and we claim that Loc(f) = α. To see this, letU ∈ Xw(T )
be arbitrary and choose a compact open subgroupH of G such that (U, H) is small,
using Lemma 3.4.7. By construction, α(U) and Loc(f)(U) agree on the image of
M in M(U). Since both maps are ÙD(U, H)-linear and since this image generates
M(U) as a ÙD(U, H)-module, we deduce that α(U) = Loc(f)(U). Since M and
N are sheaves and since Xw(T ) is a basis for X, it follows that α = Loc(f) as
claimed. 
6.5. Connection to locally analytic distribution algebras. Our goal in this
subsection is to establish the following
Theorem 6.5.1. Let L be a finite extension of Qp contained in K and let G be an
affine algebraic group of finite type over L with Lie algebra g, such that Z(g) = 0.
Let G be an open subgroup of G(L) and letD(G,K) denote theK-algebra of locally
L-analytic distributions on G. Then there is a continuous K-algebra isomorphism
ηG : D(G,K)
∼=−→ ÙU(gK , G).
where gK := g⊗L K.
We fix the field L, the algebraic group G, its Lie algebra g and the open subgroup
G of G(L) for the remainder of §6.5.
Recall from e.g. [43, Remark 2.2.5(ii)] that a uniform pro-p group N is said to
be L-uniform if the Qp-Lie algebra Qp ⊗Zp LN is in fact an L-Lie algebra, and if
the Zp-Lie algebra LN is an OL-submodule of Qp ⊗Zp LN .
Lemma 6.5.2. Every compact locally L-analytic group has at least one open
normal L-uniform subgroup N .
Proof. This is [43, Lemma 2.2.4]. 
We begin the proof of Theorem 6.5.1 by explaining how to remove the restriction
p 6= 2 from the material in [8, §5]; recall from §3.2 that ǫ := 1 if p is odd and ǫ := 2
if p = 2. Let N be an L-uniform pro-p group; we will denote its dimension as a
locally L-analytic group by dimLN . On the one hand, its Zp-Lie algebra LN is
powerful, and on the other hand, it is an OL-module, by definition. We define the
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R-Lie algebra associated with N to be
LN := R ⊗
OL
1
pǫ
LN .
Note that LN is a Zp-module of rank dimLN ·dimQp L, and an OL-module of rank
dimLN . Thus, LN is an R-module of rank dimLN . Because LN is powerful, LN is
also an R-Lie algebra. Recall from [60, §4] that the algebra D(N,K) of K-valued
locally L-analytic distributions admits K-Banach space completions Dr(G,K) for
each real number 1/p 6 r < 1. We have the following version of the famous Lazard
isomorphism.
Theorem 6.5.3. Let N be an L-uniform pro-p group and let LN := R⊗OL
1
pǫLN .
Then there is a natural isomorphism of K-Banach algebras
νN : D1/p(N,K)
∼=−→ÿ U(LN )K .
Proof. When p is odd, this is precisely [8, Lemma 5.2]. We indicate how to extend
the argument given there to the case where p is also allowed to be 2.
Suppose first that L = Qp. Let | · | : K → R be the norm which induces the
topology on K, normalised by |p| = 1/p. Because N is uniform, we can regard N
as a p-saturated group in the sense of Lazard, by setting
ω(g) := sup{m ∈ N : g ∈ Np
m
}+ ǫ for each g ∈ N.
Fix a minimal topological generating set {g1, . . . , gd} for N , where d := dimQp N ,
and write bi := gi − 1 as usual. Then {g1, . . . , gd} is an ordered basis for N such
that ω(gi) = ǫ for all i = 1, . . . , d. Now, because L = Qp, it follows from [60,
§4, p.160] that D1/p(N,K) consists of all formal power series λ =
∑
α∈Nd λαb
α in
b1, . . . , bd with coefficients λα ∈ K such that
||λ||1/p := sup
α∈Nd
|λα|(1/p)
ǫ|α|
is finite. Thus, D1/p(N,K) = K“⊗
Qp
ΛQp(N,ω) where ΛQp(N,ω) is the Banach Qp-
algebra completion of the group ring Qp[N ] introduced in [55, §30, p209]. This
algebra contains the elements ui := log(gi)/p
ǫ for i = 1, . . . , d, and it follows from
[22, Lemma 7.12] that there is an isomorphism log between the Zp-Lie algebra
LN = (N,+, [, ]) and the Zp-submodule of ΛQp(N,ω) generated by {p
ǫu1, . . . , p
ǫud}
which sends gi to p
ǫui for each i. Letting vi := 1⊗ gi/pǫ ∈ LN for i = 1, . . . , d, this
isomorphism extends to a K-Banach algebra homomorphismÿ U(LN )K −→ K“⊗
Qp
ΛQp(N,ω)
which sends vi to ui for each i = 1, . . . , d. Because L = Qp, {v1, . . . , vd} is a basis
for LN as an R-module, so ÿ U(LN )K consists of power series ∑α∈Nd µαvα where
µα → 0 as |α| → ∞. On the other hand, it follows from [55, Theorem 31.5(ii)] that
every element of K“⊗
Qp
ΛQp(N,ω) can be written uniquely in the form
∑
α∈Nd µαu
α
with coefficients µα ∈ K such that |µα| → 0 as |α| → ∞. So the displayed map is
an isometric isomorphism and we can take νN to be its inverse.
To deal with the case of an arbitrary finite extension L of Qp, follow the last
part of the proof of [8, Lemma 5.2] using [51, Lemma 5.1] and [10, §3.2.3(iii)]. 
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Corollary 6.5.4. Let N be an L-uniform pro-p group and let LN := R⊗OL
1
pǫLN .
Then there is a natural isomorphism of K-Banach algebras
νNpn : D1/p(N
pn ,K)
∼=
−→¤ U(pnLN )K
for each n > 0.
Proof. This follows immediately from Theorem 6.5.3 because Np
n
is again L-
uniform with LNpn = p
nLN , for each n > 0. 
We now fix an L-uniform open subgroup N of G until the end of the proof of
Corollary 6.5.12.
Proposition 6.5.5. There is an N -equivariant isomorphism of L-Lie algebras
θ : L⊗OL LN
∼=
−→ g
where N acts on g via the adjoint action of G(L) on g, and by conjugation on LN .
Proof. Note that the group G(L) is locally L-analytic. Because G is smooth over
L, it follows from the Jacobian criterion for smoothness and a version of the
implicit function theorem (see, e.g. [14, 5.8.10, 5.8.11]) that the canonical map
g = Lie(G)→ Lie(G(L)) is a bijection.
Since N is open G which is open in G(L), the Lie algebra Lie(N) of N as a locally
L-analytic group coincides with Lie(G(L)). On the other hand, by [22, Theorem
9.11(iii)] there is an isomorphism Lie(N)
∼=
−→ L ⊗OL LN . It is straightforward to
check that the composite map
g
∼=−→ Lie(G(L)) = Lie(N)
∼=−→ L⊗OL LN
respects Lie brackets and the given N -actions, and we take θ to be the inverse of
this map. 
We also use the letter θ to denote the induced isomorphism
K ⊗R LN = K ⊗L (L⊗OL LN )
∼=
−→ K ⊗L g = gK
With this notation, we see that for each n > 0, pnθ(LN ) is a Lie lattice in gK in
the sense of Definition 6.2.2(a).
Lemma 6.5.6. Write J := θ(LN ). Then for every n > 0 there is a commutative
diagram of groups
Np
n //

δn
&&◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
NpnJ
δpnJ
xx♣♣♣
♣♣
♣♣
♣♣
♣♣

(pn+ǫLN , ∗)
exp ◦ ad

θ // (pn+ǫJ , ∗)
exp ◦ ad

AutR−Lie(p
nLN )
θ ◦ − ◦ θ−1
// AutR−Lie(pnJ )
N
AdN
77♦♦♦♦♦♦♦♦♦♦♦♦
N.
Ad ◦σ
gg❖❖❖❖❖❖❖❖❖❖❖❖
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Proof. We begin by explaining the various objects and solid arrows in this diagram.
The group (pn+ǫL, ∗) is obtained from the powerful R-Lie algebra pn+ǫL by means
of the Campbell-Baker-Hausdorff formula, and the map δn sends x ∈ Np
n
= pnLN
to 1 ⊗ x ∈ R ⊗OL p
nLN = p
n+ǫLN . AdN denotes the conjugation action of N on
pnLN , σ denotes the inclusion of N into G(L) and Ad : G(L) → AutR−Lie(pnJ )
denotes the base change to K of the adjoint representation Ad : G(L) → Aut(g)
from (21). The trapezium on the right hand side is an instance of diagram (35).
Now, θ : pnLN → pnJ is an isomorphism of R-Lie algebras by Proposition
6.5.5. It follows that the middle square commutes. The trapezium on the right
commutes by definition of the group NpnJ . The bottom trapezium commutes
because θ : K ⊗R LN → gK is N -equivariant by Proposition 6.5.5. Finally, the
commutativity of the trapezium on the left can be deduced from [22, Exercise
6.12]. Therefore the restriction of Ad ◦σ to Np
n
agrees with exp ◦ ad◦θ ◦ δn, so the
universal property of the pullback NpnJ gives the horizontal dotted arrow at the
top of the diagram. 
Corollary 6.5.7. With the notation of Lemma 6.5.6, we have Np
n
6 NpnJ .
Proof. The dotted arrow is injective because both δn and θ are injective. 
The subgroup Np
n
is normal in N , and the conjugation action of N on Np
n
extends by functoriality to an action of N on D1/p(N
pn ,K) by K-Banach alge-
bra automorphisms. The inclusion of Np
n
into D1/p(N
pn ,K) is an N -equivariant
trivialisation of this action in the sense of Definitions 2.2.1 and 2.2.3(b), so using
Definition 2.2.3(a) we may form the crossed product algebra
D1/p(N
pn ,K)⋊Npn N.
Proposition 6.5.8. Let J := θ(LN ). Then for each n > 0, the isomorphism νNpn
from Corollary 6.5.4 extends to an isomorphism of K-Banach algebras
θνNpn ⋊Npn 1N : D1/p(N
pn ,K)⋊Npn N
∼=
−→Ÿ U(pnJ )K ⋊eιδpnJNpn N.
Proof. The isomorphism θ induces an isomorphism θ :¤ U(pnLN )K ∼=−→Ÿ U(pnJ )K of
K-Banach algebras, by functoriality. Let ι : pnJ →Ÿ U(pnJ )K denote the natural
inclusion. Examining the construction of νNpn given in Proposition 6.5.3, we see
that the composite map θ ◦ νNpn : D1/p(N
pn ,K)
∼=−→Ÿ U(pnJ )K is given on group
elements as follows:
θνNpn (x) = (exp ◦ι ◦ θ)(x) for all x ∈ N
pn .
Because θ is N -equivariant by Proposition 6.5.5, we see that
θνNpn (gxg
−1) = g · θνNpn (x) for all x ∈ N
pn and g ∈ N.
For any fixed g ∈ N , both sides of this equation are continuous functions in x.
Since K[Np
n
] is dense in D1/p(N
pn ,K), it follows that
θνNpn (gxg
−1) = g · θνNpn (x) for all x ∈ D1/p(N
pn ,K) and g ∈ N.
On the other hand, by Lemma 6.5.6, we have δpnJ (x) = θ(x) if we identify x ∈ Np
n
with its image δn(x) = 1⊗ x in pn+ǫLN . Hence
θνNpn (x) = (exp ◦ι)(θ(x)) = (exp ◦ι)(δpnJ (x)).
EQUIVARIANT D-MODULES ON RIGID ANALYTIC SPACES 127
The last two displayed equations are exactly the conditions needed to apply Lemma
2.2.7, which shows the existence of the required map
θνNpn ⋊Npn 1N : D1/p(N
pn ,K)⋊Npn N
∼=
−→Ÿ U(pnJ )K ⋊eιδpnJNpn N.
This map has to be an isomorphism of K-Banach algebras in view of Proposition
6.5.5 and Proposition 6.5.3. 
Corollary 6.5.9. There is an isomorphism of K-Fre´chet algebras
lim
←−
D1/p(N
pn ,K)⋊Npn N
∼=
−→ ÙU(gK , N).
Proof. Apply Proposition 6.5.8 and Definition 6.2.7(c). 
In to relate the inverse limit appearing on the left hand side of the isomorphism
in Corollary 6.5.9 to locally analytic distribution algebras, we will need the following
elementary result on the p-adic valuations of binomial coefficients.
Lemma 6.5.10. Let n and j be integers such that n > 1 and 1 6 j 6 pn−1. Then
pnvp
ÇÇ
pn
j
åå
> ǫj,
with equality if and only if p = 2 and j = 2n−1.
Proof. Suppose first that p > 2. Then the binomial coefficient is always divisible
by p so pnvp
Ä(pn
j
)ä
> pn > j = ǫj. Now suppose that p = 2 so that ǫ = 2. By [16,
Chapter II, §8.1, Lemma 1], we know that v2(j!) = j − s(j) where s(j) is the sum
of the 2-adic digits of j. Therefore
v2
ÇÇ
2n
j
åå
= 2n − 1− (j − s(j))− ((2n − j)− s(2n − j)) = s(j) + s(2n − j)− 1.
Now s(j) > 1, with equality if and only if j is a power of 2, and the only way
of writing 2n as a sum of two other powers of 2 is 2n = 2n−1 + 2n−1. Hence
s(j) + s(2n − j) is at least 3 unless j = 2n−1 when s(j) + s(2n − j) = 2. So when
j 6= 2n−1 we have
2nv2
ÇÇ
2n
j
åå
> 2n(3− 1) = 2n+1 > 2j = ǫj,
and when j = 2n−1, the left hand side is equal to 2n which is precisely ǫj. 
Next, we extend the results of Schmidt [51, §6], [53, §5] to include the case p = 2.
Theorem 6.5.11. For each n > 0, there is a continuous K-algebra isomorphism
D1/p(N
pn ,K)⋊Npn N
∼=
−→ Drn(N,K)
where rn :=
pn
√
1/p.
Proof. As in the proof of Theorem 6.5.3, the statement reduces to the case where
L = Qp. As the statement is trivially true when n = 0, we may assume that n > 1.
Let {g1, . . . , gd} be a minimal topological generating set for N , let bi := gi − 1 ∈
K[N ] and ci := g
pn
i − 1 ∈ K[N
pn ] for each i = 1, . . . , d.
Recall the notion of degree functions from [3, §2.2]. By the definitions given
in [60, §4] and the discussion in [3, §10.7] (extended naturally to include the case
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p = 2 as well as the case of an arbitrary p-adic coefficient field K), the algebra
Drn(N,K) = K“⊗
Qp
Drn(N,Qp) is the completion of the rational Iwasawa algebra
KN with respect to the degree function deg
(0)
pn given by
deg
(0)
pn
(∑
α∈Nd
λαb
α
)
= min{pnvp(λα) + ǫ|α| : α ∈ N
d}
where vp denotes the valuation on K normalised by vp(p) = 1. Similarly, the
algebra D1/p(N
pn ,K) is the completion of the KNp
n
with respect to the degree
function pn deg
(n)
1 given by
pn deg
(n)
1
(∑
α∈Nd
λαc
α
)
= pnmin{vp(λα) + ǫ|α| : α ∈ N
d}.
Consider the inclusion φ : KNp
n
→֒ KN . It sends ci to (1 + bi)p
n
− 1, and
(37)
deg
(0)
pn (φ(ci)) = deg
(0)
pn
Ä
bp
n
i +
∑pn−1
j=1
(
pn
j
)
bp
n−j
i
ä
= min{pnvp
Ä(
pn
j
)ä
+ ǫ · (pn − j) : 0 6 j 6 pn − 1}
> pnǫ
= pn deg
(n)
1 (ci)
by Lemma 6.5.10. It follows that KNp
n
→֒ KN is a morphism of filtered K-
modules with respect to these degree functions, in the sense of [39, I.2.1.4.1]:
deg
(0)
pn φ (
∑
α∈Nd λαc
α) > min{deg
(0)
pn (λα) + deg
(0)
pn (φ(c
α)) : α ∈ Nd}
> min{pn · vp(λα) +
∑d
i=1 αi · deg
(0)
pn (φ(ci)) : α ∈ N
d}
> min{pn · vp(λα) + p
nǫ · |α| : α ∈ Nd}
= pn deg
(n)
1 (
∑
α∈Nd λαc
α) .
Now, it follows from [39, The´ore`me III.2.3.3] and the discussion in [60, §4] that
grD1/p(N
pn ,K) = U(grNp
n
)⊗grZp grK.
Since n > 0, the Lie algebra grNp
n
is commutative, so the algebra on the right
hand side is a polynomial ring over k := R/pR in d+ 1 variables. More precisely:
grD1/p(N
pn ,K) = (grK)[y1, . . . , yd] = k[s, s
−1, y1, . . . , yd]
where yi is the principal symbol of ci for each i and s is the principal symbol of p.
Note that because we are working with pn deg
(n)
1 as opposed to deg
(n)
1 , the degrees
of the graded generators of this algebra are as follows:
deg(s) = pn and deg(yi) = ǫp
n for each i.
Next, because rn > 1/p as n > 0, it follows from [60, Theorem 4.5(i)] that
grDrn(N,K) = (grK)[x1, . . . , xd] = k[s, s
−1, x1, . . . , xd]
where xi is the principal symbol of bi for each i. Note that we have
deg(s) = pn and deg(xi) = ǫ for each i.
Now, the associated graded morphism
grφ : grD1/p(N
pn ,K) −→ grDrn(N,K)
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sends s to s, and by Lemma 6.5.10 and the calculation performed in (37), we have
(38) (grφ)(yi) =
®
xp
n
i if p > 2
x2
n
i + s · x
2n−1
i if p = 2
for each i. Consider the restriction of grφ to k[s, y1, . . . , yd]. The above formulas
show that this restriction sends yp
n
i to x
pn
i modulo s for each i, so this restriction
is injective modulo s. It follows easily that grφ is also injective, and hence
deg
(0)
pn (φ(λ)) = p
n deg
(n)
1 (λ) for all λ ∈ D1/p(N
pn ,K).
Thus the inclusion φ : KNp
n
→ KN is an isometry, so it extends to an inclusion
φˆ : D1/p(N
pn ,K) →֒ Drn(N,K),
which extends to a continuous K-algebra homomorphism
Φ : D1/p(N
pn ,K)⋊Npn N −→ Drn(N,K).
Let Np := {a ∈ N : a < p}. Using (38) we also see that grDrn(N,K) is a finitely
generated free D1/p(N
pn ,K)-module of rank pd via grφ, with basis {xα : α ∈ Ndp}.
As grbα = xα for each α ∈ Nd, [39, The´ore`me I.2.3.17] implies that Drn(N,K) is a
finitely generated free D1/p(N
pn ,K)-module with basis {bα : α ∈ Ndp}. Using [22,
Lemma 7.8], we see that
Drn(N,K) =
⊕
α∈Ndp
D1/p(N
pn ,K) · gα.
Using Lemma 2.2.4(b) we conclude that Φ is a K-algebra isomorphism. 
Corollary 6.5.12. There is an isomorphism of K-Fre´chet algebras
ηN : D(N,K)
∼=
−→ ÙU(gK , N).
Proof. Since rn → 1 as n → ∞, the discussion at [60, §4, p.162] shows that
D(N,K) = lim
←−
Drn(N,K). Now compose the continuous isomorphisms
D(N,K) = lim
←−
Drn(N,K)
∼=
−→ lim
←−
D1/p(N
pn ,K)⋊Npn N
∼=
−→ ÙU(gK , N)
given by Theorem 6.5.11 and Corollary 6.5.9. 
Proof of Theorem 6.5.1. Let C denote the set of open L-uniform subgroups of G.
It is non-empty by Lemma 6.5.2, and it is straightforward to see that it is stable
under conjugation in G and finite intersections. For any H 6 N in C, consider the
following diagram:
D(H,K)
ηH //

ÙU(gK , H)

D(N,K) ηN
// ÙU(gK , N).
Each arrow in this diagram is a continuous K-algebra homomorphism. For each
h ∈ H , the images of ηH(h) and ηN (h) in ÙU(gK , N) coincide. Since K[H ] is dense
in D(H,K), it follows that the diagram commutes.
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Let ιN denote the inclusions of K[N ] into ÙU(gK , N) and D(N,K). The pair
(ÙU(gK ,−), ι) is good in the sense of Definition 6.1.11 by Proposition 6.2.11, and
the pair (D(−,K), ι) is good by Example 6.1.17. The result now follows from
Corollary 6.5.12. 
Proof of Theorem C. The ideal m0 from the proof of Theorem 5.3.5 consists of the
central elements of U(gK) that annihilate the trivial representation of gK ; now it
follows from [60, Theorem 6.3] that the category appearing on the left hand side
in Theorem C is anti-equivalent to the category of coadmissible D(G,K)-modules
killed by m0. We can finally apply Theorem 6.5.1 and Theorem 6.4.8. 
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