s demonstrated by Fried et al 1 more than a decade ago, there is a measurable frailty phenotype. Affected individuals can be reproducibly identified with standardized measures that can be used in clinical and research settings. The 5 measures that define the phenotype are unintentional weight loss of 10 pounds in the past year, self-reported exhaustion, weakness as measured with grip strength, slow walking speed, and low physical activity. This phenotype has been validated as predictive of mortality and disability. [2] [3] [4] Individuals with this phenotype, however, cannot be easily identified in data that do not have these specialized, although simple, performance measures. Although these measures may be frequently generated in research and in geriatric practice settings, they are not routinely measured in most clinical encounters.
It would be broadly useful to identify individuals with a frailty phenotype using only administrative data. Given the ubiquity of claims data, an indicator of frailty with good positive and negative predictive values may be widely used as an exposure variable to understand the health outcomes of individuals with frailty. 5 In addition, it may be used as an outcome variable for evaluating the impact of interventions either designed to prevent or delay frailty, or to assess frailty as an unwanted outcome of interventions such as hospitalization or surgery. A claims-based index may also be used as an effect modifier in investigation of treatment effectiveness where there is expected to be differences in treatment-response due to frailty. A claims-based index may also be valuable for health services delivery planning or emergency disaster preparedness, where identification of high concentrations of frail individuals may be essential for public safety. With these as motivators, we aimed to develop a tool, the Claims-based Frailty Indicator (CFI), that can be generated easily with Claims data alone, and that has good operating characteristics. We considered the Fried frailty phenotype to be the reference standard and developed a parsimonious model to approximate the frailty phenotype and thus identify frail individuals using claims data alone.
METHODS
The Johns Hopkins Institutional Review Board approved the conduct of this study, which also received approval from the Cardiovascular Health Study (CHS) investigators and from the Center for Medicare and Medicaid Services.
Data
The data were from the CHS that had been previously linked to Medicare claims. 6 The CHS is a population-based longitudinal cohort that recruited 5201 older people, from 4 US communities, beginning in 1989. An additional 687 African Americans were recruited later. Those eligible included all persons living in the household of each individual sampled from the Health Care Financing Administration sampling frame, who were 65 years or older at the time of examination, were noninstitutionalized, were expected to remain in the area for the next 3 years, and were able to give informed consent and did not require a proxy respondent at baseline. Potentially eligible individuals who were wheelchair-bound in the home at baseline, receiving hospice treatment, radiation therapy, or chemotherapy for cancer were excluded. Cohort participants were seen for annual examinations through 1999, and then followed with phone calls every 6 months subsequently. This dataset includes Medicare claims data for the enrolled participants from 1991 through 2009. For inclusion in our study population, the participants needed to have continuous enrollment in Medicare parts A and B during the 6-month windows from which we used their claims data for construction of the CFI.
Frailty Phenotype
In the CHS, Fried et al 1 defined a phenotypic measure of frailty consisting of 5 criteria: slow walking, weak grip strength, low physical activity, exhaustion, and weight loss. An individual is said to be frail if Z3 of this criteria are satisfied, prefrail if 1 or 2 criteria are met, and nonfrail if none of the criteria are met. This frailty phenotype was rigorously validated by Bandeen-Roche et al, 7 and it is the most widely used instrument for assessing frailty. 8 We considered both the prefrail and nonfrail cohort members as not frail for this study.
Candidate Variable Selection
To identify relevant candidate variables for inclusion in a model, we searched Pubmed and Web of Science for relevant published literature. A combination of subject headings and key words were used including: "claims based frailty measurement," "frailty," "frailty variables," "frailty index," "phenotype frailty indicators," "definition of frailty." In addition, references cited in the articles were scanned to identify other relevant articles not found by the initial search.
We extracted lists of clinical conditions that had been used in the identified articles for classifying individuals as frail or disabled, either with claims data or with electronic medical records. We reviewed the list to assess the feasibility of operationalizing each condition with claims data alone. The list was reviewed by clinical experts in geriatrics who made recommendations about categorizing the variables by their proximity to the hypothesized underlying feature of frailty (ie, inflammation), and then by the consequences of frailty (eg, falls), and then other conditions of aging that are probably not frailty related (eg, cataracts). To these, we added all of the variables that have been classified by the Agency for Healthcare Research and Quality with their Clinical Classifications Software (CCS) for use with the International Classification of Disease (ICD-9-CM) codes that had not already identified by the process above. 9 We used the 268 single level diagnosis labels from the CCS. For the clinical conditions identified in the literature that did not have a CCS diagnosis level, a clinician (J.B.S.) identified the relevant ICD-9 codes using Flash Code medical coding software (Flash Code Solutions, LLC).
The independent variables that were considered as possible correlates with frailty were derived from the individuals' billed claims from up to 6 months before the fifth and ninth year study visits. Therefore, each individual could contribute data up to 2 times to the cohort. We restricted the claims to those from inpatient and outpatient encounters, excluding claims from nursing home care or skilled nursing care. Individuals needed to be enrolled in both Medicare parts A and B continuously during the 6-month windows of interest.
Modeling Frailty
We aimed to identify the best linear combination of variables, obtainable from claims data alone, which can predict whether an individual is frail. We approached this as a predictive learning problem. Our goal was to have a claims-based index that is: (1) both sensitive and specific for frailty; and (2) reasonably parsimonious so that it can be operationalized easily across different data. We considered 3 techniques widely used in the machine-learning field: logistic regression with lasso penalty, gradient boosting machine, and random forests. In logistic regression with lasso, a logistic regression model is fit to the data with a penalty on the sum of the absolute magnitudes of the regression coefficients. 10 This has the consequence of eliminating variables with tiny effects as well as shrinking the magnitude of those with large, but uncertain effects. Gradient boosting and random forests are similar in that they produce collections (ensembles) of tree learners. The difference is in how they arrive at the final aggregate tree learner. Boosting combines simple prediction models (eg, decision trees with 1 or 2 branches), each of which has large bias and small variance, to produce a complex aggregate model, 11 whereas the random forest starts by generating multiple, uncorrelated decision trees and combines them using a technique called "bagging" to produce an aggregate (forest) of trees. 12 The degree of complexity in all the methods is determined by cross-validation on leave-out samples.
Our method of choice was the logistic regression with lasso penalty for model building, for reasons to be explained later. The optimal lasso penalty was chosen via 10-fold cross-validation. Our goal was to maximize the area under the receiver operator curve in the cross-validation samples to yield a prediction model that, depending on the chosen cutoff, can identify frail individuals with good sensitivity and specificity. The optimal algorithm, based on this cross-validation, was the algorithm with no interaction terms. Hence, age by sex interactions is not included in the final model. We also tested the alternative modeling techniques including the random forest approach, the gradient boosting model, logistic regression with forward and backward selection of variables for retention in the model, and an approach which uses a count of comorbid diagnoses. 13 In our tree learning algorithms, we tried different interaction depths, 1 (no interactions), 2 (2-way interactions), and 3 (3-way interactions). The models were estimated using the glmnet package in R. 14 To test whether the addition of these claimsbased indicators provide added value beyond age and sex alone for predicting the frailty phenotype, we evaluated the statistical significance of the incremental area under the curve (AUC) using the DeLong test. 15 
Assessment of Validity
The adaptive lasso approach included a crossvalidation procedure so that the area under the receiver operating curve (ROC) reflects that performance in the validation set. We further assessed the predictive validity of the CFI by examining the rates of events among individual classified as frail or nonfrail with the CFI by choosing a cutoff that yielded a high positive predictive value. We explored several cutoffs including one chosen to maximize specificity and one to simultaneously maximize sensitivity and specificity. We used the predicted frailty, with our chosen cutoff, at the fifth-year visit of cohort participation and quantified the frequency of hospitalizations, fractures, nursing home admission, disability (impairment in at least 1 activity of daily living) and death for individuals classified as frail and nonfrail over the subsequent 5-year time window. Death and hospitalization were obtained from the Medicare claims data. Fractures, nursing home admission entry, and impairment in activity of daily livings were taken from the CHS interview data.
We calculated hazards ratios, odds ratios, and incidence rate ratios for these events, as appropriate, both without and with adjustment for age and sex. We compared these measures of association to those ones generated using the frailty phenotype for prediction of outcomes. We also compared these measures of association to those from using the Charlson Comorbidity Index alone for risk prediction. 16, 17 
RESULTS
We reviewed 9 articles in which investigators aimed to identify frail or disabled individuals using knowledge of their clinical conditions. 5, [18] [19] [20] [21] [22] [23] [24] [25] In total, 99 unique clinical or functional variables were extracted from primarily 3 articles. 5, 21, 25 Of these, 44 variables were deemed as feasible to operationalize with claims data alone (Appendix Table 1 , Supplemental Digital Content 1, http://links.lww. com/MLR/B369). Most variables were discarded as they required measured clinical data (such as body mass index) or results from physical examination (such as bradykinesia, or diminished vibratory sense). Others were discarded because they would only be known from interview (problems cooking, difficulty with stairs). Others could not be retained because they required demographic information that is typically unavailable in claims data (marital status, level of education). As stated, we also included 268 CCS variables operationalized by the Agency for Healthcare Research and Quality in the modeling. Our CHS study cohort included the 5888 participants from 4 clinical sites. As we required continuous fee-forservice enrollment in the two 6-month windows of interest, our final analytic cohort included 4454 people. The individuals who were not continuously enrolled differed modestly from those continuously enrolled (Appendix Table 2 , Supplemental Digital Content 1, http://links.lww.com/MLR/ B369). Our cohort participants were 84% white; 59% were women and their mean age was 75 years at enrollment in CHS. Approximately 11% of the cohort was frail at visits 5 and 9 (Table 1 ). This population has been described in detail. 1 The adaptive lasso regression yielded a model that identified individuals as frail, using their claims data from the 6 months preceding their assignment of a frailty phenotype, with an area under the ROC curve of 0.75 (Fig. 1) . From the initial large candidate set of variables, the lasso approach selected 21 variables, including age and sex (Table 2) . A model including only age and sex had an area under the ROC curve of 0.69. Thus the incremental AUC for our final model was 0.06, which was highly significantly better (P < 1e-15) for prediction of the phenotype than a model with age and sex alone. A model that was unconstrained by the lasso technique (included many variables), yielded an AUC of 0.74 for out-of-sample prediction.
Using the model with 21 variables and a predicted probability cutoff of 0.12 to classify individuals as frail, the sensitivity and specificity were both maximized with a sensitivity of 66% and a specificity of 73%. At a cutoff of 0.20, the sensitivity and specificity were 35% and 91%, respectively.
The alternative modeling techniques yielded similar results but were thought to be less interpretable. The random forest model yielded an area under the ROC curve of 0.73. The gradient boosted model had an area under the ROC curve of 0.76. The model which included a simple count of any 40 comorbidities yielded an area under the ROC of 0.72. The logistic regression models with forward and backward stepwise selection selected >40 covariates, and had areas under the ROC curve of 0.73 (Appendix Table 3 , Supplemental Digital Content 1, http://links.lww.com/MLR/B369).
The CFI, using a probability cutoff of 0.20, significantly predicted death in 5 years [odds ratio (OR), 3.8; 95% confidence interval (CI), 3.2-4.6], time to death (hazards ratio, 3.2; 95% CI, 2.7-3.7), hospital admission in 5 years (OR, 2.2; 95% CI, 1.7-2.9), and nursing home admission (OR, 3.8; 95% CI, 3.0-4.9) in unadjusted models (Table 3 ). Adjustment for sex and age attenuated the strength of the association considerably as these variables are already included in the CFI.
More patients classified as frail had Z2 hospital admissions relative to those not classified as frail (Fig. 2) . The CFI's ability to predict outcomes was slightly less good than the frailty phenotype, but with markedly overlapping CIs surrounding the measures of association (Figs. 3A, B ).
DISCUSSION
Our model, the CFI, classifies individuals as frail or not frail using only administrative claims. The area under the ROC curve was 0.75. The cutoff for classifying individuals as frail or not frail can be chosen based on the intended use. If the desire is to specifically identify frail individuals, perhaps for enrollment in a care management program, a higher cutoff would be selected, for example, 0.25. If the desire is to more inclusively identify frail individuals, such as for planning evacuation services for a natural disaster, a lower cutoff may be more appropriate, for example, 0.12. With this unique linked data, we are the first to build a claims-based index which is validated against an accepted reference standard for assessing the frailty syndrome. 8, 26 *Where the continuously enrolled population differs from those who were not continuously enrolled (with a Pr0.05). **P < 0.01. The field of frailty assessment is complex due to the rapid proliferation of numerous instruments to assess frailty. Buta et al 8 identified 67 frailty instruments of which the frailty phenotype developed by Fried et al in 2001 1 was by far the most widely used one. The second most common frailty instrument is the deficit accumulation index of Rockwood and colleagues, which takes a different approach to assessing frailty. 13, 25 Here we chose to use the Fried phenotype for 2 major reasons: the phenotype instrument was developed in the CHS study, which we used for this study, and second, CHS study is linked to Medicare claims making it feasible for us to develop claims-only frailty index.
We found that the CFI more accurately classifies individuals as frail in comparison to a count of accumulated age-related deficits, referred to as the Frailty Index. 13, 25, 27 However, we recognize the utility of the Frailty Index as there have been many published comparisons of the frailty phenotype and the Frailty Index, which largely suggest reasonable concordance between these measures, 28, 29 as individuals with a frailty phenotype have accumulated more aging-related deficits. However, the Frailty Index is often constructed using measures that can only be known from clinical encounters; no one has previously demonstrated that frailty can be predicted with reasonable accuracy solely with information from administrative data. Our model had an area under the ROC curve of 0.75 in comparison to 0.72 with the Frailty Index approach applied to claims data alone.
Our attention to using alternative methods of deriving a prediction model suggests that there may be models with just slightly better predictive accuracy (ie, with higher areas under the curve), but at the cost of parsimony and transparency. For example, with random forests and gradient boosting, two of the most popular and powerful prediction approaches, we do not obtain a parsimonious model and in addition, the prediction model is totally opaque and cannot be easily communicated to other stakeholders. In fact, the AUC of ROC for random forest was the same as that of lasso, and for gradient boosting it was only larger by 0.01. We expect that the utility of having a transparent regression model, which can be implemented with access to 6 months of claims data, is more broadly useful than the black-box machine-learning algorithms that would require distribution of specialized software to reproduce the model. Similarly, our choice to use lasso regression to identify a parsimonious model is driven by our interest in having a model that will generalize well to new datasets.
For this first construction of the CFI, we collapsed the prefrail and nonfrail cohort members into a not-frail category. We intentionally opted to categorize prefrail individuals with nonfrail individuals for this exercise because we were interested in maximizing the positive predictive value of the CFI; if the CFI categorizes an individual as frail (using a chosen cutoff), we expect them to be truly frail. If we had been most interested in identifying a robust population, we would have categorized the prefrail with the frail individuals to assure that the model could identify a population free of frailty.
Our validation processes were 3-fold: (1) the adaptive lasso technique includes a cross-validation process so that the reported prediction accuracy, area under the ROC, is from out-of-sample validation sets; (2) the face validity of the included covariates is good-many of the included covariates have been previously identified as being correlated, cross-sectionally, with frailty, including congestive heart failure, depression, and orthopedic issues that contribute to slow gait 30, 31 ; and (3) the predictive validity of the CFI for aging-related clinical outcomes including hospitalization, disability and mortality that are known to occur at higher rates among individuals who have been classified as frail with the phenotype. We modeled frailty with claims data using an accepted measure of frailty-the phenotype developed in the CHS. The challenge of this study was that it required access to a dataset that has both measured frailty (such as the phenotype) and claims. Increasingly, there are appropriate datasets available including the National Health and Aging Trends Study (NHATS), which is linked to Medicare data, 32 and the Atherosclerosis Risk in Communities (ARIC) cohort that is linked to Medicare claims and whose investigators have recently begun measuring frailty. 33 These provide opportunities for testing the reproducibility of this work-that is, will the same variables be selected in these data?
As described briefly above, the CFI is expected to have many uses for research, for population health management, and for emergency preparedness. A claims-based index may also be used as an effect modifier in investigation of treatment effectiveness where there is expected to be differences in treatment-response due to frailty. This may be valuable for analyses of trial or cohort study data where the risk-benefit balance of treatments may differ or not differ from that which is seen in nonfrail individuals. For example, clinicians are often reluctant to offer chemotherapy to older adults with cancer, as they think that the risks exceed the potential benefits. If we were to analyze claims data (perhaps registrylinked claims data), and find that individuals with leukemia and frailty as identified with the CFI have survival outcomes following chemotherapy comparable to nonfrail individuals, this may encourage oncologists to offer therapy and payers to provide coverage. Presently, such investigations require the measurement of frailty in a clinical setting.
The use of frailty as an effect modifier is likely more appropriate in many situations than using age as an effect modifier, although this remains to be tested. A claims-based index may be valuable for population health planning-the identification of a population of frail individuals may help in distributing services to those most likely to benefit, such as care management services, transition of care services, or other high-intensity management services aimed at highvalue care delivery and best use of resources.
A claims-based index may also be valuable for emergency disaster preparedness where identification of high concentrations of frail individuals may be essential for public safety. It was recognized most poignantly during Hurricane Katrina, but also during more recent storms, that the most vulnerable individuals are likely to suffer severely during natural disasters. 34, 35 There is increasing attention to planning for nursing home evacuations, 36,37 but less planning for service delivery to frail individuals living in the community. Although voluntary registration of frail or disabled individuals may be helpful, a method to identify these individuals, through their Medicare claims, may be valuable in an emergency situation. More likely, identification of communities that are enriched with frail individuals will allow for better preparedness in these communities.
CONCLUSIONS
Claims data alone can be used to classify individuals as frail and nonfrail. Although other models may exist or be developed that have higher predictive validity for clinical outcomes, they have not been designed to specifically identify a frail population, validated against a well-established assessment of frailty. Many investigators believe that frailty is a distinct clinical condition and that interventions for primary prevention of frailty may be developed. 38 Similarly, the interventions required for prevention of adverse outcomes among those with frailty may differ from those needed to prevent adverse outcomes among other populations who are known to be at high risk (such as a multimorbid population). Therefore, this CFI was developed to identify specifically a frail population.
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