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Abstract
The main result of this article establishes strong convergence rates on the whole proba-
bility space for explicit space-time discrete numerical approximations for a class of stochastic
evolution equations with possibly non-globally monotone coefficients such as additive trace-
class noise driven stochastic Burgers equations. The key idea in the proof of our main result
is (i) to bring the classical Alekseev-Gro¨bner formula from deterministic analysis into play
and (ii) to employ uniform exponential moment estimates for the numerical approximations.
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2
1 Introduction
In this article we study the problem of establishing strong convergence rates for explicit space-
time discrete approximations of semilinear stochastic evolution equations (SEEs) with non-globally
monotone coefficients (see, e.g., Liu & Ro¨ckner [55, (H2) in Chapter 4] for global monotonicity)
such as stochastic Burgers equations. Proving strong convergence with rates for numerical ap-
proximations of SEEs with non-globally monotone coefficients is known to be challenging. In fact,
there exist stochastic ordinary differential equations (SODEs) with smooth and globally bounded
but non-globally monotone coefficients such that no approximation method based on finitely many
observations of the driving Brownian motion can converge strongly to their solutions faster than
any given speed of convergence (see Jentzen et al. [48, Theorem 1.3], Hairer et al. [32, Theo-
rem 1.3], and also, e.g., [28, 34, 61, 70, 71]). In addition, the classical Euler-Maruyama method,
the exponential Euler method, and the linear-implicit Euler method fail to converge strongly as
well as weakly for some SEEs with superlinearly growing coefficients (see, e.g., Hutzenthaler et
al. [39, Theorem 2.1] and Hutzenthaler et al. [41, Theorem 2.1] for SODEs and Beccari et al. [4,
Theorem 1.2] for stochastic partial differential equations (SPDEs)).
Recently, a series of appropriately modified versions of the explicit Euler method have been
introduced and proven to converge strongly for some SEEs with superlinearly growing coeffi-
cients (see, e.g., [37, 38, 40, 63, 64, 66, 68] for SODEs and, e.g., [5, 7, 30, 42, 50, 51, 57] for
SPDEs). These methods are easily implementable and tame the superlinearly growing terms in
order to ensure strong convergence. Strong convergence rates for explicit time discrete and ex-
plicit space-time discrete numerical methods for SPDEs with a non-globally Lipschitz continuous
but globally monotone nonlinearity have been derived in, e.g., Becker et al. [5, Theorem 1.1],
Becker & Jentzen [7, Theorem 1.1 and Corollaries 6.12 and 6.14], Brehie´r et al. [12, Theorems 3.4
and 4.6 and Corollaries 3.9 and 3.10], Jentzen & Pusˇnik [50, Theorem 1.1 and Corollary 8.2], and
Wang [67, Theorem 4.11]. Moreover, suitable nonlinear-implicit approximation schemes are known
to converge strongly in the case of several SEEs with superlinearly growing coefficients (see, e.g.,
[35, 36] for SODEs and, e.g., [13, 26, 27, 29, 53, 54, 56] for SPDEs). Strong convergence rates for
temporal and spatio-temporal approximations of SEEs with non-globally monotone coefficients on
suitable large subsets of the probability space (sometimes referred to as semi-strong convergence
rates) have been established in, e.g., Bessaih et al. [8, Theorem 5.2], Carelli & Prohl [14, Theo-
rems 3.1, 3.2, and 4.2], and Furihata et al. [27, Theorem 5.3]. These semi-strong convergence rates
can imply convergence in probability, but they are not sufficient to prove strong convergence rates.
For completeness, we also refer to, e.g., [1, 10, 11, 16, 52, 62, 72, 73, 74] for results concerning
convergence in probability with and without rates, pathwise convergence with rates, and strong
convergence without rates for numerical approximations of SEEs with superlinearly growing coef-
ficients. Weak convergence with rates for splitting approximations of 2D stochastic Navier-Stokes
equations has been established in Do¨rsek [25, Corollary 4.3]. In Bessaih & Millet [9, Theorem 4.6]
strong convergence with rates is proven for fully drift-implicit Euler approximations in the case of
2D stochastic Navier-Stokes equations with additive trace-class noise by exploiting a rather specific
property (see Bessaih & Millet [9, (2.4) in Section 2]) of the Navier-Stokes-nonlinearity (see also
Bessaih & Millet [9, Theorems 3.6, 3.9, and 4.4 and Proposition 4.8] for further strong convergence
results). These fully drift-implicit Euler approximations of 2D stochastic Navier-Stokes equations
involve solutions of nonlinear equations that are not known to be unique and it is unknown how
to approximate these solutions with positive convergence rates. Strong convergences rates for
nonlinear-implicit numerical schemes for SEEs with non-globally monotone coefficients have also
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been analyzed in Cui & Hong [18, 19] and Cui et al. [21, 22] (cf. also, e.g., Cui et al. [20] and Yang
& Zhang [69]).
To the best of our knowledge, there exist no results in the scientific literature establishing strong
convergence with rates on the whole probability space for an explicit space-time discrete numerical
method for an evolutionary SPDE with a non-globally monotone nonlinearity such as stochastic
Burgers equations, stochastic Navier-Stokes equations, stochastic Kuramoto-Sivashinsky equa-
tions, Cahn-Hilliard-Cook equations, or stochastic nonlinear Schro¨dinger equations. It is the key
contribution of this work to partially solve this problem and to establish strong convergence rates
for an appropriately tamed-truncated exponential Euler-type method for SPDEs with a possi-
bly non-globally monotone nonlinearity and additive trace-class noise (see Theorem 5.9 below).
In particular, in Corollary 6.2 below we derive strong convergence rates for explicit space-time
discrete approximations of stochastic Burgers equations. A simplified version of Corollary 6.2 is
presented in the following theorem.
Theorem 1.1. Let (H, 〈·, ·〉H, ‖·‖H) be the R-Hilbert space of equivalence classes of Lebesgue-Borel
square-integrable functions from (0, 1) to R, let A : D(A) ⊆ H → H be the Laplace operator with
zero Dirichlet boundary conditions on H, let T ∈ (0,∞), c ∈ R, ξ ∈ D(A), β ∈ (0, 1/2], B ∈
HS(H,D((−A)β)), (en)n∈N ⊆ H satisfy for all n ∈ N that en(·) =
√
2 sin(nπ(·)), let (PN)N∈N ⊆
L(H) satisfy for all N ∈ N, v ∈ H that PN(v) =
∑N
n=1〈en, v〉Hen, let F : D((−A)1/2)→ H satisfy
for all v ∈ D((−A)1/2) that F (v) = c v′v, let (Ω,F ,P) be a probability space, let (Wt)t∈[0,T ] be
an IdH-cylindrical Wiener process, let W
N : [0, T ]× Ω→ PN(H), N ∈ N, be stochastic processes
which satisfy for all N ∈ N, t ∈ [0, T ] that P(WNt =
∫ t
0
PNB dWs) = 1, and let X
M,N : [0, T ]×Ω→
PN(H), M,N ∈ N, be the stochastic processes which satisfy for all M,N ∈ N, m ∈ {0, 1, . . . ,M−
1}, t ∈ (mT/M, (m+1)T/M] that XM,N0 = PN(ξ) and
X
M,N
t = e
(t−mT/M)A
(
X
M,N
mT/M
+ 1{1+‖(−A)1/2XM,NmT/M‖
2
H≤(M/T )1/19}
[
PNF (X
M,N
mT/M) (t− (mT/M)) +
WNt −WNmT/M
1+‖WNt −WNmT/M‖
2
H
])
.
(1)
Then
(i) there exists an up to indistinguishability unique stochastic process X : [0, T ]×Ω→ D((−A)1/2)
with continuous sample paths (w.c.s.p.) such that for all t ∈ [0, T ] we have P-a.s. that
Xt = e
tAξ +
∫ t
0
e(t−s)AF (Xs) ds+
∫ t
0
e(t−s)AB dWs (2)
and
(ii) for every ε, p ∈ (0,∞) there exists C ∈ R such that for all M,N ∈ N we have that
supt∈[0,T ]
(
E[‖Xt −XM,Nt ‖pH ]
)1/p ≤ C(M (ε−β) +N (ε−2β)). (3)
Theorem 1.1 is an immediate consequence of Corollary 6.2 in Section 6 below (applies with
T = T , ε = ε, c0 = 1, c1 = c, ς = 1/19, p = max{p, 1}, β = β, γ = 1/2, H = H , en = en, A = A,
Hr = D((−A)r), B = B, ξ = ξ, F = F , PN = PN , (Ω,F ,P) = (Ω,F ,P), (Wt)t∈[0,T ] = (Wt)t∈[0,T ],
X{0,T/M,...,T},N = XM,N for M,N, n ∈ N, ε, p ∈ (0,∞), r ∈ [0,∞) in the setting of Corollary 6.2)
and Ho¨lder’s inequality. Corollary 6.2, in turn, is a consequence of Theorem 5.9 in Subsection 5.2
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below (the main result of this work). We note that if the diffusion coefficient B is a diagonal
operator with respect to the orthonormal basis (en)n∈N ⊆ H , then the processes WN , N ∈ N, in
Theorem 1.1 above are Wiener processes with computable covariance structure (cf. Corollary 5.3
below) and the approximation scheme (1) is directly implementable up to an additional approx-
imation error resulting from the numerical evaluations of Galerkin projections PN , N ∈ N. We
now briefly sketch the key ideas which we employ to prove Theorem 1.1. In the case of SPDEs
with globally monotone nonlinearities one can, very roughly speaking, apply the Itoˆ formula to
the squared Hilbert space norm of the difference between the exact solution of the SPDE and
its numerical approximation and, thereafter, employ the global monotonicity property together
with Gronwall’s lemma and suitable uniform moment bounds for the solution and the numeri-
cal approximations to establish strong convergence rates. This procedure, however, fails in the
case of SPDEs with non-globally monotone coefficients. We overcome this issue by bringing the
classical Alekseev-Gro¨bner formula from deterministic numerical analysis (see, e.g., Hairer et al.
[31, Theorem 14.5]) into play and by employing the fact that the considered approximation pro-
cesses (XM,Nt )t∈[0,T ], M,N ∈ N, (see (1) above) have uniformly bounded exponential moments.
More specifically, we apply the extended version of the Alexeev-Gro¨bner formula in [46, Corol-
lary 5.2] to a spatially semi-discrete version of the solution (Xt)t∈[0,T ] of the considered SPDE
(see (2) above) and its numerical approximations (XM,Nt )t∈[0,T ], M,N ∈ N, (see (1) above) in
order to derive a suitable error representation (cf. Lemma 2.3 below). This allows us to estimate
the strong approximation error by an appropriate integral expression involving two main terms
(cf. (48) in Corollary 2.8 below) which we analyze independently. The first main term is, very
roughly speaking, the derivative of the spatially semi-discrete version of (Xt)t∈[0,T ] with respect to
its initial value, evaluated in a function of the numerical approximations (XM,Nt )t∈[0,T ], M,N ∈ N,
and the Wiener process (Wt)t∈[0,T ]. The second main term is a function of the numerical approx-
imations (XM,Nt )t∈[0,T ], M,N ∈ N, and the Wiener process (Wt)t∈[0,T ] but does not involve the
spatially semi-discrete version of (Xt)t∈[0,T ] (cf. Corollary 2.8 below). A key step in establishing
strong convergence rates is, loosely speaking, to obtain a uniform moment bound for the deriva-
tive of the spatially semi-discrete version of (Xt)t∈[0,T ] with respect to its initial value in terms
of an appropriate functional of the spatially semi-discrete version of (Xt)t∈[0,T ] and the numerical
approximations (XM,Nt )t∈[0,T ], M,N ∈ N (cf. Corollary 3.3 below). Applying a general result on
exponential integrability from Cox et al. [17, Corollary 2.4], this moment bound is then further
estimated by appropriate exponential moments of the numerical approximations (XM,Nt )t∈[0,T ],
M,N ∈ N (cf. Lemma 3.5 below). The exponential moments established in [45, 49] therefore
yield a uniform upper bound for the first main term in the initial strong error estimate (cf. Propo-
sition 4.5, Corollary 5.5, and the proof of Theorem 5.9 below). The fact that the numerical
approximations (XM,Nt )t∈[0,T ], M,N ∈ N, enjoy sufficient regularity properties (cf. Corollary 5.7
and the regularity results in [45, 47]) ensures that the second main term in the initial strong
error estimate converges strongly with rates (cf. Proposition 4.5 and the proof of Theorem 5.9
below). Combining the estimates for both main terms in the initial strong error estimate finally
establishes strong convergence rates for explicit space-time discrete approximations of the SPDE
under consideration (cf. Theorem 5.9 and Corollaries 5.10, 6.1, and 6.2 below).
Let us comment on the optimality of the convergence rates obtained in Theorem 1.1. It is not
clear to us whether the established strong convergence rates are essentially optimal or whether
they can be substantially improved. In the simplified case c = 0, where the nonlinearity is omitted
and the stochastic Burgers equation in (2) reduces to a stochastic heat equation, lower bounds for
strong and weak approximation errors are well understood (see, e.g., Becker et al. [6], Conus et
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al. [15], Davie & Gaines [24], Jentzen & Kurniawan [44], Mu¨ller-Gronbach & Ritter [58], Mu¨ller-
Gronbach et al. [59, 60], and the references mentioned therein). In particular, e.g, Becker et al.
[6, Theorem 1.1], Conus et al. [15, Lemma 7.2], Davie & Gaines [24, Section 2.1], and Mu¨ller-
Gronbach et al. [60, Theorem 4.2] indicate that the convergence rates in Theorem 1.1 above might
not be optimal in the case c = 0. In the case c 6= 0, where the nonlinearity does not vanish, lower
bounds for strong and weak approximation errors remain on open problem for future research.
The remainder of this article is organized as follows. In Subsection 2.1 we apply the Alexeev-
Gro¨bner formula from [46, Corollary 5.2] and establish in Lemma 2.5 below a general pathwise
estimate. Combining this general pathwise estimate with suitable measurability results from
the scientific literature allows us to establish in Corollary 2.8 in Subsection 2.2 below a strong
Lp estimate for the difference between the spatially semi-discrete version of the solution of the
considered SPDE and the considered numerical approximations. In Subsection 3.1 we employ
Cox et al. [17, Corollary 2.4] to provide an appropriate a priori estimate for the derivative of
the spatially semi-discrete version of the solution of the considered SPDE with respect to its
initial value (see (88) in Lemma 3.5 below). In Subsection 3.2 we combine the results from
Section 2 and Subsection 3.1 to obtain in Proposition 3.6 a simplified upper bound for the strong
error. In Subsection 4.1 we establish suitable uniform moment bounds for the spatially semi-
discrete version of the considered SPDE which we then employ in Subsection 4.2 together with
Proposition 3.6 to prove in Proposition 4.5 strong convergence with rates for space-time discrete
numerical approximations with suitable integrability and regularity properties for a large class of
SPDEs. In Subsection 5.1 we show that the considered tamed-truncated numerical scheme enjoys
appropriate integrability and measurability properties. These properties are then used together
with Proposition 4.5 to establish in Theorem 5.9 in Subsection 5.2 below (see also Corollary 5.10)
strong convergence rates for the considered tamed-truncated numerical scheme. In Section 6 we
combine in Corollaries 6.1 and 6.2 the results established in [47] with Corollary 5.10 in this article
to establish strong convergence rates in the case of additive trace-class noise driven stochastic
Burgers equations.
1.1 General setting
Throughout the article we frequently use the following setting.
Setting 1.2. For all measurable spaces (Ω1,F1) and (Ω2,F2) let M(F1,F2) be the set of all
F1/F2-measurable functions, for every set X let P(X) be the power set of X, for every set X let
P0(X) be the set given by P0(X) = {θ ∈ P(X) : θ is a finite set}, for every T ∈ (0,∞) let ̟T be
the set given by ̟T = {θ ∈ P0([0, T ]) : {0, T} ⊆ θ}, for every T ∈ (0,∞) let |·|T : ̟T → [0, T ]
satisfy for all θ ∈ ̟T that
|θ|T = max
{
x ∈ (0,∞) : (∃ a, b ∈ θ : [x = b− a and θ ∩ (a,∞) ∩ (−∞, b) = ∅])}, (4)
for every θ ∈ (∪T∈(0,∞)̟T ) let x·yθ : [0,∞) → [0,∞) satisfy for all t ∈ (0,∞) that xtyθ =
max([0, t) ∩ θ) and x0yθ = 0, and for every measure space (Ω,F , µ), every measurable space
(S,S), every set R, and every function f : Ω → R let [f ]µ,S be the set given by [f ]µ,S = {g ∈
M(F ,S) : (∃A ∈ F : µ(A) = 0 and {ω ∈ Ω: f(ω) 6= g(ω)} ⊆ A)}.
Setting 1.3. Assume Setting 1.2, let (H, 〈·, ·〉H, ‖·‖H) and (U, 〈·, ·〉U , ‖·‖U) be non-zero separable
R-Hilbert spaces, let H ⊆ H be an orthonormal basis of H, let v : H→ R satisfy suph∈H vh < 0, let
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A : D(A) ⊆ H → H be the linear operator which satisfies D(A) = {v ∈ H : ∑h∈H |vh〈h, v〉H|2 <
∞} and ∀ v ∈ D(A) : Av = ∑h∈H vh〈h, v〉Hh, and let (Hr, 〈·, ·〉Hr , ‖·‖Hr), r ∈ R, be a family of
interpolation spaces associated to −A (cf., e.g., [65, Section 3.7]).
Observe that the assumption in Setting 1.3 that (Hr, 〈·, ·〉Hr , ‖·‖Hr), r ∈ R, is a family
of interpolation spaces associated to −A gives for all r ∈ [0,∞) that (Hr, 〈·, ·〉Hr , ‖·‖Hr) =
(D((−A)r), 〈(−A)r(·), (−A)r(·)〉H, ‖(−A)r(·)‖H).
2 Time discretization error estimates based on an Alexeev-
Gro¨bner-type formula
Setting 2.1. Assume Setting 1.3, assume that dim(H) < ∞, let T ∈ (0,∞), θ ∈ ̟T , ξ ∈ H,
O ∈ C([0, T ], H), O ∈M(B([0, T ]),B(H)), F ∈ C1(H,H), let F : H → H be a function, for every
s ∈ [0, T ], x ∈ H let Xxs,(·) = (Xxs,t)t∈[s,T ] ∈ C([s, T ], H) satisfy for all t ∈ [s, T ] that
Xxs,t = e
(t−s)Ax+
∫ t
s
e(t−u)AF (Xxs,u) du+Ot − e(t−s)AOs, (5)
and let X : [0, T ]→ H satisfy for all t ∈ [0, T ] that
Xt = e
tAξ +
∫ t
0
e(t−xuyθ)AF(Xxuyθ) du+Ot. (6)
Observe that for every topological space (X, τ) we have that B(X) is the smallest sigma-algebra
on X which satisfies that τ ⊆ B(X).
2.1 Pathwise temporal approximation error estimates
In this subsection we apply the extended Alekseev-Gro¨bner formula in [46, Corollary 5.2] to express
the difference between the exact solution (Xξ+O00,t )t∈[0,T ] of the integral equation (5) above, started
at time s = 0 in x = ξ + O0, and the corresponding numerical approximation (Xt)t∈[0,T ] in (6)
above in terms of an appropriate integral in Lemma 2.3 below. We then combine these auxiliary
results with Lemma 2.3 and Lemma 2.4 to derive an upper bound for the approximation error in
Lemma 2.5.
Lemma 2.2. Assume Setting 1.3, assume that dim(H) < ∞, let T ∈ (0,∞), s ∈ [0, T ], x ∈ H,
Z ∈M(B([s, T ]),B(H)) satisfy ∫ T
s
‖Zu‖H du <∞, and let Y : [s, T ]→ H satisfy for all t ∈ [s, T ]
that Yt = e
(t−s)Ax+
∫ t
s
e(t−u)AZu du. Then
(i) we have that Y ∈ C([s, T ], H) and
(ii) we have for all t ∈ [s, T ] that Yt = x+
∫ t
s
[AYu + Zu] du.
Proof of Lemma 2.2. Throughout this proof assume w.l.o.g. that s ∈ [0, T ). Note that the fact
that dim(H) <∞ ensures that for all t ∈ [s, T ] we have that ∫ T
s
‖e(s−u)AZu‖H du <∞ and
Yt = e
(t−s)A
(
x+
∫ t
s
e(s−u)AZu du
)
. (7)
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Moreover, observe that the dominated convergence theorem gives that(
[s, T ] ∋ t 7→
∫ t
s
e(s−u)AZu du
)
∈ C([s, T ], H). (8)
Combining (7) and the fact that ([s, T ] ∋ t 7→ e(t−s)A ∈ L(H)) ∈ C([s, T ], L(H)) therefore justifies
item (i). Next note that (7), the fact that [s, T ] × H ∋ (t, h) 7→ e(t−s)Ah ∈ H is continuously
differentiable, and, e.g., [46, Corollary 2.8] (applies with (V, ‖·‖V ) = (H, ‖·‖H), (W, ‖·‖W ) =
(H, ‖·‖H), a = s, b = T , F = ([s, T ] ∋ t 7→ (x+
∫ t
s
e(s−u)AZu du) ∈ H), φ = ([s, T ]×H ∋ (t, h) 7→
e(t−s)Ah ∈ H), f = ([s, T ] ∋ u 7→ (e(s−u)AZu) ∈ H) in the setting of [46, Corollary 2.8]) yield that
for all t ∈ [s, T ] we have that
Yt − x =
∫ t
s
[
Ae(u−s)A
(
x+
∫ u
s
e(s−r)AZr dr
)
+ e(u−s)Ae(s−u)AZu
]
du
=
∫ t
s
[AYu + Zu] du.
(9)
This justifies item (ii). The proof of Lemma 2.2 is hereby completed.
Lemma 2.3. Assume Setting 2.1. Then
(i) we have that (X−O) ∈ C([0, T ], H),
(ii) we have that ({(u, v) ∈ [0, T ]2 : u ≤ v} × H ∋ (s, t, x) 7→ Xxs,t ∈ H) ∈ C0,0,1({(u, v) ∈
[0, T ]2 : u ≤ v} ×H,H),
(iii) we have for all t ∈ [0, T ] that
(
[0, t] ∋ s 7→ [ ∂
∂x
XXs−Os+Oss,t
(
e(s−xsyθ)AF(Xxsyθ)− F (Xs −Os +Os)
)] ∈ H)
∈M(B([0, t]),B(H)), (10)
(iv) we have for all t ∈ [0, T ] that∫ t
0
∥∥ ∂
∂x
XXs−Os+Oss,t
(
e(s−xsyθ)AF(Xxsyθ)− F (Xs −Os +Os)
)∥∥
H
ds <∞, (11)
and
(v) we have for all t ∈ [0, T ] that
Xt −Xξ+O00,t = Ot −Ot +
∫ t
0
∂
∂x
XXs−Os+Oss,t
(
e(s−xsyθ)AF(Xxsyθ)− F (Xs −Os +Os)
)
ds. (12)
Proof of Lemma 2.3. Throughout this proof let λ : B([0, T ])→ [0, T ] be the Lebesgue-Borel mea-
sure on [0, T ], let Y : [0, T ] → H satisfy for all t ∈ [0, T ] that Yt = Xt − Ot, and let X xs,(·) =
(X xs,t)t∈[s,T ] : [s, T ] → H , s ∈ [0, T ], x ∈ H , satisfy for all s ∈ [0, T ], t ∈ [s, T ], x ∈ H that
X xs,t = Xx+Oss,t − Ot. Note that (5) gives that for all s ∈ [0, T ], t ∈ [s, T ], x ∈ H we have that
X xs,t = e(t−s)Ax+
∫ t
s
e(t−u)AF (X xs,u +Ou) du. (13)
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The fact that for all s ∈ [0, T ], x ∈ H we have that ([s, T ] ∋ t 7→ F (X xs,t+Ot) ∈ H) ∈ C([s, T ], H)
and item (ii) of Lemma 2.2 (applies with T = T , s = s, x = x, Z = ([s, T ] ∋ t 7→ F (X xs,t+Ot) ∈ H),
Y = ([s, T ] ∋ t 7→ X xs,t ∈ H) for s ∈ [0, T ], x ∈ H in the setting of item (ii) of Lemma 2.2) therefore
ensure that for all s ∈ [0, T ], t ∈ [s, T ], x ∈ H we have that
X xs,t = x+
∫ t
s
[AX xs,u + F (X xs,u +Ou)] du. (14)
Next note that (6) gives that for all t ∈ [0, T ] we have that
Yt = etAξ +
∫ t
0
e(t−xuyθ)AF(Yxuyθ +Oxuyθ) du. (15)
In addition, observe that the fact that [0, T ] ∋ u 7→ e(u−xuyθ)A ∈ L(H) is bounded and left-
continuous gives that
([0, T ] ∋ u 7→ e(u−xuyθ)AF(Yxuyθ +Oxuyθ) ∈ H) ∈ L1(λ;H). (16)
Combining (15) and Lemma 2.2 (applies with T = T , s = 0, x = ξ, Z = ([0, T ] ∋ u 7→
e(u−xuyθ)AF(Yxuyθ +Oxuyθ) ∈ H), Y = Y in the setting of Lemma 2.2) therefore verifies that
(a) we have that Y ∈ C([0, T ], H) and
(b) we have for all t ∈ [0, T ] that
Yt = ξ +
∫ t
0
[AYu + e(u−xuyθ)AF(Yxuyθ +Oxuyθ)] du. (17)
Observe that item (a) and the fact that Y = X−O justify item (i). Furthermore, note that (16),
the assumption that O ∈ C([0, T ], H), the fact that F ∈ C(H,H), and item (a) ensure that
([0, T ] ∋ u 7→ e(u−xuyθ)AF(Yxuyθ +Oxuyθ)− F (Yu +Ou) ∈ H) ∈ L1(λ;H). (18)
In addition, observe that the assumption that dim(H) < ∞, the fact that O ∈ C([0, T ], H), the
fact that F ∈ C(H,H), and item (a) yield that
([0, T ] ∋ u 7→ AYu + F (Yu +Ou) ∈ H) ∈ L1(λ;H). (19)
This, (18), and item (b) give that for all t ∈ [0, T ] we have that
Yt = ξ +
∫ t
0
[AYu + F (Yu +Ou)] du+
∫ t
0
[e(u−xuyθ)AF(Yxuyθ +Oxuyθ)− F (Yu +Ou)] du. (20)
Combining (14), (18), (19), the fact that ([0, T ] × H ∋ (u, h) 7→ Ah + F (h + Ou) ∈ H) ∈
C0,1([0, T ]×H,H), and [46, Corollary 5.2] (applies with V = H , T = T , f = ([0, T ]×H ∋ (u, h) 7→
Ah+ F (h+Ou) ∈ H), Y = Y , E = ([0, T ] ∋ u 7→ e(u−xuyθ)AF(Yxuyθ +Oxuyθ)− F (Yu +Ou) ∈ H),
Xxs,t = X xs,t for x ∈ H , t ∈ [s, T ], s ∈ [0, T ] in the setting of [46, Corollary 5.2]) hence verifies that
(A) we have that ({(u, v) ∈ [0, T ]2 : u ≤ v} × H ∋ (s, t, x) 7→ X xs,t ∈ H) ∈ C0,0,1({(u, v) ∈
[0, T ]2 : u ≤ v} ×H,H),
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(B) we have for all t ∈ [0, T ] that(
[0, t] ∋ s 7→ [ ∂
∂x
X Yss,t
(
e(s−xsyθ)AF(Yxsyθ +Oxsyθ)− F (Ys +Os)
)] ∈ H)
∈M(B([0, t]),B(H)), (21)
(C) we have for all t ∈ [0, T ] that∫ t
0
∥∥ ∂
∂x
X Yss,t
(
e(s−xsyθ)AF(Yxsyθ +Oxsyθ)− F (Ys +Os)
)∥∥
H
ds <∞, (22)
and
(D) we have for all t ∈ [0, T ] that
Yt −X Y00,t =
∫ t
0
∂
∂x
X Yss,t
(
e(s−xsyθ)AF(Yxsyθ +Oxsyθ)− F (Ys +Os)
)
ds. (23)
Observe that the fact that for all s ∈ [0, T ], t ∈ [s, T ], x ∈ H we have that Xxs,t = X x−Oss,t + Ot,
the assumption that O ∈ C([0, T ], H), and item (A) justify item (ii). Next note that item (B),
the fact that for all s ∈ [0, T ], t ∈ [s, T ] we have that ∂
∂x
X Yss,t = ∂∂xXYs+Oss,t , and the fact that for
all s ∈ [0, T ] we have that Ys = Xs −Os give item (iii). In addition, observe that item (C), the
fact that for all s ∈ [0, T ], t ∈ [s, T ] we have that ∂
∂x
X Yss,t = ∂∂xXYs+Oss,t , and the fact that for all
s ∈ [0, T ] we have that Ys = Xs−Os yield item (iv). Moreover, note that item (D), the fact that
for all t ∈ [0, T ] we have that X ξ0,t = Xξ+O00,t −Ot, the fact that for all s ∈ [0, T ], t ∈ [s, T ] we have
that ∂
∂x
X Yss,t = ∂∂xXYs+Oss,t , and the fact that for all s ∈ [0, T ] we have that Ys = Xs − Os justify
item (v). The proof of Lemma 2.3 is hereby completed.
Lemma 2.4. Assume Setting 2.1, let C, c ∈ [1,∞), γ ∈ [0, 1], δ ∈ [0, γ], ι ∈ [0, 1− δ], κ ∈ R, and
assume for all x, y ∈ H that ‖F (x)− F (y)‖H ≤ C‖x− y‖Hδ(1 + ‖x‖cHκ + ‖y‖cHκ). Then we have
for all t ∈ [0, T ] that
‖e(t−xtyθ)AF(Xxtyθ)− F (Xt −Ot +Ot)‖H
≤ [|θ|T ]γ−δ‖F(Xxtyθ)‖Hγ−δ + ‖F(Xxtyθ)− F (Xxtyθ)‖H + C
(
[|θ|T ]γ−δ‖ξ‖Hγ
+ [|θ|T ]1−δ‖F(Xxtyθ)‖H + [|θ|T ]ι
xtyθ∫
0
(xtyθ − xsyθ)−δ−ι‖F(Xxsyθ)‖H ds
+ ‖Ot −Oxtyθ‖Hδ + ‖Ot − Ot‖Hδ
)(
1 + ‖Xxtyθ‖cHκ + (‖Xt‖Hκ + ‖Ot − Ot‖Hκ)c
)
.
(24)
Proof of Lemma 2.4. Note that the triangle inequality yields that for all t ∈ [0, T ] we have that
‖e(t−xtyθ)AF(Xxtyθ)− F (Xt −Ot +Ot)‖H
≤ ‖(e(t−xtyθ)A − IdH)F(Xxtyθ)‖H
+ ‖F(Xxtyθ)− F (Xxtyθ)‖H + ‖F (Xxtyθ)− F (Xt −Ot +Ot)‖H .
(25)
In addition, observe that for all t ∈ [0, T ] we have that
‖(e(t−xtyθ)A − IdH)F(Xxtyθ)‖H ≤ ‖(−A)δ−γ(e(t−xtyθ)A − IdH)‖L(H)‖(−A)γ−δF(Xxtyθ)‖H
≤ (t− xtyθ)γ−δ‖F(Xxtyθ )‖Hγ−δ ≤ [|θ|T ]γ−δ‖F(Xxtyθ)‖Hγ−δ .
(26)
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Moreover, note that for all t ∈ [0, T ] we have that
‖F (Xxtyθ)− F (Xt −Ot +Ot)‖H
≤ C‖Xxtyθ −Xt +Ot − Ot‖Hδ
(
1 + ‖Xxtyθ‖cHκ + ‖Xt −Ot +Ot‖cHκ
)
.
(27)
The triangle inequality hence yields that for all t ∈ [0, T ] we have that
‖F (Xxtyθ)− F (Xt −Ot +Ot)‖H
≤ C(‖Xxtyθ −Xt‖Hδ + ‖Ot − Ot‖Hδ)(1 + ‖Xxtyθ‖cHκ + (‖Xt‖Hκ + ‖Ot −Ot‖Hκ)c). (28)
In the next step we observe that for all t ∈ [0, T ] we have that
‖Xt −Xxtyθ‖Hδ ≤ ‖extyθA(e(t−xtyθ)A − IdH)ξ‖Hδ +
∫ t
xtyθ
‖e(t−xsyθ)AF(Xxsyθ)‖Hδ ds
+
∫
xtyθ
0
‖(e(t−xsyθ)A − e(xtyθ−xsyθ)A)F(Xxsyθ)‖Hδ ds+ ‖Ot −Oxtyθ‖Hδ
≤ ‖(−A)δ−γ(e(t−xtyθ)A − IdH)‖L(H)‖ξ‖Hγ +
∫ t
xtyθ
‖(−A)δe(t−xtyθ)A‖L(H)‖F(Xxtyθ)‖H ds
+
∫
xtyθ
0
‖(−A)δ+ιe(xtyθ−xsyθ)A‖L(H)‖(−A)−ι(e(t−xtyθ)A − IdH)‖L(H)‖F(Xxsyθ)‖H ds
+ ‖Ot −Oxtyθ‖Hδ
≤ (t− xtyθ)γ−δ‖ξ‖Hγ + (t− xtyθ)1−δ‖F(Xxtyθ)‖H
+
∫
xtyθ
0
(xtyθ − xsyθ)−δ−ι(t− xtyθ)ι‖F(Xxsyθ)‖H ds+ ‖Ot −Oxtyθ‖Hδ
≤ [|θ|T ]γ−δ‖ξ‖Hγ + [|θ|T ]1−δ‖F(Xxtyθ)‖H
+ [|θ|T ]ι
∫
xtyθ
0
(xtyθ − xsyθ)−δ−ι‖F(Xxsyθ)‖H ds+ ‖Ot −Oxtyθ‖Hδ .
(29)
Combining (25), (26), and (28) therefore justifies (24). The proof of Lemma 2.4 is hereby com-
pleted.
Lemma 2.5. Assume Setting 2.1, let C, c ∈ [1,∞), γ ∈ [0, 1], δ ∈ [0, γ], ι ∈ [0, 1− δ], κ ∈ R, and
assume for all x, y ∈ H that ‖F (x)− F (y)‖H ≤ C‖x− y‖Hδ(1 + ‖x‖cHκ + ‖y‖cHκ). Then
(i) we have that (X−O) ∈ C([0, T ], H),
(ii) we have that ({(u, v) ∈ [0, T ]2 : u ≤ v} × H ∋ (s, t, x) 7→ Xxs,t ∈ H) ∈ C0,0,1({(u, v) ∈
[0, T ]2 : u ≤ v} ×H,H), and
(iii) we have for all t ∈ [0, T ] that
‖Xt −Xξ+O00,t ‖H ≤ ‖Ot −Ot‖H +
∫ t
0
∥∥ ∂
∂x
XXs−Os+Oss,t
∥∥
L(H)
{
[|θ|T ]γ−δ‖F(Xxsyθ)‖Hγ−δ
+ ‖F(Xxsyθ)− F (Xxsyθ)‖H + C
(
[|θ|T ]γ−δ‖ξ‖Hγ + [|θ|T ]1−δ‖F(Xxsyθ)‖H
+ [|θ|T ]ι
xsyθ∫
0
(xsyθ − xuyθ)−δ−ι‖F(Xxuyθ)‖H du+ ‖Os −Oxsyθ‖Hδ
+ ‖Os − Os‖Hδ
)(
1 + ‖Xxsyθ‖Hκ + ‖Xs‖Hκ + ‖Os − Os‖Hκ
)c}
ds.
(30)
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Proof of Lemma 2.5. Observe that item (i) of Lemma 2.3 gives item (i). In addition, note that
item (ii) of Lemma 2.3 justifies item (ii). Moreover, observe that items (iii) and (v) of Lemma 2.3
and the triangle inequality yield that for all t ∈ [0, T ] we have that
‖Xt −Xξ+O00,t ‖H ≤ ‖Ot − Ot‖H
+
∫ t
0
∥∥ ∂
∂x
XXs−Os+Oss,t
(
e(s−xsyθ)AF(Xxsyθ)− F (Xs −Os +Os)
)∥∥
H
ds.
(31)
Lemma 2.4 (applies with C = C, c = c, γ = γ, δ = δ, ι = ι, κ = κ in the setting of Lemma 2.4)
and the fact that ∀ a, b ∈ [0,∞), c ∈ [1,∞) : 1 + ac + bc ≤ (1 + a+ b)c therefore justify item (iii).
The proof of Lemma 2.5 is hereby completed.
2.2 Strong temporal approximation error estimates
In this subsection we establish in Corollary 2.8 an upper moment bound for the difference between
the solution of a stochastic version of the integral equation in (5) above (see (46) below) and its
numerical approximation (cf. (47) below and (6) above). To do so, we first recall in Lemma 2.6
(see, e.g., Aliprantis & Border [2, Theorem 4.55]) an elementary fact on measurability properties
of functions which we then employ together with Lemma 2.3 above to establish in Lemma 2.7
suitable regularity properties of the solution of the considered SODE (cf. (32) below and (5)
above). Combining Lemma 2.7 with the error estimate in Lemma 2.5 above enables us to derive
Corollary 2.8.
Lemma 2.6. Let (Ω,F) be a measurable space, let (X, dX) be a compact metric space, let (Y, dY )
be a separable metric space, let C(X, Y ) be endowed with the topology of uniform convergence, let
f : X × Ω → Y be a function, assume for all x ∈ X that Ω ∋ ω 7→ f(x, ω) ∈ Y is F/B(Y )-
measurable, and assume for all ω ∈ Ω that (X ∋ x 7→ f(x, ω) ∈ Y ) ∈ C(X, Y ). Then we have that
Ω ∋ ω 7→ (X ∋ x 7→ f(x, ω) ∈ Y ) ∈ C(X, Y ) is F/B(C(X, Y ))-measurable.
Lemma 2.7. Assume Setting 1.3, assume that dim(H) <∞, let (Ω,F ,P) be a probability space,
let T ∈ (0,∞), F ∈ C1(H,H), Y, Z ∈ M(B([0, T ]) ⊗ F ,B(H)), let O : [0, T ] × Ω → H be a
stochastic process w.c.s.p., and for every s ∈ [0, T ], x ∈ H let Xxs,(·) = (Xxs,t)t∈[s,T ] : [s, T ]×Ω→ H
be a stochastic process w.c.s.p. which satisfies for all t ∈ [s, T ] that
Xxs,t = e
(t−s)Ax+
∫ t
s
e(t−u)AF (Xxs,u) du+Ot − e(t−s)AOs. (32)
Then
(i) we have for all ω ∈ Ω that ({(u, v) ∈ [0, T ]2 : u ≤ v} × H ∋ (s, t, x) 7→ Xxs,t(ω) ∈ H) ∈
C0,0,1({(u, v) ∈ [0, T ]2 : u ≤ v} ×H,H),
(ii) we have that
({(u, v) ∈ [0, T ]2 : u ≤ v} × Ω ∋ (s, t, ω) 7→ XYs(ω)s,t (ω) ∈ H) ∈ M(B({(u, v) ∈
[0, T ]2 : u ≤ v})⊗F ,B(H)), and
(iii) we have that
({(u, v) ∈ [0, T ]2 : u ≤ v} × Ω ∋ (s, t, ω) 7→ ∂
∂x
X
Zs(ω)
s,t (ω) ∈ L(H)
) ∈
M(B({(u, v) ∈ [0, T ]2 : u ≤ v})⊗ F ,B(L(H))).
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Proof of Lemma 2.7. Throughout this proof let ∠T = {(u, v) ∈ [0, T ]2 : u ≤ v}, let V = C({w ∈
H : ‖w‖H ≤ 1}, H), let ‖·‖V : V → [0,∞) satisfy for all f ∈ V that
‖f‖V = suph∈{w∈H : ‖w‖H≤1} ‖f(h)‖H , (33)
and let ι : L(H)→ V satisfy for all Q ∈ L(H) that
ι(Q) = ({w ∈ H : ‖w‖H ≤ 1} ∋ h 7→ Q(h) ∈ H). (34)
Note that item (ii) of Lemma 2.3 (applies with T = T , Ot = Ot(ω), F = F , X
x
s,t = X
x
s,t(ω) for
(s, t) ∈ ∠T , x ∈ H , ω ∈ Ω in the setting of item (ii) of Lemma 2.3) justifies item (i). This ensures
that for all ω ∈ Ω we have that
(∠T ×H ∋ (s, t, x) 7→ Xxs,t(ω) ∈ H) ∈ C(∠T ×H,H). (35)
The fact that for all (s, t) ∈ ∠T , x ∈ H we have that (Ω ∋ ω 7→ Xxs,t(ω) ∈ H) ∈ M(F ,B(H))
and, e.g., [47, Lemma 2.1] (applies with Ω = Ω, F = F , X = ∠T × H , dX = ([∠T × H ]2 ∋
((s1, t1, x1), (s2, t2, x2)) 7→ [|s1 − s2|2 + |t1 − t2|2 + ‖x1 − x2‖2H ]1/2 ∈ [0,∞)), Y = H , dY = (H2 ∋
(x1, x2) 7→ ‖x1 − x2‖H ∈ [0,∞)), f = (∠T × H × Ω ∋ (s, t, x, ω) 7→ Xxs,t(ω) ∈ H) in the setting
of [47, Lemma 2.1]) hence yield that
(∠T ×H × Ω ∋ (s, t, x, ω) 7→ Xxs,t(ω) ∈ H) ∈M(B(∠T )⊗ B(H)⊗ F ,B(H)). (36)
The fact that (∠T×Ω ∋ (s, t, ω) 7→ (s, t, Ys(ω), ω) ∈ ∠T×H×Ω) ∈ M(B(∠T )⊗F ,B(∠T )⊗B(H)⊗
F) therefore justifies item (ii). Furthermore, observe that item (i) gives that for all (s, t) ∈ ∠T ,
x ∈ H , ω ∈ Ω we have that
lim sup
rց0
∥∥∥({w ∈ H : ‖w‖H ≤ 1} ∋ h 7→ Xx+rhs,t (ω)−Xxs,t(ω)r ∈ H)− ι( ∂∂xXxs,t(ω))∥∥∥
V
= lim sup
rց0
[
sup
h∈H,‖h‖H≤1
∥∥∥Xx+rhs,t (ω)−Xxs,t(ω)r − ( ∂∂xXxs,t(ω))h∥∥∥
H
]
= 0.
(37)
Moreover, note that Lemma 2.6 (applies with Ω = Ω, F = F , X = {w ∈ H : ‖w‖H ≤ 1},
dX = ({w ∈ H : ‖w‖H ≤ 1} × {w ∈ H : ‖w‖H ≤ 1} ∋ (x, y) 7→ ‖x− y‖H ∈ [0,∞)), Y = H , dY =
(H ×H ∋ (x, y) 7→ ‖x− y‖H ∈ [0,∞)), f = ({w ∈ H : ‖w‖H ≤ 1}×Ω ∋ (h, ω) 7→ Xx+rhs,t (ω) ∈ H)
for (s, t) ∈ ∠T , x ∈ H , r ∈ (0,∞) in the setting of Lemma 2.6) assures that for all (s, t) ∈ ∠T ,
x ∈ H , r ∈ (0,∞) we have that(
Ω ∋ ω 7→ ({w ∈ H : ‖w‖H ≤ 1} ∋ h 7→ Xx+rhs,t (ω) ∈ H) ∈ V
) ∈M(F ,B(V )). (38)
This and (37) verify that for all (s, t) ∈ ∠T , x ∈ H we have that(
Ω ∋ ω 7→ ι( ∂
∂x
Xxs,t(ω)
) ∈ V ) ∈M(F ,B(V )). (39)
Hence, we obtain that for all Q ∈ L(H), ε ∈ (0,∞), (s, t) ∈ ∠T , x ∈ H we have that{
ω ∈ Ω: ∥∥ι( ∂
∂x
Xxs,t(ω)
)− ι(Q)∥∥
V
< ε
} ∈ F . (40)
In addition, observe that for all Q1, Q2 ∈ L(H) we have that
‖Q1 −Q2‖L(H) = suph∈{w∈H : ‖w‖H≤1} ‖Q1(h)−Q2(h)‖H
= suph∈{w∈H : ‖w‖H≤1} ‖ι(Q1)(h)− ι(Q2)(h)‖H = ‖ι(Q1)− ι(Q2)‖V .
(41)
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Combining this and (40) ensures that for all Q ∈ L(H), ε ∈ (0,∞), (s, t) ∈ ∠T , x ∈ H we have
that {
ω ∈ Ω: ∥∥ ∂∂xXxs,t(ω)−Q∥∥L(H) < ε} = {ω ∈ Ω: ∥∥ι( ∂∂xXxs,t(ω))− ι(Q)∥∥V < ε} ∈ F . (42)
The fact that L(H) is a separable metric space and the fact that the Borel-sigma algebra on a
separable metric space is generated by the set of open balls therefore verify that for all (s, t) ∈ ∠T ,
x ∈ H we have that
(
Ω ∋ ω 7→ ∂
∂x
Xxs,t(ω) ∈ L(H)
) ∈M(F ,B(L(H))). (43)
Moreover, note that item (i) ensures that for all ω ∈ Ω we have that(
∠T ×H ∋ (s, t, x) 7→ ∂∂xXxs,t(ω) ∈ L(H)
) ∈ C(∠T ×H,L(H)). (44)
Combining this and (43) with, e.g., [47, Lemma 2.1] (applies with Ω = Ω, F = F , X = ∠T ×H ,
dX = ([∠T × H ]2 ∋ ((s1, t1, x1), (s2, t2, x2)) 7→ [|s1 − s2|2 + |t1 − t2|2 + ‖x1 − x2‖2H ]1/2 ∈ [0,∞)),
Y = L(H), dY = ([L(H)]
2 ∋ (A1, A2) 7→ ‖A1−A2‖L(H) ∈ [0,∞)), f = (∠T×H×Ω ∋ (s, t, x, ω) 7→
∂
∂x
Xxs,t(ω) ∈ L(H)) in the setting of [47, Lemma 2.1]) verifies that(
∠T ×H × Ω ∋ (s, t, x, ω) 7→ ∂∂xXxs,t(ω) ∈ L(H)
) ∈M(B(∠T )⊗ B(H)⊗F ,B(L(H))). (45)
The fact that (∠T × Ω ∋ (s, t, ω) 7→ (s, t, Zs(ω), ω) ∈ ∠T × H × Ω) ∈ M(B(∠T ) ⊗ F ,B(∠T ) ⊗
B(H)⊗ F) hence justifies item (iii). The proof of Lemma 2.7 is hereby completed.
Corollary 2.8. Assume Setting 1.3, assume that dim(H) < ∞, let (Ω,F ,P) be a probability
space, let T ∈ (0,∞), θ ∈ ̟T , C, c, p ∈ [1,∞), γ ∈ [0, 1), δ ∈ [0, γ], ι ∈ [0, 1 − δ), κ ∈
R, ξ ∈ M(F ,B(H)), F ∈ C1(H,H), F ∈ M(B(H),B(H)), O ∈ M(B([0, T ]) ⊗ F ,B(H)), let
O : [0, T ]×Ω→ H be a stochastic process w.c.s.p., assume for all x, y ∈ H that ‖F (x)−F (y)‖H ≤
C‖x−y‖Hδ(1+‖x‖cHκ+‖y‖cHκ), for every s ∈ [0, T ], x ∈ H let Xxs,(·) = (Xxs,t)t∈[s,T ] : [s, T ]×Ω→ H
be a stochastic process w.c.s.p. which satisfies for all t ∈ [s, T ] that
Xxs,t = e
(t−s)Ax+
∫ t
s
e(t−u)AF (Xxs,u) du+Ot − e(t−s)AOs, (46)
and let X : [0, T ]× Ω→ H satisfy for all t ∈ [0, T ] that
Xt = e
tAξ +
∫ t
0
e(t−xuyθ)AF(Xxuyθ) du+Ot. (47)
Then
(i) we have that X ∈M(B([0, T ])⊗ F ,B(H)),
(ii) we have for all ω ∈ Ω that ({(u, v) ∈ [0, T ]2 : u ≤ v} × H ∋ (s, t, x) 7→ Xxs,t(ω) ∈ H) ∈
C0,0,1({(u, v) ∈ [0, T ]2 : u ≤ v} ×H,H),
(iii) we have for all ζ ∈ M(F ,B(H)) that ({(u, v) ∈ [0, T ]2 : u ≤ v} × Ω ∋ (s, t, ω) 7→
X
ζ(ω)+Os(ω)
s,t (ω) ∈ H
) ∈M(B({(u, v) ∈ [0, T ]2 : u ≤ v})⊗ F ,B(H)),
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(iv) we have for all ζ ∈ M(F ,B(H)) that ({(u, v) ∈ [0, T ]2 : u ≤ v} × Ω ∋ (s, t, ω) 7→
∂
∂x
X
Xs(ω)−Os(ω)+Os(ω)+esA(ζ(ω)−ξ(ω))
s,t (ω) ∈ L(H)
) ∈ M(B({(u, v) ∈ [0, T ]2 : u ≤ v}) ⊗ F ,
B(L(H))), and
(v) we have for all ζ ∈M(F ,B(H)), t ∈ [0, T ] that
‖Xt −Xζ+O00,t ‖Lp(P;H) ≤ ‖Ot − Ot‖Lp(P;H) + ‖ξ − ζ‖Lp(P;H)
+ Cmax{T,1}
1−δ−ι
∫ t
0
∥∥ ∂
∂x
X
Xs−Os+Os+esA(ζ−ξ)
s,t
∥∥
L2p(P;L(H))
{
[|θ|T ]γ−δ‖F(Xxsyθ)‖L2p(P;Hγ−δ)
+ ‖F(Xxsyθ)− F (Xxsyθ)‖L2p(P;H) +
(
[|θ|T ]1−δ‖F(Xxsyθ)‖L4p(P;H)
+ [|θ|T ]ι supu∈[0,T ] ‖F(Xu)‖L4p(P;H) + ‖Os −Oxsyθ‖L4p(P;Hδ) + [|θ|T ]γ−δ‖ξ‖L4p(P;Hγ)
+ ‖Os −Os‖L4p(P;Hδ) + ‖ξ − ζ‖L4p(P;Hδ)
)[
1 + ‖Xxsyθ‖L4pc(P;Hκ) + ‖Xs‖L4pc(P;Hκ)
+ ‖Os −Os‖L4pc(P;Hκ) + ‖ξ − ζ‖L4pc(P;Hκ)
]c}
ds.
(48)
Proof of Corollary 2.8. Observe that item (i) of Lemma 2.5 (applies with T = T , θ = θ, ξ = ξ(ω),
Os = Os(ω), Os = Os(ω), F = F , F = F, X
x
s,t = X
x
s,t(ω), Xs = Xs(ω) for ω ∈ Ω, t ∈ [s, T ],
s ∈ [0, T ], x ∈ H in the setting of item (i) of Lemma 2.5) verifies that for all ω ∈ Ω we have that
([0, T ] ∋ t 7→ Xt(ω)−Ot(ω) ∈ H) ∈ C([0, T ], H). (49)
Moreover, note that (47), the fact that for all t ∈ [0, T ] we have that (Ω ∋ ω 7→ Ot(ω) ∈ H) ∈
M(F ,B(H)), and the assumption that ξ ∈ M(F ,B(H)) ensure that for all t ∈ [0, T ] we have
that
(Ω ∋ ω 7→ Xt(ω)−Ot(ω) ∈ H) ∈M(F ,B(H)). (50)
Combining this and (49) with, e.g., [47, Lemma 2.1] (applies with Ω = Ω, F = F , X = [0, T ],
dX = ([0, T ]
2 ∋ (s, t) 7→ |t − s| ∈ [0,∞)), Y = H , dY = (H ×H ∋ (x, y) 7→ ‖x − y‖H ∈ [0,∞)),
f = X−O in the setting of [47, Lemma 2.1]) ensures that
([0, T ]× Ω ∋ (t, ω) 7→ Xt(ω)−Ot(ω) ∈ H) ∈M(B([0, T ])⊗ F ,B(H)). (51)
The assumption that O ∈ M(B([0, T ]) ⊗ F ,B(H)) therefore justifies item (i). Next note that
Lemma 2.7 (applies with (Ω,F ,P) = (Ω,F ,P), T = T , F = F , Ys = ζ+Os, Zs = Xs−Os+Os+
esA(ζ− ξ), Os = Os, Xxs,t = Xxs,t for x ∈ H , t ∈ [s, T ], s ∈ [0, T ], ζ ∈M(F ,B(H)) in the setting of
Lemma 2.7) justifies items (ii)–(iv). In the next step we observe that for all s ∈ [0, T ], t ∈ [s, T ],
x ∈ H , ζ ∈ M(F ,B(H)) we have that
Xxs,t = e
(t−s)Ax+
∫ t
s
e(t−u)AF (Xxs,u) du+ (Ot + e
tAζ)− e(t−s)A(Os + esAζ) (52)
and
Xt =
∫ t
0
e(t−xuyθ)AF(Xxuyθ) du+
[
Ot + e
tAξ
]
. (53)
Lemma 2.5 (applies with T = T , θ = θ, ξ = 0, Os = Os(ω) + e
sAζ(ω), Os = Os(ω) + e
sAξ(ω),
F = F , F = F, Xxs,t = X
x
s,t(ω), Xs = Xs(ω), C = C, c = c, γ = γ, δ = δ, ι = ι, κ = κ for ω ∈ Ω,
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x ∈ H , t ∈ [s, T ], s ∈ [0, T ], ζ ∈ M(F ,B(H)) in the setting of Lemma 2.5) therefore gives that
for all ζ ∈M(F ,B(H)), t ∈ [0, T ] we have that
‖Xt −Xζ+O00,t ‖Lp(P;H)
≤ ‖Ot −Ot + etA(ξ − ζ)‖Lp(P;H) +
∫ t
0
∥∥∥∥∥ ∂∂xXXs−Os+Os+esA(ζ−ξ)s,t ∥∥L(H)
·
(
[|θ|T ]γ−δ‖F(Xxsyθ)‖Hγ−δ + ‖F(Xxsyθ)− F (Xxsyθ)‖H
+ C
(
[|θ|T ]1−δ‖F(Xxsyθ)‖H + [|θ|T ]ι
xsyθ∫
0
(xsyθ − xuyθ)−δ−ι‖F(Xxuyθ)‖H du
+ ‖Os −Oxsyθ + (esA − exsyθA)ξ‖Hδ + ‖Os − Os + esA(ξ − ζ)‖Hδ
)
· [1 + ‖Xxsyθ‖Hκ + ‖Xs‖Hκ + ‖Os −Os + esA(ξ − ζ)‖Hκ]c)∥∥∥Lp(P;R) ds.
(54)
Ho¨lder’s inequality and the triangle inequality hence yield that for all ζ ∈M(F ,B(H)), t ∈ [0, T ]
we have that
‖Xt −Xζ+O00,t ‖Lp(P;H)
≤ ‖Ot −Ot‖Lp(P;H) + ‖etA(ξ − ζ)‖Lp(P;H) +
∫ t
0
∥∥ ∂
∂x
X
Xs−Os+Os+esA(ζ−ξ)
s,t
∥∥
L2p(P;L(H))
·
∥∥∥[|θ|T ]γ−δ‖F(Xxsyθ)‖Hγ−δ + ‖F(Xxsyθ)− F (Xxsyθ)‖H
+ C
(
[|θ|T ]1−δ‖F(Xxsyθ)‖H + [|θ|T ]ι
xsyθ∫
0
(xsyθ − xuyθ)−δ−ι‖F(Xxuyθ)‖H du
+ ‖Os −Oxsyθ‖Hδ + ‖(esA − exsyθA)ξ‖Hδ + ‖Os − Os‖Hδ + ‖esA(ξ − ζ)‖Hδ
)
· [1 + ‖Xxsyθ‖Hκ + ‖Xs‖Hκ + ‖Os −Os‖Hκ + ‖esA(ξ − ζ)‖Hκ]c∥∥∥L2p(P;R) ds.
(55)
Ho¨lder’s inequality and the triangle inequality therefore verify that for all ζ ∈ M(F ,B(H)),
t ∈ [0, T ] we have that
‖Xt −Xζ+O00,t ‖Lp(P;H)
≤ ‖Ot − Ot‖Lp(P;H) + ‖ξ − ζ‖Lp(P;H) +
∫ t
0
∥∥ ∂
∂x
X
Xs−Os+Os+esA(ζ−ξ)
s,t
∥∥
L2p(P;L(H))
·
{
[|θ|T ]γ−δ‖F(Xxsyθ)‖L2p(P;Hγ−δ) + ‖F(Xxsyθ)− F (Xxsyθ)‖L2p(P;H)
+ C
∥∥∥[|θ|T ]1−δ‖F(Xxsyθ)‖H + [|θ|T ]ι xsyθ∫
0
(xsyθ − xuyθ)−δ−ι‖F(Xxuyθ)‖H du
+ ‖Os −Oxsyθ‖Hδ + ‖(esA − exsyθA)ξ‖Hδ + ‖Os − Os‖Hδ + ‖ξ − ζ‖Hδ
∥∥∥
L4p(P;R)
· ∥∥1 + ‖Xxsyθ‖Hκ + ‖Xs‖Hκ + ‖Os − Os‖Hκ + ‖ξ − ζ‖Hκ∥∥cL4pc(P;R)} ds.
(56)
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In addition, note that the fact that δ + ι < 1 assures that for all s ∈ [0, T ] we have that∥∥∥∥ xsyθ∫
0
(xsyθ − xuyθ)−δ−ι‖F(Xxuyθ)‖H du
∥∥∥∥
L4p(P;R)
≤
xsyθ∫
0
(xsyθ − xuyθ)−δ−ι‖F(Xxuyθ)‖L4p(P;H) du
≤ supu∈[0,T ] ‖F(Xu)‖L4p(P;H)
xsyθ∫
0
(xsyθ − u)−δ−ι du
= supu∈[0,T ] ‖F(Xu)‖L4p(P;H) (xsyθ)
1−δ−ι
1−δ−ι
≤ supu∈[0,T ] ‖F(Xu)‖L4p(P;H) max{T,1}1−δ−ι .
(57)
Furthermore, observe that for all s ∈ [0, T ] we have that
‖(esA − exsyθA)ξ‖Hδ = ‖exsyθA(e(s−xsyθ)A − IdH)ξ‖Hδ ≤ ‖(−A)δ(e(s−xsyθ)A − IdH)ξ‖H
≤ ‖(−A)δ−γ(e(s−xsyθ)A − IdH)‖L(H)‖ξ‖Hγ ≤ (s− xsyθ)γ−δ‖ξ‖Hγ ≤ [|θ|T ]γ−δ‖ξ‖Hγ .
(58)
Combining this with (56) and (57) justifies item (v). The proof of Corollary 2.8 is hereby com-
pleted.
3 Moment bounds for the derivative process and resulting
time discretization error estimates
3.1 A priori bounds for the derivative process
In this subsection we derive in Lemma 3.5 an appropriate moment bound for the pathwise deriva-
tives of the solution processes (Xxs,t)t∈[s,T ], s ∈ [0, T ], x ∈ H , with respect to their initial conditions
appearing in item (v) of Corollary 2.8 above (see (88) in Lemma 3.5 below). We first demonstrate
in Lemma 3.1 that the well known local monotonicity property (see (59) in Lemma 3.1 below
and cf., e.g., Liu & Ro¨ckner [55, (H2′) in Chapter 5]) together with the continuous Fre´chet differ-
entiability of the nonlinearity F implies the property of F ′ that we are exploiting in this article
(see (60) in Lemma 3.1 below). In addition, Proposition 3.2 (cf. Hairer & Mattingly [33, (4.8)
in Section 4.4]) provides a suitable upper bound for the derivative process appearing in item (v)
of Corollary 2.8 (see (64) in Proposition 3.2 below). Combining Lemma 2.7 and Proposition 3.2
implies Corollary 3.3 which we use together with Cox et al. [17, Corollary 2.4] as a tool to establish
in Lemma 3.5 the desired moment bound.
Lemma 3.1. Assume Setting 1.3, let ε,C, γ ∈ [0,∞), F ∈ C1(Hγ, H), and assume for all x, y ∈
Hmax{γ,1/2} that
〈F (x)− F (y), x− y〉H ≤ (ε‖x‖2H1/2 +C)‖x− y‖2H + ‖x− y‖2H1/2 . (59)
Then we have for all x, y ∈ Hmax{γ,1/2} that
〈F ′(x)y, y〉H ≤ (ε‖x‖2H1/2 +C)‖y‖2H + ‖y‖2H1/2 . (60)
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Proof of Lemma 3.1. Observe that for all x ∈ Hmax{γ,1/2}, y ∈ (Hmax{γ,1/2}\{0}) we have that
〈F ′(x)y, y〉H =
〈
limrց0
F (x+ry)−F (x)
r
, y
〉
H
= lim
rց0
〈F (x+ry)−F (x)
r
, y
〉
H
= lim
rց0
(
1
r2
〈F (x+ ry)− F (x), ry〉H
)
≤ ((ε‖x‖2H1/2 +C)‖y‖2H + ‖y‖2H1/2) lim sup
rց0
[
1
r2
〈F (x+ ry)− F (x), ry〉H
(ε‖x‖2H1/2 +C)‖y‖2H + ‖y‖2H1/2
]
=
(
(ε‖x‖2H1/2 +C)‖y‖2H + ‖y‖2H1/2
)
lim sup
rց0
[
〈F (x+ ry)− F (x), ry〉H
(ε‖x‖2H1/2 +C)‖ry‖2H + ‖ry‖2H1/2
]
≤ ((ε‖x‖2H1/2 +C)‖y‖2H + ‖y‖2H1/2) sup
r∈(0,1]
[
〈F (x+ ry)− F (x), ry〉H
(ε‖x‖2H1/2 +C)‖ry‖2H + ‖ry‖2H1/2
]
≤ ((ε‖x‖2H1/2 +C)‖y‖2H + ‖y‖2H1/2) sup
v∈Hmax{γ,1/2}\{0}
[
〈F (x+ v)− F (x), v〉H
(ε‖x‖2H1/2 +C)‖v‖2H + ‖v‖2H1/2
]
.
(61)
Combining this and (59) justifies (61). The proof of Lemma 3.1 is hereby completed.
Proposition 3.2. Assume Setting 1.3, assume that dim(H) < ∞, let T ∈ (0,∞), ε,C ∈ [0,∞),
F ∈ C1(H,H), O ∈ C([0, T ], H), assume for all x, y ∈ H that 〈F ′(x)y, y〉H ≤ (ε‖x‖2H1/2+C)‖y‖2H+
‖y‖2H1/2, and for every s ∈ [0, T ], x ∈ H let X xs,(·) = (X xs,t)t∈[s,T ] ∈ C([s, T ], H) satisfy for all
t ∈ [s, T ] that
X xs,t = x+
∫ t
s
(
AX xs,u + F (X xs,u +Ou)
)
du. (62)
Then
(i) we have that ({(u, v) ∈ [0, T ]2 : u ≤ v} × H ∋ (s, t, x) 7→ X xs,t ∈ H) ∈ C0,0,1({(u, v) ∈
[0, T ]2 : u ≤ v} ×H,H),
(ii) we have for all s ∈ [0, T ], t ∈ [s, T ], x, y ∈ H that
(
∂
∂x
X xs,t
)
y = y +
∫ t
s
[
A
(
∂
∂x
X xs,u
)
y + F ′(X xs,u +Ou)
(
∂
∂x
X xs,u
)
y
]
du, (63)
and
(iii) we have for all s ∈ [0, T ], t ∈ [s, T ], x ∈ H that
∥∥ ∂
∂x
X xs,t
∥∥
L(H)
≤ exp
(∫ t
s
(
ε‖X xs,u +Ou‖2H1/2 +C
)
du
)
. (64)
Proof of Proposition 3.2. Note that the fact that ([0, T ]×H ∋ (u, h) 7→ Ah+ F (h+Ou) ∈ H) ∈
C0,1([0, T ]×H,H) and, e.g., [46, items (v) and (vi) of Lemma 4.8] (applies with V = H , T = T ,
f = ([0, T ] × H ∋ (u, h) 7→ Ah + F (h + Ou) ∈ H), Xxs,t = X xs,t for t ∈ [s, T ], s ∈ [0, T ], x ∈ H
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in the setting of [46, items (v) and (vi) of Lemma 4.8]) justify items (i) and (ii). Therefore, we
obtain that for all s ∈ [0, T ], t ∈ [s, T ], x, y ∈ H we have that
∥∥( ∂
∂x
X xs,t
)
y
∥∥2
H
− ‖y‖2H = 2
∫ t
s
〈(
∂
∂x
X xs,u
)
y, A
(
∂
∂x
X xs,u
)
y + F ′(X xs,u +Ou)
(
∂
∂x
X xs,u
)
y
〉
H
du
= 2
∫ t
s
[〈
F ′(X xs,u +Ou)
(
∂
∂x
X xs,u
)
y,
(
∂
∂x
X xs,u
)
y
〉
H
− ∥∥( ∂
∂x
X xs,u
)
y
∥∥2
H1/2
]
du
≤ 2
∫ t
s
[(
ε‖X xs,u +Ou‖2H1/2 +C
)∥∥( ∂
∂x
X xs,u
)
y
∥∥2
H
+
∥∥( ∂
∂x
X xs,u
)
y
∥∥2
H1/2
− ∥∥( ∂
∂x
X xs,u
)
y
∥∥2
H1/2
]
du
= 2
∫ t
s
[(
ε‖X xs,u +Ou‖2H1/2 +C
)∥∥( ∂
∂x
X xs,u
)
y
∥∥2
H
]
du.
(65)
Moreover, note that the assumption that dim(H) < ∞ assures that for all s ∈ [0, T ], x ∈ H we
have that (
[s, T ] ∋ u 7→ ‖X xs,u +Ou‖2H1/2 ∈ [0,∞)
) ∈ C([s, T ], [0,∞)). (66)
Combining this, item (i), and (65) with Gronwall’s lemma illustrates that for all s ∈ [0, T ],
t ∈ [s, T ], x, y ∈ H we have that
∥∥( ∂
∂xX xs,t
)
y
∥∥
H
≤ ‖y‖H exp
(∫ t
s
(
ε‖X xs,u +Ou‖2H1/2 +C
)
du
)
. (67)
The proof of Proposition 3.2 is hereby completed.
Corollary 3.3. Assume Setting 1.3, assume that dim(H) < ∞, let (Ω,F ,P) be a probability
space, let T ∈ (0,∞), ε,C ∈ [0,∞), p ∈ [1,∞), F ∈ C1(H,H), Y ∈ M(B([0, T ])⊗ F ,B(H)), let
O : [0, T ] × Ω → H be a stochastic process w.c.s.p., assume for all x, y ∈ H that 〈F ′(x)y, y〉H ≤
(ε‖x‖2H1/2+C)‖y‖2H+‖y‖2H1/2, and for every s ∈ [0, T ], x ∈ H let Xxs,(·) = (Xxs,t)t∈[s,T ] : [s, T ]×Ω→
H be a stochastic process w.c.s.p. which satisfies for all t ∈ [s, T ] that
Xxs,t = e
(t−s)Ax+
∫ t
s
e(t−u)AF (Xxs,u) du+Ot − e(t−s)AOs. (68)
Then
(i) we have for all ω ∈ Ω that ({(u, v) ∈ [0, T ]2 : u ≤ v} × H ∋ (s, t, x) 7→ Xxs,t(ω) ∈ H) ∈
C0,0,1({(u, v) ∈ [0, T ]2 : u ≤ v} ×H,H),
(ii) we have that
({(u, v) ∈ [0, T ]2 : u ≤ v} × Ω ∋ (s, t, ω) 7→ ∂
∂x
X
Ys(ω)
s,t (ω) ∈ L(H)
) ∈
M(B({(u, v) ∈ [0, T ]2 : u ≤ v})⊗ F ,B(L(H))),
(iii) we have that
({(u, v) ∈ [0, T ]2 : u ≤ v} ×Ω ∋ (s, t, ω) 7→ XYs(ω)s,t (ω) ∈ H1/2) ∈M(B({(u, v) ∈
[0, T ]2 : u ≤ v})⊗F ,B(H1/2)), and
(iv) we have for all s ∈ [0, T ], t ∈ [s, T ] that
E
[∥∥ ∂
∂x
XYss,t
∥∥p
L(H)
]
≤ E
[
exp
(
p
∫ t
s
(
ε‖XYss,u‖2H1/2 +C
)
du
)]
. (69)
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Proof of Corollary 3.3. Throughout this proof let X xs,(·) = (X xs,t)t∈[s,T ] : [s, T ]× Ω→ H , s ∈ [0, T ],
x ∈ H , satisfy for all s ∈ [0, T ], t ∈ [s, T ], ω ∈ Ω, x ∈ H that
X xs,t(ω) = Xx+Os(ω)s,t (ω)−Ot(ω). (70)
Observe that items (i) and (iii) of Lemma 2.7 (applies with (Ω,F ,P) = (Ω,F ,P), T = T , F = F ,
Zs = Ys, Os = Os, X
x
s,t = X
x
s,t for t ∈ [s, T ], s ∈ [0, T ], x ∈ H in the setting of items (i) and (iii)
of Lemma 2.7) justify items (i) and (ii). Furthermore, note that item (ii) of Lemma 2.7 (applies
with (Ω,F ,P) = (Ω,F ,P), T = T , F = F , Ys = Ys, Os = Os, Xxs,t = Xxs,t for t ∈ [s, T ], s ∈ [0, T ],
x ∈ H in the setting of item (ii) of Lemma 2.7) gives that
({(u, v) ∈ [0, T ]2 : u ≤ v} × Ω ∋ (s, t, ω) 7→ XYs(ω)s,t (ω) ∈ H)
∈M(B({(u, v) ∈ [0, T ]2 : u ≤ v})⊗ F ,B(H)). (71)
The assumption that dim(H) <∞ hence justifies item (iii). Next observe that (70) and the fact
that for all s ∈ [0, T ], t ∈ [s, T ], ω ∈ Ω, x ∈ H we have that
X
x+Os(ω)
s,t (ω) = e
(t−s)A(x+Os(ω)) +
∫ t
s
e(t−u)AF (Xx+Os(ω)s,u (ω)) du+Ot(ω)− e(t−s)AOs(ω) (72)
verify that for all s ∈ [0, T ], t ∈ [s, T ], ω ∈ Ω, x ∈ H we have that
X xs,t(ω) = e(t−s)Ax+
∫ t
s
e(t−u)AF (X xs,u(ω) +Ou(ω)) du. (73)
The fact that F ∈ C(H,H), the fact that ∀ s ∈ [0, T ], ω ∈ Ω: ([s, T ] ∋ t 7→ Ot(ω) ∈ H) ∈
C([s, T ], H), the fact that ∀ s ∈ [0, T ], ω ∈ Ω, x ∈ H : ([s, T ] ∋ t 7→ X xs,t(ω) ∈ H) ∈ C([s, T ], H),
and Lemma 2.2 (applies with T = T , s = s, x = x, Z = ([s, T ] ∋ t 7→ F (X xs,t(ω) + Ot(ω)) ∈ H),
Y = ([s, T ] ∋ t 7→ X xs,t(ω) ∈ H) for s ∈ [0, T ], ω ∈ Ω, x ∈ H in the setting of Lemma 2.2) therefore
ensure that for all s ∈ [0, T ], t ∈ [s, T ], ω ∈ Ω, x ∈ H we have that
X xs,t(ω) = x+
∫ t
s
[AX xs,u(ω) + F (X xs,u(ω) +Ou(ω))] du. (74)
Item (i) of Proposition 3.2 (applies with T = T , ε = ε, C = C, F = F , Ot = Ot(ω), X xs,t = X xs,t(ω)
for t ∈ [s, T ], s ∈ [0, T ], ω ∈ Ω, x ∈ H in the setting of item (i) of Proposition 3.2) hence verifies
that for all ω ∈ Ω we have that
({(u, v) ∈ [0, T ]2 : u ≤ v} ×H ∋ (s, t, x) 7→ X xs,t(ω) ∈ H)
∈ C0,0,1({(u, v) ∈ [0, T ]2 : u ≤ v} ×H,H). (75)
Moreover, observe that (74) and item (iii) of Proposition 3.2 (applies with T = T , ε = ε, C = C,
F = F , Ot = Ot(ω), X xs,t = X xs,t(ω) for t ∈ [s, T ], s ∈ [0, T ], ω ∈ Ω, x ∈ H in the setting of
item (iii) of Proposition 3.2) ensure that for all s ∈ [0, T ], t ∈ [s, T ], ω ∈ Ω we have that
∥∥ ∂
∂x
X Ys(ω)−Os(ω)s,t (ω)
∥∥
L(H)
≤ exp
(∫ t
s
(
ε‖X Ys(ω)−Os(ω)s,u (ω) +Ou(ω)‖2H1/2 +C
)
du
)
. (76)
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This and (70) yield that for all s ∈ [0, T ], t ∈ [s, T ], ω ∈ Ω we have that
∥∥ ∂
∂x
X
Ys(ω)
s,t (ω)
∥∥
L(H)
≤ exp
(∫ t
s
(
ε‖XYs(ω)s,u (ω)‖2H1/2 +C
)
du
)
. (77)
Combining this and items (ii) and (iii) justifies item (iv). The proof of Corollary 3.3 is hereby
completed.
Lemma 3.4. Assume Setting 1.3, assume that dim(H) < ∞, let T ∈ (0,∞), s ∈ [0, T ], B ∈
HS(U,H), let (Ω,F ,P) be a probability space, let (Wt)t∈[0,T ] be an IdU -cylindrical Wiener process,
let ξ ∈ M(F ,B(H)), Z ∈M(B([s, T ])⊗F ,B(H)) satisfy for all ω ∈ Ω that ∫ T
s
‖Zu(ω)‖H du <∞,
and let Y : [s, T ] × Ω → H and O : [0, T ] × Ω → H be stochastic processes w.c.s.p. which satisfy
for all t ∈ [s, T ] that [Ot]P,B(H) =
∫ t
0
e(t−u)AB dWu and
P
(
Yt = e
(t−s)Aξ +
∫ t
s
e(t−u)AZu du+Ot − e(t−s)AOs
)
= 1. (78)
Then we have for all t ∈ [s, T ] that
[Yt]P,B(H) =
[
ξ +
∫ t
s
[AYu + Zu] du
]
P,B(H)
+
∫ t
s
B dWu. (79)
Proof of Lemma 3.4. Throughout this proof let Σ = {ω ∈ Ω: (∀ t ∈ [s, T ] : Yt(ω) = e(t−s)Aξ(ω) +∫ t
s
e(t−u)AZu(ω) du + Ot(ω) − e(t−s)AOs(ω))}. Observe that item (i) of Lemma 2.2 (applies with
T = T , s = s, x = ξ(ω), Zt = Zt(ω), Yt = e
(t−s)Aξ(ω) +
∫ t
s
e(t−u)AZu(ω) du for t ∈ [s, T ], ω ∈ Σ in
the setting of item (i) of Lemma 2.2) verifies that for all ω ∈ Ω we have that(
[s, T ] ∋ t 7→ e(t−s)Aξ(ω) +
∫ t
s
e(t−u)AZu(ω) du ∈ H
)
∈ C([s, T ], H). (80)
The fact that O and Y have continuous sample paths and (78) therefore yield that
P(Σ) = 1. (81)
Next note that the assumption that dim(H) <∞ ensures that for all t ∈ [s, T ] we have that
[e−(t−s)AOt]P,B(H) =
∫ t
0
e(s−u)AB dWu =
∫ s
0
e(s−u)AB dWu +
∫ t
s
e(s−u)AB dWu
= [Os]P,B(H) +
∫ t
s
e(s−u)AB dWu.
(82)
This gives that for all t ∈ [s, T ] we have that∫ t
s
e(s−u)AB dWu = [e−(t−s)AOt − Os]P,B(H). (83)
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Combining (82), the fact that [s, T ] × H ∋ (t, x) 7→ e(t−s)Ax ∈ H is twice continuously differen-
tiable, and Itoˆ’s formula hence yields that for all t ∈ [s, T ] we have that
[Ot]P,B(H) = [e
(t−s)AOs]P,B(H) + e
(t−s)A
∫ t
s
e(s−u)AB dWu
=
[
e(t−s)AOs +
∫ t
s
Ae(u−s)A(e−(u−s)AOu − Os) du
]
P,B(H)
+
∫ t
s
e(u−s)Ae(s−u)AB dWu
=
[
e(t−s)AOs +
∫ t
s
A(Ou − e(u−s)AOs) du
]
P,B(H)
+
∫ t
s
B dWu.
(84)
This gives that for all t ∈ [s, T ] we have that
[Ot − e(t−s)AOs]P,B(H) =
[ ∫ t
s
A(Ou − e(u−s)AOs) du
]
P,B(H)
+
∫ t
s
B dWu. (85)
Moreover, observe that item (ii) of Lemma 2.2 (applies with T = T , s = s, x = ξ(ω), Zt = Zt(ω),
Yt = Yt(ω)− (Ot(ω)− e(t−s)AOs(ω)) for t ∈ [s, T ], ω ∈ Σ in the setting of item (ii) of Lemma 2.2)
verifies that for all t ∈ [s, T ], ω ∈ Σ we have that
Yt(ω)−(Ot(ω)−e(t−s)AOs(ω)) = ξ(ω)+
∫ t
s
[
A
(
Yu(ω)−(Ou(ω)−e(u−s)AOs(ω))
)
+Zu(ω)
]
du. (86)
Combining (81) and (85) therefore justifies (79). The proof of Lemma 3.4 is hereby completed.
Lemma 3.5. Assume Setting 1.3, assume that dim(H) < ∞, let T ∈ (0,∞), a, b,C, ρ ∈ [0,∞),
p ∈ [1,∞), B ∈ HS(U,H), ε ∈ [0, (2ρ/p) exp(−2(b + ρ‖B‖2HS(U,H))T )], F ∈ C1(H,H), assume for
all x, y ∈ H that 〈x, F (x)〉H ≤ a + b‖x‖2H and 〈F ′(x)y, y〉H ≤ (ε‖x‖2H1/2 + C)‖y‖2H + ‖y‖2H1/2,
let (Ω,F ,P) be a probability space with a normal filtration (Ft)t∈[0,T ], let (Wt)t∈[0,T ] be an IdU -
cylindrical (Ft)t∈[0,T ]-Wiener process, let Y : [0, T ]×Ω→ H and O : [0, T ]×Ω→ H be (Ft)t∈[0,T ]-
adapted stochastic processes w.c.s.p., assume for all t ∈ [0, T ] that [Ot]P,B(H) =
∫ t
0
e(t−u)AB dWu,
and for every s ∈ [0, T ], x ∈ H let Xxs,(·) = (Xxs,t)t∈[s,T ] : [s, T ] × Ω → H be an (Ft)t∈[s,T ]-adapted
stochastic process w.c.s.p. which satisfies for all t ∈ [s, T ] that
Xxs,t = e
(t−s)Ax+
∫ t
s
e(t−u)AF (Xxs,u) du+Ot − e(t−s)AOs. (87)
Then
(i) we have for all ω ∈ Ω that ({(u, v) ∈ [0, T ]2 : u ≤ v} × H ∋ (s, t, x) 7→ Xxs,t(ω) ∈ H) ∈
C0,0,1({(u, v) ∈ [0, T ]2 : u ≤ v} ×H,H),
(ii) we have that
({(u, v) ∈ [0, T ]2 : u ≤ v} × Ω ∋ (s, t, ω) 7→ ∂
∂x
X
Ys(ω)
s,t (ω) ∈ L(H)
) ∈
M(B({(u, v) ∈ [0, T ]2 : u ≤ v})⊗ F ,B(L(H))), and
(iii) we have for all s ∈ [0, T ], t ∈ [s, T ] that
E
[∥∥ ∂
∂xX
Ys
s,t
∥∥p
L(H)
]
≤ exp((pC+ ρ(2a+ ‖B‖2HS(U,H)))(t− s))E[eρ‖Ys‖2H]. (88)
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Proof of Lemma 3.5. Throughout this proof let B ∈ L(H,U) satisfy for all v ∈ H , u ∈ U that
〈Bu, v〉H = 〈u,Bv〉U , let R : U → [ker(B)]⊥ be the orthogonal projection of U on [ker(B)]⊥, let d =
dim(H), m = dim([ker(B)]⊥), and let ι : H → Rd and κ : R(U)→ Rm be isometric isomorphisms.
Observe that the assumption that for all x, y ∈ H we have that 〈F ′(x)y, y〉H ≤ (ε‖x‖2H1/2 +
C)‖y‖2H + ‖y‖2H1/2 and items (i) and (ii) of Corollary 3.3 (applies with (Ω,F ,P) = (Ω,F ,P),
T = T , ε = ε, C = C, p = p, F = F , Ys = Ys, Os = Os, X
x
s,t = X
x
s,t for t ∈ [s, T ], s ∈ [0, T ], x ∈ H
in the setting of items (i) and (ii) of Corollary 3.3) justify items (i) and (ii). Moreover, note that
the assumption that for all x, y ∈ H we have that 〈F ′(x)y, y〉H ≤ (ε‖x‖2H1/2 +C)‖y‖2H + ‖y‖2H1/2
and items (iii) and (iv) of Corollary 3.3 (applies with (Ω,F ,P) = (Ω,F ,P), T = T , ε = ε, C = C,
p = p, F = F , Ys = Ys, Os = Os, X
x
s,t = X
x
s,t for t ∈ [s, T ], s ∈ [0, T ], x ∈ H in the setting of
items (iii) and (iv) of Corollary 3.3) verify that for all s ∈ [0, T ], t ∈ [s, T ] we have that
E
[∥∥ ∂
∂x
XYss,t
∥∥p
L(H)
]
≤ epC(t−s)E
[
exp
(
pε
∫ t
s
‖XYss,u‖2H1/2 du
)]
. (89)
In the next step we intend to apply Cox et al. [17, Corollary 2.4] in order to derive an a priori
bound for the right-hand side of (89). For this note that the assumption that for all x ∈ H we
have that 〈x, F (x)〉H ≤ a + b‖x‖2H gives that for all x ∈ H we have that
2ρ〈x,Ax+ F (x)〉H + ρ‖B‖2HS(U,H) + 2ρ2‖Bx‖2U
≤ −2ρ‖x‖2H1/2 + 2ρ〈x, F (x)〉H + ρ‖B‖2HS(U,H) + 2ρ2‖B‖2HS(U,H)‖x‖2H
≤ −2ρ‖x‖2H1/2 + 2ρa+ 2ρb‖x‖2H + ρ‖B‖2HS(U,H) + 2ρ2‖B‖2HS(U,H)‖x‖2H
= −2ρ‖x‖2H1/2 + ρ(2a + ‖B‖2HS(U,H)) + 2ρ(b+ ρ‖B‖2HS(U,H))‖x‖2H .
(90)
Next note that Lemma 3.4 (applies with T = T , s = s, B = B, (Ω,F ,P) = (Ω,F ,P), (Wt)t∈[0,T ] =
(Wt)t∈[0,T ], ξ = Ys, Zs+t = F (X
Ys
s,s+t), Ys+t = X
Ys
s,s+t, O = O for t ∈ [0, T − s], s ∈ [0, T ] in the
setting of Lemma 3.4) ensures that for all s ∈ [0, T ], t ∈ [0, T − s] we have that
[XYss,s+t]P,B(H) = [Ys]P,B(H) +
[ ∫ s+t
s
[
AXYss,u + F (X
Ys
s,u)
]
du
]
P,B(H)
+
∫ s+t
s
B dWu. (91)
Moreover, observe that the assumption that dim(H) < ∞ ensures that dim([ker(B)]⊥) < ∞ and
R ∈ HS(U). This gives that there exists a stochastic process W : [0, T ]×Ω→ R(U) w.c.s.p. which
satisfies for all t ∈ [0, T ] that
[Wt]P,B(R(U)) =
∫ t
0
RdWs. (92)
Observe that (92) gives that for all s ∈ [0, T ], t ∈ [0, T − s] we have that∫ s+t
s
B dWu =
∫ s+t
s
BRdWu =
∫ s+t
s
(B|R(U)) dWu = [(B|R(U))(Ws+t −Ws)]P,B(H). (93)
In addition, note that, e.g., [49, Lemma 3.2] (applies with H = R(U), U = U , T = T , Q =
IdU , R = IdR(U), (Ω,F ,P, (Ft)t∈[0,T ]) = (Ω,F ,P, (Ft)t∈[0,T ]), (Wt)t∈[0,T ] = (Wt)t∈[0,T ], (Gt)t∈[0,T ] =
(Ft)t∈[0,T ], (W˜t)t∈[0,T ] = (Wt)t∈[0,T ] in the setting of [49, Lemma 3.2]) verifies that (Wt)t∈[0,T ] is
an IdR(U)-standard (Ft)t∈[0,T ]-Wiener process. Combining this, (90), and (93) with Cox et al. [17,
Corollary 2.4] (applies with d = dim(H), m = dim([ker(B)]⊥), T = T − s, O = Rd, µ = (Rd ∋
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x 7→ (ι ◦ A ◦ ι−1)(x) + (ι ◦ F ◦ ι−1)(x) ∈ Rd), σ = (Rd ∋ x 7→ ι ◦ (B|R(U)) ◦ κ−1 ∈ HS(Rm,Rd)),
(Ω,F ,P) = (Ω,F ,P), Fu = Fs+u, Wu = κ(Ws+u −Ws), α = 2b+ 2ρ‖B‖2HS(U,H), U = (Rd ∋ x 7→
ρ‖ι−1(x)‖2H ∈ R), U¯ = ([0, T − s] × Rd ∋ (r, x) 7→ 2ρ‖ι−1(x)‖2H1/2 − ρ(2a + ‖B‖2HS(U,H)) ∈ R),
τ = (Ω ∋ ω 7→ t − s ∈ [0, T − s]), Xu = ι ◦ XYss,s+u for u ∈ [0, T − s], t ∈ [s, T ], s ∈ [0, T ) in the
setting of Cox et al. [17, Corollary 2.4]) yields that for all s ∈ [0, T ], t ∈ [s, T ] we have that
E
[
exp
(
ρe−2(b+ρ‖B‖
2
HS(U,H)
)(t−s)‖XYss,t‖2H
+
∫ t
s
e−2(b+ρ‖B‖
2
HS(U,H)
)(u−s)(2ρ‖XYss,u‖2H1/2 − ρ(2a+ ‖B‖2HS(U,H))) du
)]
≤ E[eρ‖Ys‖2H ]. (94)
This gives that for all s ∈ [0, T ], t ∈ [s, T ] we have that
E
[
exp
(
ρe−2(b+ρ‖B‖
2
HS(U,H)
)(t−s)‖XYss,t‖2H + 2ρ
∫ t
s
e−2(b+ρ‖B‖
2
HS(U,H)
)(u−s)‖XYss,u‖2H1/2 du
)]
≤ exp
(
ρ(2a + ‖B‖2HS(U,H))
∫ t
s
e−2(b+ρ‖B‖
2
HS(U,H)
)(u−s) du
)
E
[
eρ‖Ys‖
2
H
]
.
(95)
Therefore, we obtain that for all s ∈ [0, T ], t ∈ [s, T ] we have that
E
[
exp
(
2ρe−2(b+ρ‖B‖
2
HS(U,H)
)T
∫ t
s
‖XYss,u‖2H1/2 du
)]
≤ exp(ρ(2a+ ‖B‖2HS(U,H))(t− s))E[eρ‖Ys‖2H].
(96)
The assumption that pε ≤ 2ρ exp(−2(b + ρ‖B‖2HS(U,H))T ) and (89) hence illustrate that for all
s ∈ [0, T ], t ∈ [s, T ] we have that
E
[∥∥ ∂
∂x
XYss,t
∥∥p
L(H)
]
≤ epC(t−s)E
[
exp
(
2ρe−2(b+ρ‖B‖
2
HS(U,H)
)T
∫ t
s
‖XYss,u‖2H1/2 du
)]
≤ exp(pC(t− s) + ρ(2a + ‖B‖2HS(U,H))(t− s))E[eρ‖Ys‖2H].
(97)
The proof of Lemma 3.5 is hereby completed.
3.2 Strong error estimates for exponential Euler-type approximations
In this subsection we employ the results from Subsections 2.2 and 3.1 to derive in Proposition 3.6
an upper bound for the strong error between the exact solution of an SODE with additive noise
and given initial value (see (99) below) and its numerical approximation (see (98) below).
Proposition 3.6. Assume Setting 1.3, assume that dim(H) < ∞, let T ∈ (0,∞), θ ∈ ̟T ,
a, b,C, ρ ∈ [0,∞), C, c, p ∈ [1,∞), γ ∈ [0, 1), δ ∈ [0, γ], κ ∈ R, B ∈ HS(U,H), ε ∈
[0, (ρ/p) exp(−2(b + ρ‖B‖2HS(U,H))T )], F ∈ C1(H,H), F ∈ M(B(H),B(H)), Φ ∈ C(H, [0,∞)), as-
sume for all x, y ∈ H that 〈x, F (x)〉H ≤ a+ b‖x‖2H , 〈F ′(x)y, y〉H ≤ (ε‖x‖2H1/2 +C)‖y‖2H + ‖y‖2H1/2,
‖F (x)− F (y)‖H ≤ C‖x− y‖Hδ(1 + ‖x‖cHκ + ‖y‖cHκ), and 〈x,Ax+ F (x+ y)〉H ≤ Φ(y)(1 + ‖x‖2H),
let (Ω,F ,P) be a probability space with a normal filtration (Ft)t∈[0,T ], let ξ ∈ M(F0,B(H)), let
(Wt)t∈[0,T ] be an IdU -cylindrical (Ft)t∈[0,T ]-Wiener process, let O : [0, T ] × Ω → H be a stochas-
tic process w.c.s.p. which satisfies for all t ∈ [0, T ] that [Ot]P,B(H) =
∫ t
0
e(t−u)AB dWu, and let
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X : [0, T ] × Ω → H and O : [0, T ] × Ω → H be (Ft)t∈[0,T ]-adapted stochastic processes w.c.s.p.
which satisfy for all t ∈ [0, T ] that
P
(
Xt = e
tAξ +
∫ t
0
e(t−xuyθ)AF(Xxuyθ) du+Ot
)
= 1. (98)
Then
(i) there exists a unique stochastic process X : [0, T ] × Ω → H w.c.s.p. which satisfies for all
t ∈ [0, T ] that
Xt = e
tAξ +
∫ t
0
e(t−u)AF (Xu) du+Ot, (99)
(ii) we have that X is (Ft)t∈[0,T ]-adapted, and
(iii) we have for all t ∈ [0, T ] that
‖Xt −Xt‖Lp(P;H) ≤ sups∈[0,T ] ‖Os − Os‖Lp(P;H)
+ C[max{T,1}]
2
1−γ exp
((
C+ ρ(2a + ‖B‖2HS(U,H))
)
t
)[ ∫ t
0
E
[
eρ‖Xs−Os+Os‖
2
H
]
ds
]
·
{
[|θ|T ]γ−δ sups∈[0,T ] ‖F(Xs)‖L2p(P;Hγ−δ) + sups∈[0,T ] ‖F(Xs)− F (Xs)‖L2p(P;H)
+
(
2[|θ|T ]γ−δ sups∈[0,T ] ‖F(Xs)‖L4p(P;H) + sups∈[0,T ] ‖Os −Oxsyθ‖L4p(P;Hδ)
+ [|θ|T ]γ−δ‖ξ‖L4p(P;Hγ) + sups∈[0,T ] ‖Os − Os‖L4p(P;Hδ)
)
· [1 + 2 sups∈[0,T ] ‖Xs‖L4pc(P;Hκ) + sups∈[0,T ] ‖Os −Os‖L4pc(P;Hκ)]c}.
(100)
Proof of Proposition 3.6. Throughout this proof let Σ ⊆ Ω be the set which satisfies that
Σ =
{
ω ∈ Ω:
(
∀ t ∈ [0, T ] : Xt(ω) = etAξ(ω) +
∫ t
0
e(t−xuyθ)AF(Xxuyθ(ω)) du+Ot(ω)
)}
, (101)
let Y : [0, T ]× Ω→ H satisfy for all t ∈ [0, T ], ω ∈ Ω that
Yt(ω) =
{
Xt(ω) : ω ∈ Σ
0 : ω ∈ (Ω\Σ), (102)
and let O : [0, T ]× Ω→ H satisfy for all t ∈ [0, T ], ω ∈ Ω that
Ot(ω) =
{
Ot(ω) : ω ∈ Σ
−etAξ(ω)− ∫ t
0
e(t−xuyθ)AF(0) du : ω ∈ (Ω\Σ). (103)
Note that the assumption that for all x, y ∈ H we have that
‖F (x)− F (y)‖H ≤ C‖x− y‖Hδ(1 + ‖x‖cHκ + ‖y‖cHκ), (104)
the assumption that for all x, y ∈ H we have that
〈x,Ax+ F (x+ y)〉H ≤ Φ(y)(1 + ‖x‖2H), (105)
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and, e.g., [47, Corollary 2.4] (applies with H = H , H = H, v = v, A = A, T = T , s = 0, C = C,
c = c, δ = δ, κ = κ, F = F , Φ = Φ, (Ω,F ,P, (Ft)t∈[0,T ]) = (Ω,F ,P, (Ft)t∈[0,T ]), ξ = ξ +O0, O = O
in the setting of [47, Corollary 2.4]) justify items (i) and (ii). In the next step we are going to use
Corollary 2.8 and Lemma 3.5 to verify (100). For this observe that (104), (105), and, e.g., [47,
Corollary 2.4] (applies with H = H , H = H, v = v, A = A, T = T , s = s, C = C, c = c, δ = δ,
κ = κ, F = F , Φ = Φ, (Ω,F ,P, (Ft)t∈[0,T ]) = (Ω,F ,P, (Ft)t∈[0,T ]), ξ = (Ω ∋ ω 7→ x ∈ H), O = O
for s ∈ [0, T ], x ∈ H in the setting of [47, Corollary 2.4]) illustrate that there exist stochastic
processes X xs,(·) = (X xs,t)t∈[s,T ] : [s, T ] × Ω → H , s ∈ [0, T ], x ∈ H , w.c.s.p. which satisfy for all
s ∈ [0, T ], t ∈ [s, T ], x ∈ H that X xs,(·) is (Fu)u∈[s,T ]-adapted and
X xs,t = e(t−s)Ax+
∫ t
s
e(t−u)AF (X xs,u) du+Ot − e(t−s)AOs. (106)
Moreover, note that (98) and the fact that X and O are stochastic processes w.c.s.p. ensure that
Σ ∈ F and P(Σ) = 1. (107)
The fact that (Ft)t∈[0,T ] is a normal filtration and the fact that X and O are (Ft)t∈[0,T ]-adapted
therefore gives that
(a) we have that Y is (Ft)t∈[0,T ]-adapted,
(b) we have that O is (Ft)t∈[0,T ]-adapted,
(c) we have for all t ∈ [0, T ] that P(Yt = Xt) = 1, and
(d) we have for all t ∈ [0, T ] that P(Ot = Ot) = 1.
In addition, note that (106) gives that for all t ∈ [0, T ], ω ∈ Ω we have that
X ξ(ω)+O0(ω)0,t (ω) = etAξ(ω) +
∫ t
0
e(t−u)AF
(X ξ(ω)+O0(ω)0,u (ω)) du+Ot(ω). (108)
Furthermore, observe that item (i) ensures that for all t ∈ [0, T ], ω ∈ Ω we have that
Xt(ω) = e
tAξ(ω) +
∫ t
0
e(t−u)AF (Xu(ω)) du+Ot(ω). (109)
Combining this, (108), and, e.g., [47, item (i) of Corollary 2.4] (applies with H = H , H = H,
v = v, A = A, T = T , s = 0, C = C, c = c, δ = δ, κ = κ, F = F , Φ = Φ, (Ω,F ,P, (Ft)t∈[0,T ]) =
(Ω,F ,P, (Ft)t∈[0,T ]), ξ = ξ+O0, O = O in the setting of [47, item (i) of Corollary 2.4]) yields that
for all t ∈ [0, T ], ω ∈ Ω we have that
Xt(ω) = X ξ(ω)+O0(ω)0,t (ω). (110)
Moreover, observe that (101)–(103) verify that for all t ∈ [0, T ] we have that
Yt = etAξ +
∫ t
0
e(t−xuyθ)AF(Yxuyθ) du+Ot. (111)
Combining item (c), (104), (106), (110), and Corollary 2.8 (applies with (Ω,F ,P) = (Ω,F ,P),
T = T , θ = θ, C = C, c = c, p = p, γ = γ, δ = δ, ι = γ − δ, κ = κ, ξ = ξ, F = F , F = F,
Os = Os, Os = Os, Xxs,t = X xs,t, Xs = Ys, ζ = ξ for t ∈ [s, T ], s ∈ [0, T ], x ∈ H in the setting of
Corollary 2.8) therefore justifies that
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(A) we have for all s ∈ [0, T ], t ∈ [s, T ], ω ∈ Ω that H ∋ x 7→ X xs,t(ω) ∈ H is differentiable,
(B) we have for all t ∈ [0, T ] that (Ω ∋ ω 7→ X ξ(ω)+O0(ω)0,t (ω) ∈ H) ∈M(F ,B(H)),
(C) we have for all t ∈ [0, T ] that ([0, t] × Ω ∋ (s, ω) 7→ ∂
∂x
X Ys(ω)−Os(ω)+Os(ω)s,t (ω) ∈ L(H)
) ∈
M(B([0, t])⊗ F ,B(L(H))), and
(D) we have for all t ∈ [0, T ] that
‖Xt −Xt‖Lp(P;H) = ‖Yt −X ξ+O00,t ‖Lp(P;H)
≤ sups∈[0,T ] ‖Os − Os‖Lp(P;H) + Cmax{T,1}1−γ
[ ∫ t
0
∥∥ ∂
∂x
X Ys−Os+Oss,t
∥∥
L2p(P;L(H)) ds
]
·
{
[|θ|T ]γ−δ sups∈[0,T ] ‖F(Ys)‖L2p(P;Hγ−δ) + sups∈[0,T ] ‖F(Ys)− F (Ys)‖L2p(P;H)
+
(
([|θ|T ]1−δ + [|θ|T ]γ−δ) sups∈[0,T ] ‖F(Ys)‖L4p(P;H) + sups∈[0,T ] ‖Os −Oxsyθ‖L4p(P;Hδ)
+ [|θ|T ]γ−δ‖ξ‖L4p(P;Hγ) + sups∈[0,T ] ‖Os − Os‖L4p(P;Hδ)
)
· [1 + 2 sups∈[0,T ] ‖Ys‖L4pc(P;Hκ) + sups∈[0,T ] ‖Os −Os‖L4pc(P;Hκ)]c}.
(112)
Moreover, note that (106), the fact that Y , O, and O are (Ft)t∈[0,T ]-adapted stochastic pro-
cesses w.c.s.p., the assumption that for all x, y ∈ H we have that 〈x, F (x)〉H ≤ a + b‖x‖2H and
〈F ′(x)y, y〉H ≤ (ε‖x‖2H1/2 +C)‖y‖2H + ‖y‖2H1/2 , and Lemma 3.5 (applies with T = T , a = a, b = b,
C = C, ρ = ρ, p = 2p, B = B, ε = ε, F = F , (Ω,F ,P) = (Ω,F ,P), (Ft)t∈[0,T ] = (Ft)t∈[0,T ],
(Wt)t∈[0,T ] = (Wt)t∈[0,T ], Ys = Ys −Os + Os, Os = Os, Xxs,u = X xs,u for u ∈ [s, T ], s ∈ [0, T ], x ∈ H
in the setting of Lemma 3.5) verify that for all s ∈ [0, T ], t ∈ [s, T ] we have that
E
[∥∥ ∂
∂xX Ys−Os+Oss,t
∥∥2p
L(H)
]
≤ exp((2pC+ ρ(2a+ ‖B‖2HS(U,H)))t)E[eρ‖Ys−Os+Os‖2H]. (113)
This and (112) yield that for all t ∈ [0, T ] we have that
‖Xt −Xt‖Lp(P;H) ≤ sups∈[0,T ] ‖Os − Os‖Lp(P;H)
+ C[max{T,1}]
2
1−γ exp
((
C+ ρ(2a + ‖B‖2HS(U,H))
)
t
)[ ∫ t
0
(
E
[
eρ‖Ys−Os+Os‖
2
H
])1/(2p)
ds
]
·
{
[|θ|T ]γ−δ sups∈[0,T ] ‖F(Ys)‖L2p(P;Hγ−δ) + sups∈[0,T ] ‖F(Ys)− F (Ys)‖L2p(P;H)
+
(
2[|θ|T ]γ−δ sups∈[0,T ] ‖F(Ys)‖L4p(P;H) + sups∈[0,T ] ‖Os −Oxsyθ‖L4p(P;Hδ)
+ [|θ|T ]γ−δ‖ξ‖L4p(P;Hγ) + sups∈[0,T ] ‖Os − Os‖L4p(P;Hδ)
)
· [1 + 2 sups∈[0,T ] ‖Ys‖L4pc(P;Hκ) + sups∈[0,T ] ‖Os − Os‖L4pc(P;Hκ)]c}.
(114)
Combining this and items (c) and (d) justifies item (iii). The proof of Proposition 3.6 is hereby
completed.
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4 Strong convergence rates for space-time discrete expo-
nential Euler-type approximations with assuming finite
exponential moments
4.1 Moment bounds for spatial spectral Galerkin approximations
In this subsection we prove in Lemma 4.1 suitable a priori moment bounds for exact solutions
of SODEs. Corollary 4.2 then establishes uniform a priori moment bounds for spectral Galerkin
approximations of exact solutions of semilinear SPDEs with additive noise.
Lemma 4.1. Assume Setting 1.3, assume that dim(H) < ∞, let T ∈ (0,∞), a, b ∈ [0,∞),
p ∈ [2,∞), s ∈ [0, T ], B ∈ HS(U,H), F ∈ C(H,H), assume for all x ∈ H that 〈x, F (x)〉H ≤
a+ b‖x‖2H , let (Ω,F ,P) be a probability space with a normal filtration (Ft)t∈[0,T ], let (Wt)t∈[0,T ] be
an IdU -cylindrical (Ft)t∈[0,T ]-Wiener process, let ξ ∈ M(Fs,B(H)), let O : [0, T ] × Ω → H be a
stochastic process w.c.s.p. which satisfies for all t ∈ [0, T ] that [Ot]P,B(H) =
∫ t
0
e(t−u)AB dWu, and
let X : [s, T ] × Ω → H be an (Ft)t∈[0,T ]-adapted stochastic process w.c.s.p. which satisfies for all
t ∈ [s, T ] that
P
(
Xt = e
(t−s)Aξ +
∫ t
s
e(t−u)AF (Xu) du+Ot − e(t−s)AOs
)
= 1. (115)
Then
supt∈[s,T ] E[‖Xt‖pH ] ≤
(
E[‖ξ‖pH ] + 2T
[
a + p−1
2
‖B‖2HS(U,H)
]p/2)
exp((pb+ p− 2)T ). (116)
Proof of Lemma 4.1. Throughout this proof let U ⊆ U be an orthonormal basis of U . Note that
Lemma 3.4 (applies with T = T , s = s, B = B, (Ω,F ,P) = (Ω,F ,P), (Wt)t∈[0,T ] = (Wt)t∈[0,T ],
ξ = ξ, Zt = F (Xt), Yt = Xt, O = O for t ∈ [s, T ] in the setting of Lemma 3.4) yields that for all
t ∈ [s, T ] we have that
[Xt]P,B(H) =
[
ξ +
∫ t
s
[AXu + F (Xu)] du
]
P,B(H)
+
∫ t
s
B dWu. (117)
Furthermore, observe that the fact that X has continuous sample paths ensures that there exist
(Ft)t∈[s,T ]-stopping times τr : Ω→ [s, T ], r ∈ (0,∞), which satisfy for all r ∈ (0,∞) that
τr = inf({T} ∪ {t ∈ [s, T ] : ‖Xt‖H ≥ r}). (118)
Note that Itoˆ’s formula, (117), and (118) illustrate that for all r ∈ (0,∞), t ∈ [s, T ] we have that
[‖Xmin{τr ,t}‖pH ]P,B(R) =
[
‖ξ‖pH +
∫ min{τr ,t}
s
p‖Xu‖p−2H 〈Xu, AXu + F (Xu)〉H du
]
P,B(R)
+
∫ t
s
p1{τr≥u}‖Xu‖p−2H 〈Xu, B dWu〉H
+
[
1
2
∫ min{τr ,t}
s
∑
u∈U
[
p‖Xu‖p−2H ‖Bu‖2H + p(p− 2)1{Xu 6=0}‖Xu‖p−4H |〈Xu, Bu〉H |2
]
du
]
P,B(R)
≤
[
‖ξ‖pH +
∫ min{τr ,t}
s
p‖Xu‖p−2H 〈Xu, AXu + F (Xu)〉H du
]
P,B(R)
+
∫ t
s
p1{τr≥u}‖Xu‖p−2H 〈Xu, B dWu〉H +
[
p(p−1)
2
‖B‖2HS(U,H)
∫ min{τr ,t}
s
‖Xu‖p−2H du
]
P,B(R)
.
(119)
28
Moreover, observe that for all r ∈ (0,∞), t ∈ [s, T ] we have that∫ t
s
1{τr≥u}‖Xu‖2(p−2)H ‖(U ∋ v 7→ 〈Xu, B(v)〉H ∈ R)‖2HS(U,R) du
≤
∫ t
s
1{τr≥u}‖Xu‖2(p−1)H ‖B‖2HS(U,H) du
≤
∫ t
s
r2(p−1)‖B‖2HS(U,H) du ≤
∫ T
0
r2(p−1)‖B‖2HS(U,H) du <∞.
(120)
Combining this, the assumption that for all x ∈ H we have that 〈x, F (x)〉H ≤ a + b‖x‖2H , (119),
Tonelli’s theorem, and Young’s inequality verifies that for all r ∈ (0,∞), t ∈ [s, T ] we have that
E[‖1{τr≥t}Xt‖pH ] ≤ E[(‖1{τr≥t}Xmin{τr ,t}‖H + ‖1{τr<t}Xmin{τr ,t}‖H)p] = E[‖Xmin{τr ,t}‖pH ]
≤ E[‖ξ‖pH ] + pE
[ ∫ min{τr ,t}
s
‖Xu‖p−2H
(〈Xu, AXu + F (Xu)〉H + p−12 ‖B‖2HS(U,H)) du
]
≤ E[‖ξ‖pH ] + pE
[ ∫ min{τr ,t}
s
‖Xu‖p−2H
(
a+ b‖Xu‖2H + p−12 ‖B‖2HS(U,H)
)
du
]
= E[‖ξ‖pH ] + pE
[ ∫ t
s
1{τr≥u}‖Xu‖p−2H
(
a+ b‖Xu‖2H + p−12 ‖B‖2HS(U,H)
)
du
]
= E[‖ξ‖pH ] + p
∫ t
s
E
[
1{τr≥u}‖Xu‖p−2H
(
a+ p−1
2
‖B‖2HS(U,H)
)
+ b1{τr≥u}‖Xu‖pH
]
du
≤ E[‖ξ‖pH ] + p
∫ t
s
E
[
p−2
p
1{τr≥u}‖Xu‖pH + 2p
(
a+ p−1
2
‖B‖2HS(U,H)
)p/2
+ b1{τr≥u}‖Xu‖pH
]
du
= E[‖ξ‖pH ] + (pb+ p− 2)
∫ t
s
E[1{τr≥u}‖Xu‖pH ] du+ 2(t− s)
(
a+ p−1
2
‖B‖2HS(U,H)
)p/2
≤ E[‖ξ‖pH ] + (pb+ p− 2)(t− s)rp + 2(t− s)
(
a+ p−1
2
‖B‖2HS(U,H)
)p/2
.
(121)
Gronwall’s lemma therefore yields that for all r ∈ (0,∞), t ∈ [s, T ] we have that
E[1{τr≥t}‖Xt‖pH ] ≤
(
E[‖ξ‖pH ] + 2(t− s)
[
a+ p−1
2
‖B‖2HS(U,H)
]p/2)
exp((pb+ p− 2)(t− s)). (122)
The fact that for all n ∈ N, t ∈ [0, T ] we have that 1{τn≥t} ≤ 1{τn+1≥t} and the monotone
convergence theorem hence justify (116). The proof of Lemma 4.1 is hereby completed.
Corollary 4.2. Assume Setting 1.3, let T ∈ (0,∞), a, b ∈ [0,∞), p ∈ [1,∞), β ∈ [0, 1/2),
γ, η1 ∈ [0, 1/2+β), η2 ∈ [η1, 1/2+β), ι ∈ [η2, 1/2+β), α1 ∈ [0, 1−η1), α2 ∈ [0, 1−η2), B ∈ HS(U,Hβ),
F ∈ C(Hγ, H), (PI)I∈P(H) ⊆ L(H) satisfy for all I ∈ P(H), x ∈ H that PI(x) =
∑
h∈I〈h, x〉Hh,
assume for all I ∈ P0(H), x ∈ PI(H) that 〈x, F (x)〉H ≤ a + b‖x‖2H and[
supv∈Hmax{γ,η2}
‖F (v)‖H
1+‖v‖2Hη2
]
+
[
supv∈Hmax{γ,η1}
‖F (v)‖H−α2
1+‖v‖2Hη1
]
+
[
supv∈Hγ
‖F (v)‖H−α1
1+‖v‖2H
]
<∞, (123)
let (Ω,F ,P) be a probability space with a normal filtration (Ft)t∈[0,T ], let (Wt)t∈[0,T ] be an
IdU -cylindrical (Ft)t∈[0,T ]-Wiener process, let ξ ∈ L4p(P|F0;Hι) satisfy E[‖ξ‖8pH ] < ∞, and let
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XI : [0, T ] × Ω → PI(H), I ∈ P0(H), and OI : [0, T ] × Ω → PI(H), I ∈ P0(H), be (Ft)t∈[0,T ]-
adapted stochastic processes w.c.s.p. which satisfy for all I ∈ P0(H), t ∈ [0, T ] that [OIt ]P,B(PI(H)) =∫ t
0
e(t−s)APIB dWs and
XIt = e
tAPIξ +
∫ t
0
e(t−s)APIF (X
I
s ) ds+O
I
t . (124)
Then
supI∈P0(H) supt∈[0,T ] ‖XIt ‖Lp(P;Hι) <∞. (125)
Proof of Corollary 4.2. Throughout this proof let AI : PI(H)→ PI(H), I ∈ P0(H), satisfy for all
I ∈ P0(H), v ∈ PI(H) that AIv = Av and for every I ∈ P0(H) let (HI,r, 〈·, ·〉HI,r , ‖·‖HI,r), r ∈ R,
be a family of interpolation spaces associated to −AI . Note that the Burkholder-Davis-Gundy-
type inequality in Da Prato & Zabczyk [23, Lemma 7.7] verifies that for all t ∈ [0, T ], q ∈ [2,∞)
we have that
supI∈P0(H) ‖OIt ‖2Lq(P;Hι) ≤ q(q−1)2 supI∈P0(H)
∫ t
0
‖e(t−s)APIB‖2HS(U,Hι) ds
≤ q(q−1)
2
∫ t
0
‖(−A)ι−βe(t−s)A‖2L(H)‖B‖2HS(U,Hβ) ds ≤ q(q−1)2
∫ t
0
(t− s)2β−2ι‖B‖2HS(U,Hβ) ds
≤ q(q−1)
2
t1+2β−2ι
1+2β−2ι‖B‖2HS(U,Hβ) <∞.
(126)
Next observe that the fact that ξ ∈ L8p(P|F0;H), the assumption that for all I ∈ P0(H), x ∈ PI(H)
we have that 〈x, F (x)〉H ≤ a + b‖x‖2H , and Lemma 4.1 (applies with H = PI(H), H = PI(H),
v = (I ∋ h 7→ vh ∈ R), A = AI , (Hs)s∈R = (HI,s)s∈R, T = T , a = a, b = b, p = 8p, s = 0,
B = (U ∋ u 7→ PIB(u) ∈ PI(H)), F = (PI(H) ∋ x 7→ PIF (x) ∈ PI(H)), (Ω,F ,P) = (Ω,F ,P),
(Ft)t∈[0,T ] = (Ft)t∈[0,T ], (Wt)t∈[0,T ] = (Wt)t∈[0,T ], ξ = (Ω ∋ ω 7→ PIξ(ω) ∈ PI(H)), O = OI , X = XI
for I ∈ (P0(H)\{∅}) in the setting of Lemma 4.1) give that
supI∈P0(H) supt∈[0,T ] ‖XIt ‖L8p(P;H) <∞. (127)
Combining the assumption that ξ ∈ L4p(P|F0;Hι), (123), and (126) with, e.g., [47, Lemma 3.4]
(applies with H = H , H = H, v = v, A = A, (Ω,F ,P) = (Ω,F ,P), T = T , β = 1/2 + β, γ = γ,
ξ = (Ω ∋ ω 7→ PI(ξ(ω)) ∈ H1/2+β), F = (Hγ ∋ x 7→ PIF (x) ∈ H), κ = ([0, T ] ∋ t 7→ t ∈ [0, T ]),
Z = ([0, T ] × Ω ∋ (t, ω) 7→ XIt (ω) ∈ Hγ), O = ([0, T ] × Ω ∋ (t, ω) 7→ OIt (ω) ∈ H1/2+β),
Y = ([0, T ] × Ω ∋ (t, ω) 7→ XIt (ω) ∈ H), p = p, ρ = η1, η = η2, ι = ι, α1 = α1, α2 = α2 for
I ∈ P0(H) in the setting of [47, Lemma 3.4]) therefore justifies (125). The proof of Corollary 4.2
is hereby completed.
4.2 Strong error estimates for space-time discrete truncated exponen-
tial Euler-type approximations
In this subsection we study numerical approximations for a class of semilinear SPDEs with additive
noise and establish in Proposition 4.5 below strong convergence rates for truncated exponential
Euler-type approximation processes (Xθ,It )t∈[0,T ], I ∈ P0(H), θ ∈ ̟T , (see (143) in Proposition 4.5
below) under (i) the assumption that the truncated exponential Euler-type approximations sat-
isfy suitable exponential moment bounds and (ii) suitable approximatibility assumptions on the
stochastic convolution process. Our proof of Proposition 4.5 employs Proposition 3.6 and Corol-
lary 4.2 above as well as the elementary truncation error estimate in Lemma 4.3 below.
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Lemma 4.3. Assume Setting 1.3, let (Ω,F ,P) be a probability space, let (V, ‖·‖V ) be an R-Banach
space, let ς ∈ [0,∞), p ∈ [1,∞), α, c, h ∈ (0,∞), Y ∈ M(F ,B(V )), r ∈ M(B(V ),B([0,∞))),
P ∈ L(H), F ∈ M(B(V ),B(H)), D ∈ B(V ) satisfy {v ∈ V : r(v) ≤ ch−ς} ⊆ D. Then we have
that
‖1D(Y )PF (Y )− F (Y )‖Lp(P;H) ≤ c−αhας‖r(Y )‖αL2pα(P;R)‖PF (Y )‖L2p(P;H)
+ ‖(P − IdH)F (Y )‖Lp(P;H).
(128)
Proof of Lemma 4.3. Observe that the triangle inequality and Ho¨lder’s inequality verify that
‖1D(Y )PF (Y )− F (Y )‖Lp(P;H)
≤ ‖(1D(Y )− 1)PF (Y )‖Lp(P;H) + ‖PF (Y )− F (Y )‖Lp(P;H)
≤ ‖1D(Y )− 1‖L2p(P;R)‖PF (Y )‖L2p(P;H) + ‖(P − IdH)F (Y )‖Lp(P;H).
(129)
Moreover, note that Markov’s inequality yields that
‖1D(Y )− 1‖L2p(P;R) = ‖1V \D(Y )‖L2p(P;R) ≤ ‖1{r(Y )>ch−ς}‖L2p(P;R)
= [P(|r(Y )|2pα > (ch−ς)2pα)]1/(2p) ≤ (ch−ς)−α(E[|r(Y )|2pα])1/(2p). (130)
This and (129) give that
‖1D(Y )PF (Y )− F (Y )‖Lp(P;H) ≤ c−αhας(E[|r(Y )|2pα])1/(2p)‖PF (Y )‖L2p(P;H)
+ ‖(P − IdH)F (Y )‖Lp(P;H).
(131)
The proof of Lemma 4.3 is hereby completed.
Lemma 4.4. Assume Setting 1.3, let C, c, γ ∈ [0,∞), δ, κ ∈ [0, γ], F ∈ C(Hγ, H), let (PI)I∈P(H) ⊆
L(H) satisfy for all I ∈ P(H), v ∈ H that PI(v) =
∑
h∈I〈h, v〉Hh, and assume for all I ∈ P0(H),
u, v ∈ PI(H) that ‖PIF (u)− PIF (v)‖H ≤ C‖u− v‖Hδ(1 + ‖u‖cHκ + ‖v‖cHκ). Then we have for all
u, v ∈ Hγ that
‖F (u)− F (v)‖H ≤ C‖u− v‖Hδ(1 + ‖u‖cHκ + ‖v‖cHκ). (132)
Proof of Lemma 4.4. Throughout this proof let In ⊆ H, n ∈ N, be sets which satisfy for all n ∈ N
that In ⊆ In+1 and ∪m∈NIm = H. Note that the triangle inequality gives that for all m,n ∈ N,
u, v ∈ Hγ we have that
‖F (u)− F (v)‖V ≤ ‖F (u)− PImF (u)‖H + ‖PImF (u)− PImF (PInu)‖H
+ ‖PImF (PInu)− PImF (PInv)‖H + ‖PImF (PInv)− PImF (v)‖H + ‖PImF (v)− F (v)‖H.
(133)
Next observe that for all v ∈ H we have that
lim supn→∞ ‖v − PInv‖H = 0. (134)
This ensures that for all u, v ∈ Hγ we have that
lim supm→∞
(‖F (u)− PImF (u)‖H + ‖PImF (v)− F (v)‖H) = 0. (135)
In addition, observe that for all u ∈ Hγ we have that
lim supn→∞ ‖u− PInu‖Hγ = 0. (136)
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The assumption that F ∈ C(Hγ, H) hence gives that for all m ∈ N, u, v ∈ Hγ we have that
lim supn→∞
(‖PImF (u)− PImF (PInu)‖H + ‖PImF (PInv)− PImF (v)‖H)
≤ lim supn→∞
(‖F (u)− F (PInu)‖H + ‖F (PInv)− F (v)‖H) = 0. (137)
Moreover, note that the fact that ∀n ∈ N, u, v ∈ PIn(H) : ‖PInF (u) − PInF (v)‖H ≤ C‖u −
v‖Hδ(1 + ‖u‖cHκ + ‖v‖cHκ) and the fact that ∀m ∈ N, n ∈ ([m,∞) ∩ N), u ∈ H : ‖PImu‖H =
‖PImPInu‖H ≤ ‖PInu‖H yield that for all m ∈ N, n ∈ ([m,∞) ∩N), u, v ∈ Hγ we have that
‖PImF (PInu)− PImF (PInv)‖H ≤ ‖PInF (PInu)− PInF (PInv)‖H
≤ C‖PInu− PInv‖Hδ(1 + ‖PInu‖cHκ + ‖PInv‖cHκ).
(138)
The fact that δ, κ ∈ [0, γ] and (136) therefore verify that for all m ∈ N, u, v ∈ Hγ we have that
lim supn→∞ ‖PImF (PInu)− PImF (PInv)‖H ≤ C‖u− v‖Hδ(1 + ‖u‖cHκ + ‖v‖cHκ). (139)
Combining (133) and (137) hence gives that for all m ∈ N, u, v ∈ Hγ we have that
‖F (u)− F (v)‖H ≤ ‖F (u)− PImF (u)‖H + C‖u− v‖Hδ(1 + ‖u‖cHκ + ‖v‖cHκ)
+ ‖PImF (v)− F (v)‖H.
(140)
This and (135) justify (132). The proof of Lemma 4.4 is hereby completed.
Proposition 4.5. Assume Setting 1.3, let T,ν, ς, α ∈ (0,∞), a, ι, ρ ∈ [0,∞), C, c, p ∈ [1,∞),
β ∈ [0, 1/2), γ ∈ [2β, 1/2 + β), δ, κ ∈ [0, γ], η1 ∈ [0, 1/2 + β), η2 ∈ [η1, 1/2 + β), α1 ∈ [0, 1 − η1),
α2 ∈ [0, 1 − η2), B ∈ HS(U,Hβ), ε ∈ [0, (ρ/p) exp(−2(a + ρ‖B‖2HS(U,H))T )], F ∈ C1(Hγ, H),
r ∈ M(B(Hγ),B([0,∞))), (DIh)h∈(0,T ],I∈P0(H) ⊆ B(Hγ), let Φ: H → [0,∞) be a function, let
(PI)I∈P(H) ⊆ L(H) satisfy for all I ∈ P(H), x ∈ H that PI(x) =
∑
h∈I〈h, x〉Hh, assume for
all I ∈ P0(H), h ∈ (0, T ] that {v ∈ PI(H) : r(v) ≤ νh−ς} ⊆ DIh and (PI(H) ∋ v 7→ Φ(v) ∈
[0,∞)) ∈ C(PI(H), [0,∞)), assume for all I ∈ P0(H), x, y ∈ PI(H) that 〈x, F (x)〉H ≤ a(1+‖x‖2H),
〈F ′(x)y, y〉H ≤ (ε‖x‖2H1/2+C)‖y‖2H+‖y‖2H1/2, ‖PI(F (x)−F (y))‖H ≤ C‖x−y‖Hδ(1+‖x‖cHκ+‖y‖cHκ),
〈x,Ax+ F (x+ y)〉H ≤ Φ(y)(1 + ‖x‖2H), and[
supv∈Hmax{γ,η2}
‖F (v)‖H
1+‖v‖2Hη2
]
+
[
supv∈Hmax{γ,η1}
‖F (v)‖H−α2
1+‖v‖2Hη1
]
+
[
supv∈Hγ
‖F (v)‖H−α1
1+‖v‖2H
]
<∞, (141)
let (Ω,F ,P) be a probability space with a normal filtration (Ft)t∈[0,T ], let (Wt)t∈[0,T ] be an IdU -
cylindrical (Ft)t∈[0,T ]-Wiener process, let ξ ∈ L4pmax{c,2}(P|F0;Hmax{γ,η2}) satisfy E[‖ξ‖16pH ] < ∞,
let X : [0, T ]×Ω→ Hγ and O : [0, T ]×Ω→ Hγ be (Ft)t∈[0,T ]-adapted stochastic processes w.c.s.p.
which satisfy for all t ∈ [0, T ] that [Ot]P,B(Hγ) =
∫ t
0
e(t−s)AB dWs and
P
(
Xt = e
tAξ +
∫ t
0
e(t−s)AF (Xs) ds+Ot
)
= 1, (142)
let Xθ,I : [0, T ] × Ω → PI(H), θ ∈ ̟T , I ∈ P0(H), and Oθ,I : [0, T ] × Ω → PI(H), θ ∈ ̟T , I ∈
P0(H), be (Ft)t∈[0,T ]-adapted stochastic processes w.c.s.p. which satisfy for all θ ∈ ̟T , I ∈ P0(H),
t ∈ [0, T ] that
P
(
X
θ,I
t = e
tAPIξ +
∫ t
0
1DI
|θ|T
(Xθ,I
xsyθ
) e(t−xsyθ)APIF (Xθ,Ixsyθ) ds+O
θ,I
t
)
= 1, (143)
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and assume for all θ ∈ ̟T , I, I ∈ P0(H) with I ⊆ I that
sups∈[0,T ] ‖Oθ,Is −Oθ,Ixsyθ‖L4p(P;Hδ) ≤ C[|θ|T ]α, (144)
sups∈[0,T ] ‖Oθ,Is − PIOs‖L4pc(P;Hmax{κ,δ}) ≤ C(‖PH\I(−A)−ι‖L(H) + [|θ|T ]α), (145)
supJ,K∈P0(H) supϑ∈̟T
∫ T
0
E
[
exp
(
ρ‖Xϑ,Ks −Oϑ,Ks + PJOs + esAPJ\Kξ‖2H
)]
ds <∞, (146)
supJ∈P0(H) supϑ∈̟T sups∈[0,T ]
[‖PJF (Xϑ,Js )‖L4p(P;Hγ−δ) + ‖PJF (Xϑ,Js )‖L2p(P;Hι)] <∞, (147)
and supJ∈P0(H) supϑ∈̟T sups∈[0,T ]
[‖Xϑ,Js ‖L4pc(P;Hκ) + ‖r(Xϑ,Js )‖L4pα/ς(P;R)] <∞. (148)
Then there exists c ∈ R such that for all θ ∈ ̟T , I ∈ P0(H) we have that
supt∈[0,T ] ‖Xt −Xθ,It ‖Lp(P;H) ≤ c
(‖PH\I(−A)−min{γ−δ,ι}‖L(H) + [|θ|T ]min{γ−δ,α}). (149)
Proof of Proposition 4.5. Throughout this proof let OI : [0, T ] × Ω → PI(H), I ∈ P0(H), be the
(Ft)t∈[0,T ]-adapted stochastic processes which satisfy for all I ∈ P0(H), t ∈ [0, T ] that OIt = PIOt,
let AI : PI(H) → PI(H), I ∈ P0(H), satisfy for all I ∈ P0(H), v ∈ PI(H) that AIv = Av, for
every I ∈ P0(H) let (HI,s, 〈·, ·〉HI,s, ‖·‖HI,s), s ∈ R, be a family of interpolation spaces associated
to −AI , and let Im ∈ (P0(H)\{∅}), m ∈ N, be sets which satisfy ∪n∈N(∩m∈{n+1,n+2,...}Im) = H.
Note that the fact that for all I ∈ P0(H), x ∈ PI(H) we have that
〈x, PIF (x)〉H ≤ a(1 + ‖x‖2H), (150)
the fact that for all I ∈ P0(H), x, y ∈ PI(H) we have that 〈(PIF )′(x)y, y〉H ≤ (ε‖x‖2H1/2+C)‖y‖2H+
‖y‖2H1/2 , 〈x,Ax+ PIF (x+ y)〉H ≤ Φ(y)(1 + ‖x‖2H), and
‖PI(F (x)− F (y))‖H ≤ C‖x− y‖Hδ(1 + ‖x‖cHκ + ‖y‖cHκ), (151)
Proposition 3.6 (applies with H = PIn(H), H = PIn(H), v = (In ∋ h 7→ vh ∈ R), A = AIn,
(Hs)s∈R = (HIn,s)s∈R, T = T , θ = θ, a = a, b = a, C = C, ρ = ρ, C = C, c = c, p = p, γ = γ,
δ = δ, κ = κ, B = (U ∋ u 7→ PInB(u) ∈ PIn(H)), ε = ε, F = (PIn(H) ∋ x 7→ PInF (x) ∈ PIn(H)),
F = (PIn(H) ∋ x 7→ 1DI
|θ|T
(x)PIF (x) ∈ PIn(H)), Φ = (PIn(H) ∋ x 7→ Φ(x) ∈ [0,∞)), (Ω,F ,P) =
(Ω,F ,P), (Ft)t∈[0,T ] = (Ft)t∈[0,T ], ξ = (Ω ∋ ω 7→ PInξ(ω) ∈ PIn(H)), (Wt)t∈[0,T ] = (Wt)t∈[0,T ],
O = OIn, X = ([0, T ] × Ω ∋ (t, ω) 7→ Xθ,It (ω) ∈ PIn(H)), O = ([0, T ] × Ω ∋ (t, ω) 7→ Oθ,It (ω) −
etAPIn\Iξ(ω) ∈ PIn(H)), X = X n for θ ∈ ̟T , I ∈ P(In), n ∈ N in the setting of Proposition 3.6),
and the triangle inequality verify that
(a) we have that there exist (Ft)t∈[0,T ]-adapted stochastic processes X n : [0, T ] × Ω → PIn(H),
n ∈ N, w.c.s.p. which satisfy for all n ∈ N, t ∈ [0, T ] that
X nt = etAPInξ +
∫ t
0
e(t−u)APInF (X nu ) du+OInt (152)
and
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(b) we have for all θ ∈ ̟T , I ∈ P0(H), n ∈ N, t ∈ [0, T ] with I ⊆ In that
‖Xθ,It − X nt ‖Lp(P;H) ≤ sups∈[0,T ] ‖Oθ,Is − OIns ‖Lp(P;H) + ‖PIn\Iξ‖Lp(P;H)
+ C[max{T,1}]
2
1−γ exp
((
C + ρ(2a+ ‖B‖2HS(U,H))
)
T
)
·
[ ∫ T
0
E
[
eρ‖X
θ,I
s −Oθ,Is +OIns +esAPIn\Iξ‖2H
]
ds
]{
[|θ|T ]γ−δ sups∈[0,T ] ‖PIF (Xθ,Is )‖L2p(P;Hγ−δ)
+ sups∈[0,T ] ‖1DI
|θ|T
(Xθ,Is )PIF (X
θ,I
s )− PInF (Xθ,Is )‖L2p(P;H)
+
(
2[|θ|T ]γ−δ sups∈[0,T ] ‖PIF (Xθ,Is )‖L4p(P;H) + sups∈[0,T ] ‖Oθ,Is −Oθ,Ixsyθ‖L4p(P;Hδ)
+ [|θ|T ]γ−δ‖ξ‖L4p(P;Hγ) + sups∈[0,T ] ‖Oθ,Is − OIns ‖L4p(P;Hδ) + ‖PIn\Iξ‖L4p(P;Hδ)
)
· [1 + 2 sups∈[0,T ] ‖Xθ,Is ‖L4pc(P;Hκ) + sups∈[0,T ] ‖Oθ,Is −OIns ‖L4pc(P;Hκ) + ‖PIn\Iξ‖L4pc(P;Hκ)]c}.
(153)
Moreover, observe that the triangle inequality gives that for all θ ∈ ̟T , I ∈ P0(H), n ∈ N,
t ∈ [0, T ] we have that
‖Xθ,It −Xt‖Lp(P;H) ≤ ‖Xθ,It − X nt ‖Lp(P;H) + ‖X nt −Xt‖Lp(P;H). (154)
Next note that (141), (150), the fact that ξ ∈ L8p(P|F0;Hmax{γ,η2}), the fact that E[‖ξ‖16pH ] < ∞,
and Corollary 4.2 (applies with T = T , a = a, b = a, p = 2p, β = β, γ = γ, η1 = η1,
η2 = η2, ι = max{γ, η2}, α1 = α1, α2 = α2, B = B, F = F , PI = PI , (Ω,F ,P) = (Ω,F ,P),
(Fs)s∈[0,T ] = (Fs)s∈[0,T ], (Ws)s∈[0,T ] = (Ws)s∈[0,T ], ξ = ξ, X
In
t = X nt , OIt = OIt for t ∈ [0, T ], n ∈ N,
I ∈ P0(H) in the setting of Corollary 4.2) illustrate that
supn∈N supt∈[0,T ] ‖X nt ‖L2p(P;Hγ) <∞. (155)
In addition, observe that (151), Lemma 4.4 (applies with C = C, c = c, γ = γ, δ = δ, κ = κ,
F = F , PI = PI for I ∈ P(H) in the setting of Lemma 4.4), and the fact that γ ≥ max{2β, κ, δ}
yield that for all R ∈ (0,∞), x, y ∈ Hγ with max{‖x‖Hγ , ‖y‖Hγ} ≤ R we have that
‖F (x)− F (y)‖H2β−γ ≤ ‖(−A)2β−γ‖L(H)‖F (x)− F (y)‖H
≤ C‖(−A)2β−γ‖L(H)‖x− y‖Hδ(1 + 2(‖(−A)κ−γ‖L(H)R)c)
≤ C‖(−A)2β−γ‖L(H)‖(−A)δ−γ‖L(H)‖x− y‖Hγ(1 + 2(‖(−A)κ−γ‖L(H)R)c) <∞.
(156)
Combining this, (152), (155), and the fact that 2β − γ ≤ 0 with, e.g., [50, Corollary 6.5] (ap-
plies with H = H , U = U , H = H, λ = v, A = A, γ = γ, T = T , p = 2p, (Ω,F ,P) =
(Ω,F ,P), (Ft)t∈[0,T ] = (Ft)t∈[0,T ] ξ = ξ, (Wt)t∈[0,T ] = (Wt)t∈[0,T ], η = 2(γ − β), F = (Hγ ∋ x 7→
F (x) ∈ H2β−γ), B = (Hγ ∋ x 7→ B ∈ HS(U,Hβ)), In = In, Xn = X n, X0 = X , q = p,
K = C‖(−A)2β−γ‖L(H)‖(−A)δ−γ‖L(H)(1 + 2(‖(−A)κ−γ‖L(H)R)c) for n ∈ N, R ∈ (0,∞) in the
setting of [50, Corollary 6.5]) ensures that
lim supn→∞
(
supt∈[0,T ] ‖X nt −Xt‖Lp(P;Hγ)
)
= 0. (157)
In addition, note that the assumption that for all I ∈ P0(H), h ∈ (0, T ] we have that {v ∈
PI(H) : r(v) ≤ νh−ς} ⊆ DIh and Lemma 4.3 (applies with (Ω,F ,P) = (Ω,F ,P), V = PI(H),
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ς = ς, p = 2p, α = α
ς
, c = ν, h = |θ|T , Y = (Ω ∋ ω 7→ Xθ,It (ω) ∈ PI(H)), r = (PI(H) ∋ x 7→
r(x) ∈ [0,∞)), P = PI , F = (PI(H) ∋ x 7→ PInF (x) ∈ H), D = DI|θ|T for θ ∈ ̟T , I ∈ P0(H),
n ∈ N, t ∈ [0, T ] in the setting of Lemma 4.3) verify that for all θ ∈ ̟T , I ∈ P0(H), n ∈ N,
t ∈ [0, T ] with I ⊆ In we have that
‖1DI
|θ|T
(Xθ,It )PIF (X
θ,I
t )− PInF (Xθ,It )‖L2p(P;H)
= ‖1DI
|θ|T
(Xθ,It )PI(PInF (X
θ,I
t ))− PInF (Xθ,It )‖L2p(P;H)
≤ |ν|−α/ς [|θ|T ]α‖r(Xθ,It )‖α/ςL4pα/ς(P;R)‖PIPInF (Xθ,It )‖L4p(P;H)
+ ‖(PI − IdH)PInF (Xθ,It )‖L2p(P;H)
= |ν|−α/ς[|θ|T ]α‖r(Xθ,It )‖α/ςL4pα/ς(P;R)‖PIF (Xθ,It )‖L4p(P;H) + ‖PIn\IF (Xθ,It )‖L2p(P;H).
(158)
Moreover, note that for all θ ∈ ̟T , I ∈ P0(H), n ∈ N with I ⊆ In we have that
supt∈[0,T ] ‖PIn\IF (Xθ,It )‖L2p(P;H) ≤ ‖PIn\I(−A)−ι‖L(H) supt∈[0,T ] ‖PIn\IF (Xθ,It )‖L2p(P;Hι)
≤ ‖PH\I(−A)−ι‖L(H) supJ∈P0(H) supt∈[0,T ] ‖PJF (Xθ,It )‖L2p(P;Hι).
(159)
In addition, observe that for all I ∈ P0(H), n ∈ N with I ⊆ In we have that
‖PIn\Iξ‖L4p(P;Hδ) ≤ ‖PH\I(−A)δ−γ‖L(H)‖ξ‖L4p(P;Hγ). (160)
Next note that (145) ensures that for all θ ∈ ̟T , I ∈ P0(H), n ∈ N with I ⊆ In we have that
sups∈[0,T ] ‖Oθ,Is −OIns ‖Lp(P;H)
≤ Cmax{‖(−A)−max{κ,δ}‖L(H), 1}(‖PH\I(−A)−ι‖L(H) + [|θ|T ]α),
(161)
sups∈[0,T ] ‖Oθ,Is −OIns ‖L4p(P;Hδ)
≤ Cmax{‖(−A)δ−max{κ,δ}‖L(H), 1}
(‖PH\I(−A)−ι‖L(H) + [|θ|T ]α), (162)
and
sups∈[0,T ] ‖Oθ,Is −OIns ‖L4pc(P;Hκ)
≤ Cmax{‖(−A)κ−max{κ,δ}‖L(H), 1}(‖(−A)−ι‖L(H) + [max{T, 1}]α).
(163)
Combining (144), item (b), and (158)–(160) hence gives that for all θ ∈ ̟T , I ∈ P0(H) we have
that
lim supn→∞
(
supt∈[0,T ] ‖Xθ,It − X nt ‖Lp(P;H)
)
≤ Cmax{‖(−A)−max{κ,δ}‖L(H), 1}
(‖PH\I(−A)−ι‖L(H) + [|θ|T ]α)+ ‖PH\Iξ‖Lp(P;H)
+ C[max{T,1}]
2
1−γ exp
((
C + ρ(2a+ ‖B‖2HS(U,H))
)
T
)
·
[
supn∈N
∫ T
0
E
[
eρ‖X
θ,I
s −Oθ,Is +OIns +esAPIn\Iξ‖2H
]
ds
]{
[|θ|T ]γ−δ sups∈[0,T ] ‖PIF (Xθ,Is )‖L2p(P;Hγ−δ)
+ |ν|−α/ς supt∈[0,T ] ‖r(Xθ,It )‖α/ςL4pα/ς(P;R) sups∈[0,T ] ‖PIF (Xθ,Is )‖L4p(P;H)[|θ|T ]α
+ ‖PH\I(−A)−ι‖L(H) supJ∈P0(H) sups∈[0,T ] ‖PJF (Xθ,Is )‖L2p(P;Hι) (164)
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+
(
2[|θ|T ]γ−δ sups∈[0,T ] ‖PIF (Xθ,Is )‖L4p(P;H) + C[|θ|T ]α + [|θ|T ]γ−δ‖ξ‖L4p(P;Hγ)
+ Cmax{‖(−A)δ−max{κ,δ}‖L(H), 1}(‖PH\I(−A)−ι‖L(H) + [|θ|T ]α)
+ ‖PH\I(−A)δ−γ‖L(H)‖ξ‖L4p(P;Hγ)
)[
1 + 2 sups∈[0,T ] ‖Xθ,Is ‖L4pc(P;Hκ)
+ Cmax{‖(−A)κ−max{κ,δ}‖L(H), 1}
(‖(−A)−ι‖L(H) + [max{T, 1}]α)+ ‖ξ‖L4pc(P;Hκ)]c}.
This verifies that for all θ ∈ ̟T , I ∈ P0(H) we have that
lim supn→∞
(
supt∈[0,T ] ‖Xθ,It − X nt ‖Lp(P;H)
)
≤ Cmax{‖(−A)−max{κ,δ}‖L(H), 1}‖(−A)−ι+min{γ−δ,ι}‖L(H)‖PH\I(−A)−min{γ−δ,ι}‖L(H)
+ Cmax{‖(−A)−max{κ,δ}‖L(H), 1}[|θ|T ]α
+ ‖PH\I(−A)−min{γ−δ,ι}‖L(H)‖(−A)min{γ−δ,ι}+δ−γ‖L(H)‖ξ‖Lp(P;Hγ−δ)
+ C[max{T,1}]
2
1−γ exp
((
C + ρ(2a+ ‖B‖2HS(U,H))
)
T
)[
1 + 2 sups∈[0,T ] ‖Xθ,Is ‖L4pc(P;Hκ)
+ Cmax{‖(−A)κ−max{κ,δ}‖L(H), 1}
(‖(−A)−ι‖L(H) + [max{T, 1}]α)+ ‖ξ‖L4pc(P;Hκ)]c
·
[
supn∈N
∫ T
0
E
[
eρ‖X
θ,I
s −Oθ,Is +OIns +esAPIn\Iξ‖2H
]
ds
]{
sups∈[0,T ] ‖PIF (Xθ,Is )‖L2p(P;Hγ−δ)[|θ|T ]γ−δ
+ |ν|−α/ς supt∈[0,T ] ‖r(Xθ,It )‖α/ςL4pα/ς(P;R) sups∈[0,T ] ‖PIF (Xθ,Is )‖L4p(P;H)[|θ|T ]α (165)
+ supJ∈P0(H) sups∈[0,T ] ‖PJF (Xθ,Is )‖L2p(P;Hι)
· ‖(−A)−ι+min{γ−δ,ι}‖L(H)‖PH\I(−A)−min{γ−δ,ι}‖L(H)
+ 2 sups∈[0,T ] ‖PIF (Xθ,Is )‖L4p(P;H)[|θ|T ]γ−δ + C[|θ|T ]α + ‖ξ‖L4p(P;Hγ)[|θ|T ]γ−δ
+ Cmax{‖(−A)δ−max{κ,δ}‖L(H), 1}‖(−A)−ι+min{γ−δ,ι}‖L(H)‖PH\I(−A)−min{γ−δ,ι}‖L(H)
+ Cmax{‖(−A)δ−max{κ,δ}‖L(H), 1}[|θ|T ]α
+ ‖(−A)δ−γ+min{γ−δ,ι}‖L(H)‖PH\I(−A)−min{γ−δ,ι}‖L(H)‖ξ‖L4p(P;Hγ)
}
.
Moreover, note that (154) and (157) ensure that for all θ ∈ ̟T , I ∈ P0(H), t ∈ [0, T ] we have that
‖Xθ,It −Xt‖Lp(P;H) ≤ lim supn→∞
(
supt∈[0,T ] ‖Xθ,It −X nt ‖Lp(P;H)
)
. (166)
Combining the fact that ξ ∈ L4pc(P;Hγ), (146)–(148), and (165) therefore justifies (149). The
proof of Proposition 4.5 is hereby completed.
5 Strong convergence rates for space-time discrete tamed-
truncated exponential Euler-type approximations with-
out assuming finite exponential moments
Setting 5.1. Assume Setting 1.3, let T ∈ (0,∞), a, b,ν ∈ [0,∞), ς ∈ (0, 1/18), ǫ ∈ (0, 1],
β ∈ [0, 1/2), γ ∈ [0, 1/2 + β), B ∈ HS(U,Hβ), F ∈ M(B(Hγ),B(H)), (DIh)h∈(0,T ],I∈P0(H) ⊆ B(Hγ),
let (PI)I∈P(H) ⊆ L(H) satisfy for all I ∈ P(H), x ∈ H that PI(x) =
∑
h∈I〈h, x〉Hh, assume
for all I ∈ P0(H), h ∈ (0, T ], x ∈ DIh that DIh ⊆ {v ∈ PI(H) : ‖B‖HS(U,H) + ǫ‖v‖2H ≤ νh−ς},
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max{‖PIF (x)‖H , ‖B‖HS(U,H)} ≤ νh−ς , and 〈x, F (x)〉H ≤ a + b‖x‖2H , let (Ω,F ,P) be a probability
space with a normal filtration (Ft)t∈[0,T ], let (Wt)t∈[0,T ] be an IdU -cylindrical (Ft)t∈[0,T ]-Wiener
process, let ξ ∈ M(F0,B(Hγ)) satisfy E[exp(ǫ‖ξ‖2H)] < ∞, and let Xθ,I : [0, T ] × Ω → PI(H),
θ ∈ ̟T , I ∈ P0(H), be (Ft)t∈[0,T ]-adapted stochastic processes w.c.s.p. which satisfy for all θ ∈ ̟T ,
I ∈ P0(H), t ∈ [0, T ] that Xθ,I0 = PIξ and
[Xθ,It ]P,B(PI(H)) =
[
e(t−xtyθ)AXθ,Ixtyθ + 1DI|θ|T
(Xθ,Ixtyθ) e
(t−xtyθ)APIF (X
θ,I
xtyθ
)(t− xtyθ)
]
P,B(PI(H))
+
∫ t
xtyθ
1DI
|θ|T
(Xθ,Ixtyθ) e
(t−xtyθ)APIB dWs
1 + ‖ ∫ t
xtyθ
PIB dWs‖2H
.
(167)
5.1 Finite exponential moments for tamed-truncated Euler-type ap-
proximations
In this subsection we establish in Corollary 5.5 below uniformly bounded exponential moments
for the space-time discrete tamed-truncated exponential Euler-type approximation processes
(Xθ,It )t∈[0,T ], θ ∈ ̟T , I ∈ P0(H), (see (167) above). Our proof of Corollary 5.5 uses the ex-
ponential moment estimate in [49, Corollary 3.4]. We then employ Corollary 5.5 to establish
in Corollary 5.6 below for every p ∈ (0,∞) uniformly bounded Lp-moments for the considered
approximation processes. Moreover, combining Corollary 5.6 with [45, Corollary 3.1] and [47,
Lemma 3.4] allows us to establish in Corollary 5.7 below for every p ∈ (0,∞) strengthened uni-
formly bounded Lp-moments for the considered approximation processes.
Lemma 5.2. Assume Setting 1.2, let (H, 〈·, ·〉H, ‖·‖H) be a non-zero separable R-Hilbert space,
let (U, 〈·, ·〉U , ‖·‖U) be a separable R-Hilbert space, let N = [1, dim(H)] ∩ N, let (hn)n∈N ⊆ H
be an orthonormal basis of H, let H = {hn : n ∈ N}, let B : U → H be a linear function, let
(PI)I∈P(H) ⊆ L(H) satisfy for all I ∈ P(H), v ∈ H that PI(v) =
∑
h∈I〈h, v〉Hh, for every n ∈ N
let Un ⊆ [ker(P{h1,h2,...,hn}B)]⊥ be an orthonormal basis of [ker(P{h1,h2,...,hn}B)]⊥, assume for all
n ∈ (N\{sup(N)}) that Un ⊆ Un+1, and let (PI)I∈P(∪n∈NUn) ⊆ L(U) satisfy for all I ∈ P(∪n∈NUn),
u ∈ U that PIu =
∑
u∈I〈u, u〉Uu. Then there exists Γ: P0(H)→ N which satisfies that
(i) we have for all I ∈ P0(H) that [ker(PIB)]⊥ ⊆ PUΓ(I)(U),
(ii) we have for all n ∈ N that Γ({h1, h2, . . . , hn}) ≤ n, and
(iii) we have for all I ∈ P0(H) that PIB = PIBPUΓ(I).
Proof of Lemma 5.2. Throughout this proof let Γ: P0(H) → N ∪ {∞} satisfy for all I ∈ P0(H)
that
Γ(I) = inf({n ∈ N : [ker(PIB)]⊥ ⊆ PUn(U)} ∪ {∞}). (168)
Observe that for all n ∈ N we have that
[ker(P{h1,h2,...,hn}B)]
⊥ = PUn(U). (169)
Moreover, note that for every I ∈ P0(H) there exists n ∈ N such that I ⊆ {h1, h2, . . . , hn}. This
ensures that for every I ∈ P0(H) there exists n ∈ N such that
ker(P{h1,h2,...,hn}B) ⊆ ker(PIB). (170)
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This and (169) give that for every I ∈ P0(H) there exists n ∈ N such that
[ker(PIB)]
⊥ ⊆ PUn(U). (171)
Therefore, we obtain that for all I ∈ P0(H) we have that Γ(I) ∈ N. Combining this, (168), and
(169) justifies items (i) and (ii). Moreover, note that item (i) gives that for all I ∈ P0(H) we have
that
PIB = PIBPUΓ(I) . (172)
This gives item (iii). The proof of Lemma 5.2 is hereby completed.
Corollary 5.3. Assume Setting 1.2, let (H, 〈·, ·〉H, ‖·‖H) be a non-zero separable R-Hilbert space,
let (U, 〈·, ·〉U , ‖·‖U) be a separable R-Hilbert space, let N = [1, dim(H)] ∩ N, let (hN)N∈N ⊆ H
be an orthonormal basis of H, let T ∈ (0,∞), B ∈ HS(U,H), let B ∈ L(H,U) satisfy for all
v ∈ H, u ∈ U that 〈Bu, v〉H = 〈u,Bv〉U , let (PN)N∈N ⊆ L(H) satisfy for all N ∈ N, v ∈ H that
PN(v) =
∑N
n=1〈hn, v〉Hhn, for every N ∈ N let UN ⊆ [ker(PNB)]⊥ be an orthonormal basis of
[ker(PNB)]
⊥, assume for all N ∈ (N\{sup(N)}) that UN ⊆ UN+1, let (PN )N∈N ⊆ L(U) satisfy for
all N ∈ N, u ∈ U that PNu =
∑
u∈UN 〈u, u〉Uu, let (Ω,F ,P) be a probability space, let (Wt)t∈[0,T ]
be an IdU -cylindrical Wiener process, and for every N ∈ N let WN : [0, T ] × Ω → PN(H) be a
stochastic process w.c.s.p. which satisfies for all t ∈ [0, T ] that [WNt ]P,B(PN (H)) =
∫ t
0
PNB dWs.
Then
(i) we have for all N ∈ N that PNBPN = PNB,
(ii) we have for all N ∈ N, t ∈ [0, T ] that [WNt ]P,B(PN (H)) =
∫ t
0
PNBPN dWs, and
(iii) we have for all N ∈ N that (WNt )t∈[0,T ] is a (PNBB|PN (H))-Wiener process.
Proof of Corollary 5.3. Throughout this proof let (Ft)t∈[0,T ] be the normal filtration generated by
(Wt)t∈[0,T ]. Observe that Lemma 5.2 (applies with H = H , U = U , N = N, hn = hn, B = B,
P{h1,h2,...,hn} = Pn, Un = Un, PUn = Pn for n ∈ N in the setting of Lemma 5.2) ensures that for
all N ∈ N, t ∈ [0, T ] we have that
PNB = PNBPN . (173)
This justifies items (i) and (ii). Combining (173) and, e.g, [49, Lemma 3.2] (applies with H =
PN(H), U = U , T = T , Q = IdU , (Ω,F ,P, (Ft)t∈[0,T ]) = (Ω,F ,P, (Ft)t∈[0,T ]), (Wt)t∈[0,T ] =
(Wt)t∈[0,T ], R = (U ∋ u 7→ PNB(u) ∈ PN(H)), (W˜t)t∈[0,T ] = (WNt )t∈[0,T ] for N ∈ N in the setting
of [49, Lemma 3.2]) justifies item (iii). The proof of Corollary 5.3 is hereby completed.
Lemma 5.4. Assume Setting 1.3, let T ∈ (0,∞), θ ∈ ̟T , β ∈ [0, 1/2), γ ∈ [0, 1/2 + β),
B ∈ HS(U,Hβ), F ∈ M(B(Hγ),B(H)), D ∈ B(Hγ), let (Ω,F ,P) be a probability space with
a normal filtration (Ft)t∈[0,T ], let (Wt)t∈[0,T ] be an IdU -cylindrical (Ft)t∈[0,T ]-Wiener process, let
ξ ∈ M(F0,B(Hγ)), I ∈ P0(H), P ∈ L(H) satisfy for all x ∈ H that P (x) =
∑
h∈I〈h, x〉Hh,
let W : [0, T ] × Ω → P (H) be a stochastic process w.c.s.p. which satisfies for all t ∈ [0, T ] that
[Wt]P,B(P (H)) =
∫ t
0
PB dWs, and let X : [0, T ] × Ω → P (H) be an (Ft)t∈[0,T ]-adapted stochastic
process which satisfies for all t ∈ [0, T ] that X0 = Pξ and
[Xt]P,B(P (H)) =
[
e(t−xtyθ)AXxtyθ + 1D(Xxtyθ) e
(t−xtyθ)APF (Xxtyθ)(t− xtyθ)
]
P,B(P (H))
+
∫ t
xtyθ
1D(Xxtyθ) e
(t−xtyθ)APB dWs
1 + ‖ ∫ t
xtyθ
PB dWs‖2H
.
(174)
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Then there exists an (Ft)t∈[0,T ]-adapted stochastic process X : [0, T ] × Ω → P (H) w.c.s.p. which
satisfies that
(i) we have that X0 = Pξ,
(ii) we have for all t ∈ [0, T ] that
Xt = e(t−xtyθ)AXxtyθ + 1D(Xxtyθ) e(t−xtyθ)A
[
PF (Xxtyθ)(t− xtyθ) +
(Wt −Wxtyθ)
1 + ‖Wt −Wxtyθ‖2H
]
, (175)
(iii) we have for all t ∈ [0, T ] that
[Xt]P,B(P (H)) =
[
e(t−xtyθ )AXxtyθ + 1D(Xxtyθ) e(t−xtyθ)APF (Xxtyθ)(t− xtyθ)
]
P,B(P (H))
+
∫ t
xtyθ
1D(Xxtyθ) e(t−xtyθ)APB dWs
1 + ‖ ∫ t
xtyθ
PB dWs‖2H
,
(176)
and
(iv) we have for all t ∈ [0, T ] that P(Xt = Xt) = 1.
Proof of Lemma 5.4. Throughout this proof let X : [0, T ]× Ω → P (H) be the stochastic process
which satisfies for all t ∈ [0, T ] that X0 = Pξ and
Xt = e(t−xtyθ)AXxtyθ + 1D(Xxtyθ ) e(t−xtyθ)A
[
PF (Xxtyθ)(t− xtyθ) +
(Wt −Wxtyθ )
1 + ‖Wt −Wxtyθ‖2H
]
. (177)
Note that the fact that for all s ∈ [0, T ] we have that ([s, T ]×H ∋ (t, x) 7→ e(t−s)Ax ∈ P (H)) ∈
C([s, T ], P (H)), the fact that W has continuous sample paths, and (177) ensure that X has
continuous sample paths. Moreover, observe that the assumption that (Ft)t∈[0,T ] is a normal
filtration and the assumption that for all t ∈ [0, T ] we have that [Wt]P,B(P (H)) =
∫ t
0
PB dWs yield
that W is (Ft)t∈[0,T ]-adapted. Combining this, (177), the fact that ξ ∈ M(F0,B(P (H))), and
the assumption that (Ft)t∈[0,T ] is a normal filtration therefore yields that X is (Ft)t∈[0,T ]-adapted.
This, (177), and the fact that X has continuous sample paths justify items (i) and (ii). Next note
that the fact that X is (Ft)t∈[0,T ]-adapted ensures that for all t ∈ [0, T ] we have that[
1D(Xxtyθ) e(t−xtyθ)A
(Wt −Wxtyθ )
1 + ‖Wt −Wxtyθ‖2H
]
P,B(P (H))
=
∫ t
xtyθ
1D(Xxtyθ) e(t−xtyθ)APB dWs
1 + ‖ ∫ t
xtyθ
PB dWs‖2H
. (178)
Combining this and (177) illustrates that for all t ∈ [0, T ] we have that
[Xt]P,B(P (H)) =
[
e(t−xtyθ)AXxtyθ + 1D(Xxtyθ) e(t−xtyθ)APF (Xxtyθ)(t− xtyθ)
]
P,B(P (H))
+
∫ t
xtyθ
1D(Xxtyθ) e(t−xtyθ)APB dWs
1 + ‖ ∫ t
xtyθ
PB dWs‖2H
.
(179)
This justifies item (iii). Moreover, observe that (174), (179), and item (i) assure that for all
t ∈ [0, T ] we have that
P(Xt = Xt) = 1. (180)
This justifies item (iv). The proof of Lemma 5.4 is hereby completed.
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Corollary 5.5. Assume Setting 5.1. Then
supθ∈̟T supI∈P0(H) supt∈[0,T ] E
[
exp
(
ǫ
e
2(b+‖B‖2
HS(U,H)
)T
‖Xθ,It ‖2H
)]
<∞. (181)
Proof of Corollary 5.5. Throughout this proof let c = 2max{ǫa, ǫ‖B‖HS(U,H), ǫ,ν, 1}, let N =
[1, dim(H)]∩N, let hn ∈ H , n ∈ N, satisfy for all m,n ∈ N that hm 6= hn and H = {hN : N ∈ N},
let U1 ⊆ [ker(P{h1}B)]⊥ be an orthonormal basis of [ker(P{h1}B)]⊥, for every n ∈ ([2,∞) ∩ N)
let Un ⊆ [ker(P{h1,h2,...,hn}B)]⊥ be an orthonormal basis of [ker(P{h1,h2,...,hn}B)]⊥ with Un−1 ⊆ Un,
let U ⊆ U be an orthonormal basis of U with U ⊇ ∪n∈NUn, let PI ∈ L(U), I ∈ P(U), satisfy
for all I ∈ P(U), u ∈ U that PIu =
∑
u∈I〈u, u〉Uu, and let Xθ,I,J : [0, T ] × Ω → PI(H), θ ∈ ̟T ,
I ∈ P0(H), J ∈ P0(U), be (Ft)t∈[0,T ]-adapted stochastic processes which satisfy for all θ ∈ ̟T ,
I ∈ P0(H), J ∈ P0(U), t ∈ [0, T ] that Xθ,I,J0 = PIξ and
[Xθ,I,Jt ]P,B(PI(H)) =
[
e(t−xtyθ)AXθ,I,Jxtyθ + 1DI|θ|T
(Xθ,I,Jxtyθ ) e
(t−xtyθ)APIF (X
θ,I,J
xtyθ
)(t− xtyθ)
]
P,B(PI(H))
+
∫ t
xtyθ
1DI
|θ|T
(Xθ,I,Jxtyθ ) e
(t−xtyθ)APIBPJ dWs
1 + ‖ ∫ t
xtyθ
PIBPJ dWs‖2H
.
(182)
Observe that Lemma 5.4 (applies with T = T , θ = θ, β = β, γ = γ, B = BPJ , F = F , D = D
I
|θ|T ,
(Ω,F ,P) = (Ω,F ,P), (Ft)t∈[0,T ] = (Ft)t∈[0,T ], (Wt)t∈[0,T ] = (Wt)t∈[0,T ], ξ = ξ, I = I, P = PI ,
Xθ,I = Xθ,I,J for θ ∈ ̟T , I ∈ P0(H), J ∈ P0(U) in the setting of Lemma 5.4) ensures that
there exist (Ft)t∈[0,T ]-adapted stochastic processes X θ,I,J : [0, T ]×Ω→ PI(H), θ ∈ ̟T , I ∈ P0(H),
J ∈ P0(U), w.c.s.p. which satisfy for all θ ∈ ̟T , I ∈ P0(H), J ∈ P0(U), t ∈ [0, T ] that X θ,I,J0 = PIξ
and
[X θ,I,Jt ]P,B(PI(H)) =
[
e(t−xtyθ)AX θ,I,Jxtyθ + 1DI|θ|T(X
θ,I,J
xtyθ
) e(t−xtyθ)APIF (X θ,I,Jxtyθ )(t− xtyθ)
]
P,B(PI(H))
+
∫ t
xtyθ
1DI
|θ|T
(X θ,I,Jxtyθ ) e(t−xtyθ)APIBPJ dWs
1 + ‖ ∫ t
xtyθ
PIBPJ dWs‖2H
.
(183)
Next note that Lemma 5.2 (applies with H = H , U = U , N = N, hn = hn, H = H, B = (U ∋
u 7→ B(u) ∈ H), PI = PI , Un = Un, PJ = PJ for I ∈ P(H), n ∈ N, J ∈ P(∪n∈NUn) in the
setting of Lemma 5.2) assures that there exists Γ: P0(H) → N which satisfies for all I ∈ P0(H)
that
PIB = PIBPUΓ(I) . (184)
Combining (167) and (184) illustrates that for all θ ∈ ̟T , I ∈ P0(H), t ∈ [0, T ] we have that
[Xθ,It ]P,B(PI(H)) =
[
e(t−xtyθ)AXθ,Ixtyθ + 1DI|θ|T
(Xθ,Ixtyθ) e
(t−xtyθ)APIF (X
θ,I
xtyθ
)(t− xtyθ)
]
P,B(PI(H))
+
∫ t
xtyθ
1DI
|θ|T
(Xθ,Ixtyθ) e
(t−xtyθ)APIBPUΓ(I) dWs
1 + ‖ ∫ t
xtyθ
PIBPUΓ(I) dWs‖2H
.
(185)
This and (183) ensure that for all θ ∈ ̟T , I ∈ P0(H), t ∈ [0, T ] we have that
Xθ,I = X θ,I,UΓ(I). (186)
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In addition, note that for all I ∈ P0(H), h ∈ (0, T ] we have that
DIh ⊆ {v ∈ PI(H) : ‖B‖HS(U,H) + ǫ‖v‖2H ≤ νh−ς} ⊆ {v ∈ H : ‖B‖HS(U,H) + ǫ‖v‖2H ≤ ch−ς}. (187)
Furthermore, observe that for all I ∈ P0(H), h ∈ (0, T ], x ∈ DIh we have that
max{‖PIF (x)‖H , ‖PIBPUΓ(I)‖HS(U,H)} ≤ max{‖PIF (x)‖H , ‖B‖HS(U,H)} ≤ νh−ς ≤ ch−ς . (188)
Moreover, note that the fact that for all I ∈ P0(H), h ∈ (0, T ] we have that DIh ⊆ PI(H) illustrates
that for all I ∈ P0(H), h ∈ (0, T ], x ∈ DIh we have that
〈x, PIF (x)〉H = 〈x, F (x)〉H ≤ a+ b‖x‖2H . (189)
Combining this and (185)–(188) with [49, Corollary 3.4] (applies with H = H , U = U , H = H,
U = U , λ = v, A = A, T = T , γ = γ, δ = ς, (Ω,F ,P, (Ft)t∈[0,T ]) = (Ω,F ,P, (Ft)t∈[0,T ]),
(Wt)t∈[0,T ] = (Wt)t∈[0,T ], ξ = ξ, F = F , B = (Hγ ∋ x 7→ B ∈ HS(U,H)), DIh = DIh, PI = PI ,
PˆJ = PJ , ϑ = ‖B‖2HS(U,H), b1 = a, b2 = b, ε = ǫ, ς = ς, c = c, Y θ,I,J = X θ,I,J for θ ∈ ̟T ,
I ∈ P0(H), J ∈ P0(U), h ∈ (0, T ] in the setting of [49, Corollary 3.4]) yields that
supθ∈̟T supI∈P0(H) supt∈[0,T ] E
[
exp
(
ǫ‖Xθ,It ‖2H
e
2(b+ǫ‖B‖2
HS(U,H)
)t
)]
<∞. (190)
In addition, note that the fact that ǫ ≤ 1 assures that for all t ∈ [0, T ] we have that
ǫ
e2(b+ǫ‖B‖
2
HS(U,H)
)t
≥ ǫ
e2(b+ǫ‖B‖
2
HS(U,H)
)T
≥ ǫ
e2(b+‖B‖
2
HS(U,H)
)T
. (191)
This and (190) justify (181). The proof of Corollary 5.5 is hereby completed.
Corollary 5.6. Assume Setting 5.1 and let p ∈ (0,∞). Then we have that
supI∈P0(H) supθ∈̟T supt∈[0,T ] ‖Xθ,It ‖Lp(P;H) <∞. (192)
Proof of Corollary 5.6. Throughout this proof let N ∈ ([p
2
, p
2
+ 1) ∩ N). Observe that Corol-
lary 5.5 yields that there exists M ∈ [0,∞) such that for all θ ∈ ̟T , I ∈ P0(H), t ∈ [0, T ],
ε ∈ (0, ǫ exp(−2(b+ ‖B‖2HS(U,H))T )] we have that
E
[
exp
(
ε‖Xθ,It ‖2H
)] ≤M. (193)
In addition, note that Young’s inequality ensures that for all x ∈ (0,∞) we have that
x
p/2 = x(N−1)(N−(p/2))xN((p/2)−N+1) ≤ (N − p
2
)xN−1 + (p
2
−N + 1)xN
≤ NxN−1 + xN = (N !)
(
xN−1
(N−1)! +
xN
N !
)
≤ (N !)ex. (194)
Therefore, we obtain that for all θ ∈ ̟T , I ∈ P0(H), t ∈ [0, T ] we have that
E
[∣∣ε‖Xθ,It ‖2H∣∣p/2] ≤ (N !)E[ exp(ε‖Xθ,It ‖2H)]. (195)
This and (193) give that there exists M ∈ [0,∞) such that for all θ ∈ ̟T , I ∈ P0(H), t ∈ [0, T ],
ε ∈ (0, ǫ exp(−2(b+ ‖B‖2HS(U,H))T )] we have that(
E
[∣∣ε‖Xθ,It ‖2H∣∣p/2])2/p ≤ ((N !)M)2/p. (196)
This concludes the proof of Corollary 5.6.
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Corollary 5.7. Assume Setting 5.1, let p ∈ (0,∞), η1 ∈ [0, 1/2 + β), η2 ∈ [η1, 1/2 + β), ι ∈
[η2, 1/2 + β), α1 ∈ [0, 1− η1), α2 ∈ [0, 1− η2), and assume that E[‖ξ‖4max{p,1}Hι ] <∞ and[
supv∈Hmax{γ,η2}
‖F (v)‖H
1+‖v‖2Hη2
]
+
[
supv∈Hmax{γ,η1}
‖F (v)‖H−α2
1+‖v‖2Hη1
]
+
[
supv∈Hγ
‖F (v)‖H−α1
1+‖v‖2H
]
<∞. (197)
Then we have that
supθ∈̟T supI∈P0(H) supt∈[0,T ] ‖Xθ,It ‖Lp(P;Hι) <∞. (198)
Proof of Corollary 5.7. Throughout this proof let (Gt)t∈[0,T ] be the normal filtration generated
by (Wt)t∈[0,T ], let U be an orthonormal basis of U , and let Oθ,I : [0, T ] × Ω → PI(H), θ ∈ ̟T ,
I ∈ P0(H), be stochastic processes which satisfy for all θ ∈ ̟T , I ∈ P0(H), t ∈ [0, T ] that
O
θ,I
t = X
θ,I
t −
(
etAPIξ +
∫ t
0
1DI
|θ|T
(Xθ,I
xsyθ
) e(t−xsyθ)APIF (Xθ,Ixsyθ) ds
)
. (199)
Observe that [45, Corollary 3.1] (applies with H = H , U = U , H = H, v = v, A = A, β = β,
T = T , (Ω,F ,P, (Ft)t∈[0,T ]) = (Ω,F ,P, (Gt)t∈[0,T ]), (Wt)t∈[0,T ] = (Wt)t∈[0,T ], B = B, U = U,
PI = PI , PˆU = IdU , χ
θ,I,U = ([0, T ] × Ω ∋ (t, ω) 7→ 1DI
|θ|T
(Xθ,It (ω)) ∈ [0, 1]), Oθ,I,U = Oθ,I ,
p = max{p, 1}, γ = ι for θ ∈ ̟T , I ∈ P0(H) in the setting of [45, Corollary 3.1]) yields that
supθ∈̟T supI∈P0(H) supt∈[0,T ] ‖Oθ,It ‖L4max{p,1}(P;Hι) <∞. (200)
Next note that Corollary 5.6 (applies with p = 8max{p, 1} in the setting of Corollary 5.6) verifies
that
supθ∈̟T supI∈P0(H) supt∈[0,T ] ‖Xθ,It ‖L8max{p,1}(P;H) <∞. (201)
Combining this, (197), and (200) with, e.g., [47, Lemma 3.4] (applies with H = H , H = H, v = v,
(Ω,F ,P) = (Ω,F ,P), T = T , β = 1/2 + β, γ = γ, ξ = (Ω ∋ ω 7→ PI(ξ(ω)) ∈ H1/2+β), F = (Hγ ∋
x 7→ 1DI
|θ|T
(x)PIF (x) ∈ H), κ = ([0, T ] ∋ t 7→ xtyθ ∈ [0, T ]), Z = ([0, T ]×Ω ∋ (t, ω) 7→ Xθ,Ixtyθ(ω) ∈
Hγ), O = ([0, T ] × Ω ∋ (t, ω) 7→ Oθ,It (ω) ∈ H1/2+β), Y = ([0, T ] × Ω ∋ (t, ω) 7→ Xθ,It (ω) ∈ H),
p = max{p, 1}, ρ = η1, η = η2, ι = ι, α1 = α1, α2 = α2 for θ ∈ ̟T , I ∈ P0(H) in the setting
of [47, Lemma 3.4]) yields that
supθ∈̟T supI∈P0(H) supt∈[0,T ] ‖Xθ,It ‖Lmax{p,1}(P;Hι) <∞. (202)
Ho¨lder’s inequality therefore justifies (198). The proof of Corollary 5.7 is hereby completed.
5.2 Strong error estimates for tamed-truncated Euler-type approxi-
mations
In this subsection we establish the main result of this article in Theorem 5.9 below. To do so, we
first prove an elementary exponential moment estimate in Lemma 5.8. Combining Corollaries 5.5–
5.7, Lemma 5.8, and [45, Corollaries 3.2–3.4] allows us to apply Proposition 4.5 to derive in
Theorem 5.9 strong convergence rates for the numerical approximations (Xθ,It )t∈[0,T ], θ ∈ ̟T ,
I ∈ P0(H), (see (212) below) for a general class of semilinear SPDEs with additive noise and a
possibly non-globally monotone nonlinearity. Moreover, in Corollary 5.10 we briefly present and
prove a simplified version of Theorem 5.9.
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Lemma 5.8. Assume Setting 1.3, let T ∈ (0,∞), B ∈ HS(U,H), let (PI)I∈P0(H) ⊆ L(H) sat-
isfy for all I ∈ P0(H), v ∈ H that PI(v) =
∑
h∈I〈h, v〉Hh, let (Ω,F ,P) be a probability space,
and let (Wt)t∈[0,T ] be an IdU -cylindrical Wiener process. Then we have for all t ∈ [0, T ] with
2t‖B‖2HS(U,H) < 1 that
supI∈P0(H) E
[
e‖
∫ t
0
e(t−s)APIB dWs‖2H
] ≤ 2
1−4t2‖B‖4
HS(U,H)
. (203)
Proof of Lemma 5.8. Throughout this proof let U ⊆ U be an orthonormal basis of U , let (Ft)t∈[0,T ]
be the normal filtration generated by (Wt)t∈[0,T ], and let OI : [0, T ]× Ω→ PI(H), I ∈ P0(H), be
(Ft)t∈[0,T ]-adapted stochastic processes w.c.s.p. which satisfy for all I ∈ P0(H), t ∈ [0, T ] that
[OIt ]P,B(PI(H)) =
∫ t
0
PIe
(t−s)AB dWs. Observe that for all I ∈ P0(H), t ∈ [0, T ] we have that
[OIt ]P,B(PI(H)) =
[ ∫ t
0
AOIs ds
]
P,B(PI(H))
+
∫ t
0
PIB dWs. (204)
Itoˆ’s formula therefore yields that for all p ∈ [2,∞), I ∈ P0(H), t ∈ [0, T ] we have that
[‖OIt ‖pH ]P,B(R) =
[ ∫ t
0
p‖OIs‖p−2H 〈OIs , AOIs〉H ds
]
P,B(R)
+
∫ t
0
p‖OIs‖p−2H 〈OIs , B dWs〉H
+
[
1
2
∫ t
0
∑
u∈U
[
p‖OIs‖p−2H ‖Bu‖2H + p(p− 2)1{OIs 6=0}‖OIs‖p−4H |〈OIs , Bu〉H |2
]
ds
]
P,B(R)
. (205)
Moreover, note that the Burkholder-Davis-Gundy-type inequality in Da Prato & Zabczyk [23,
Lemma 7.7] verifies that for all p ∈ [2,∞), I ∈ P0(H), t ∈ [0, T ] we have that∫ t
0
E
[‖OIs‖2(p−2)H ‖(U ∋ u 7→ 〈OIs , B(u)〉H ∈ R)‖2HS(U,R)] ds
≤
∫ t
0
E
[‖OIs‖2(p−1)H ‖B‖2HS(U,H)] ds = ‖B‖2HS(U,H)
∫ t
0
‖OIs‖2(p−1)L2(p−1)(P;H) ds
≤ ‖B‖2HS(U,H)
∫ t
0
[(p− 1)(2p− 3)](p−1)
[ ∫ s
0
‖PIe(s−u)AB‖2HS(U,H) du
](p−1)
ds
≤ ‖B‖2HS(U,H)
∫ t
0
[(p− 1)(2p− 3)](p−1)
[ ∫ s
0
‖e(s−u)A‖2L(H)‖B‖2HS(U,H) du
](p−1)
ds
≤ ‖B‖2pHS(U,H)[(p− 1)(2p− 3)](p−1)
∫ t
0
[ ∫ s
0
du
](p−1)
ds <∞.
(206)
Combining (205), the fact that for all x ∈ H1 we have that 〈x,Ax〉H = −‖x‖2H1/2 ≤ 0, Cauchy-
Schwarz’s inequality, and Tonelli’s theorem therefore gives that for all p ∈ [2,∞), I ∈ P0(H),
t ∈ [0, T ] we have that
E[‖OIt ‖pH ] ≤ 12E
[ ∫ t
0
∑
u∈U
[
p‖OIs‖p−2H ‖Bu‖2H + p(p− 2)1{OIs 6=0}‖OIs‖p−2H ‖Bu‖2H
]
ds
]
= 1
2
‖B‖2HS(U,H)E
[ ∫ t
0
[
p‖OIs‖p−2H + p(p− 2)1{OIs 6=0}‖OIs‖p−2H
]
ds
]
= 1
2
‖B‖2HS(U,H)
∫ t
0
E
[
p‖OIs‖p−2H + p(p− 2)‖OIs‖p−2H
]
ds =
p(p−1)‖B‖2
HS(U,H)
2
∫ t
0
E
[‖OIs‖p−2H ] ds.
(207)
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This ensures that for all I ∈ P0(H), n ∈ N, t0 ∈ [0, T ] we have that
E[‖OIt0‖2nH ] ≤
2n(2n−1)‖B‖2
HS(U,H)
2
∫ t0
0
E
[‖OIs‖2(n−1)H ] ds
≤ (2n)!‖B‖
2n
HS(U,H)
2n
∫ t0
0
∫ t1
0
· · ·
∫ tn−1
0
dtn · · ·dt2 dt1 = (2n)!‖B‖
2n
HS(U,H)
2nn!
tn0 .
(208)
Moreover, note that for all x ∈ [0,∞) we have that ex ≤ 2∑∞n=0 x2n(2n)! (see, e.g., Hutzenthaler et
al. [43, Lemma 2.4]). Combining this, (208), Tonelli’s theorem, and the fact that for all n ∈ N
we have that (4n)! ≤ 24n[(2n)!]2 gives that for all I ∈ P0(H), t ∈ [0,∞) with 2t‖B‖2HS(U,H) < 1 we
have that
E
[
e‖
∫ t
0
e(t−s)APIB dWs‖2H
]
= E
[
e‖O
I
t ‖2H
] ≤ 2E[∑∞
n=0
‖OIt ‖4nH
(2n)!
]
= 2
∑∞
n=0
E[‖OIt ‖4nH ]
(2n)!
≤ 2
∑∞
n=0
(4n)!‖B‖4n
HS(U,H)
t2n
[(2n)!]222n
≤ 2
∑∞
n=0
22n‖B‖4nHS(U,H)t2n
= 2
∑∞
n=0
(
4‖B‖4HS(U,H)t2
)n
= 2
1−4t2‖B‖4
HS(U,H)
.
(209)
This concludes the proof of Lemma 5.8.
Theorem 5.9. Assume Setting 1.3, let T,ν ∈ (0,∞), ς ∈ (0, 1/18), a ∈ [0,∞), C, c, p ∈ [1,∞),
β ∈ [0, 1/2), γ ∈ [2β, 1/2 + β) ∩ (0,∞), δ ∈ (γ − 1/2, γ) ∩ [0,∞), κ ∈ [0, γ] ∩ [0, 1/2 + β − γ + δ),
η0 = 0, σ, ν, η1 ∈ [0, 1/2 + β), η2 ∈ [η1, 1/2 + β), α1 ∈ [0, 1 − η1), α2 ∈ [0, 1 − η2),
α3 = 0, B ∈ HS(U,Hβ), ǫ ∈ (0, exp(−2(a + ‖B‖2HS(U,H))T )], ε ∈ [0, 116p exp(−2(a +
‖B‖2HS(U,H))T )min{ǫ exp(−2(a + ‖B‖2HS(U,H))T ), 1/(8max{‖B‖2HS(U,H),1}max{T,1})2}), F ∈ C1(Hγ, H),
r ∈ M(B(Hγ),B([0,∞))), (DIh)h∈(0,T ],I∈P0(H) ⊆ B(Hγ), let Φ: H → [0,∞) be a function,
let (PI)I∈P(H) ⊆ L(H) satisfy for all I ∈ P(H), x ∈ H that PI(x) =
∑
h∈I〈h, x〉Hh, as-
sume for all I ∈ P0(H), h ∈ (0, T ] that DIh = {v ∈ PI(H) : r(v) ≤ νh−ς} and (PI(H) ∋
v 7→ Φ(v) ∈ [0,∞)) ∈ C(PI(H), [0,∞)), assume for all I ∈ P0(H), h ∈ (0, T ], x ∈ DIh
that max{‖PIF (x)‖H , ‖B‖HS(U,H)} ≤ νh−ς , assume for all I ∈ P0(H), x, y ∈ PI(H) that
‖B‖HS(U,H)+ǫ‖x‖2H ≤ r(x) ≤ C(1+‖x‖2Hν ), 〈x, F (x)〉H ≤ a(1+‖x‖2H), 〈F ′(x)y, y〉H ≤ (ε‖x‖2H1/2+
C)‖y‖2H +‖y‖2H1/2, ‖PI(F (x)−F (y))‖H ≤ C‖x−y‖Hδ(1+‖x‖cHκ +‖y‖cHκ), 〈x,Ax+F (x+y)〉H ≤
Φ(y)(1 + ‖x‖2H), and
[
supJ∈P0(H) supv∈PJ (H)
‖PJF (v)‖Hγ−δ
1+‖v‖2Hσ
]
+
2∑
i=0
[
supv∈Hmax{γ,ηi}
‖F (v)‖H−αi+1
1+‖v‖2Hηi
]
<∞, (210)
let (Ω,F ,P) be a probability space with a normal filtration (Ft)t∈[0,T ], let (Wt)t∈[0,T ] be an
IdU -cylindrical (Ft)t∈[0,T ]-Wiener process, let ξ ∈ L32pcmax{(γ−δ)/ς,1}(P|F0;Hmax{η2,σ,ν,γ}) satisfy
E[exp(ǫ‖ξ‖2H)] < ∞, let X : [0, T ] × Ω → Hγ be an (Ft)t∈[0,T ]-adapted stochastic process w.c.s.p.
which satisfies for all t ∈ [0, T ] that
[Xt]P,B(Hγ) =
[
etAξ +
∫ t
0
e(t−s)AF (Xs) ds
]
P,B(Hγ)
+
∫ t
0
e(t−s)AB dWs, (211)
and let Xθ,I : [0, T ]× Ω → PI(H), θ ∈ ̟T , I ∈ P0(H), be (Ft)t∈[0,T ]-adapted stochastic processes
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which satisfy for all θ ∈ ̟T , I ∈ P0(H), t ∈ [0, T ] that Xθ,I0 = PIξ and
[Xθ,It ]P,B(PI(H)) =
[
e(t−xtyθ)AXθ,Ixtyθ + 1DI|θ|T
(Xθ,Ixtyθ) e
(t−xtyθ)APIF (X
θ,I
xtyθ
)(t− xtyθ)
]
P,B(PI(H))
+
∫ t
xtyθ
1DI
|θ|T
(Xθ,Ixtyθ) e
(t−xtyθ)APIB dWs
1 + ‖ ∫ t
xtyθ
PIB dWs‖2H
.
(212)
Then there exists c ∈ R such that for all θ ∈ ̟T , I ∈ P0(H) we have that
supt∈[0,T ] ‖Xt −Xθ,It ‖Lp(P;H) ≤ c
(‖PH\I(−A)δ−γ‖L(H) + [|θ|T ]γ−δ). (213)
Proof of Theorem 5.9. Throughout this proof let ρ ∈ (0,∞) satisfy that
εpe2(a+‖B‖
2
HS(U,H)
)T ≤ ρ < 1
16
min
{
ǫe−2(a+‖B‖
2
HS(U,H)
)T , 1
(8max{‖B‖2
HS(U,H)
,1}max{T,1})2
}
. (214)
Note that Lemma 5.4 (applies with T = T , θ = θ, β = β, γ = γ, B = B, F = F , D = DI|θ|T ,
(Ω,F ,P) = (Ω,F ,P), (Ft)t∈[0,T ] = (Ft)t∈[0,T ], (Wt)t∈[0,T ] = (Wt)t∈[0,T ], ξ = ξ, I = I, P = PI ,
X = Xθ,I for θ ∈ ̟T , I ∈ P0(H) in the setting of Lemma 5.4) verifies that there exist (Ft)t∈[0,T ]-
adapted stochastic processes X θ,I : [0, T ]×Ω→ PI(H), θ ∈ ̟T , I ∈ P0(H), w.c.s.p. which satisfy
for all θ ∈ ̟T , I ∈ P0(H), t ∈ [0, T ] that P(X θ,It = Xθ,It ) = 1 and
[X θ,It ]P,B(PI(H)) =
[
e(t−xtyθ)AX θ,Ixtyθ + 1DI|θ|T (X
θ,I
xtyθ
) e(t−xtyθ)APIF (X θ,Ixtyθ)(t− xtyθ)
]
P,B(PI(H))
+
∫ t
xtyθ
1DI
|θ|T
(X θ,Ixtyθ ) e(t−xtyθ)APIB dWs
1 + ‖ ∫ t
xtyθ
PIB dWs‖2H
.
(215)
Next let Oθ,I : [0, T ]× Ω → PI(H), θ ∈ ̟T , I ∈ P0(H), be stochastic processes which satisfy for
all θ ∈ ̟T , I ∈ P0(H), t ∈ [0, T ] that
O
θ,I
t = X θ,It −
(
etAPIξ +
∫ t
0
1DI
|θ|T
(X θ,I
xsyθ
) e(t−xsyθ)APIF (X θ,Ixsyθ) ds
)
. (216)
We intend to verify Theorem 5.9 through an application of Proposition 4.5 (applies with α = γ−δ,
ι = γ − δ, Xθ,I = X θ,I , Oθ,I = Oθ,I for θ ∈ ̟T , I ∈ P0(H) in the setting of Proposition 4.5). For
this we now verify the hypotheses (144)–(148) in Proposition 4.5. Observe that (215) and (216)
give that for all θ ∈ ̟T , I ∈ P0(H), t ∈ [0, T ] we have that
[Oθ,It ]P,B(PI(H)) = [e
(t−xtyθ)AOθ,Ixtyθ ]P,B(PI(H)) +
∫ t
xtyθ
1DI
|θ|T
(X θ,Ixtyθ ) e(t−xtyθ)APIB dWs
1 + ‖ ∫ t
xtyθ
PIB dWs‖2H
. (217)
This and [45, Corollary 3.2] (applies with H = H , U = U , H = H, v = v, A = A, β = β, T = T ,
(Ω,F ,P, (Ft)t∈[0,T ]) = (Ω,F ,P, (Ft)t∈[0,T ]), (Wt)t∈[0,T ] = (Wt)t∈[0,T ], B = B, PI = PI , PˆU = IdU ,
χθ,I,U = ([0, T ] × Ω ∋ (t, ω) 7→ 1DI
|θ|T
(X θ,It (ω)) ∈ [0, 1]), Oθ,I,U = Oθ,I , p = 4p, γ = δ, ρ = γ − δ
for θ ∈ ̟T , I ∈ P0(H) in the setting of [45, Corollary 3.2]) yield that there exists C ∈ R which
satisfies that for all θ ∈ ̟T we have that
supI∈P0(H) sups∈[0,T ] ‖Oθ,Is −Oθ,Ixsyθ‖L4p(P;Hδ) ≤ C [|θ|T ]γ−δ. (218)
45
Moreover, note that the fact that γ < 1/2 + β ensures that there exists an (Ft)t∈[0,T ]-adapted
stochastic process O : [0, T ]× Ω→ Hγ w.c.s.p. which satisfies for all t ∈ [0, T ] that
[Ot]P,B(Hγ) =
∫ t
0
e(t−s)AB dWs (219)
(cf., e.g., [47, Lemma 5.5]). Next let OI : [0, T ]× Ω→ PI(H), I ∈ P0(H), be stochastic processes
which satisfy for all I ∈ P0(H), t ∈ [0, T ] that
OIt = PIOt. (220)
Observe that (220) and Ho¨lder’s inequality give that for all θ ∈ ̟T , I, J ∈ P0(H), s ∈ [0, T ] we
have that
E
[
exp
(
ρ‖X θ,Js −Oθ,Js +OIs + esAPI\Jξ‖2H
)]
≤ E[ exp(4ρ(‖X θ,Js ‖2H + ‖Oθ,Js ‖2H + ‖OIs‖2H + ‖ξ‖2H))]
≤ [E[exp(16ρ‖X θ,Js ‖2H)]E[exp(16ρ‖Oθ,Js ‖2H)]E[exp(16ρ‖OIs‖2H)]E[exp(16ρ‖ξ‖2H)]]1/4.
(221)
Moreover, note that the assumption that for all I ∈ P0(H), x ∈ PI(H) we have that
‖B‖HS(U,H) + ǫ‖x‖2H ≤ r(x) ≤ C(1 + ‖x‖2Hν ) (222)
and the assumption that for all I ∈ P0(H), h ∈ (0, T ] we have that
DIh = {v ∈ PI(H) : r(v) ≤ νh−ς} (223)
ensure that for all I ∈ P0(H), h ∈ (0, T ] we have that
{v ∈ PI(H) : C(1 + ‖v‖2Hν) ≤ νh−ς} ⊆ DIh ⊆ {v ∈ PI(H) : ‖B‖HS(U,H) + ǫ‖v‖2H ≤ νh−ς}. (224)
Combining this, the assumption that for all I ∈ P0(H), h ∈ (0, T ], x ∈ DIh we have that
max{‖PIF (x)‖H , ‖B‖HS(U,H)} ≤ νh−ς , (225)
the assumption that E[exp(ǫ‖ξ‖2H)] < ∞, the fact that ξ ∈ M(F0,B(Hγ)), the assumption that
for all I ∈ P0(H), x ∈ PI(H) we have that
〈x, F (x)〉H ≤ a(1 + ‖x‖2H), (226)
the fact that 16ρ ≤ ǫ exp(−2(a + ‖B‖2HS(U,H))T ), (215), and Corollary 5.5 (applies with T = T ,
a = a, b = a, ν = ν, ς = ς, ǫ = ǫ, β = β, γ = γ, B = B, F = F , DIh = D
I
h, PI = PI ,
(Ω,F ,P) = (Ω,F ,P), (Ft)t∈[0,T ] = (Ft)t∈[0,T ], (Wt)t∈[0,T ] = (Wt)t∈[0,T ], ξ = ξ, Xθ,I = X θ,I for
θ ∈ ̟T , I ∈ P0(H), h ∈ (0, T ] in the setting of Corollary 5.5) verifies that
supθ∈̟T supJ∈P0(H) sups∈[0,T ]E[exp(16ρ‖X θ,Js ‖2H)] <∞. (227)
In addition, note that the fact that 16ρ < 1/(8max{‖B‖2
HS(U,H)
,1}max{T,1})2, (217), and [45, Corol-
lary 3.4] (applies with H = H , U = U , H = H, v = v, A = A, β = β, T = T ,
(Ω,F ,P, (Ft)t∈[0,T ]) = (Ω,F ,P, (Ft)t∈[0,T ]), (Wt)t∈[0,T ] = (Wt)t∈[0,T ], B = B, PI = PI , PˆU = IdU ,
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χθ,I,U = ([0, T ] × Ω ∋ (t, ω) 7→ 1DI
|θ|T
(X θ,It (ω)) ∈ [0, 1]), Oθ,I,U = Oθ,I , ε = 16ρ for θ ∈ ̟T ,
I ∈ P0(H) in the setting of [45, Corollary 3.4]) assure that
supθ∈̟T supJ∈P0(H) sups∈[0,T ] E[exp(16ρ‖Oθ,Js ‖2H)] <∞. (228)
Furthermore, note that Lemma 5.8 (applies with T = T , B = (U ∋ u 7→ 4√ρBu ∈ H), PI = PI ,
(Ω,F ,P) = (Ω,F ,P), (Wt)t∈[0,T ] = (Wt)t∈[0,T ] for I ∈ P0(H) in the setting of Lemma 5.8) yields
that for all I ∈ P0(H), s ∈ [0, T ] with 32ρs‖B‖2HS(U,H) < 1 we have that
E[exp(16ρ‖OIs‖2H)] ≤ 21−1024ρ2s2‖B‖4
HS(U,H)
. (229)
Next observe that the fact that for all x ∈ [0,∞) we have that x < 2ex gives that 4T‖B‖2HS(U,H) <
2e4T‖B‖
2
HS(U,H). This yields that 2T‖B‖2HS(U,H)e−4T‖B‖
2
HS(U,H) < 1. Therefore, we obtain that
32ρT‖B‖2HS(U,H) ≤
32ǫT‖B‖2
HS(U,H)
16
e
−2T (a+‖B‖2
HS(U,H)
) ≤ 2T‖B‖2HS(U,H)e−4T (a+‖B‖
2
HS(U,H)
)
≤ 2T‖B‖2HS(U,H)e−4T‖B‖
2
HS(U,H) < 1.
(230)
This and (229) give that
supI∈P0(H) sups∈[0,T ]E[exp(16ρ‖OIs‖2H)] <∞. (231)
Combining this, (221), (227), (228), the assumption that E[exp(ǫ‖ξ‖2H)] < ∞, and the fact that
16ρ < ǫ illustrates that
supI,J∈P0(H) supθ∈̟T sups∈[0,T ]E
[
exp
(
ρ‖X θ,Js −Oθ,Js +OIs + esAPI\Jξ‖2H
)]
<∞. (232)
Next observe that the fact that ξ ∈ L32pcmax{(γ−δ)/ς,1}(P;Hmax{η2,σ,ν,γ}), the fact that[
supv∈Hmax{γ,η2}
‖F (v)‖H
1+‖v‖2Hη2
]
+
[
supv∈Hmax{γ,η1}
‖F (v)‖H−α2
1+‖v‖2Hη1
]
+
[
supv∈Hγ
‖F (v)‖H−α1
1+‖v‖2H
]
<∞, (233)
the assumption that E[exp(ǫ‖ξ‖2H)] < ∞, (215), (224)–(226), the fact that ǫ ≤ exp(−2(a +
‖B‖2HS(U,H))T ), and Corollary 5.7 (applies with T = T , a = a, b = a, ν = ν, ς = ς, ǫ = ǫ,
β = β, γ = γ, B = B, F = F , DIh = D
I
h, PI = PI , (Ω,F ,P) = (Ω,F ,P), (Ft)t∈[0,T ] =
(Ft)t∈[0,T ], (Wt)t∈[0,T ] = (Wt)t∈[0,T ], ξ = ξ, Xθ,I = X θ,I , p = 8pcmax{(γ−δ)/ς, 1}, η1 = η1, η2 = η2,
ι = max{η2, σ, ν, γ}, α1 = α1, α2 = α2 for h ∈ (0, T ], θ ∈ ̟T , I ∈ P0(H) in the setting of
Corollary 5.7) verify that
supθ∈̟T supI∈P0(H) supt∈[0,T ] ‖X θ,It ‖L8pcmax{(γ−δ)/ς,1}(P;Hmax{η2,σ,ν,γ}) <∞. (234)
Combining this and the fact that supI∈P0(H) supv∈PI (H)
(
(‖PIF (v)‖Hγ−δ )/(1+‖v‖2Hσ )
)
<∞ yields that
supθ∈̟T supI∈P0(H) supt∈[0,T ] ‖PIF (X θ,It )‖L4pcmax{(γ−δ)/ς,1}(P;Hγ−δ)
≤
[
sup
I∈P0(H)
sup
v∈PI (H)
‖PIF (v)‖Hγ−δ
1+‖v‖2Hσ
][
1 + sup
θ∈̟T
sup
I∈P0(H)
sup
t∈[0,T ]
‖X θ,It ‖2L8pcmax{(γ−δ)/ς,1}(P;Hσ)
]
<∞. (235)
This and (234) assure that
supθ∈̟T supI∈P0(H) supt∈[0,T ]
[‖PIF (X θ,It )‖L4p(P;Hγ−δ) + ‖PIF (X θ,It )‖L2p(P;Hγ−δ)] <∞ (236)
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and
supI∈P0(H) supθ∈̟T supt∈[0,T ]
[‖X θ,It ‖L4pc(P;Hκ) + ‖X θ,It ‖L2max{4p(γ−δ)/ς,1}(P;Hν)] <∞. (237)
In addition, note that (222) and (237) verify that
supI∈P0(H) supθ∈̟T supt∈[0,T ]
[‖X θ,It ‖L4pc(P;Hκ) + ‖r(X θ,It )‖L4p(γ−δ)/ς (P;R)] <∞. (238)
Moreover, observe that (224) and Markov’s inequality ensure that for all θ ∈ ̟T , I ∈ P0(H),
h ∈ (0, T ], t ∈ [0, T ] we have that∥∥1− 1DIh(X θ,Ixtyθ)∥∥L4pc(P;R) = ∥∥1PI(H)\DIh(X θ,Ixtyθ)∥∥L4pc(P;R) ≤ ∥∥1{C(1+‖X θ,Ixtyθ ‖2Hν )>νh−ς}
∥∥
L4pc(P;R)
≤ [P(|C(1 + ‖X θ,Ixtyθ‖2Hν )|4pc(γ−δ)/ς > (νh−ς)4pc(γ−δ)/ς)]1/(4pc)
≤ (νh−ς)−(γ−δ)/ς(E[|C(1 + ‖X θ,Ixtyθ‖2Hν)|4pc(γ−δ)/ς])1/(4pc)
= |ν|−(γ−δ)/ςhγ−δC (γ−δ)/ς∥∥1 + ‖X θ,Ixtyθ‖2Hν∥∥(γ−δ)/ςL4pc(γ−δ)/ς(P,R)
≤ |ν|−(γ−δ)/ςhγ−δC (γ−δ)/ς(1 + ‖X θ,Ixtyθ‖2L2max{4pc(γ−δ)/ς,1}(P,Hν))(γ−δ)/ς.
(239)
Combining this and (237) illustrates that there exists C ∈ [1,∞) which satisfies that for all
θ ∈ ̟T , I ∈ P0(H), t ∈ [0, T ] we have that∥∥1− 1DI
|θ|T
(X θ,Ixtyθ )
∥∥
L4pc(P;R) ≤ C [|θ|T ]γ−δ. (240)
This, (217), and [45, Corollary 3.3] (applies with H = H , U = U , H = H, v = v, A = A, β = β,
T = T , (Ω,F ,P, (Ft)t∈[0,T ]) = (Ω,F ,P, (Ft)t∈[0,T ]), (Wt)t∈[0,T ] = (Wt)t∈[0,T ], B = B, PI = PI ,
PˆU = IdU , χ
θ,I,U = ([0, T ]× Ω ∋ (t, ω) 7→ 1DI
|θ|T
(X θ,It (ω)) ∈ [0, 1]), Oθ,I,U = Oθ,I , p = 4pc, C = C,
γ = max{δ, κ}, η = γ − δ, ρ = γ − δ, O = O for θ ∈ ̟T , I ∈ P0(H) in the setting of [45,
Corollary 3.3]) illustrate that there exists C ∈ R which satisfies that for all I, J ∈ P0(H) with
I ⊆ J we have that
sups∈[0,T ] ‖Oθ,Is − OJs ‖L4pc(P;Hmax{δ,κ}) ≤ C
(‖PH\I(−A)δ−γ‖L(H) + [|θ|T ]γ−δ). (241)
Moreover, observe that (216) and the fact that (X θ,It )t∈[0,T ], θ ∈ ̟T , I ∈ P0(H), are (Ft)t∈[0,T ]-
adapted stochastic processes w.c.s.p. ensure that (Oθ,It )t∈[0,T ], θ ∈ ̟T , I ∈ P0(H), are (Ft)t∈[0,T ]-
adapted stochastic processes w.c.s.p. This, the assumption that for all I ∈ P0(H), x, y ∈ PI(H)
we have that 〈F ′(x)y, y〉H ≤ (ε‖x‖2H1/2+C)‖y‖2H+‖y‖2H1/2 , ‖PI(F (x)−F (y))‖H ≤ C‖x−y‖Hδ(1+
‖x‖cHκ + ‖y‖cHκ), and 〈x,Ax + F (x + y)〉H ≤ Φ(y)(1 + ‖x‖2H), the fact that ε ≤ ρp exp(−2(a +
‖B‖2HS(U,H))T ), the fact that ξ ∈ L4pmax{c,2}(P|F0;Hmax{γ,η2}), the fact that E
[‖ξ‖16pH ] <∞, (215),
(216), (218), (219), (223), (226), (232), (233), (236), (238), (241), and Proposition 4.5 (applies
with T = T , ν = ν, ς = ς, α = γ − δ, a = a, ι = γ − δ, ρ = ρ, C = max{C,C,C }, c = c, p = p,
β = β, γ = γ, δ = δ, κ = κ, η1 = η1, η2 = η2, α1 = α1, α2 = α2, B = B, ε = ε, F = F , r = r,
DIh = D
I
h, Φ = Φ, PI = PI , (Ω,F ,P) = (Ω,F ,P), (Ft)t∈[0,T ] = (Ft)t∈[0,T ], (Wt)t∈[0,T ] = (Wt)t∈[0,T ],
ξ = ξ, X = X , O = O, Xθ,I = X θ,I , Oθ,I = Oθ,I for θ ∈ ̟T , I ∈ P0(H), h ∈ (0, T ] in the setting
of Proposition 4.5) therefore justify (213). The proof of Theorem 5.9 is hereby completed.
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Corollary 5.10. Assume Setting 1.3, let T ∈ (0,∞), ς ∈ (0, 1/18), a ∈ [0,∞), C, c, p ∈ [1,∞),
(Cε)ε∈(0,∞) ⊆ [0,∞), β ∈ [0, 1/2), γ ∈ [2β, 1/2 + β) ∩ (0,∞), δ ∈ (γ − 1/2, γ) ∩ [0,∞), κ ∈
[0, γ] ∩ [0, 1/2 + β − γ + δ), η0 = 0, σ, ν, η1 ∈ [0, 1/2 + β), η2 ∈ [η1, 1/2 + β), α1 ∈ [0, 1 − η1),
α2 ∈ [0, 1 − η2), α3 = 0, B ∈ HS(U,Hβ), F ∈ C1(Hγ , H), let Φ: H → [0,∞) be a function, let
(PI)I∈P(H) ⊆ L(H) satisfy for all I ∈ P(H), x ∈ H that PI(x) =
∑
h∈I〈h, x〉Hh, assume for all
I ∈ P(H) that (PI(H) ∋ v 7→ Φ(v) ∈ [0,∞)) ∈ C(PI(H), [0,∞)), assume for all I ∈ P0(H), x, y ∈
PI(H), ε ∈ (0,∞) that 〈x, F (x)〉H ≤ a(1 + ‖x‖2H), 〈F ′(x)y, y〉H ≤ (ε‖x‖2H1/2 + Cε)‖y‖2H + ‖y‖2H1/2,
‖F (x)− F (y)‖H ≤ C‖x− y‖Hδ(1 + ‖x‖cHκ + ‖y‖cHκ), 〈x,Ax+ F (x+ y)〉H ≤ Φ(y)(1 + ‖x‖2H), and[
supJ∈P0(H) supv∈PJ (H)
{
‖PJF (v)‖H
1+‖v‖2Hν
+
‖PJF (v)‖Hγ−δ
1+‖v‖2Hσ
}]
+
2∑
i=0
[
supv∈Hmax{γ,ηi}
‖F (v)‖H−αi+1
1+‖v‖2Hηi
]
<∞, (242)
let (Ω,F ,P) be a probability space with a normal filtration (Ft)t∈[0,T ], let (Wt)t∈[0,T ] be an
IdU -cylindrical (Ft)t∈[0,T ]-Wiener process, let ξ ∈ L32pcmax{(γ−δ)/ς,1}(P|F0;Hmax{η2,σ,ν,γ}) satisfy
infǫ∈(0,∞) E[exp(ǫ‖ξ‖2H)] < ∞, let X : [0, T ] × Ω → Hγ be an (Ft)t∈[0,T ]-adapted stochastic pro-
cess w.c.s.p. which satisfies for all t ∈ [0, T ] that
[Xt]P,B(Hγ) =
[
etAξ +
∫ t
0
e(t−s)AF (Xs) ds
]
P,B(Hγ)
+
∫ t
0
e(t−s)AB dWs, (243)
and let Xθ,I : [0, T ]× Ω → PI(H), θ ∈ ̟T , I ∈ P0(H), be (Ft)t∈[0,T ]-adapted stochastic processes
which satisfy for all θ ∈ ̟T , I ∈ P0(H), t ∈ [0, T ] that Xθ,I0 = PIξ and
[Xθ,It ]P,B(PI(H)) =
[
e(t−xtyθ)AXθ,Ixtyθ + 1{1+‖Xθ,I
xtyθ
‖2Hν≤[|θ|T ]−ς}
e(t−xtyθ)APIF (X
θ,I
xtyθ
)(t− xtyθ)
]
P,B(PI(H))
+
∫ t
xtyθ
1{1+‖Xθ,I
xtyθ
‖2Hν≤[|θ|T ]−ς}
e(t−xtyθ)APIB dWs
1 + ‖ ∫ t
xtyθ
PIB dWs‖2H
. (244)
Then there exists c ∈ R such that for all θ ∈ ̟T , I ∈ P0(H) we have that
supt∈[0,T ] ‖Xt −Xθ,It ‖Lp(P;H) ≤ c
(‖PH\I(−A)δ−γ‖L(H) + [|θ|T ]γ−δ). (245)
Proof of Corollary 5.10. Throughout this proof let DIh ∈ P(H), h ∈ (0, T ], I ∈ P0(H), be the sets
which satisfy for all I ∈ P0(H), h ∈ (0, T ] that
DIh = {v ∈ PI(H) : 1 + ‖v‖2Hν ≤ h−ς}, (246)
let ǫ ∈ (0, exp(−2(a+ ‖B‖2HS(U,H))T )], ε,C ∈ (0,∞) satisfy that
C = max{Cε, 1}max{‖B‖HS(U,H), 1}max{‖(−A)−ν‖2L(H), 1}
+max
{
supJ∈P0(H) supv∈PJ (H)
‖PJF (v)‖H
1+‖v‖2Hν
, ‖B‖HS(U,H)
}
,
(247)
ε <
exp(−2(a+‖B‖2
HS(U,H)
)T )
16p
min
{
ǫ exp(−2(a+ ‖B‖2HS(U,H))T ), 1(8max{‖B‖2
HS(U,H)
,1}max{T,1})2
}
, (248)
and E[exp(ǫ‖ξ‖2H)] <∞, and let r : Hγ → [0,∞) satisfy for all v ∈ Hγ that
r(v) =
{
C(1 + ‖v‖2Hν) : v ∈ Hmax{ν,γ}
0 : v ∈ (Hγ\Hmax{ν,γ}).
(249)
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Observe that, e.g., Becker et al. [5, Lemma 5.3] (applies with V = Hmax{ν,γ}, W = Hγ, (S,S) =
([0,∞),B([0,∞))), Ψ = r in the setting of Becker et al. [5, Lemma 5.3]) ensures that
r ∈M(B(Hγ),B([0,∞))). (250)
Next note that for all x ∈ Hmax{ν,γ} we have that
‖B‖HS(U,H) + ǫ‖x‖2H ≤ max{‖B‖HS(U,H), ǫ}(1 + ‖x‖2H)
≤ max{‖B‖HS(U,H), ǫ}max{‖(−A)−ν‖2L(H), 1}(1 + ‖x‖2Hν ) ≤ C(1 + ‖x‖2Hν ) = r(x).
(251)
Moreover, observe that for all I ∈ P0(H), h ∈ (0, T ] we have that
DIh = {v ∈ PI(H) : r(v) ≤ Ch−ς}. (252)
This, (250), and, e.g., Andersson et al. [3, Lemma 2.2] (applies with V0 = Hγ, V1 = PI(H) for
I ∈ P0(H) in the setting of Andersson et al. [3, Lemma 2.2]) assure that for all I ∈ P0(H),
h ∈ (0, T ] we have that
DIh ∈ B(Hγ). (253)
Furthermore, note that (246) and (247) give that for all I ∈ P0(H), h ∈ (0, T ], x ∈ DIh we have
that
max{‖PIF (x)‖H , ‖B‖HS(U,H)}
≤ max
{(
supJ∈P0(H) supv∈PJ (H)
‖PJF (v)‖H
1+‖v‖2Hν
)
(1 + ‖x‖2Hν), ‖B‖HS(U,H)
}
≤ max
{
supJ∈P0(H) supv∈PJ (H)
‖PJF (v)‖H
1+‖v‖2Hν
, ‖B‖HS(U,H)
}
(1 + ‖x‖2Hν ) ≤ Ch−ς .
(254)
Combining this, (242), (248), (250)–(253), the fact that E[exp(ǫ‖ξ‖2H)] <∞, the assumption that
for all I ∈ P0(H), x, y ∈ PI(H) we have that 〈F ′(x)y, y〉H ≤ (ε‖x‖2H1/2 + Cε)‖y‖2H + ‖y‖2H1/2 ,
〈x, F (x)〉H ≤ a(1 + ‖x‖2H), ‖F (x) − F (y)‖H ≤ C‖x − y‖Hδ(1 + ‖x‖cHκ + ‖y‖cHκ), and 〈x,Ax +
F (x + y)〉H ≤ Φ(y)(1 + ‖x‖2H), and Theorem 5.9 (applies with T = T , ν = C, ς = ς, a = a,
C = C, c = c, p = p, β = β, γ = γ, δ = δ, κ = κ, η0 = η0, σ = σ, ν = ν, η1 = η1, η2 = η2,
α1 = α1, α2 = α2, α3 = α3, B = B, ǫ = ǫ, ε = ε, F = F , r = r, D
I
h = D
I
h, Φ = Φ, PI = PI ,
(Ω,F ,P) = (Ω,F ,P), (Ft)t∈[0,T ] = (Ft)t∈[0,T ], (Wt)t∈[0,T ] = (Wt)t∈[0,T ], ξ = ξ, X = X , Xθ,I = Xθ,I
for θ ∈ ̟T , I ∈ P0(H), h ∈ (0, T ] in the setting of Theorem 5.9) justifies (245). The proof of
Corollary 5.10 is hereby completed.
6 Strong convergence rates for space-time discrete ap-
proximations of stochastic Burgers equations
In this section we illustrate Corollary 5.10 in the case of stochastic Burgers equations. For this we
combine some of the regularity results in [47] with Corollary 5.10 to prove in Corollary 6.1 strong
convergence for the numerical approximations (Xθ,It )t∈[0,T ], θ ∈ ̟T , I ∈ P0(H), (see (256) below)
of the solution of an additive trace-class noise driven stochastic Burgers equation (see (255) below).
Finally, Corollary 6.2 presents the findings from Corollary 6.1 in a further simplified setting.
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Corollary 6.1. Assume Setting 1.2, let T, c0 ∈ (0,∞), c1 ∈ R, ς ∈ (0, 1/18), p ∈ [1,∞), β ∈
(0, 1/2), γ ∈ ([max{1/2, 2β}, 1/2 + β)\{1/2, 3/4}), let λ : B((0, 1)) → [0, 1] be the Lebesgue-Borel
measure on (0, 1), let (H, 〈·, ·〉H, ‖·‖H) = (L2(λ;R), 〈·, ·〉L2(λ;R), ‖·‖L2(λ;R)), let (en)n∈N ⊆ H satisfy
for all n ∈ N that en = [(
√
2 sin(nπx))x∈(0,1)]λ,B(R), let H ⊆ H satisfy that H = {en : n ∈ N}, let
A : D(A) ⊆ H → H be the linear operator which satisfies D(A) = {v ∈ H : ∑∞n=1 |n2〈en, v〉H|2 <
∞} and ∀ v ∈ D(A) : Av = −c0
∑∞
n=1 π
2n2〈en, v〉Hen, let (Hr, 〈·, ·〉Hr , ‖·‖Hr), r ∈ R, be a family
of interpolation spaces associated to −A, for every v ∈ W 1,2((0, 1),R) let ∂v ∈ H satisfy for all
ϕ ∈ C∞cpt((0, 1),R) that 〈∂v, [ϕ]λ,B(R)〉H = −〈v, [ϕ′]λ,B(R)〉H , let B ∈ HS(H,Hβ), let F : H1/2 → H
satisfy for all v ∈ H1/2 that F (v) = c1v∂v, let (PI)I∈P(H) ⊆ L(H) satisfy for all I ∈ P(H), v ∈ H
that PI(v) =
∑
h∈I 〈h, v〉H h, let (Ω,F ,P) be a probability space with a normal filtration (Ft)t∈[0,T ],
let (Wt)t∈[0,T ] be an IdH-cylindrical (Ft)t∈[0,T ]-Wiener process, let ξ ∈ L32pmax{(2γ−1)/(2ς),1}(P|F0;Hγ)
satisfy infǫ∈(0,∞)E[exp(ǫ‖ξ‖2H)] < ∞, let X : [0, T ] × Ω → Hγ be an (Ft)t∈[0,T ]-adapted stochastic
process w.c.s.p. which satisfies for all t ∈ [0, T ] that
[Xt]P,B(Hγ) =
[
etAξ +
∫ t
0
e(t−s)AF (Xs) ds
]
P,B(Hγ)
+
∫ t
0
e(t−s)AB dWs, (255)
and let Xθ,I : [0, T ]× Ω → PI(H), θ ∈ ̟T , I ∈ P0(H), be (Ft)t∈[0,T ]-adapted stochastic processes
which satisfy for all θ ∈ ̟T , I ∈ P0(H), t ∈ (0, T ] that Xθ,I0 = PI(ξ) and
[Xθ,It ]P,B(PI(H)) =
[
e(t−xtyθ)AXθ,Ixtyθ + 1{1+‖Xθ,I
xtyθ
‖2H1/2≤[|θ|T ]
−ς}e
(t−xtyθ)APIF (X
θ,I
xtyθ
) (t− xtyθ)
]
P,B(PI(H))
+
∫ t
xtyθ
1{1+‖Xθ,I
xtyθ
‖2H1/2≤[|θ|T ]
−ς}e
(t−xtyθ )APIB dWs
1 + ‖ ∫ t
xtyθ
PIB dWs‖2H
. (256)
Then there exists C ∈ R such that for all θ ∈ ̟T , I ∈ P0(H) we have that
supt∈[0,T ] ‖Xt −Xθ,It ‖Lp(P;H) ≤ C
(‖PH\I(−A)(1/2)−γ‖L(H) + [|θ|T ]γ−(1/2)). (257)
Proof of Corollary 6.1. Throughout this proof let Φ: H → [0,∞) satisfy for all w ∈ H that
Φ(w) =


3|c1|2
8|c0|
[
supu∈H1/2\{0}
‖u‖L∞(λ;R)
‖u‖H1/2
+ supu∈H1/2\{0}
‖u‖2
L4(λ;R)
‖u‖2H1/2
]2
(1 + ‖w‖2H1/2)2 : w ∈ H1/2
0 : w ∈ (H\H1/2).
(258)
We intend to verify Corollary 6.1 through an application of Corollary 5.10. For this note that,
e.g., [47, item (ii) of Lemma 4.13] yields that for all v, w ∈ Hγ ⊆ H1/2 we have that
‖F (v)− F (w)‖H ≤ |c1|√3 c0 (‖v‖H1/2 + ‖w‖H1/2)‖v − w‖H1/2 . (259)
In addition, observe that, e.g., [47, Lemma 4.19] and the fact that Hγ ⊆ H1/2 continuously give
that
(a) we have that F ∈ C1(Hγ, H) and
(b) we have that there exists C ∈ (0,∞) which satisfies for all ε ∈ (0,∞), v, w ∈ Hγ ⊆ H1/2 that
〈F ′(w)v, v〉H ≤ ε‖w‖2H1/2‖v‖2H + Cε2‖v‖2H + ‖v‖2H1/2 . (260)
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Furthermore, note that the fact that 0 ≤ γ− 1
2
< 1
2
, the fact that γ 6= 3
4
, and, e.g., [47, Lemma 4.20]
(applies with α = γ − 1
2
in the setting of [47, Lemma 4.20]) ensure that
supI∈P0(H) supv∈Hγ\{0}
(‖PIF (v)‖H
γ−(1/2)
‖v‖2Hγ
)
<∞. (261)
Moreover, observe that, e.g., [47, Lemma 4.20] (applies with α = 0 in the setting of [47,
Lemma 4.20]) verifies that
supI∈P0(H) supv∈H1/2\{0}
(
‖PIF (v)‖H
‖v‖2H1/2
)
<∞. (262)
In addition, note that, e.g., [47, Lemma 4.23] verifies that for all I ∈ P0(H), x ∈ PI(H) we have
that
〈x, F (x)〉H = 0. (263)
Furthermore, observe that, e.g., [47, Corollary 4.22] (applies with α1 = α1, α2 = α2 for α1 ∈
(3/4,∞), α2 ∈ (1/4, 1/2] in the setting of [47, Corollary 4.22]) yields that for all α1 ∈ (3/4,∞),
α2 ∈ (1/4, 1/2] we have that[
supv∈H1/2\{0}
‖F (v)‖H
‖v‖2H1/2
]
+
[
supv∈H1/2\{0}
‖F (v)‖H−α2
‖v‖2H(1−α2)/3
]
+
[
supv∈H1/2\{0}
‖F (v)‖H−α1
‖v‖2H
]
<∞. (264)
Moreover, note that, e.g., [47, Corollary 4.24] (applies with ι = 1/2, v = v, w = w for v, w ∈ H1/2
in the setting of [47, Corollary 4.24 ]) assures that for all v, w ∈ H1/2 we have that
〈v, F (v + w)〉H ≤ Φ(w)(1 + ‖v‖2H)− 〈v, Av〉H. (265)
Combining this, the assumption that infǫ∈(0,∞) E[exp(ǫ‖ξ‖2H)] < ∞, items (a) and (b), (219),
(259), and (261)–(264) with Corollary 5.10 (applies with (H, 〈·, ·〉H, ‖·‖H) = (H, 〈·, ·〉H, ‖·‖H),
(U, 〈·, ·〉U , ‖·‖U) = (H, 〈·, ·〉H, ‖·‖H), H = H, ven = −c0π2n2, A = A, Hr = Hr, T = T , ς = ς,
a = 0, C = max{1, |c1|/c0}, c = 1, p = p, Cε = C/ε2, β = β, γ = γ, δ = 1/2, κ = 1/2, σ = γ, ν = 1/2,
η1 = (1−α2)/3, η2 = 1/2, α1 = α1, α2 = α2, B = B, F = (Hγ ∋ x 7→ F (x) ∈ H), Φ = Φ, PI = PI ,
(Ω,F ,P) = (Ω,F ,P), (Ft)t∈[0,T ] = (Ft)t∈[0,T ], (Wt)t∈[0,T ] = (Wt)t∈[0,T ], ξ = ξ, X = X , Xθ,I = Xθ,I
for n ∈ N, r ∈ R, ε ∈ (0,∞), α2 ∈ (1/4, 1/2), α1 ∈ (3/4, (2+α2)/3), θ ∈ ̟T , I ∈ P0(H) in the setting
of Corollary 5.10) therefore justifies (257). The proof of Corollary 6.1 is hereby completed.
Corollary 6.2. Assume Setting 1.2, let T, ε, c0 ∈ (0,∞), c1 ∈ R, ς ∈ (0, 1/18), p ∈ [1,∞),
β ∈ (0, 1/2], γ ∈ [1/2, 1/2 + β), let λ : B((0, 1)) → [0, 1] be the Lebesgue-Borel measure on (0, 1), let
(H, 〈·, ·〉H, ‖·‖H) = (L2(λ;R), 〈·, ·〉L2(λ;R), ‖·‖L2(λ;R)), let (en)n∈N ⊆ H satisfy for all n ∈ N that
en = [(
√
2 sin(nπx))x∈(0,1)]λ,B(R), let A : D(A) ⊆ H → H be the linear operator which satisfies
D(A) = {v ∈ H : ∑∞n=1 |n2〈en, v〉H|2 < ∞} and ∀ v ∈ D(A) : Av = −c0∑∞n=1 π2n2〈en, v〉Hen,
let (Hr, 〈·, ·〉Hr , ‖·‖Hr), r ∈ R, be a family of interpolation spaces associated to −A, for every v ∈
W 1,2((0, 1),R) let ∂v ∈ H satisfy for all ϕ ∈ C∞cpt((0, 1),R) that 〈∂v, [ϕ]λ,B(R)〉H = −〈v, [ϕ′]λ,B(R)〉H ,
let B ∈ HS(H,Hβ), ξ ∈ H1/2+β, let F : H1/2 → H satisfy for all v ∈ H1/2 that F (v) = c1v∂v, let
(PN)N∈N ⊆ L(H) satisfy for all N ∈ N, v ∈ H that PN(v) =
∑N
n=1〈en, v〉Hen, let (Ω,F ,P) be a
probability space with a normal filtration (Ft)t∈[0,T ], let (Wt)t∈[0,T ] be an IdH-cylindrical (Ft)t∈[0,T ]-
Wiener process, and let Xθ,N : [0, T ] × Ω → PN (H), θ ∈ ̟T , N ∈ N, be (Ft)t∈[0,T ]-adapted
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stochastic processes which satisfy for all θ ∈ ̟T , N ∈ N, t ∈ (0, T ] that Xθ,N0 = PN(ξ) and
[Xθ,Nt ]P,B(PN (H)) =
∫ t
xtyθ
1{1+‖Xθ,N
xtyθ
‖2H1/2≤[|θ|T ]
−ς}e
(t−xtyθ)APNB dWs
1 + ‖ ∫ t
xtyθ
PNB dWs‖2H
+
[
e(t−xtyθ)AXθ,Nxtyθ + 1{1+‖Xθ,N
xtyθ
‖2H1/2≤[|θ|T ]
−ς}e
(t−xtyθ)APNF (X
θ,N
xtyθ
) (t− xtyθ)
]
P,B(PN (H))
.
(266)
Then
(i) there exists an up to indistinguishability unique (Ft)t∈[0,T ]-adapted stochastic process
X : [0, T ]× Ω→ Hγ w.c.s.p. such that for all t ∈ [0, T ] we have that
[Xt]P,B(Hγ) =
[
etAξ +
∫ t
0
e(t−s)AF (Xs) ds
]
P,B(Hγ)
+
∫ t
0
e(t−s)AB dWs (267)
and
(ii) there exists C ∈ R such that for all θ ∈ ̟T , N ∈ N we have that
supt∈[0,T ] ‖Xt −Xθ,Nt ‖Lp(P;H) ≤ C
(
N (ε−2β) + [|θ|T ](β−ε)
)
. (268)
Proof of Corollary 6.2. Observe that [47, Theorem 5.10] (applies with T = T , ε = 1/2 + β − γ ,
c0 = c0, c1 = c1, β = β, γ = γ , H = H , en = en, A = A, Hr = Hr, (Ω,F ,P) = (Ω,F ,P),
(Ft)t∈[0,T ] = (Ft)t∈[0,T ], (Wt)t∈[0,T ] = (Wt)t∈[0,T ], B = B, ξ = (Ω ∋ ω 7→ ξ ∈ H1/2+β) for r ∈ R,
n ∈ N, γ ∈ [1/2, 1/2 + β) in the setting of [47, Theorem 5.10]) yields that there exist up to
modification unique (Ft)t∈[0,T ]-adapted stochastic processes Xγ : [0, T ]×Ω→ Hγ , γ ∈ [1/2, 1/2+β),
w.c.s.p. which satisfy for all γ ∈ [1/2, 1/2 + β), t ∈ [0, T ] that
[Xγt ]P,B(Hγ ) =
[
etAξ +
∫ t
0
e(t−s)AF (Xγs ) ds
]
P,B(Hγ )
+
∫ t
0
e(t−s)AB dWs. (269)
This justifies item (i). In the next step we note that for all ι ∈ (0,∞), N ∈ N, v ∈ H we have
that
‖(IdH −PN )(−A)−ιv‖2H = |c0|−2ι
∞∑
n=N+1
(π2n2)−2ι|〈v, en〉H |2
≤ |c0|−2ι(π2N2)−2ι
∞∑
n=N+1
|〈v, en〉H |2 ≤ |c0|−2ι(π2N2)−2ι‖v‖2H .
(270)
This yields that for all ι ∈ (0,∞), N ∈ N we have that
‖(IdH −PN)(−A)−ι‖L(H) ≤ |c0|−ιπ−2ιN−2ι ≤ |c0|−ιN−2ι. (271)
The fact that for all θ ∈ ̟T , ǫ ∈ (0,∞) we have that [|θ|T ]β−(ǫ/2) ≤ T ǫ/2[|θ|T ](β−ǫ), (269), and
Corollary 6.1 (applies with T = T , c0 = c0, c1 = c1, ς = ς, p = p, β = β − ǫ4 , γ = 12 + β − ǫ2 ,
H = H , en = en, A = A, Hr = Hr, B = B, F = F , P{e1,e2,...,en} = Pn, (Ω,F ,P) = (Ω,F ,P),
(Ft)t∈[0,T ] = (Ft)t∈[0,T ], (Wt)t∈[0,T ] = (Wt)t∈[0,T ], ξ = (Ω ∋ ω 7→ ξ ∈ H(1/2)+β−(ǫ/2)), X = ([0, T ]×Ω ∋
(t, ω) 7→ X(1/2)+β−(ǫ/2)t (ω) ∈ H(1/2)+β−(ǫ/2)), Xθ,{e1,e2,...,en} = Xθ,n for r ∈ R, θ ∈ ̟T , n ∈ N,
ǫ ∈ ((0, 2β)\{2β − 1/2}) in the setting of Corollary 6.1) therefore justify item (ii). The proof of
Corollary 6.2 is hereby completed.
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