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Memoryless processes are ubiquitous in nature. However, open systems theory states that non-
Markovian processes should be the norm. Here, without resorting to the Born-Markov assumption
of weak coupling, we formally prove that physical (non-Markovian) processes look as if they were
Markovian. Formally, we show that when a quantum process has the form of an approximate
unitary design, a large deviation bound on the size of non-Markovian memory is implied. We
exemplify our result making use of an efficient construction of an approximate unitary design with
an n-qubit quantum circuit using two-qubit interactions only, showing how seemingly simple systems
can speedily become forgetful, i.e., they Markovianize. In such cases, detecting the underlying non-
Markovian memory would usually require highly entangling resources and hence be a difficult task.
I. INTRODUCTION
A foundational question of modern physics is to under-
stand the origins of irreversibility [1]. In particular, to
determine whether fundamental laws, which are fully re-
versible, are consistent with phenomena like equilibration
and thermalization. The dynamical version of this conun-
drum concerns the emergence of forgetful processes from
isolated ones. In quantum mechanics, an isolated process
is unitary, and cannot lose information; past behaviour
in one part of the system will always be ‘remembered’,
eventually returning to influence the future.
However, there are many ways in which nature man-
ifests forgetful processes, where a system’s evolution is
determined with a seeming disregard to its previous in-
teractions with its surroundings. For example, a car-
bon atom does not typically remember its past and be-
haves like any other carbon atom. Such processes are
not isolated, and the general intuition is that the dy-
namics of a system, in contact with a large environment,
can be approximately described as memoryless [2]. Yet,
formal derivations of memory-less quantum processes re-
quire several assumptions about the coupling strength
with the environment and the timescales of dynamical
correlations. For finite-sized environments, this can only
be achieved exactly by continually refreshing (discarding
and replacing) the environment’s state, i.e., artificially
throwing away information from the environment.
Thus the foundational question remains open: can
forgetful processes arise from isolated processes without
any artificial discarding of information? Because forget-
ful processes are often called Markov, we refer to the
mechanism for forgetting as Markovianization, in the
same spirit as the terms equilibration and thermaliza-
tion [1, 3–8]. Indeed, Markovianization is likely to come
about through mechanisms intimately related to these
other processes. For instance, dissipative Markov pro-
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cesses have fixed points to which the system relaxes;
this is a mechanism for equilibration, and also possibly
for thermalization. We have previously argued for the
emergence of Markovianization for mathematically typ-
ical processes, using averages with respect to the Haar
measure [9]; however, such processes are far from physi-
cally typical [1].
In this paper, we identify a class of isolated physical
processes which approximately Markovianizes. To do so,
we employ results on large deviation bounds for approx-
imate unitary designs derived in [10] and apply them
to the process tensor formalism [11–13], which describes
quantum stochastic processes. We show that, similar
to the way in which quantum states thermalize, quan-
tum processes can Markovianize in the sense that they
can converge to a class of typical processes, satisfying
a meaningful large deviation principle whenever they are
undergone within a large environment and under complex
enough – but not necessarily fully random – dynamics.
As a proof of principle, we employ the recent efficient
construction of approximate unitary designs with quan-
tum circuits from Ref. [14] to illustrate how a dilute gas
would quickly Markovianize. These results directly im-
pose bounds on complexity and timescales for standard
master equations employed in the theory of open systems.
Finally, we discuss possible extensions of our results to
many-body systems with time-independent Hamiltonian.
Our results are timely given the ever-increasing inter-
est and relevance in determining the breakdown of the
Markovian approximation in modern experiments [15–
18].
II. QUANTUM STOCHASTIC PROCESSES
A classical stochastic process on a discrete set of times
is the joint probability distribution of a time-ordered ran-
dom variable, P(xk, . . . , x0). A process is said to have fi-
nite memory whenever the state of the system at a given
time is only conditionally dependent of its past m states:
P(xk∣xk−1, . . . , x0) = P(xk∣xk−1, . . . , xk−m). Here, m is
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FIG. 1. (a) A k-step quantum process Υ on system S alone
is due to the time evolution of an initial SE state ρ
(0)
with
distinct unitary transformations Ui. Along the way, a set of
interventions {Ai} with an associated tensor Λ (b) An n-qubit
SE-system with two-qubit gate interactions only: a subsys-
tem qubit is probed at the i-th step through given CP maps
Ai. While the standard approach towards typicality or equi-
librium properties concerns the whole SE dynamics and/or
a single measurement on system S, we show that complex –
not necessarily random – dynamics within large environments
will be highly Markovian with high probability. On the other
hand, if probed enough times, information about past corre-
lations will eventually become non-negligible.
the Markov order; when m = 1 the process is called
Markovian, and when m = 0 the process is called ran-
dom. Finite memory processes, and in particular Markov
processes, have garnered significant attention in the sci-
ences for two principal reasons. First, the complexity of
a process grows with the Markov order and thus it is eas-
ier to work with finite memory processes. Second, many
physical processes tend to be well approximated by those
with finite memory.
Generalisations of Markov processes and Markov order
to the quantum realm have been plagued with technical
difficulties [19], which have their origin in the fundamen-
tally invasive nature of quantum measurement. However,
recently, a generalized and unambiguous characterization
of quantum stochastic processes within the process tensor
framework [11, 20] has paved the way to alleviating these
difficulties. The success of this framework lies in gener-
alising the notion of time-ordered events in the quantum
realm.
Consider the joint system-environment (SE) with an
initial state ρ
(0)
that undergoes a evolution U0. An inter-
vention A0 is then made on the system S alone, followed
by evolution U1 [21] and then a second intervention A1
on S alone. This continues until a final intervention Ak
is performed following Uk. A quantum event x at the ith
time step corresponds to an outcome of the corresponding
intervention, and is represented by a completely positive
(CP) map Axi(⋅) ≡ ∑µAµxi(⋅)Aµ†xi with Kraus operators{Aµ} satisfying ∑Aµ†Aµ ≤ 1. In other words, an inter-
vention is the action of an instrument J = {Axi}Xixi where
Ai = ∑xi Axi is a completely positive trace preserving
(CPTP) map. This is graphically depicted in Fig. 1. In
general, the evolution is U is described by a CPTP map
on SE. In this paper, however, we are interested in an
isolated SE, where the Us are unitary transformations:
U(⋅) ≡ U(⋅)U †, with U a unitary operator.
The probability to observe a sequence of quantum
events is given by
P(xk, . . . , x0∣Jk, . . . ,J0) = tr[AxkUk−1. . .Ax0U0ρ(0)].
This can be rewritten, clearly separating the influence
of the environment from that of the interventions, in a
multi-time generalization of the Born rule [22–24]:
P(xk, . . . , x0∣Jk, . . . ,J0) = tr[ΥΛT ], (1)
where T denotes transpose, Λ ∶= Axk ⊗ ⋅ ⋅ ⋅ ⊗ Axk , and
Υ ∶= trE[Uk ⋆ ⋅ ⋅ ⋅ ⋆ U0 ⋆ ρ0], where ⋆ denotes the link
product, defined in Ref. [25], which is a matrix product
on the space E and a tensor product on space S. The
effects on the system due to interaction with the envi-
ronment have been isolated in the process tensor Υ, de-
picted by red comb-like region in Fig. 1(a). The tensor
Λ contains all of the details of the instruments and their
outcomes [26]. In this way, the process tensor Υ is a com-
plete representation of the stochastic quantum process,
containing all accessible multi-time correlations [27–30].
The process tensor can be formally shown to be the quan-
tum generalisation of a classical stochastic process [13],
and it reduces to classical stochastic process in the cor-
rect limit [31, 32].
Formally, Υ is the Choi state [33] of the quantum
process, which translates temporal correlations between
timesteps into spatial correlations. When it is written
as a matrix product operator, the bond dimension of
Υ indicates the Hilbert space dimension of a memory
system that could mediate these correlations. In par-
ticular, when the bond dimension is one, the process
is Markovian. Specifically, a process Υ
(M)
is Markovian
if and only if it has the form Υ
(M) = ⨂ki=1 Ei∶i−1, withEj∶i a CPTP map on the system connecting the i-th to
the i + 1-th time [12, 20]. This quantum Markov condi-
tion allows for a precise quantification of memory effects.
It contains the classical Markov condition, and devia-
tions from it can account for popular witnesses of quan-
tum non-Markovianity [19]. Importantly, it allows for
operationally meaningful measures of non-Markovianity.
For instance, if we want to the distinguish a given non-
Markovian process from a Markov process, we measure
the distance to the closest Markov process for a choice of
metric. A natural choice is the diamond norm:
N⬩ ≡
1
2
min
Υ(M) ∥Υ −Υ(M)∥⬩, (2)
3where ∥X∥⬩ ≡ sup{Oi},i ∥∑i tr[OiX ⊗ 1]∣i⟩⟨i∣∥1 is a
generalized diamond norm [25, 29], with the supremum
over i ≥ 1 and a set of CP maps {Oi}, which gives the
optimal probability to discriminate a process from the
closest Markovian one in a single shot, given any set of
measurements together with an ancilla. For any Schat-
ten p-norm, ∥X∥pp = tr(∣X∣p), a similar quantity can
be defined Np ≡ 12 minΥ(M) ∥Υ − Υ(M)∥p, as done with
p = 1 in Ref. [9], whenever Υ is normalized such that
tr[Υ] = tr[Υ(M)] = 1. The latter can be related to Eq. (2)
by d
−2k−1
S N⬩ ≤ N1 ≤ N⬩. We now show that these mea-
sures of non-Markovianity typically vanish as the global
SE dynamics becomes more complex.
III. MARKOVIANIZATION BY DESIGN
A common and convenient way of generating a generic
quantum process is by drawing the dynamics uniformly
at random. This can be formalized through the so-called
Haar measure µH over the d-dimensional unitary group
U(d), which is the unique (up to a constant) measure
with the property that if U is distributed according to
µH[U(d)], then so is any rotation UV or V U , with
V ∈ U(d); it can be normalized to one so as to con-
stitute a legitimate probability measure [34]. The Haar
measure allows one to swiftly obtain statistical properties
of Haar distributed quantities [34–39] and, furthermore,
to prove concentration of measure results [40–42]. These
somewhat surprisingly state that, when drawn from the
right distribution, certain quantities will become over-
whelmingly likely to be close to another fixed quantity
as the Hilbert space dimension is increased.
Haar-random dynamics, however, cannot be obtained
efficiently in a physical setting, and natural dynamics
seem to be far from uniformly distributed according to
the Haar measure; however, in some circumstances, sets
of physical processes can approximate some of its statis-
tical features [1, 43–45]. For example, consider the toy
model depicted in Fig. 2, comprising a dilute gas of n
particles evolving autonomously in a closed box. The
gas particles interact with each other in one of two ways
as they randomly move inside the box. Following and
intervening on a special impurity particle, taken to be
the system, this model is well approximated by the ran-
dom circuit in Fig. 1(b). As we will later show in detail,
the distribution of SE circuit dynamics generated from
different initial conditions will approximate a unitary t-
design ν˜, satisfying
Eν˜ [V⊗t(X)] = EH [U⊗t(X)] , (3)
for all d
t × dt complex matrices X, where V(⋅) = V (⋅)V †
and U(⋅) = U(⋅)U † with U, V ∈ U(d), and Eµ indicates
the expectation value with respect to measure µ (with H
indicating the Haar measure). In other words, a unitary
FIG. 2. A toy model for the dynamics generated by W` in
Eq. (5) is that of an impurity particle (orange) immersed in
a gas of nE particles within a closed box, where all particles
interact in pairs in one of two ways at random. The result
in Eq. (4) ensures that for a large enough nE and number of
interactions, most processes will be almost Markovian.
t-design reproduces up to the t-th moment over the uni-
form distribution as measured by the Haar measure. We
will see below that the degree  to which the distribution
ν of dynamics differs from an exact design for given t de-
pends on the complexity of the model. In quantifying this
difference, we employ the definition of [10], summarized
in Appendices C and D I.
Unitary designs for t = 2, 3 have been widely stud-
ied [46–53] and efficient constructions are known for
higher approximate unitary designs [14, 49, 54]. The lat-
ter are of particular relevance, precisely as higher designs,
i.e., those with a higher complexity [55], are expected to
satisfy tighter large deviation bounds. Indeed, a state-
ment for Pν[N ≥ δ], with Pµ indicating a probability
with respect to measure µ, is expected to satisfy a bound,
of a similar structure as that in Eq (B3), becomes tighter
as the level and quality of the design increases. Such large
deviation bounds over approximate unitary designs were
derived in a general form in [10] for a polynomial func-
tion satisfying a concentration of measure bound, and we
now use them to demonstrate the phenomenon of Marko-
vianization for corresponding classes of processes.
Theorem. Given a k-step process Υ on a dS dimen-
sional subsystem, generated from global SE dynamics dis-
tributed according to an -approximate unitary t-design ν,
the likelihood that its non-Markovianity exceeds any δ > 0
is bounded as
Pν[N⬩ ≥ δ] ≤ Bν , (4)
where Bν ≡
d
3m(2k+1)
S
δ2m
[(mC )m+ (2B)2m + dt η2m] with C =
dES(k+1)
16
( dS−1
dk+1S −1
)2 and B an upper bound on the ex-
pected norm-1 non-Markovianity EH[N1], given in equa-
tion (B4) of Appendix B; the bound holds for any m ∈(0, t/4] and 4η ≤ d4d2kS + d−(2k+1)S .
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FIG. 3. Upper bound Bν on Pν[N⬩ ≥ 0.1] defined by Eq. (4)
against log2(dE) for a subsystem qubit undergoing a joint
closed approximate unitary design interaction at each step.
We fix an  = 10−12 approximate unitary t-design for different
values 2 ≤ t ≤ 10 and fixed values of timesteps k, optimizing
m for each case.
All steps of the proof are shown in Appendix D. The
overall strategy is as in [10]: a bound on the moments
Eν[Nm⬩ ] is given in terms of B, C and η, followed
by Markov’s inequality. The choice of 0 < m ≤ t/4
can be made to optimize the right-hand-side of the in-
equality, which ideally should be small whenever δ is
small. The term d
3(2k+1)
S /δ2 arises from bounding N⬩ and
Markov’s inequality, while the three summands within
square brackets will be small provided i) C is large, ii) B
is small and iii) the unitary design is well-approximate
and high enough. For conditions i) and ii), as detailed
in [9], we require a fixed k such that dE ≫ d2k+1S : this
implies B ≈ 0, so that ignoring subleading terms, we re-
quire ≪ δ2m (2d−2E d−(10k+11)/4S )4m d tEd tS for a meaning-
ful bound, as detailed in Appendix E. Overall, the the
bound approaches concentration whenever dE is large
relative to dS and k, together with large enough t, as
shown in Fig. 3. Therefore, the vast majority of pro-
cesses sampled from such a t-design are indistinguishable
from Markovian ones in this limit. We will now show
how these processes can be modelled in terms of random
circuits.
IV. MARKOVIANIZATION BY CIRCUIT
DESIGN
While, no explicit sets forming unitary t-designs for
t ≥ 4 are known to date, several efficient constructions
generating approximate unitary designs by quantum cir-
cuits are known. Using these constructions we can high-
light the physical implications of the theorem above. We
begin by discussing the details of such a construction
first. Specifically, we will focus on that of Ref. [14]. As
suggested in Fig. 1(b), this construction only requires
simple two-qubit interactions, from which Markovianiza-
Non-commuting gate depth D
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FIG. 4. Scaling of the non-commuting gate depth D, given in
Eq. (6), equivalent to that of the minimum amount of repe-
titions ` in W` against nE = log2(dE) qubits to generate an
 = 10−12 approximate unitary t-design for 2 ≤ t ≤ 10, such
that for a single-qubit system undergoing a process with k = 2
timesteps, Pν[N⬩ ≥ 0.1] ≤ Bν ≤ 0.01.
tion emerges.
We focus specifically on Result 2 of Ref. [14], where a
circuit with interactions that are mediated by two-qubit
diagonal gates with three random parameters within a
specific interval determined by t is introduced. This cir-
cuit is labelled as RDC
(t)
disc(I2) and let Hn = H⊗n be n
copies of the Hadamard gate. For an n qubit SE, when
t is of order
√
n, a circuit of the form
W` ≡ (RDC(t)disc(I2) Hn)2` RDC(t)disc(I2), (5)
is sampled from an -approximate unitary t-design if
` ≥ t − log2()/n, up to leading order in n and t. The
relevance of this result lies in the fact that all the 2-qubit
gates in each repetition of W` except those in Hn can be
applied simultaneously [50, 52], so that the order of the
non-commuting gate depth coincides with the bound on
the order of the number of repetitions, which asymptotes
to
D ∼ t − log2()/n. (6)
As this construction for efficient circuit approximated
unitary designs is based on random diagonal unitaries,
a simple physical interpretation could be that of a spin
locally interacting with a large environment via a random
time-independent Hamiltonian, with Eq. (4) statistically
predicting under which conditions memory effects can be
neglected. In Fig. 4 we take such a system and demand
a bound Bν ≤ 0.01 on the probability Pν[N⬩ ≥ 0.1] for
a k = 2 timestep process; with this we plot the scaling of
the non-commuting gate depth D required to achieve an
 = 10−12 approximate unitary t-design using W` circuits
for different values of 2 ≤ t ≤ 10. While the number
of 2-qubit gates is on the order of 10
4
, the number of
repetitions ` is at most 12 for an approximate 10-design
and stays mostly constant as the number of environment
qubits increases.
5This construction naturally accommodates the exam-
ple in Fig. 2. As long as the two interactions in the
example together generate the necessary level of com-
plexity, Markovianization will emerge. This shows, in
principle, how simple dynamics described by approxi-
mate unitary designs can Markovianize under the right
conditions, but, moreover, taking the physical interpre-
tation of a qubit locally interacting through two-qubit
diagonal unitaries with a large environment, it also hints
at how macroscopic systems can display Markovianiza-
tion of small subsystem dynamics in circuits requiring
just a small gate depth. Furthermore, for macroscopic
systems with coarse observables, the same Markovian-
izaton behaviour would remain resilient to a much larger
number of interventions.
V. DISCUSSION
Our results have direct consequences for the study of
open systems using standard tools, such as master equa-
tions and dynamical maps. The latter of which can be
seen as a family of one-step process tensors (with initial
SE correlations a minimum of two steps must be con-
sidered [16, 56]). Specifically, our results, for the case of
k ≤ 2, can be used to estimate the time scale, using gate
depth as a proxy, on which an approximate unitary de-
sign’s open dynamics can be described (with high proba-
bility) with a truncated memory kernel [2, 57, 58], or even
a Markovian master equation. Conversely, for larger k,
our results would have implications for approximations
made in computing higher order correlation functions,
such as the quantum regression theorem [59]. These
higher order approximations are independent of those at
the level of dynamical maps, which can, e.g., be divisi-
ble, even when the process is non-Markovian [60]. This
is reflected in the loosening behaviour of the bound in
Eq. (4) as the number of timesteps increases, which can
be interpreted as a growing potential for temporal corre-
lations to become relevant when more information about
the process is accessible.
This breadth of applicability is in contrast with the
results of Ref. [9], where we derived a large deviation
bound for Haar random unitaries, i.e., Ui was randomly
sampled according to µH[U(d)]. In that case, we found
that the probability of seeing non-Markovianity vanished
exponentially fast:
PH[N⬩ ≥ d2k+1S B + δ] ≤ exp {−4Cδ2d−2(2k+1)S } . (7)
There are two drawbacks to this result: first, as stated
above, Haar random interactions do not exist in nature;
hence the relevance of the result is limited. Second, the
rate of Markovianization is far too strong. Almost all
processes, sampled according to the Haar measure, will
simply look random, i.e., Markov order m = 0 even for a
large k. This, unlike our current result, misses almost all
interesting physical dynamical processes. While the be-
haviour of our new large deviation bound is polynomial,
rather than exponential, thus not exhibiting concentra-
tion per-se, we have nevertheless exemplified how, with
modestly large environments and relatively simple inter-
actions, almost Markov processes can come about with
high probability. Physical macroscopic environments will
be far larger than the scale shown in Figs. 3 and Fig. 4.
Despite the fundamental relevance of our result, it is
well known that typicality arguments can have limited
reach. For instance, the exotic Hamiltonians, introduced
in Ref. [61], which lead to strange relaxation, may not
Markovianize even though the SE process is highly com-
plex with a large E. There is also still significant scope for
further addressing physical aspects, such as the question
of if and how a time-independent Hamiltonian can give
rise to an approximate unitary design [14], the relevant
time scales of Markovianization, or the potential role of
different approaches to pseudo-randomness such as that
in Ref. [62], where it is shown that driven quantum sys-
tems can converge rapidly to the uniform distribution. In
any case, it is clear that many physical systems Marko-
vianize at some scale, and it only remains to discover
how.
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7Appendix A: The process tensor
The process tensor is defined as a linear, completely positive (CP) and trace non-increasing map T from a set
of CP maps {Ai} referred to as control operations, e.g. measurements, to a quantum state, and its action can be
described as a multi-time open system evolution, e.g. for joint unitary evolution of an environment E plus system S,
with dim(HE ⊗HS) = dEdS , a k-step process is determined by
Tk∶0[{Ai}k−1i=0 ] = trE[UkAk−1⋯U1A0 U0(ρ)] (A1)
where ρ is an initial joint SE state, U are unitary maps acting on SE, and the maps A act solely on subsystem S.
The Choi state of a process tensor is given by
Υk∶0 = trE[Uk∶0(ρ⊗Ψ⊗k)U†k∶0], (A2)
with
Uk∶0 ≡ (Uk ⊗ 1)Sk⋯(U1 ⊗ 1)S1(U0 ⊗ 1), (A3)
where all identities are in the total ancillary system and the Ui are ES unitary operators at step i, and
Si ≡∑
α,β
Sαβ ⊗ 1A1B1⋯Ai−1Bi−1 ⊗ ∣β⟩⟨α∣⊗ 1BiAi+1Bi+1⋯AkBk , (A4)
with Sαβ = 1E ⊗ ∣α⟩⟨β∣.
A discussion in full depth about the process tensor and its properties and relevance can be seen in [12].
Appendix B: Typicality of Markovian processes
The main result in [9] states that, for a randomly sampled (according to the Haar measure on the unitary group)
k-step quantum process Υ undergone by a dS-dimensional subsystem of a larger dES = dEdS-dimensional composite,
the probability for the non-Markovianity N to exceed a function of k, dS and dE , that becomes very small in the
large dE limit, itself becomes small in that limit.
The trace distance
N1 ∶=
1
2
min
Υ(M) ∥Υ −Υ(M)∥1, (B1)
where ∥X∥1 ∶= tr√XX† is the Schatten 1-norm or trace norm, was used as a measure of non-Markovianity of
the process Υ. Strictly speaking this measures the distinguishability between explicitly constructed Choi states of
corresponding process tensors, and a stronger measure of non-Markovianity is that given by the generalized diamond
norm as defined in [29] as
N⬩ ≡
1
2
min
Υ(M) ∥Υ −Υ(M)∥⬩ = 12 minΥ(M) sup{Ai},n∥∑n tr[An((Υ −Υ(M))⊗ 1)]∣n⟩⟨n∣∥1, (B2)
with the supremum over n ≥ 1 and a set of CP maps {Ai}.
We now label this as strong non-Markovianity and N1 as weak non-Markovianity; these can be related as d−2k−1S N⬩ ≤
N1 ≤ N⬩. Similarly we can define in general Np ≡ 12 minΥ(M) ∥Υ −Υ(M)∥p for any Schatten p-norm.
In [9], We consider two types of processes, ones where the unitary evolution is sampled independently at each
step (labelled random interaction) and ones where it remains the same throughout all steps (constant interaction).
Throughout this work we stick to the first case.
Precisely, we prove that for an arbitrary δ > 0,
PH[N1 ≥ B + δ] ≤ e−Cδ2 , (B3)
8where C = C(dE , dS) = dES(k+1)4 ( dS−1dk+1S −1)2, and where here PH(X) explicitly refers to the probability of X when the
unitary evolution is sampled from the Haar measure at each step, and the function
B =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
√
dE EH[tr(Υ2)]−x+y
2
if dE < d2k+1S√
d2k+1S EH[tr(Υ2)]−1
2
if dE ≥ d2k+1S ,
(B4)
with x ≡ dE
d2k+1S
(1 + y), y ≡ 1 − dE
d2k+1S
and
EH[tr(Υ2)] = d2E − 1
dE(dES + 1) ( d2E − 1d2ES − 1)
k
+
1
dE
(B5)
is an upper bound on the expected non-Markovianity EH[N1], which holding everything else constant satisfies
limdE→∞ B = 0 and limk→∞ B = 1.
Finally, this can be stated in terms of the measure N⬩ as
PH[N⬩ ≥ d2k+1S B + δ] ≤ e−ηδ, (B6)
where η = d−2(2k+1)S C, which gets an added factor by bounding the Lipschitz constant for the corresponding norm as
seen from [9].
Appendix C: Approximate unitary designs
A distribution ν˜ on the unitary group U(d) is an exact unitary t-design if
Eν˜ [V ⊗tX (V †)⊗t] = EH [U⊗tX (U †)⊗t] , (C1)
with U, V ∈ U(d) and for all dt × dt complex matrices X.
This can be written equivalently in terms of a so-called balanced monomial M of degree t in the elements of
the unitaries U , which means [10] a monomial in the unitary elements with the same amount t of conjugated and
unconjugated elements, as
Eν˜M(U) = EHM(U). (C2)
A departure from an exact design by an arbitrary  > 0 can then be quantified through
∣EνM(U) − EHM(U)∣ ≤ 
dt
, (C3)
for monomials of degree less or equal to t, and it’s said that ν is an -approximate unitary t-design.
Appendix D: Proof of Main Theorem
I. Large deviation bounds for t-designs
The general idea for the main result in [10] (similarly applied before in [54]) is that given a ν distribution as an
-approximate t-design and a concentration result for a polynomial X of degree p, then one can compute the last term
fν in
EνXm = EHXm + fν . (D1)
9with m ≤ t/2p through the moments EνXm, which will generally have a dependence fν = fν(, t,X ), and so that
using Markov’s inequality
Pν(X ≥ δ) = Pν(Xm ≥ δm)
≤ EνX
m
δm
= 1
δm
[EHXm + fν] , (D2)
which is the form of the main large-deviation bound result.
II. A bound on the moments of N2
In Lemma 5.2 of [10] it is shown that for any non-negative random variable X such that
P[X ≥ δ + η] ≤ Ce−aδ2 , (D3)
for η ≥ 0, then also for any m > 0,
EX
m ≤ C (2ma )m/2 + (2η)m. (D4)
In general, the Schatten 1 and 2-norms satisfy ∥X∥1 ≥ ∥X∥2, so the result in Eq. (B3) also implies
PH[N2 ≥ B + δ] ≤ e−Cδ2 , (D5)
so that in turn Eq. (D4) implies that
EH[N 2m2 ] ≤ (4mC )m + (2B)2m
=
⎡⎢⎢⎢⎢⎢⎢⎢⎣ 16m(k + 1)dES (d
k+1
S − 1
dS − 1
)2⎤⎥⎥⎥⎥⎥⎥⎥⎦
m
+ (2B)2m, (D6)
for any m > 0.
III. A bound on the design moments of N2
For the case of all unitaries at each step being independently sampled, N 22 is a polynomial of degree p = 2 when the
unitaries are all distinct (random interaction type). We can thus take N 22 and apply Lemma 3.4 of [10] for a unitary
t-design ν with t ≥ 4m, which holds for real m > 0 [63], as
Eν[N 2m2 ] ≤ EH[N 2m2 ] + 
d tES
η
2m
(D7)
where η is the sum of the moduli of the coefficients of
N 22 = (12 minΥ(M) ∥Υ −Υ(M)∥2)2 ≤ 14∥Υ − 1d2k+1s ∥22
= 1
4
[tr(Υ2) − d−(2k+1)S ] . (D8)
The process Υ = Υ[U] is given by
Υ[U] = trE[UkSk⋯U1S1U0(ρ⊗Ψ⊗k)U †0S1U †1⋯SkU †k], (D9)
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where implicitly U` stands for U` ⊗ 12k-ancillas and the maximally entangled states Ψ are taken to be normalized. As
the swaps between the system and the i-th half ancillary system are given by Si = ∑Sαβ ⊗ 1 ⊗ ∣β⟩⟨α∣i ⊗ 1 where
Sαβ ≡ 1E ⊗ ∣α⟩⟨β∣S , this can be written as
Υ[U] = d−kS trE∑ [UkSαkβk⋯U1Sα1β1 U0ρU †0 Sδ1γ1 U †1⋯Sδkγk U †k]
⊗ ∣β1α1⋯βkαk⟩⟨δ1γ1⋯δkγk∣. (D10)
Now, the standard approach to compute the sum of the modulus of the coefficients of a given polynomial is to
evaluate on an argument (here a dES × dES matrix) full of ones (so that all single monomials equal to one) and take
each summand to the corresponding modulus. We follow this approach, however, we first notice that the environment
part in Eq. (D10) is just a product of the environment parts of all unitaries and initial state [64]. This implies that at
most dE terms need to be set to one and we can evaluate Υ in a set of matrices J = {1E ⊗ JS ,⋯,1E ⊗ JS , JE ⊗ JS}
with J a matrix full of ones in the respective E or S systems: let ρ = ∑ ρese′s′∣es⟩⟨e′s′∣, then
ΥSE[J ] = d−kS ∑ ρese′s′ tr[dEJE∣e⟩⟨e′∣] ⋅ JS∣αk⟩⟨βk∣⋯∣α1⟩⟨β1∣JS∣s⟩⟨s′∣JS∣δ1⟩⟨γ1∣⋯∣δk⟩⟨γk∣JS
= dE
dkS
∑ ρese′s′ JS∣αk⟩⟨βk∣⋯∣α1⟩⟨β1∣JS∣s⟩⟨s′∣JS∣δ1⟩⟨γ1∣⋯∣δk⟩⟨γk∣JS , (D11)
and hence (we now ommit the subindex S on the J matrices for simplicity),
tr[Υ2(J )] = (dE
dkS
)2∑ ρese′s′ρσ′σ′ tr[J∣αk⟩⟨βk∣⋯∣α1⟩⟨β1∣J∣s⟩⟨s′∣J∣δ1⟩⟨γ1∣⋯
J∣δk⟩⟨γk∣J ⋅ J∣γk⟩⟨δk∣J⋯∣γ1⟩⟨δ1∣J∣σ⟩⟨σ′∣J∣β1⟩⟨α1∣J⋯∣βk⟩⟨αk∣J]
= (dE
dkS
)2 d2S∑ ρese′s′ρσ′σ′ tr[J∣αk⟩⟨βk∣⋯∣α1⟩⟨β1∣J∣s⟩⟨s′∣J∣δ1⟩⟨γ1∣⋯
⟨γk−1∣J∣δk⟩⟨δk∣J∣γk−1⟩⋯∣γ1⟩⟨δ1∣J∣σ⟩⟨σ′∣J∣β1⟩⟨α1∣J⋯∣βk⟩⟨αk∣J]
= (dE
dkS
)2 d2k+1S ∑ ρese′s′ρσ′σ′
tr[J∣αk⟩⟨βk∣⋯∣α1⟩⟨β1∣J∣s⟩⟨s′∣J∣σ⟩⟨σ′∣J∣β1⟩⟨α1∣J⋯∣βk⟩⟨αk∣J]
= (dE
dkS
)2 d2k+3S ∑ ρese′s′ρσ′σ′
⟨βk∣J∣αk−1⟩⋯⟨α2∣J∣α1⟩⟨β1∣J∣s⟩⟨s′∣J∣σ⟩⟨σ′∣J∣β1⟩⟨α1∣J⋯∣βk⟩
= (dE
dkS
)2 d2k+5S ∑ ρese′s′ρσ′σ′
⟨βk−1∣J∣αk−2⟩⋯⟨α2∣J∣α1⟩⟨β1∣J∣s⟩⟨s′∣J∣σ⟩⟨σ′∣J∣β1⟩⟨α1∣J⋯∣βk−1⟩
= (dE
dkS
)2 d2(2k+1)S ∑ ρese′s′ρσ′σ′ , (D12)
which then implies that (now writing simply i, j for SE indices),
4η = d2Ed
2(k+1)
S (∑ ∣ρij∣)2 + 1
d2k+1S
≤ d4Ed
2(k+2)
S ∑ ∣ρij∣2 + 1
d2k+1S
≤ d4Ed
2(k+2)
S +
1
d2k+1S
. (D13)
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IV. Markov’s inequality on N⬩
As d
−2k1−1
S N⬩ ≤ N1 ≤
√
d2k+1S N2, also for 0 < m ≤ t/4,
Pν[N⬩ ≥ δ] ≤ Pν[√d3(2k+1)S N2 ≥ δ] = Pν[N 2m2 ≥ δ2m
d
3m(2k+1)
S
]
≤
d
3m(2k+1)
S EνN 2m2
δ2m
≤ (d3(2k+1)S
δ2
)m [(4mC )m + (2B)2m + d tES η2m]
= (d3(2k+1)S
δ2
)m ⎧⎪⎪⎪⎨⎪⎪⎪⎩
⎡⎢⎢⎢⎢⎢⎢⎢⎣ 16m(k + 1) dES (d
k+1
S − 1
dS − 1
)2⎤⎥⎥⎥⎥⎥⎥⎥⎦
m
+ (2B)2m + 
16md tES
(d4Ed2(k+2)S + 1
d2k+1S
)2m⎫⎪⎪⎪⎬⎪⎪⎪⎭ , (D14)
where in the third line we used Markov’s inequality.
Appendix E: Convergence towards Markovianity
We may first examine the third and penultimate lines leading to Eq. (D14) for meaningful bounds on Pν[N⬩ ≥ δ].
The term d
3(2k+1)
S /δ2 arises from bounding the diamond norm and Markov’s inequality; while δ is arbitrary, the
d
3(2k+1)
S could still be relevant when multiplied with EνN 2m2 . This latter term will be small provided 1) C is large, 2)
B is small and 3) the unitary design is approximate and high enough.
For 1) and 2), as detailed in [9], we require a fixed k such that dE ≫ d2k+1S . This implies B ≈ 0, so that
Pν[N⬩ ≥ δ] ≲ (d3(2k+1)S
δ2
)m ⎧⎪⎪⎪⎨⎪⎪⎪⎩
⎡⎢⎢⎢⎢⎢⎢⎢⎣ 16m(k + 1) dES (d
k+1
S − 1
dS − 1
)2⎤⎥⎥⎥⎥⎥⎥⎥⎦
m
+

16md tES
(d4Ed2(k+2)S + 1
d2k+1S
)2m⎫⎪⎪⎪⎬⎪⎪⎪⎭
≈ {[ 16m
δ2(k + 1) d2(4k+1)SdE ]
m
+ 
d
8m−t
E d
m(10k+11)−t
S
δ2m16m
} . (E1)
Now, supposing the t-design is exact, i.e.  = 0, we require m ≤ δ2 (k+1)dE
16d6kS
, together with m ≤ t/4. On the other
hand if  is non-zero, we require
≪
⎡⎢⎢⎢⎢⎢⎢⎢⎣δ2 ( 2d2Ed(10k+11)/4S )
4⎤⎥⎥⎥⎥⎥⎥⎥⎦
m
d
t
Ed
t
S . (E2)
The choice of real m is only restricted by 0 < m ≤ t/4, but otherwise is arbitrary. The right-hand side of Eq. (D14)
is not monotonic in m over all the remaining parameters, so it won’t always be optimal for some fixed choice. One
may thus optimize the choice of m numerically for each particular case.
I. Almost Markovian processes by quantum circuit design
An efficient approximation for a unitary design on a system composed of n-qubits is shown in [14] for a circuit
labeled RDC(I2), which refers to a circuit where I2 = {Ii} is a set with Ii ⊂ [1, n] and ∣Ii∣ = 2, with a random
Z-diagonal gate applied on the qubits located at Ii on the i-th step. A particular case is denoted by RDC
(t)
disc(I2)
when all gates have the form (diag{1, eiφ1}⊗diag{1, eiφ2})diag{1, 1, 1, eiϑ} with φ1, φ2 are chosen independently from{2pi m
t+1
∶ m ∈ [0, t]} and ϑ is chosen from {2pi m⌊t/2⌋+1 ∶ m ∈ [0, ⌊t/2⌋]}.
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The main result states that for t = o(√n), a circuit (RDC(t)disc(I2)Hn)2`RDC(t)disc(I2), where Hn = H⊗n are n copies
of the Hadamard gate, is an -approximate unitary t-design if
` ≥ t − log2()n , (E3)
up to leading order of n and t, with
# of 2-qubit gates = Θ[tn2 − n log2()] (E4)
# of random bits = Θ[log2(t)(tn2 − n log2())]. (E5)
Importantly, given that in such circuit only the Hadamard gates do not commute with the rest (so that all other
gates can be applied simultaneously), the order of the non-commuting gate depth for an -approximate unitary t-design
by means of such circuit coincides with the upper-bound for `.
