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1 Introduction 
Newcastle University have been supporting UK Power Networks in the design and evaluation of 
the forecasting, optimisation and scheduling system (FOSS) required for the Leighton Buzzard 
Energy Storage System (ESS). Design work is complete and support has been provided to other 
partners in embedding the algorithms into the IT systems that will provide the functions needed 
to operate the ESS. 
This report covers the activities that have been carried out by Newcastle University to evaluate 
those functions that are implemented and operational and also review those which are not yet in 
operation to identify any shortcomings or potential improvements. 
This report is organised in the following way:  
 The need for a forecasting, optimisation and scheduling system in recapped. 
 The forecasting method is recapped, critiqued and improvements suggested. 
 The additional requirement for a Triad forecasting module is introduced and discussed. 
 The optimisation and scheduling process is recapped, critiqued and improvements are 
suggested. 
2 The role of forecasting, optimisation and scheduling system (FOSS) 
Smarter Network Storage (SNS) seeks to show that an Energy Storage System (ESS) can be used 
to provide security of supply within a distribution network in place of conventional assets. To 
make this a cost competitive option, participation in ancillary service markets is required at times 
when the network is not at risk. This provision of multiple services, in combination with a need 
to provide reliable network security of supply, necessitated the development of a Forecasting, 
Optimization and Scheduling System (FOSS). This system was designed to fulfil the following 
goals: 
 Ensure that the ESS could supply sufficient power to provide security of supply at a 
33/11kV substation. 
 Select the most profitable suite of ancillary services to participate in with the remaining 
power and energy resources of the ESS. 
 Ensure that the service schedule is robust to the delivery or non-delivery of all other 
scheduled services. 
We have described the design of FOSS in two published papers [1, 2]; in this document we 
critically evaluate the system and provide recommendations for potential improvements. We 
break this down into analysis of the forecasting, scheduling, and cost-based optimization 
functions. 
3 Forecasting 
The demand forecast implemented within FOSS is based on Multiple Linear Regression (MLR). In 
an MLR, the term to be predicted, Y¸ is calculated as the sum of a number of explanatory variables, 
Xi, each weighted by pre-calculated factor, βi, and an error term e. Hence an MLR model is of the 
form: 
 
In other words, the model estimates the relationship between the demand and various 
explanatory variables. The explanatory variables are identified and quantified through offline 
𝑌 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + 𝛽3𝑋3 +⋯+ 𝛽𝑛𝑋𝑛 + 𝑒 (1) 
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analysis of historical data. The explanatory variables used for the forecast models in SNS are 
shown in Table 1.  
Table 1: The explanatory variables used in the demand forecast, and their ranges. 
Variable Range 
Time of Day 1-48 
Day of Week 1-7 
Month 1-12 
Season 1-4 
Daylight Savings 0-1 
Type of Day 1-3 
Special Day 0-1 
Daylight 0-1 
Temperature n/a 
Previous Demand n/a 
Two models were required for SNS: a long-term model to give an indication of which days are 
likely to have high demand, and a short-term model to finalise schedules and reserve power and 
energy resources. Both models account for long-term trends, but the short-term model also has 
an auto-regressive element and accounts for the relationship between the forecast temperature 
and the demand.  
In the rest of this section, we evaluate the error and behaviour of the forecast models, and make 
recommendations on how these could be improved. 
3.1 Long Term Forecast Error 
The long-term forecast for April and May 2016 is shown in Figure 1. 
 
Figure 1: The demand forecast and actual demand for April and May 2016 
There are a number of high demand spikes in April which were not predicted by the Forecast. The 
demand was more stable in May, though the forecast is consistently over-predicting the demand. 
The probability density function for the forecasting errors is shown in Figure 2. The error is a 
reasonable fit to a normal distribution, but the mean of the errors is -328.5kVA, indicating 
systematic under prediction. The Mean Absolute Error (MAE) was 1.288MVA. 
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Figure 2: A histogram and probability density function of the long-term forecast errror 
3.2 Short-Term Forecast Errors 
The short-term forecast was run for the same period as the long-term, with advance periods of 
up to 168 hours (1 week). Figure 3 shows the probability distributions of error at different 
advance periods, ranging from the next half hour to 1 week ahead, and Figure 4 shows the mean 
error, mean absolute error, standard deviation and standard deviation of average error for each 
advance period. The forecast is very accurate over small advance periods, but the accuracy 
rapidly deteriorates. The error reaches a peak at around 27 hours, then actually reduces as the 
advance period approaches 1 week (168 hours).  
 
Figure 3: Probability density functions of forecast error for different advance periods, and for the long-term forecast 
In Figure 4 we can also see the mean error gradually increasing with the advance period. This 
slight drift is likely to be because the baseline demand has increased since the forecast terms were 
calculated. 
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Figure 4: Error metrics for the short-term demand forecast 
Figure 5 shows an autocorrelation of the demand for lags of up to 2 weeks, There are both daily 
and weekly periodicities visible in the autocorrelation, which explains why the mean absolute 
forecast error decreases as the advance period reaches 1 week (when the same day of the week 
as was originally observed is being forecast). To take advantage of this effect, and improve 
forecast accuracy, different models could be made for each advance period, using recent data 
from the same day (i.e. using the previous Tuesday to predict the next Tuesday). This would 
deliver an improved forecast, but at the expense of being complex to implement, particularly 
within the FOSS environment. 
 
Figure 5: Autocorrelation results for the short-term demand forecast 
3.3 Impact of Forecast Error 
In the base-case, the demand exceeds the single-circuit ratings for around 523 half hour periods, 
resulting in around 270MWh of potential loss-of-load, which can be prevented by SNS. Figure 3 
shows how many MWh are at risk of occurring for a given forecast model with a specific MAE and 
error term. The long-term forecast MAE of 1.288MVA would result in approximately 15MWh of 
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energy being at risk with a 2MW error term (around 5.5% of the total), or around 25MWh being 
at risk with a 1.5MW error term (around 10% of the total). These results assume single circuit 
operation, so the actual MWh/year lost is this figure multiplied by the probability of a single 
circuit outage. 
 
Figure 6: Impact of Forecast Error and Error Term on LOEE (Assuming single-circuit outage).   
Figure 7 shows the percentage of the time that the forecast would under predict for different 
error terms for the short term model. This can be used to select an appropriate error term based 
on the operator’s desired level of confidence. 
 
Figure 7: Likelihood of under forecasting against error term 
One of the difficulties in using ESS to provide security of supply is that there is no industry 
standard determining how it should be operated, or what its contribution to security of supply is. 
There are various options which could be explored, including quantifying the security of supply 
using the Value of Lost Load (VoLL), or using an ‘F-Factor’ type approach, similar to the method 
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used to quantify the contribution from intermittent generation in the prevailing P2/6 security of 
supply standard. It is also worth noting that, even if the forecast was perfectly accurate, there 
would still be a risk of customer disconnection in the event of an equipment failure at the ESS. 
3.4 Improvements 
A different forecasting method – for example, an Artificial Intelligence (AI) forecast – could be 
applied. MLR was selected for FOSS because of its ease of implementation, and it is unlikely that 
an alternative method could offer sufficient improvements to justify the substantial undertaking 
required to implement an AI forecast. Published academic literature does not build a strong case 
for significant and replicable improvements from AI forecasts for this type of forecasting problem. 
With the selected MLR method, the long-term forecast error is small, but in order to successfully 
capture the peak shaving requirement, a substantial error term is required. This is because the 
MLR model captures the average trend, while the peak shaving is needed only on days with high 
demand. This suggests that, if the current approach is not sufficient, either a fundamental change 
in approach, or a change in expectations, is required. 
The short-term forecast has been less successful; over very short timescales, the short-term 
forecast gave very accurate results; however, once the advance period was increased to a few 
hours or more, the short-term forecast actually gave less accurate results than the long-term 
forecast. This observation led to the consideration that a possible improvement to the prediction 
accuracy could be achieved by changing which autoregressive terms are used; the existing model 
uses the demand from the last 24 hours (48 time periods); as Figure 5 shows, the autocorrelation 
is higher at similar hours on previous days. This could also reduce the degradation of the forecast 
as the advance period increases, since more historical data will be used as an input.  
Exploration of this found the following improvement described next. 
3.4.1 New Model  
The new model combines generic explanatory variables – such as time of day, day of week, month, 
and daylight – with an autoregressive element. The autoregressive terms were selected by 
establishing which lagged values had a correlation coefficient of 0.75 or greater – this value was 
selected to ensure a compromise between accuracy and computational efficiency. These lagged 
terms are shown in Figure 8. 
 
Figure 8: The autocorrelation of electricity demand for lags up to 2 weeks. The points above the black line are the lags 
used for the demand forecast. 
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The original model used the previous 24 hours – so 48 lagged values – of demand as an input. 
This had two disadvantages: 
 Many of the input data were not highly correlated with the forecast value 
 As the advance period increased, the historical data was quickly replaced by forecast 
values, leading to an accelerated fall in accuracy. 
The new model addresses both of these problems, by using only highly correlated values, and by 
ensuring observed data form a more significant part of the input explanatory variables for 
forecasts up to 2 weeks in advance. 
3.4.2 Error Analysis 
The performance of the new forecast model is illustrated in Figure 9. These data show the 
performance of the model during June-August 2016. This period was used because the data 
quality was high, and the model was trained using data from earlier periods, so this data was new 
to the model. The model’s performance in some earlier periods of 2016 was poor due to data 
quality issues with the historical demand data. 
 
Figure 9: The mean absolute error of the forecast at increasing forecast advance periods 
3.4.3 Conclusion 
This modification to the model shows an improvement in mean absolute error (MAE) to below 
1 MVA well within a 10-day forward window. This is in comparison to the 1.3 MVA MAE that was 
previously experienced this far in advance. 
3.5 Triad forecasting 
After FOSS development began, the introduction of Triad warnings into the system was identified 
as an additional valuable feature. A review of FOSS was carried out to consider how this can be 
added. 
Triad refers to three half-hour settlement periods between November and February that are used 
to determine charges for demand customers with half-hour metering. These periods are defined 
as the three periods with the highest system demand, separated by at least 10 days. To illustrate 
this concept, the maximum demand on each day for winter 2014-15 is shown in Figure 10. The 
three Triad periods have been identified on this figure; the greatest demand peak was on 
January 19th so this is identified as Triad 1. The second highest peak, on January 21st, is excluded 
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for occurring within 10 days of Triad 1, so the next highest point on February 2nd is identified as 
Triad 2. Following this, many of the other high demand peaks occur within ten days of either 
Triad 1 or Triad 2; Triad 3 is identified as December 4th, and at 50.899 GW it is actually the 52nd 
highest demand value observed during the year. This highlights a difficulty in predicting the Triad 
periods – due to the 10 day separation rule, the demand during the smaller Triad periods may be 
quite close to the typical demand peaks. 
 
Figure 10: The daily maximum demand for winter 2014-2015 – data courtesy of National Grid 
 
 
Figure 11: A normal probability plot of maximum daily demand, with the three triad periods identified 
Figure 11 shows the maximum daily demands plotted on the same axis as a normal distribution 
with the mean and standard deviation of the data. The majority of the data follows the line of the 
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normal distribution, but the higher demand days deviate, having more extreme values than would 
be predicted using the distribution. Triad 1 and Triad 2 are quite distinct from the rest of the data, 
occurring in the 98th and 99th percentiles of the distribution. However, Triad 3 is close to the 
normal distribution line, and surrounded by other similar values. 
3.5.1 FOSS Considerations 
The method described will be suitable for integrated into the Forecasting, Optimisation and 
Scheduling System (FOSS). Consequently, Triad should be treated like any other service in FOSS, 
meaning that: 
 Triad needs to reserve power and energy, which cannot be allocated to other services 
once the Triad service is confirmed in FOSS. 
 Triad needs to have an energy value, estimated delivery value, and likelihood of delivery, 
to be factored into the expected value calculation. The energy value and likelihood of 
successful delivery will depend on the number of days on which the service is run – more 
days will increase the likelihood of hitting the Triad periods, but could incur more energy 
and battery degradation costs. 
 Triad needs to be identified early enough to allow other services to be scheduled in – in 
some cases these other services could be scheduled weeks or months in advance. 
3.5.2 Proposed Methods 
This section describes the methods that will be implemented to identify Triad periods – a simple 
method, which can be implemented relatively quickly and an extended method with lower 
uncertainty, which will require more effort. The descriptions given here are initial concepts, 
which could benefit from further refinement following a more thorough review of existing 
methods and available data. 
3.5.2.1 Method 1: Multiple linear regression with uncertainty quantification 
Multiple linear regression (MLR) has been widely used in forecasting, including demand 
forecasting. In MLR, the term to be predicted, Y¸ is calculated as the sum of a number of 
explanatory variables, Xi, each weighted by pre-calculated factor, βi, and an error term e. Hence 
and MLR model is of the form shown in equation (1): 
𝑌 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + 𝛽3𝑋3 +⋯+ 𝛽𝑛𝑋𝑛 + 𝑒 (2) 
 
The β terms are calculated through offline analysis of historical data. The main challenge in 
creating an MLR model is determining which subset of the available explanatory variables result 
in the most accurate forecast. Historical system data is available on the national grid website from 
2005-2015.  
In the first instance, Triad periods must be predicted weeks ahead; this limits the explanatory 
variables available for use in the model. Closer to the event, meteorological forecasts and recent 
demand data can be incorporates, and used to refine estimates provided by the initial model. This 
initial model can be used to produce a forecast of total system demand for the Triad period 
(November to February) – following this, a demand threshold will be set, and all periods in which 
the forecast demand is above the threshold will have a Triad service, exporting maximum power, 
scheduled. The level at which this threshold is set will affect the energy costs/revenues for Triad, 
the opportunity cost of being unable to offer other services during these periods, and the 
likelihood of hitting all three Triad periods. The first two values are covered by the existing FOSS 
algorithms; the third can be calculated via analysis of historical Triad periods. 
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3.5.2.2 Extension: Short-term Refinement 
The extension described here will provide a more rigorous approach – it will result in more 
efficient use of the battery’s resources, and will account for more of the drivers behind Triad 
events. 
Based on the demand forecast, FOSS will suggest a number of thresholds to the user, each with a 
corresponding likelihood for hitting at least 1, at least 2, and all 3 Triad periods, and a total 
number of hours required for Triad. The user then selects one of these thresholds, and adds it to 
the schedule.  
When the scheduled Triad periods are approaching, the shorter-term forecast can be run, and the 
likelihood of a Triad period occurring on each day can be assessed, and only candidate days with 
a high likelihood of Triad will actually deliver the service – a likelihood threshold can be specified 
by the user. In addition, once a high-demand peak has occurred, subsequent days will compare 
the forecast demand with this high demand peak, and Triad will not be delivered if it is sufficiently 
likely that the demand will not exceed the previous high demand peak – various statistical 
methods could be applied here, the most appropriate can be selected after reviewing the 
literature. These short term forecasts can be run frequently as the Triad period approaches, 
allowing the final decision to be made with as much information as possible. The approach 
described here is shown in Figure 12. 
 
Figure 12: A flow chart showing the processes and decisions required to predict, schedule and deliver Triad services 
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3.5.3 Conclusion 
This section has described the problem of forecasting Triad periods on the GB transmission 
network. A simple method, which could be implemented relatively quickly, has been described. 
An extension, which makes use of more up-to-date information, has also been described – this 
could be implemented with additional effort. 
4 Scheduling 
The scheduling approach used within FOSS was designed to be robust against the delivery, non-
delivery, or partial delivery of each service added to the schedule. To achieve this, a state of charge 
range is determined through the use of four difference state of charge pathways, which map the 
most extreme behaviour of the ESS in each scenario – an example of these pathways is shown in 
Figure 13 [1].  
 
Figure 13: Illustrations of the state of charge range allocation: 
These illustrative scenarios can be described as follows: 
(a) A power-to-grid service requires a minimum of 9 MWh to be reserved. The Up pathways stay 
at maximum state of charge until the start of the service, and only the Worst Up and Best 
Down pathways show the service delivery. 
(b) A power-from-grid service requires a maximum of 7 MWh available at the start of the service. 
Only the Best Up and Worst Down pathways show the service delivery. 
(c) A bidirectional service the ESS to sit between 4 and 6 MWh. The service is delivered as a 
power to grid service by the Worst Up and Best Down pathways, and as a power from grid 
service by the Best Up and Worst Down pathways. 
For the SNS project, the services were scheduled hierarchically, with the local demand Peak 
Shaving (PS) taking priority over other, purely commercial, services. However, the system is 
designed such that this requirement could be removed, and PS could compete with the 
commercial services, or be ignored altogether – this makes the system flexible for other ESS 
applications. 
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The system can deal with efficiency in both directions, can impose artificial power limits on 
individual services, and can impose forced rounding if a service can only be offered in certain unit 
sizes (for example 𝑛 × 1 MW). Service delivery is specified in terms of a power, time, and 
maximum number of deliveries within a given window. 
4.1 Performance Analysis 
The way services are hierarchically added to the schedule provides a rigorous means of allocating 
energy to essential services. The pathways carry out their required function, but could be 
considered to do so over conservatively as analysis of prior service delivery shows that the full 
capability is highly unlikely to be required. 
Services must be specified manually by an operator; this is adequate for services such as STOR 
(Short Term Operating Reserve), which have fixed operational windows, but makes scheduling 
services such as Frequency Response, where any time periods can be tendered for, difficult. This 
can be mitigated to an extent through analysis of historical data to determine at which times 
frequency response is most valuable, but still makes scheduling these services an open loop 
problem.  
The model of service delivery is adequate for a service like static frequency response; where the 
output is set in advance, but STOR or dynamic frequency response require a variable delivery 
time, or even a variable power and delivery time. This makes scheduling challenging, since offline 
analysis of historical data is needed to determine how much power and energy to allocate to 
ensure the ESS is being run profitably without risk of under delivering. 
4.2 Suggested Improvements 
The most impactful improvement would be to enable the use of a more rigorous service 
specification. By giving FOSS access to a database showing past delivery of each given service, it 
should be possible to optimise the risk/reward of over or under allocating energy. This becomes 
a risk management exercise and requires a shift in thinking from absolutely, always being covered 
to deliver the full service. Given that other contingencies can come into play, there is no real 
guarantee of being able to deliver a contracted service, so this risk should be weighed as part of a 
holistic view. 
Reactive power is not currently factored into FOSS calculations. Given that the peak shaving and 
the voltage regulation services can be fulfilled using reactive power, an element of reactive power 
scheduling could be incorporated into future versions of FOSS. 
The system is specific to a single ESS; many of the TSO services could be fulfilled via aggregation 
of multiple ESS, which could enable greater market participation while reducing the risk of non-
delivery. It is likely that, in practice, an aggregator could own many such systems, and operate 
them cooperatively to fulfil a variety of DNO and TSO services. To meet this requirement, FOSS 
could be extended to enable scheduling of multiple ESSs to accomplish a set of objectives; this has 
the potential to increase the revenue of the total fleet, since the diversity in local service would 
unlock additional power and energy to fulfil location independent TSO services. 
5 Cost-Based Optimization 
Once feasible combinations of services have been identified, it is necessary to determine which 
set of services will provide the greatest financial return. To this end, a cost based optimization 
was designed to ensure that the services with the highest long-term expected value were selected 
for delivery by the ESS. This comprised two activities: evaluating the value of each set of services, 
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and selecting the most valuable combination. An overview of these activities is shown in Figure 
14. 
 
Figure 14: Branching service structure and maximum value selection 
To make a decision on the branch with the maximum value, the following steps are required. 
5.1 Branch Value Calculation 
The branch value calculation method was described in a previous project report [3], but is 
summarised here. The solution implemented was based on expected value (EV) calculation. 
Expectation is defined as the sum of the outcome of each possible state, multiplied by the 
probability of being in that state.  
𝐸𝑉 =∑𝑃𝑖𝑉𝑖
𝑛
𝑖=1
 (2) 
The sum of the probabilities of all states must be equal to 1. 
∑𝑃𝑖 = 1
𝑛
𝑖=1
 (3) 
An ESS which operates in a commercial framework needs to be able to select the most profitable 
combination of commercial services, along with fulfilling its obligations to the network operator. 
However, calculating the revenue from these assigned services is non-trivial because the services 
may or may not be called, the exact nature of the energy exchange cannot be known in advance 
and the energy prices are only finalized a few days ahead. This results in a dichotomy between 
the need to tender for services months in advance, and the lack of detailed information required 
to do so. 
In order to calculate the EV of each combination of services, it is necessary to consider the value 
of each service if it is called, and if it is not. Additionally, the value is dependent on exactly which 
point in the service window the service is called, the state of charge prior to the service, whether 
any adjustment is required and, the state of charge after the service. Additional complications 
arise when there are combinations of Up (Power to Grid), Down (Power from Grid) and Up-Down 
(Power could flow to or from Grid) services. 
The value of a given service comprises three elements:  
 Availability payment: the revenue received from the service customer for offering the 
service, independent of delivery. 
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 Utilisation payment: the revenue received from the service customer when the service is 
delivered. 
 Energy cost/revenue: the net value of the energy exchange required. This includes costs 
for adjusting SoC and delivery. 
The availability fee is paid for the entire scheduled service window; the utilisation fee is paid per-
delivery; the energy cost is composed of adjustment values and delivery values, which depend on 
whether the service is delivered, and when the service is delivered. Details of how each of these 
are calculated are described in the previous report. 
The expected value is dependent on the probability of a given scenario taking place (i.e. delivery 
vs non-delivery). The value of each scenario is multiplied by the probability of that scenario taking 
place, and the expected value is the sum of this calculation for all possible scenarios. The 
combinations of probabilities and outcomes for each scenario is described in the previous report. 
5.2 Optimal Service Selection 
In order to select the optimal combination of services, FOSS must search the possible 
combinations of services and identify the combination with the greatest expected value. The 
implemented approach uses an exhaustive search heuristic, where it systematically evaluates 
every combination of available services, in every available order, and selects the most valuable. 
Given the relatively small number of combinations available in the current implementation, the 
computational burden of doing this is manageable. However, if some of the suggestions related to 
the scheduling were implemented, the number of combinations (the problem’s ‘state-space’) 
would increase and a more sophisticated algorithm could be required. 
5.3 Suggested Improvements 
The calculations to determine the value of the services rely on several parameters which are 
uncertain; the probability of delivery, cost of energy, and exact service fees are generally not 
known in advance, so any values used here are an estimate. This implies that uncertainty should 
be considered in this evaluation. An imprecise probability approach, where a range of probability 
values are used for service delivery, could allow for more rigorous evaluations of the EV. In 
addition, using probability distributions or probability mass functions (PMFs) to represent the 
energy and fee values would allow this uncertainty to be represented in the calculations. A 
Bayesian Statistics approach could be used, with prior values of the costs and probabilities 
obtained using the battery operator’s judgement, and posterior values produced after some 
services have been delivered. 
The optimization algorithm is likely to become infeasible if many of the suggested improvements 
are implemented. Given that the service scheduling represents a tree structure, a non-exhaustive 
alternative tree search algorithm could be implemented. 
6 Conclusion 
This report has briefly described the Forecasting, Optimization and Scheduling System (FOSS) 
developed as part of the Smarter Network Storage (SNS) project. The algorithms were broken 
down into forecasting, scheduling, and cost based optimization functions; each function was 
described, critically evaluated, and potential improvements were suggested. The key findings are 
summarised below. 
6.1 Forecasting 
The forecasting algorithms were implemented using multiple linear regression. Long-term and 
short-term forecasts were evaluated. The long-term forecast was accurate, but the accuracy 
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deteriorated during the peak period. The short-term forecast model, which included an 
autoregressive component, was more accurate over very short time periods, but less accurate 
overall. Suggestions were made on changing the design of the short-term model to make use of 
more historical data and take better advantage of the autocorrelation structure of the data. Tests 
have shown that improvement in the short-term forecast can be realised. Triad forecasting can 
be incorporated within the existing service structure of FOSS. 
6.2 Scheduling 
The scheduling algorithms allow energy and power to be robustly allocated to grid services in a 
hierarchical schedule. The schedule is designed such that all services can be delivered, regardless 
of the delivery or non-delivery of any previous or subsequent service. The main shortcoming is 
in the specification of services, and the selection of service windows. Suggestions were made to 
create a database of service data to improve both of these functions, and provide suggestions to 
the user. 
6.3 Cost-based optimization 
The cost-based optimization was implemented using an expected value calculation and an 
exhaustive search heuristic. The method is sufficient for the existing implementations, but 
changes in the scheduling could result in too large a state-space, rendering the exhaustive search 
impractical. A more sophisticated tree-search could be implemented if this was the case. Many of 
the parameters in the value calculation are estimates, and therefore have associated uncertainties 
which are difficult to quantify. By employing imprecise probabilities, and potentially taking a 
Bayesian Statistics approach to uncertainty, these calculations could be made more robust, and 
could automatically take operational data into account. 
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