A new atmospheric humidity variable called the modified relative humidity (MRH ) is proposed based on properties of the Johnson's S B distribution function. The frequency distribution of MRH can be roughly approximated by the normal distribution, while other variables such as relative humidity and the water vapor mixing ratio cannot. This characteristic suggests that MRH is convenient for statistical variable controls such as data assimilation and climatological grid data controls. Super-saturation and negative water vapor states induced by positive and negative humidity increments are avoided by using MRH. Three types of MRH, Types-I, -II, and -III, were examined. Type-III, with three fixed parameters, was the best function for approximating to the normal distribution. However, Types-I and -II, each with two fixed parameters, were beneficial for stable statistical humidity variable estimations.
Introduction
Statistical controls of atmospheric variables are often performed in data assimilation and climatological data controls that include bias corrections. In data assimilation, numerical simulation results predicted from a prior time are statistically combined with observed variables, and the combined grid data are used as the initial conditions of the next simulation cycle. In the pseudo-global-warming (PGW) method (Sato et al. 2006; Kimura and Kitoh 2007) , which is a method of climatological data control, mean climatological differences estimated by general circulation model (GCM) simulations are added to an objective analysis dataset. The combined data are used as the boundary conditions for regional climate model (RCM) simulations of the future climate.
Humidity variables such as specific humidity, relative humidity (RH ), the water vapor mixing ratio (q v ), and dew point depression (TTD; temperature minus dew-point temperature) are also included among the controlled variables. For example, a positive increment of the humidity in the lower atmosphere induces unstable stratification, which is able to cause intense precipitation. In a physical sense, q v seems to be appropriate as a humidity variable because q v is used as a variable accompanied by the conservation laws of atmospheric models.
However, statistical humidity variable controls have a serious problem caused by their non-Gaussian nature. In addition, the range of humidity is restricted, i.e., between dry (no water vapor) and saturation states. For example, RH cannot be negative, and RH in excess of 100% is not allowed in general. When RH is used as the humidity variable, super-saturation is often induced by the statistical variable controls and unnatural intense rainfall may be predicted.
Several humidity variables have been proposed for data assimilation, including pseudo relative humidity (PRH; Dee and Da Silva 2002) and its extensions (Gustafssona et al. 2011) . If a humidity variable is divided into a base state and perturbation, data assimilation mainly controls the perturbation part. Meanwhile, the base state is mainly controlled by climatological variable controls, for which the control techniques have not been studied sufficiently. In the PGW method, for example, four worlds of climatological states, namely objective analysis (a), present climate ( p), future climate ( f ), and pseudo future climate (w), are present. Variables (V ) in the PGW method are denoted by
where dV is the mean climatological difference and is a single value. On the other hand, V a and V w are time series data with specific time intervals. Namely, V a has a specific probability distribution and the distribution is modified by dV to create the probability distribution of V w . The probability distribution of V w becomes unnatural for traditional humidity variables, and unrealistic values of V w often generated. Therefore, humidity variables are not independently controlled in the PGW method, and the RH is assumed not to change between the present and future climate states (e.g., Hara et al. 2008 ).
We propose a new humidity variable that is able to avoid range restrictions. In Section 2, the Gaussianity of controlled variables is discussed. In Section 3, the statistical properties of traditional humidity variables are examined. In Section 4, the new humidity variable is introduced and its properties are investigated. The summary and discussion are presented in Section 5.
The Gaussianity of probability distributions
Most data assimilation systems require Gaussian variables. For climatological variable controls, Gaussianity is a sufficient but not a necessary condition. In general, distribution function parameters are divided into those for shape and those for location. For climatological variable controls, only the location parameters of the distribution functions are modified, while the shapes of the distributions do not change. Here, non-Gaussian variables are considered. Shapes with large skewness are often associated with physical properties and restrictions. In particular, there are variables that do not permit shifts of the peak or restriction points to avoid unnatural distributions. For instance, shifting the restriction points of relative humidity is not permitted. In another example, the probability density function (PDF) for the amount of short-term precipitation is an exponential-type function (e.g., Wakazuki 2011). The peak point of the PDF is located at around 0 mm. The climatological variable control shifts the location of a peak point, but the peak point not located at around 0 mm is unnatural. The physical meanings of the peak and restriction points are complicated and differ depending on the variables. A normal distribution is often observed in the statistics of natural random values of a variable. When the distribution of a variable is Gaussian, the value of the variable is regarded as generated by natural random phenomena without a specific physical forcing. In addition, it is expected that unrealistic values of the variable will not be generated by climatological variable controls. Therefore, it is desirable for the variables in climatological variable controls to be Gaussian.
Traditional humidity variables
approximated by the Johnson's S B distribution. If a variable z is introduced as
then Eq. 2 can be rewritten as the PDF of z as
where
is the normal distribution of z, where parameters m and s are the average and standard deviation of z, respectively, and x and l + x are the universal minimum and maximum values of x, respectively. Values of x smaller than or equal to x and x greater than or equal to l + x are regarded as out of range. It is preferable for x to be a ratio variable such as RH because x is restricted by the two specific constant values x and l. When x is the RH with the unit of percent, x and l can be fixed at values of 0 and 100, which correspond to dry and saturated conditions, respectively. Figure 2 shows the relation between RH and z in the case where x and l are fixed to be 0 and 100, respectively. Any value of z is convertible to the RH value within the restriction range.
Next we discuss the merits of using z with the increment equation (Eq. 1), in which V is a humidity variable. An increment dV is added to V a to estimate V w , and V a and V w are time series data. The relative humidity values of V a , V w , and dV are RH a , RH w , and dRH, respectively. Table 1 shows RH w for the cases where (a) V is equal to RH, (b) V is q v , and (c) V is z. For the estimations of RH w in (b) and (c), RH a and dRH are converted to V a and dV, respectively. Values of V a are modified by dV to estimate V w , and V w values are converted to RH w . In the case where V is RH or q v , large positive (negative) humidity increments (dRH) often induce super-saturation (a negative water vapor state) when RH a is very large (small). On the other hand, when V is z, unrealistic humidity states are not found.
When fitting RH to the distribution functions by using the maximum likelihood estimation (MLE) method, the sample summation of logarithms of likelihood functions (L) is maximized to estimate values of the parameters, where large values of L correspond to better fitting results. Comparison of values of L (not shown) shows that the Johnson's S B distribution is a better function for RH than the normal distribution. Thus, we use a new humidity variable z (Eq. 3) assuming the Johnson's S B distribution for x with the fixed parameters x and l. The new variable z is named the "modified relative humidity" (MRH ), where x is assumed to be RH.
There is, however, a problem in the estimation of z. Which type of x is most appropriate? Therefore, we examined three types of x (Table 2 ). In Type-I, RH is used as x, where x and l are fixed to be 0 and 100, respectively. In Type-II, x and l are not fixed, and are estimated by the MLE method. Here, x and l are searched Figure  1 shows the probability density distributions of the RH at 1000 and 500 hPa in DJF (December, January, and February), MAM (March, April, and May), JJA (June, July, and August), and SON (September, October, and November). Some parts of the distributions at 1000 hPa resemble a normal distribution. However, many of these show a large skewness and are clearly different from a normal distribution. In addition, if positive relative humidity increments are given to the distributions, for example, many samples around 100% would become super-saturated. Similar problems are induced when other traditional humidity variables are used. Unrealistic humidity states would be induced in some cases, such as negative TTD with negative increments, negative q v with negative increments, and super-saturation of q v with positive increments. The shapes of the distributions of q v and TTD are also clearly different from a normal distribution (not shown). Therefore, these humidity variables are not appropriate as statistical humidity controls.
A new humidity variable
Humidity has range restrictions from dry (no water vapor) to saturation states. The RH is limited to the range of 0 to 100%. Therefore, a new humidity variable with a normal distribution must be found. In general, variables with a specific two-sided restriction range often follow the Johnson's S B distribution (Johnson 1949) , which is a distribution function of the Johnson's distribution system. The log-normal distribution is also included in the Johnson's distribution system. The PDF of the Johnson's S B distribution as a function of x is expressed by
where x, l, s, and m are the shape and location parameters of the function. A humidity variable x such as RH is assumed to be under the following restrictions to avoid unrealistic relative humidity values:
x ≥ 0, x + l ≤ 100, l > 0. Figure 3 shows the probability density distributions of MRH Types-I and -II. The shapes of the functions of MRH are obviously more similar to a normal distribution than those of RH (Fig. 1) . These results show that MRH is more appropriate for statistical humidity variable controls. Figure 4 shows the skewness and kurtosis values of the PDFs of the RH and the three types of MRH in MAM. Skewness and kurtosis should both be 0 for a normal distribution. In the lower atmosphere, the magnitudes of the skewness and kurtosis of MRH Types-I and -II are smaller than those of the RH. This also shows that the shapes of the functions of MRH Types-I and -II are obviously more similar to a normal distribution than those of the RH. In addition, Type-II is better than Type-I, but the difference is small.
In Fig. 4 , the skewness values of MRH Types-I and -II are still large (positive) especially in the uppers atmosphere. This characteristic is also found in Fig. 3 (the right-side tails of the PDFs are long). To correct for the positive skewness, we propose MRH Type-III (Table 2 ). In Type-III, x is not RH but RH a , and parameters x, l, and a are estimated by the MLE method, where a is restricted to be positive. A value of a larger (smaller) than 1 is able to correct a positive (negative) value of the skewness. The distribution function is modified into the following formula from the Johnson's S B distribution, where x is RH: Table 1 . Relative humidity RH w using Eq. 1 for various values of RH a and dRH when (a) V is RH, (b) V is q v , and (c) V is z. dRH is assumed to be the difference from 50%. In (b), the pressure and temperature used in the calculation of relative humidity are fixed to be 1000 hPa and 293.15 K, respectively. In (c), x and l are 0 and 100, respectively. The gray shaded boxes show unrealistic values. 
This formula is regarded as the extended function of the Johnson's S B distribution. Figure 5 shows the probability density distributions of MRH Type-III. The shapes of the PDFs are more similar to a normal distribution than those in Fig. 3 . The skewness and kurtosis values of MRH Type-III are obviously smaller than those of Types-I and -II (Fig. 4) . Therefore, the best-fit function of RH (x) is regarded as Eq. 5, and the humidity variable MRH Type-III is expressed as
The MRH denoted by Eqs. 3 and 6 is accompanied by constant parameters x, l, and a. The MRH Type-I is determined only by the natural humidity restriction range. Meanwhile, x, l, and a of MRH Types-II and -III are the climatological parameters estimated by the function fitting processes. The parameters would vary depending on the season and location, and the climatological parameters must be universal ones.
Summary
For applications to statistical humidity variable controls such as climatological variable controls and data assimilations, we have proposed a new humidity variable called MRH. The MRH is constructed to have a normal distribution by using the Johnson's S B distribution function. We have proposed and examined three types of MRH. Among them, MRH Type-III is the most appropriate variable. Three constant parameters, x, l, and a, must be determined. The values of x and l + x are considered to be associated with the climatological minimum and maximum of the RH. In Type-I, they are fixed to be 0 and 100%, respectively. In Type-II, they are estimated by the MLE method, but it is not clear whether the parameters estimated by the fitting processes are universal.
Values of x and l should be estimated at each grid point and season. The difference in shape between Types-I and -II is small. In Type-III, another constant parameter a must be estimated by the MLE method to correct for the large skewness values of the distributions. The parameter a is also considered to be a climatological universal parameter that varies with location and season. However, the physical meaning of a cannot be explained. In addition, estimation errors on the exponentiation number (a) often induce a large estimation error on MRH. Therefore, we believe that MRH Types-I and -II are adequate variables for the statistical control of humidity at the present stage of study because humidity in the lower atmosphere, which is associated with the triggers of convection and rainfall, is well controlled by MRH Types-I and -II in comparison with the RH. The proposed MRH must be further studied because there are many distribution functions, and the fitting results are better but not perfect.
