Abstract. Dirac structures are used as the underlying structure to mathematically formalize port-Hamiltonian systems. This note approaches the Dirac structures for infinite-dimensional systems using the theory of linear relations on Hilbert spaces. First, a kernel representation for a Dirac structure is proposed. The one-to-one correspondence between Dirac structures and unitary operators is revisited. Further, the proposed kernel representation and a scattering representation are constructively related. Several illustrative examples are also presented in the paper.
Introduction
Port-based modeling leads to port Hamiltonian systems which are defined with respect to a geometric structure, called Dirac structure (see for example [4] and the references therein). Dirac structures for finite dimensional systems were introduced by Courant [5] as a generalization of Poisson and pre-symplectic structures. Dorfman [7] presented for the first time the notion of infinite-dimensional Dirac structures in the context of nonlinear evolution equations. Port Hamiltonian infinite-dimensional systems have been proposed for distributed parameter systems with energy flow at their boundary by Maschke and van der Schaft [22] . Many efforts have been made during the last years towards understanding port Hamiltonian systems and the underlying Dirac structures in the context of modeling and control of physical systems (see [4, 12, 17, 18, 23, 24] , to mention only few, and the references therein). In this paper we make an effort towards understanding the Dirac structures for infinite-dimensional systems. We consider Dirac structures on Hilbert spaces, which are general enough to cover large classes of models. Our approach uses the formalism of linear relations. In the view of the close connections with system theory, we adopt the notions of flow and effort variables. Once the space of flows and efforts are specified, it is possible to give different properties and representations of Dirac structures and investigate the relations between them.
The paper is structured as follows. The notion of Dirac structure on Hilbert spaces is recalled and some background material is presented in Section 2. A kernel representation for finite-dimensional Dirac structures (see [4] ) is extended, in Section 3, in a natural way to Dirac structures on Hilbert spaces. Relations between the kernel representation and a scattering representation are given in Section 4. Finally, several illustrative examples are presented in Section 5. Further proofs are collected in the Appendix.
Preliminaries
Consider two Hilbert spaces E (the space of efforts) and F (the space of flows), and assume that there exists a unitary operator r E,F from E to F. Let F ⊕ E be the Hilbert space determined by the Cartesian product space F × E equipped with the natural inner product:
where f 1 , f 2 ∈ F, e 1 , e 2 ∈ E. Further, define an indefinite inner product on F × E, by
The Cartesian product F × E equipped with the inner product [· | ·] B is called the bond space B. 
where L ⊥ denotes the orthogonal complement of L with respect to the scalar product (2.1). Therefore any orthogonal complement will be closed, and B
[⊥] = {0}. The last equality shows that the bond space is non-degenerate.
One can now define a Dirac structure on B.
Definition 2.2. Let D be a linear subspace of B. Then D is said to be a Dirac structure on B if D = D [⊥] .
In the sequel we review several known facts about linear relations on Hilbert spaces. A linear relation from a Hilbert space F to a Hilbert space E is a linear subspace A of the Cartesian product F × E. Remark that in the context of linear relations a linear operator A from F to E is identified with its graph. The following self-explanatory notions domain, range, kernel, and multi-valued part of a linear relation A will be used throughout the paper:
A linear relation A from F to E is closed if it is closed as a subspace of the Hilbert space F ⊕ E; the closure of the relation A is the closure of the subspace A in F ⊕ E. If A is closed then the subspaces ker A and mul A are also closed. A linear relation is said to be closable if its closure is the graph of an operator. Remark that a linear relation A is the graph of an operator if and only if mul A = {0}.
The adjoint of a linear relation A from F to E is the closed linear relation The following example offers a class of Dirac structures.
Example 2.3. Let E be a Hilbert space and let A be a skew-adjoint (unbounded in general) operator
for all x, y ∈ dom A = dom A * . Then the graph of A,
is a Dirac structure. Indeed, the definition of a skew-adjoint operator leads to
so that the conclusion follows.
Now let A and B be linear relations from F to E and from E to H, respectively. Then the product of B and A is the linear relation BA from F to H defined by
This definition agrees with the usual one for operators. Recall also the definition of a sum of two linear relations. For two linear relations A 1 and A 2 from F to E, the operator-like sum A 1 + A 2 is the relation from F to E defined by
Some properties of Dirac structures are presented in the following result.
Proposition 2.4. Let D be a Dirac structure on B. Then:
One can state the following propositions.
Proposition 2.5. Let L be a linear subspace of B. Then:
Proof. It follows from the definition of the adjoint relation that
so that
A combination of (2.4) and (2.7) leads to (2.5).
Using the previous proposition, one can formulate a characterization of Dirac structures in the terminology of linear relations.
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Proposition 2.6. D is a Dirac structure if and only if
Remark 2.7. In the sense of the product of linear relations the conditions in Lemma 2.6 can also be stated as follows: D is a Dirac structure if and
Proposition 2.8. Let D be a Dirac structure on B. Then:
Proof. Assume that D is a Dirac structure on B.
(i) Using the characterization of D in Remark 2.7 one has:
Lemma 2.9. Let D be a Dirac structure on B. Then:
Proof. The identities (2.8), (2.10) will be shown, the other relations can be obtained in a similar manner. In order to prove (2.8) let f ∈ mul D * , so that (0, f ) ∈ D * . Using Remark 2.7 it follows that (0, e) ∈ D and (e, f ) ∈ −r E,F . This shows that e = −r F ,E f ∈ mul D, which further implies that r
The converse inclusion follows similarly. It will be shown the identity (2.10). Let f ∈ ker D and f
which implies that f |f ′ F = 0. Therefore, the relation (2.10) has been proved. The relation in (2.11) follows using similar arguments or by using the "duality" between D and D −1 , cf. Proposition 2.8. Furthermore, the relations (2.12) and (2.13) are obtained by duality from those in (2.10) and (2.11), respectively. Remark 2.10. In the case E = F a Dirac structure is a skew-adjoint structure in the same Hilbert space E.
Recall that in [13] (see also [15] ) three classes of Dirac structures have been identified:
1. Completely multivalued Dirac structures which are of the form
2. Completely kernel Dirac structures which are of the form
3. Completely skew-adjoint Dirac structures which are determined by the graphs of an injective skewadjoint (not necessarily bounded) operators from F to E.
These particular Dirac structures are called fundamental Dirac structures, cf. [13, 15] . Under some conditions it has been shown in [13, 15] that a Dirac structure can be decomposed as an orthogonal sum of the previous introduced fundamental Dirac structures. However, for the purpose of this paper a weaker result is only needed. Define the linear subspace D mul = D ∩ ({0} × E) in B and the linear subspace E mul = {e ∈ E : (0, e) ∈ D} in E. Clearly, they are closed in B and in E, respectively. Let E 1 be the orthogonal complement of E mul in E, so that E = E mul ⊕ E 1 . Now define in F the linear subspace F mul as
and then it is easy to see that F mul is a closed subspace of F, so that it has an orthogonal complement
Lemma 2.11. Assume that D is a Dirac structure and let D mul , E mul , F mul , E 1 and F 1 defined as above. Assume now that
Then there exists a Dirac structure D 1 on the bond space
Proof. It follows from (2.14) that r E,F (E 1 ) = F 1 . Therefore D mul is a completely multi-valued Dirac structure on the bond space B mul := F mul × E mul and there exists a Dirac structure D 1 on the bond space
Furthermore, the Dirac structure D 1 is the graph of a skew-adjoint (not necessarily bounded) operator from the Hilbert space F 1 to the Hilbert space E 1 .
A kernel representation of a Dirac structure
Denote by ran T the closure of the range of a bounded, everywhere defined linear operator T . Let H be a Hilbert space isometrically isomorphic to the Hilbert spaces E and F. The definition of kernel representations for Dirac structures in the finite-dimensional case (see for instance [4] ) is extended to Dirac structure on Hilbert spaces as follows. 
and the following two conditions are satisfied
Denote by (F, E) D the kernel representation of D corresponding to F and E. Let us consider, without restriction of generality, that H = F.
Lemma 3.2.
Assume that E and F are two Hilbert spaces and assume that there exists a unitary operator r E,F from E to F. (i) Let the linear operators E mul = O E,F and F mul = I F . Then the pair (E mul , F mul ) is a kernel representation for the Dirac structure D mul = {(0, e) : e ∈ E}.
(ii) Let the linear operators E ker = r E,F and F ker = 0 F . Then the pair (E ker , F ker ) is a kernel representation for the Dirac structure D ker = {(f, 0) : f ∈ F}.
Proof. It is straightforward to check that in both cases the conditions (3.1), (3.2) 
respectively. Then E and F are bounded, everywhere defined linear operators.
Proof. Let D be a Dirac structure on B. We show first that the linear relation (D + r F ,E ) −1 is the graph of a bounded operator from E to F.
2 . Using Cauchy inequality one can obtain f ≤ e , for all (f, e) ∈ D. If e = 0 then f = 0 so that (D + r F ,E ) −1 is the graph of an operator. Furthermore, the inequality f ≤ e for all (f, e) ∈ D shows that the operator is bounded. Using similar arguments it can be shown that (D − r F ,E ) −1 is the graph of a bounded operator from E to F. Consequently E and F are bounded, everywhere defined linear operators.
Lemma 3.4. Let D be a Dirac structure on B and assume that mul D = {0}. The Dirac structure D has the kernel representation (3.1) with the operators F and E given by (3.4) and (3.5), respectively.
Proof. Denote by T the set {(f, e) ∈ F × E, F f + Ee = 0}. It will be shown that
Similarly one gets:
The equalities (3.6) and (3.7) lead to the F f + Ee = 0 with the operators F and E given by (3.4) and (3.5), respectively. Thus, D ⊂ T . It will be now shown that T ⊂ D. Assume that (f, e) ∈ F × E such that F f + Ee = 0. Then
for some h ∈ F. Then (h, e + r F ,E f ) ∈ D + r F ,E and (h, e − r F ,E f ) ∈ D − r F ,E , which implies that
It follows from (3.8) that (0, 2r
This shows that f = h. A combination of (3.8) and f = h leads to (f, e) ∈ D, so that T ⊂ D. Thus, (3.1) has been completely proved. It remains to show that (3.2) and (3.3) are satisfied. In order to prove (3.2) one remarks that
According to Remark 2.7b), the fact that D is a Dirac structure on B can be expressed by the identity D * = −r E,F Dr E,F . By a direct computation the last identity is equivalent to the identity
, which is also equivalent to
Using (3.5), (3.4), the obvious identity r E,F · r F ,E = I E and the equality (3.10), one gets (3.2) by a direct computation. Further, it will be shown that (3.3) holds. Assume that h ∈ (ran [F E]) ⊥ , so that
for all (f, e) ∈ F ×E. For e = 0 it follows from (3.10) that h|F f F = 0 for all f ∈ F, so that F * h|f F = 0 for all f ∈ F. which shows that F * h = 0. Similarly, E * h = 0. Using the formulas for F * and E * one obtains from the equalities
and then (D ± r E,F ) −1 r F ,E h = 0. This leads to F h = E(r F ,E h) = 0, so that (h, r F ,E h) ∈ D. Since (0, r F ,E h) ∈ D, one has (h, 0) = (h, r F ,E h) − (0, r F ,E h) ∈ D. This shows that h ∈ ker D. Also, h = r E,F (r F ,E h) ∈ r E,F (mul D). Since D is a Dirac structure, one can use Lemma 2.9 to obtain ker D ∩ (r E,F (mul D)) = {0} which leads now to h = 0. Thus, (ran [F E]) ⊥ = {0}, so that (3.3) has been proved.
A particular kernel representation of a Dirac structure D can always be obtained directly from D as it is shown in the next theorem. We will refer to this representation as the "canonical kernel representation" of the Dirac structure D.
Theorem 3.5. Let D be a Dirac structure on B and let D mul , E mul , F mul , E 1 and F 1 defined as in Section 2 Assume that r E,F (E mul ) = F mul . (3.12)
Then the Dirac structure D admits a kernel representation.
Proof. It follows from Lemma 2.11 that there exists a Dirac structure D 1 on the bond space
Define the linear operators E : E → F and F : F → F by
where
and
14) 
Relations between the kernel representation and a scattering representation
A scattering representation of Dirac structures for infinite dimensional spaces was basically introduced in [9] (see also [11] ). Consider the Hilbert space E to be the scattering variable space. For any linear subspace V of B define the linear relation O V in E by 
is a Dirac structure on B. 
Simple computations leads to the following identity:
Using now (3.4) and (3.5) it can be seen that:
with their adjoints F * = −F and E * = r F ,E Er F ,E , respectively. Conversely, given F and E by (3.4) and (3.5) one can write the scattering operator
with
Furthermore, given a Dirac structure in a kernel representation (not necessarily the canonical one), it is possible to construct the corresponding canonical scattering operator. We need first a technical lemma.
Lemma 4.4. Let D be a Dirac structure on B with a kernel representation (F, E) D . Then 1. The operator F r E,F − E : E → H is invertible. 2. The operator r F ,E F * + E * : H → E is invertible.
Proof. 1. Let e ∈ E such that (F r E,F − E)e = 0, which is equivalent to F f = Er F ,E f , where f = r E,F e. This implies now that F f + E(−r F ,E f ) = 0, which leads to (f, −r F ,E f ) ∈ D. Consequently,
Assume that r F ,E F * h + E * h = 0 for some h ∈ H. Then (4.9) leads to (EE * + F F * )h = 0, which implies that
that ker E * F * = {0}, which gives h = 0, and so, the operator r F ,E F * + E * is invertible. This completes the proof. 
Proof. Let D be a Dirac structure on B with a kernel representation (F, E) D . Let O D be its corresponding canonical scattering operator given by (4.1). We intend to represent O D in terms of F and E. According to Proposition 4.2, the Dirac structure can also be represented as
Then, any (f, e) ∈ D can be written as
By replacing f and e in the last equality one obtains
which is equivalent to
Now, using Lemma 4.4.1, we have
Using F r E,F E * + Er F ,E F * = 0 (see (3.2)), one can easily write
From the above equality, (4.12), Lemma 4.4.1 and 4.4.2 one has:
This completes the proof. 
Examples
, and [· | ·] B as defined in (2.2), induced by inner products on l 2 (Z). The operators E and F for the canonical kernel representation are given by (3.4) and (3.5) as follows: 
More precisely,
, which is an unitary operator. 
, induced by inner products on L 2 (0, 1). The operators E and F given by where the splitting of e 1 as given in (5.2) has been used. Then the kernel operators F and E from E to E are given by the following formulas:
The corresponding canonical scattering operator O D is the unitary transformation on the Hilbert space E defined by
Appendix. Proofs of Propositions 4.1 and 4.2
Proof of Proposition 4.
Using (.1) and the obvious fact that (e + r F ,E f, e + r F ,E f ) ∈ I E , it is obtained that (e + r F ,E f, e − r F ,E f ) ∈ I E − 2r F ,E (D + r F ,E ) −1 .
( .2) Furthermore, using the fact that D is a Dirac structure, one may write e + r F ,E f 2 E − e − r F ,E f 2 E = 4 e | r F ,E f E = 0, which shows that O is an isometry, and consequently, an operator. In order to see that O is an unitary operator, it suffices to prove that domO = ranO = E. Define the operator J : F × E → F × E by J(f, e) = (r −1
F ,E e, r F ,E f ), (f, e) ∈ F × E. Clearly, J is a unitary operator in F × E. Since D is a Dirac structure, it can be easily seen that D ⊥ = JD [⊥] = JD, which leads to
Consider any element h ∈ E. Since (0, h) ∈ F × E, it follows from (.3) that there exist elements (f 1 , e 1 ), (f 2 , e 2 ) ∈ D such that (f 1 , e 1 ) + J(f 2 , e 2 ) = (0, h). This implies that
F ,E e 2 = 0, e 1 + r F ,E f 2 = h, or equivalently, e 2 + r F ,E f 1 = 0, e 1 + r F ,E f 2 = h.
(.4)
By summing up the equalities in (.4) one obtains that h can be written in the form h = (e 1 + e 2 ) + r F ,E (f 1 + f 2 ), From (.2) it follows that h ∈ domO. Thus, the equality domO = E is proved. Taking the difference between the second and the first equality in (.4), it follows that h can be also written in the form h = (e 1 − e 2 ) − r F ,E (f 1 − f 2 ). Using again (.2), one may conclude that ranO = E. for all h ∈ E, or equivalently
Since (.6) holds for all h ∈ E it follows that e + r F ,E f = O * (e − r F ,E f ). Therefore, e − r F ,E f = O(e + r F ,E f ), which leads to f = (.
A combination of (.5) and (.7) implies that
O , which means that D O is a Dirac structure.
