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Abstract: 
I exploit exogenous variation in the likelihood to obtain any sort of academic degree between 
January-  and  February-born  individuals  for  13  academic  cohorts  in  England.  For  these 
cohorts compulsory schooling laws interacted with the timing of the CGE and O-level exams 
to change the probability of obtaining an academic degree by around 2 to 3 percentage points. 
I then use data on individuals born in these two months from the British Labour Force Survey 
and the Health Survey for England to investigate the effects of education on health using 
being February-born as an instrument for education. The results indicate neither an effect of 
education on various health related measures nor an effect on health related behaviour, e.g., 
smoking, drinking or eating various types of food. 
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I. Introduction 
The social determinants of health have been a major focus of interest in recent years (see, 
e.g., Adams et al., 2003; Commission on Social Determinants of Health, 2008). A robust 
correlation has  been  found between individual education and individual  health  (see, e.g., 
Grossman, 2006, for a survey). Recent research (e.g., Cutler and Lleras-Muney, 2010) has 
started to investigate the channels driving that observed correlation.  
 
In general, there are two broad explanations why education and health might be correlated: 
The first is that the observed positive correlation is spurious and in fact caused by underlying 
third variables like parental or family background, parental investments into their children or 
differences  in  non-cognitive  traits  or  time  preferences.  A  related  argument  would  be  a 
possible reverse causality stating that people who expect to have better health are willing to 
invest more into education as they expect to live longer, giving them more time to reap the 
returns to that investment. The second strand of arguments gives reasons for a possible causal 
link between education and health. A first potential causal link is a higher productivity of 
higher educated individuals that directly transfers into a higher level of health production 
given the same inputs (Grossman, 1972; Michael, 1973). This argument can be seen as an 
analogy to the well-known relationship between education and wages. Some evidence on this 
relationship is provided by Spandorfer et al. (1995) who show that low literacy goes hand in 
hand with a poor comprehension of hospitals’ discharge instructions and by Goldman and 
Smith  (2002)  who  find  a  relationship  between  education  and  compliance  with  medical 
treatments. A second argument brought forth by Goldman (1972) is that higher educated 
people might be better at allocating inputs such as time over health-relevant activities, e.g., 
through better information about medical treatments (see Glied and Lleras-Muney, 2003). 
Finally, higher educated individuals earn more than lower educated individuals, which may   3 
allow them to buy more expensive medical treatments, healthier foods or live in healthier 
regions.  
 
Most  recent  papers  investigating  the  second  strand  of  arguments  and  trying  to  establish 
whether there is indeed a causal link between education and health have used changes in 
compulsory schooling laws. While comparisons of these studies are not easy as most papers 
use  different  outcome  variables,  results  can  generally  considered  to  be  very  mixed: 
Spasojevic  (2003)  finds  positive  effects  on  a  health  index  and  BMI  for  50  year  olds  in 
Sweden, Lleras-Muney (2005) finds large decreases in the 10 year mortality of the same age 
group in the USA. Similar results are found for 70 year olds in the USA by Glied and Llreas-
Muney (2003). Finally, Oreopoulos (2006) finds positive effects on self-rated health and the 
occurrence of activity limiting disability for 25 to 84 year olds in the UK and the USA. 
However,  an  almost  equal  number  of  studies  fail  to  find  an  effect  using  the  same 
identification strategy: Arendt (2005) finds no effect on self-rated health, smoking and body 
mass  index  in  Denmark,  while  Albouy  and  Lequien  (2009)  reach  the  same  conclusion 
regarding mortality at 50 and 80 in France. On a somewhat related topic, Doyle et al. (2005) 
find no effect of parental education on the health of 8-year-old children in the UK. Finally, 
Adams (2002) finds mixed evidence depending on the outcome used for the USA.
1 
 
                                                 
1 There is also a variety of studies for various countries using other identification strategies or 
instruments, e.g., Berger and Leigh (1989), Kenkel (1991), Arkes (2003), De Walque (2003, 
2004, 2007), Auld and Sidhu (2005), Cipollone et al. (2006), Kenkel et al. (2006), Groot and 
Massen van den Brink (2007) and Braakmann (2010). However, the picture that emerges 
from these studies is in no way clearer.    4 
In this paper I exploit a natural experiment in England leading to differences in the likelihood 
of having obtained any degree between individuals born in January and February in the same 
birth cohort. Specifically, for the birth cohorts 1957 to (roughly) 1970 regulations regarding 
the time individuals reaching the minimum school leaving age could actually leave school 
interacted with the timing of the exams for the first degree that could be obtained in England 
(the “O-levels” and the “CSE”). To sketch these institutional details briefly (a full description 
can be found in section 2 of this paper): Unlike in the US, British children could not leave 
school at the day they reached the specific minimum school leaving age, but depending on 
their month of birth had to stay in school either until Easter or until the summer of the 
respective year. Specifically, individuals born between September 1 and January 31 could 
leave school at Easter while those born between February 1 and August 31 had to stay until 
the summer. For birth cohorts prior to 1957 who could leave school at the age of 15 these 
regulations  only  varied  the  length  of  education  by  one  term  (or  by  about  two  to  three 
months). When the minimum school leaving age was raised to 16 – effective for birth cohorts 
from (September) 1957 onwards – however, this regulation began to influence the likelihood 
that individuals took the O-level and CSE exams. These were conducted each year in the 
summer and were normally taken at the age of 16. While the exams were open to all students 
regardless of whether they left school at Easter or stayed until the summer, the likelihood of 
having taken (and passed) the exams was much higher for individuals being born after the 
January-February-cut-off.  For  this  group,  we  observe  an  approximately  2  to  3%  higher 
probability of having obtained a degree. In Section 4 I will also provide some evidence that 
this effect only exists for the lowest possible degree, i.e., O-levels/CSE vs. no degree, while 
no differences  exist for the probability of having passed  A-levels  or having  a university 
degree.  
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This natural experiment creates two discontinuities in the probability of having obtained any 
degree. The first exists between individuals born in August or September, the second between 
individuals born in January and February. While these appear to be similar at first, there is 
one crucial difference: The August-September-cut-off creates differences between academic 
cohorts, while the January-February-cut-off operates within academic cohorts. Focussing on 
the  January-February-discontinuity  allows  controlling  for  differences,  e.g.,  in  educational 
content, between individuals attending school in various years and allows for the comparison 
of individuals of the same age. In particular the latter is a big advantage over using increases 
in the school leaving age that always result in the comparison of individuals from different 
cohorts.  
 
In what follows I will focus mainly on individuals being born in either January or February. 
A dummy for being born in February can then be used as an instrument for having obtained 
any degree in  regressions  using various health outcomes  and health related behaviour as 
outcomes. It is important to stress that this instrument does not suffer from the same problems 
as the famous quarter of birth instrument used by Angrist and Krueger (1991). Firstly, as we 
will see, the instrument is generally much stronger, leading to an almost 3% increase in the 
likelihood of having obtained any academic degree and passing all usual weak instrument 
tests. Secondly, using January vs. February born as an instrument also avoids some of the 
potential endogeneity problems associated with quarter of birth instruments. To recall these 
briefly: There is recent evidence that the characteristics of women giving birth differ over the 
year, which may lead to unobserved differences in parental background for children born in 
different  quarters  (Buckles  and  Hungerman,  2008).  Furthermore,  the  evidence  presented 
against  the  validity  of  the  quarter  of  birth  in  the  seminal  paper  by  Bound  et  al.  (1995) 
documents small differences in school performance, mental and physical health as well as   6 
family income for individuals born in different seasons as well as regional differences in 
seasonal birth patterns. These problems can be expected to be much smaller when looking 
only at individuals born in two adjacent months. Firstly, while families can – at least to some 
extent – plan the season they want to give birth in, this is far less possible with respect to the 
exact month of birth. Secondly, while differences in maternal nutrition, weather conditions, 
sunlight exposure etc. may play a role for explaining differences in mental or physical health 
for children born in different seasons, these factors can be expected to be more or less equal 
for children born in either January or February. Taken together, these arguments suggest that 
the instrument is much stronger and much more likely to be truly exogenous than the well-
known quarter of birth instrument. 
 
Using  data  from  the  Labour  Force  Survey,  I  show  that  the  higher  likelihood  of  having 
obtained  a  degree  did  not  lead  to  differences  in  various  subjective  and  objective  health 
outcomes. Although the individuals in the sample are of a similar age than those considered 
in the studies by Berger and Leigh (1989), Spasojevic (2003), Llleras-Muney (2005), Kenkel 
et al. (2006), or Cippolone et al. (2006), who all found effects of education on measures of 
health, one may object that the individuals affected by the natural experiment are still too 
young for any health effects to have materialized. To consider this possibility, I use data from 
the Health Survey for England to take a look at health related behaviour. However, the results 
also show no differences in the likelihood to smoke, drink heavily or eat various more or less 
healthy foods.  
 
The  following  section  presents  the  institutional  background  in  greater  detail,  Section  3 
describes  the  data  and  the  general  econometric  approach.  Results  for  objective  health   7 
outcomes are presented in Section 4, results for health-related behaviour follow in Section 5. 
Section 6 concludes. 
II. Institutional background 
As already outlined in the introduction, the natural experiment in this paper arises through the 
interplay of compulsory schooling laws and the timing of the O-level and CSE exams – the 
first  exams  leading  to  a  (possible)  terminating  degree  in  the  UK  –  for  individuals  born 
between September 1957 and the early 1970s who were not yet affected by introduction of 
the GCSE exams in the late 1980s.  
 
The education system in the UK is generally divided into three stages. Compulsory primary 
education is for children aged 5 to 10, followed by compulsory secondary schooling up to the 
respective minimum school leaving age and possibly ending with the (now abandoned) CSE 
and O-level exams or – under the current system – the GSCE. More academically inclined 
pupils  can  then  continue  into  the  so-called  sixth  form  for  two  more  years  of  full-time 
education ending with the A-levels that allow for entry into university education.  
 
Children are admitted into school in the academic year they turn 5. Academic years begin on 
September 1
st and run until August 31
st of the following year. Each academic year is divided 
into three terms beginning in September, January and April respectively. The exact date of 
admission for children turning 5 during an academic year varies between local authorities. 
The most common system nowadays, covering roughly 50% of al children born between 
1997  and  1999  (see  Crawford  et  al.,  2007),  uses  a  single  entry  point  for  all  children  in 
September of the academic year they turn 5. Another popular system uses a triple-entry-point 
and admits children at the beginning of the term they turn 5. Both systems ensure that every 
child attends school once it turns 5. It is also important to stress that children born in January   8 
and February would generally be admitted at the same time regardless of the system that is 
locally operated, i.e., there is no difference in the duration of schooling between these two 
groups that is caused by a different beginning of their respective school careers (see Crawford 
et al., 2007, p. 13 for an overview of the different admission policies used in England). 
 
A Minimum school leaving age 
The minimum school leaving age for compulsory education was changed twice in recent 
times. The first change was due to the 1944 Butler Education act and changed the minimum 
school leaving age from 14 to 15 in April 1947. The second change was from 15 to 16 years, 
introduced in  the  Raising of School  Leaving Age  Order of 1972.  It  came into effect  by 
September 1973, affecting children born from September 1957. This later increase is the one 
used in the study by Oeropoulos (2006). 
 
In contrast to the US, children reaching the minimum school leaving age in the UK may not 
leave school immediately. Instead the following system, laid down in the Education Act of 
1962, was in operation between 1962 and 1997: Children born between September 1
st and 
January 31
st were allowed to leave school at the end of the Spring term, i.e., directly before 
Easter. Children born between February 1
st and August 31
st, however, had to stay in school 
until the Friday before the last Monday in May. This system was abandoned in the 1996 
education act that laid out a single school leaving date from 1998 onward. However, this later 
change does not affect the cohorts that will be investigated in this paper. 
 
These regulations create two discontinuities in the compulsory duration of schooling. The 
first  occurs  between  individuals  born  in  August  and  September,  the  second  between 
individuals  born  in  January  and  February.  While  these  two  discontinuities  appear  to  be   9 
similar at first, there is one crucial difference: The August-September-discontinuity occurs 
between academic cohorts, as September-born children will enter school at a later date. The 
second discontinuity, however, occurs within academic cohorts as children born in January 
and  February  will  enter  school  at  the  same  time,  but  differ  in  the  earliest  date  they  are 
allowed to leave school. The big advantage of focusing on the second discontinuity is thus 
that  it  allows  us  to  control  for  possible  differences  in  the  content  of  education  between 
academic cohorts as well as possible effects of the age at school entry, while still allowing for 
a full control of birth cohort effects. There is also a known difference between August-born 
and other children, analyzed by Crawford et al. (2007), which could invalidate the analysis if 
the August-September-cut-off was used, while no such differences exist between January- 
and February-born children. 
 
B Interaction with the exams taken at age 16 
In general, the discontinuities outlined above would only change the (compulsory) duration 
of education by one term (or roughly two months). However, for birth cohorts up to the early 
1970s, whose first possible degree was the CSE or the O-levels, the school leaving date 
interacted with the timing of these exams that were taken at the age of 16 and that took place 
at the end of the summer term.  
 
The  CSE  (Certificate  of  Secondary  Education)  was  generally  taken  by  less  academically 
inclined  students  and  was  consequentially  very  often  a  terminal  degree.  O-level  exams 
(General  Certificate  of  Education  Ordinary  Levels),  in  contrast,  were  academically  more 
demanding as can be seen by the fact that the highest grade of the CSE was equivalent to a 
pass grade on the O-levels. Both degrees were abandoned with the 1988 introduction of the 
GCSE (General Certificate of Secondary Education), which is a single subject exam taken in   10 
as many subjects as the student chooses. In this paper, I focus on the cohorts still facing the 
old CSE/O-level systems, as these groups are generally older, which makes it more likely to 
observe any health effects (the oldest cohorts facing the GCSE would still be in their twenties 
at the end of the observation period) and mixing groups facing different education systems 
could create other unknown problems and biases. 
 
For students  born before September  1957, who could  leave school  at  the age of  15, the 
interaction with the timing of the exams is non-existent as individuals leaving school at the 
earliest occasion would leave school one year before the CSE and O-level exams and would 
consequently never take them. However, for individuals born between September 1957 and 
the early 1970s (I will generally use 1970 as a cut-off-date for reasons discussed in the data 
section below), the combination of the variation in school leaving dates and the timing of the 
exams creates large discontinuities in the likelihood of having obtained any degree between 
January- and February-born individuals. In all these cohorts individuals born in February are 
generally about 2 to 3% more likely to leave school with a degree than individuals born one 
month earlier. This is illustrated in Figure 1, which plots the share of individuals with a 
degree in the respective age cohort along with non-parametric regressions for both groups. 
Note that the large increase in individuals with a degree from in cohorts born around 1957 
relative to earlier cohorts is a direct consequence of the increase in the minimum school 
leaving age and the associated higher likelihood of pupils taking the exams at 16. 
 
(FIGURE 1 AROUND HERE.) 
 
 
III. Data and general approach   11 
I use data from two datasets representative of the English population: The British Labour 
Force Survey (LFS) and the Health Survey for England (HSE). The former provides a larger 
sample  size  and  will  be  used  for  the  analysis  of  the  relationship  between  education  and 
various objective measures of health, like specific diseases. The HSE will in turn be used for 
some complementary investigations on health related behaviour.  
 
The LFS is a survey conducted by the Office of National Statistics since 1973. The data are 
representative for the population of households living at private addresses or National Health 
Service institutions. Data collection takes place quarterly since spring 1992. From 1992 to 
May 2006 data collection took place in a seasonal pattern with surveys being conducted in 
winter  (December  to  February),  spring  (March  to  May),  summer  (June  to  August)  and 
autumn  (September  to  November).  The  current  sample  size  is  approximately  50,000 
responding households in Great Britain with an additional 2,000 being added from Northern 
Ireland resulting in coverage of 0.1% of the target population. Each household is surveyed in 
five  consecutive  quarters  in  a  rotating  panel  design.  Since  roughly  one  fifth  of  the 
respondents  enter  and  leave  each  quarter  there  is  an  80%  overlap  between  two  adjacent 
quarters. In this paper only the first observation for each individual will be used. 
 
The  LFS  provides  information  on  the  labour  market  status  and  personal  situation  of 
individuals  living  in  the  UK  during  a  reference  period,  usually  a  specific  week.  The 
questionnaire therefore encompasses information on employment, including information on 
the current employer, socio-demographic characteristics, education, and wages  as well as 
information on the respective household.  
   12 
I use data from the first quarter of 1998 to the last quarter of 2002. Until 1997 health related 
data was  only collected if it affected an individual’s  work in  some way.  From that date 
onwards  data  on  all  health  problems  was  collected.  Month  of  birth,  which  is  crucial  to 
construct the instrument, is contained in the data only until the last quarter of 2002.  
 
The HSE is an annual survey conducted since 1991 by the Joint Health Surveys Unit of the 
National Centre for Social Research and the Department of Epidemiology and Public Health, 
Royal Free and University College Medical School, London on behalf of the Department of 
Health. Sample sizes vary between 12,000 and 20,000 individuals depending on the year. The 
survey involves a questionnaire with a series of core questions as well as questions focusing 
on one specific topic each year and is accompanied by a nurse visit to the respondent’s home 
for further medical tests. To be comparable with the LFS sample, I again use data from 1998 
to 2002. 
 
In  this  paper  I  focus  on  individuals  born  between  September  1957  and  1970  living  in 
England. The academic cohort entering school in September 1957 was the first to face the 
new minimum school leaving age of 16, which creates the interaction between month of birth 
and the CSE/O-level exams. For individuals born after 1970 the data increasingly shows 
individuals  having  taken  the  GCSE.  These  later  cohorts  are  dropped  for  reasons  for 
homogeneity. 
 
Applying these restrictions leads to a sample of 55,154 individuals of which 8,971 are born in 
either January or February for the LFS. 22,270 are men (3,621 born in January or February) 
and 32,884 (5,350) are women. Using the same restrictions as above on the HSE leads to a   13 
sample of 15,822 individuals of which 2,683 are born in either January or February. 7,033 are 
men (1,179 born in January or February) and 8,789 (1,504) are women.  
 
The  main  variable  of  interest  in  the  following  analysis  is  a  dummy  variable  for  having 
completed  any  sort  of  academic  degree,  i.e.,  CSE/O-levels  and  above.  In  the  following 
section I will also briefly use a more detailed measure of education distinguishing between 
CSE/O-levels, A-levels and university degrees.  
 
From the LFS, I take a variety of measures on objective health conditions, e.g., a dummy 
indicating whether an individual has any long-lasting health problem, whether this problems 
limits the activities the individual can do as well as information on a number of specific 
diseases. I also use a number of variables from the HSE on health related behaviour, i.e., 
whether an individual smokes, drinks more than the recommended limit or regularly eats 
various types of more or less healthy foods.  
 
Table 1 contains basic descriptive statistics on all variables used in the analysis. Note that 
there is a considerable number of individuals with long-lasting health problems even though 
the sample is quite young on average. Looking at the results from the HSE reveals that the 
English do not  lead a particularly healthy life:  About 30% smoke, 22% drink  over their 
weekly limits, only about one fifth eats fruits and vegetables somewhat regularly while about 
the same share of individuals eats chocolate, biscuits or crisps with the same frequency. 
 
(TABLE 1 AROUND HERE.) 
 
The main analysis consists of regressions of the form   14 




i(ct) + c + t + *degreei(ct) +  i(ct),  (1) 
where Hi(ct) is the respective health measure of individual i from cohort c observed in year t, 
c and t are birth cohort and year effects respectively and degreei(ct) is a dummy indicating 
whether individual i has completed any degree. Note that Hi(ct) may be a dummy in which 
case  equation  (1)  is  a  linear  probability  model.  This  fact,  however,  is  not  particularly 
problematic in this case as the instrument, the variable of interest as well as almost all control 
variables are dummy variables, which attenuates concerns regarding the linearity assumption 
(see Angrist, 2001). The only exception is age, which is entered as a high-order polynomial. 
 
As outlined in the introduction degreei(ct) might be correlated with    i(ct), if there are, for 
instance,  common  genetic  other  family  background  related  factors  influencing  both  an 
individual’s health and its propensity to complete a first degree. This in turn would bias the 
estimate for  in equation (1). To overcome this problem, I rely on the institutional features 
outlined in the preceding section and use a dummy for being February born as an instrument 
for having completed any degree. Most of the analysis will focus on individuals born either in 
January or February (henceforth called the discontinuity sample) although I will also present 
estimates based on the whole sample for comparison purposes. These estimates use being 
born between February and August (inclusively) as an instrument.  
 
It  should  be  kept  in  mind  though  that  the  instrument  is  much  more  likely  to  be  truly 
exogenous  when  focussing  only  on  January-  and  February-born  individuals.  From  the 
discussion surrounding the famous quarter of birth instrument used by Angrist and Krueger 
(1991) it is well known that there is some evidence that the characteristics of women giving 
birth differ over the year, which may lead to unobserved differences in parental background 
for children born in different quarters (Buckles and Hungerman, 2008). Furthermore, the   15 
evidence presented against the validity of the quarter of birth in the seminal paper by Bound 
et al. (1995) documents small differences in school performance, mental and physical health 
as  well  as  family  income  for  individuals  born  in  different  seasons  as  well  as  regional 
differences in seasonal birth patterns. These problems can be expected to be less of concern 
when looking only at individuals born in two adjacent months, but they can be substantial 
when using the whole sample. Firstly, while families can – at least to some extent – plan the 
season they want to give birth in, this is far less possible with respect to the exact month of 
birth.  Secondly,  while  differences  in  maternal  nutrition,  weather  conditions,  sunlight 
exposure etc. may play a role for explaining differences in mental or physical health for 
children born in different seasons, these factors can be expected to be more or less equal for 
children born in either January or February.  
 
IV. Education and health outcomes 
Table 2 presents first stage results for the February-born instrument using the LFS data. For 
almost all specifications, we observe a positive influence of being born after the January cut-
off on the likelihood of having obtained an academic degree. Similar to the evidence in 
Figure  1,  the  results  generally  indicate  that  individual  born  after  the  cut-off  raises  the 
probability of having an academic degree by between 2 and 4.5%.  
 
(TABLE 2 AROUND HERE.) 
 
Restricting the sample to individuals born in January and February reduces the statistical 
power of the analysis to some extent. However, with one exception, the relationship between 
being February-born and having an academic degree becomes stronger, which is the result to 
be expected when the institutional explanation outlined in Section 2 is responsible for this   16 
relationship.  Additionally,  the  first  stage  values  of  the  F  statistics  generally  confirm  the 
absence of weak instrument problems. The one exception is the male discontinuity sample. 
However, even here the (insignificant) point estimate for being February-born indicates a 
large effect on the likelihood of having obtained any degree. The relative weakness of the 
instrument in that specification, which is also indicated by the low F statistics, is very likely 
due to the relatively small sample size in that group. While there is not much that can be done 
about that problem and while, e.g., Angrist and Pischke (2009) argue that weak instruments 
do not need to be a major problem in just identified models like the one used here, the 
potential problems in this sample should be kept in mind when discussing the main results. 
 
(TABLE 3 AROUND HERE.) 
 
Table  3  present  some  evidence  on  the  changes  the  instrument  causes  in  the  educational 
distribution. The results are point estimates from regressions of the respective instrument and 
the control variables from equation (1) on dummy variables for various degrees, specifically 
for having completed university, A-levels or the CSE/O-levels. As can be expected for an 
instrument keeping individuals in school just long enough for them to take the first possible 
exam, we only see an influence on the probability of having completed the CSE/O-levels. 
Here, being February-born raises the probability of having completed that degree by between 
1 and 4% with again weaker and insignificant results being found for the male discontinuity 
sample. The changes in the probability of having completed A-levels or a university degree, 
however, are close to zero in all samples and consequently always insignificant. These results 
strengthen  the  idea  that  the  differences  in  educational  attainment  between  January-  and 
February-born individuals are indeed caused by the institutional setting described in Section 
2.   17 
 
Now consider the main analysis whose results are displayed in Tables 4a to 4c. Note first that 
the OLS results in the samples using all individuals and in the discontinuity samples are 
always very similar, which is a sign that individuals born in January and February are not that 
different from other individuals when it comes to the relationship between education and 
health. As one would expect the estimates support a positive relationship between education 
and health: Individuals with any degree are always much less likely to have a health problem 
and to be limited by it or to have any of the specific diseases that are  considered in the 
analysis. These effects are also often economically large and always highly significant. They 
are also very similar between men and women, which means that the results from the pooled 
sample in Table 4a provide a good picture of the overall relationship. 
 
(TABLES 4a, 4b and 4c AROUND HERE.) 
 
This picture changes when looking at the IV-results: The pattern of point estimates in all 
samples becomes more erratic, suggesting a more or less random pattern of positive and 
negative relationships between education and the various health measures.
 2 Additionally, all 
estimates are insignificant. Using Anderson-Rubin-tests that are robust to weak instruments 
does not change that picture, in fact p-values are generally almost identical. Note that these 
results are not simply a result of large standard errors rendering otherwise sensible estimates 
insignificant.  To  the  contrary,  the  results  show  an  almost  equal  number  of  positive  and 
negative point estimates. In fact, the only subsample where the majority of point estimates 
show the “right” (negative) sign is the male discontinuity sample, in other words the sample 
                                                 
2 These results are also confirmed when plotting the health outcomes of January and 
February-born individuals over birth-cohorts similarly to Figure 1.   18 
where the instrumental variable analysis can be expected to be least reliable due to possible 
weak instrument problems.  
 
Note that the difference between the OLS and the IV results is not surprising in itself as these 
two techniques estimate different effects. In particular, the IV-estimates are LATE-estimates 
for those individuals who changed their educational status due to the instrument, in other 
words the changes in health due to some individuals being nudged into completing a first 
degree by them being born in February. However, the IV results certainly do not provide 
much  support  for  a  causal  relationship  between  education  and  health.  These  results  are 
similar to a number of other studies, e.g., Arendt (2005), Doyle et al. (2005) and Albouy and 
Lequien  (2009),  using  changes  in  compulsory  schooling  laws  as  well  as  to  some  of  the 
studies using other identification strategies.  
 
To sum up the current results: While the institutional setting described in Section 2 creates 
large discontinuities in education between January- and February-born individuals, there do 
not seem to be comparable discontinuities in various health measures. How can these results 
be  explained?  A  first  explanation  is  that  there  is  indeed  no  causal  relationship  between 
education  and  health  and  that  all  observed  health  differences  between  individuals  with 
different levels of education are caused by third factors like genetic endowments or family 
background. 
 
A second and related explanation is that while there might a causal relationship between 
education and health, that relationship simply does not operate on the no degree/low degree 
margin. In fact, Cutler and Lleras-Muney (2010, p.3) point out that the relationship between 
education and health becomes stronger as one moves up the educational distribution. As the   19 
instrument used here is only informative about changes in the lower end of the educational 
distribution, this possibility cannot be ruled out in this paper. 
 
Finally, there is one other possibility that can be tested using the HSE data – the individuals 
in the sample might simply be too young for any health effects to have materialised. This 
explanation is not necessarily likely as (a) health problems can be seen in the data and these 
are in fact correlated with education as demonstrated by the OLS estimates and (b) other 
studies  that  found  evidence  for  a  causal  relationship  between  education  and  health, 
specifically Berger and Leigh (1989), Spasojevic (2003), Llleras-Muney (2005), Kenkel et al. 
(2006), or Cippolone et al. (2006), used samples from very similar age groups. However, as 
none of these arguments constitute a definite proof and as a possible relationship between 
education and health related behaviour is interesting in its own right, the following section 
provides further evidence on this possible connection. 
 
V. Education and health related behaviour 
Table 5 presents first stage results for the relationship between month of birth and education 
in the HSE. Given the smaller sample size I refrain from splitting the sample by gender and 
present only results for the whole sample. The results are generally very similar to the ones 
obtained using the LFS. Due the smaller sample sizes the first stage F-values are smaller and 
in  fact  slightly  problematic  in  the  discontinuity  sample.  This  potential  weak  instrument 
problem should be kept in mind when looking at the results from the main analysis. 
 
(TABLE 5 AROUND HERE.) 
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Turning  to  the  analysis  of  interest  in  Table  6,  we  see  the  expected  positive  correlation 
between education and health related behaviour in the OLS estimates: Individuals with a 
degree  are  less  likely  to  smoke  or  to  drink  excessively,  eat  less  fried  food  and  more 
vegetables and fruits than individuals without a degree. The only health related behaviour 
where the higher-educated fare worse is in their higher frequency to consume chocolate, 
biscuits and sweets. 
 
(TABLE 6 AROUND HERE.) 
 
Now consider the  IV-estimates for both samples. The picture that emerges is again very 
similar to the one obtained in the previous section: The point estimates show again an erratic 
pattern of positive and negative results and are always significant.
3 In other words, the results 
show again no support for a causal relationship between education and health, although the 
caveats mentioned in the previous section should be kept in mind.  
 
VI. Conclusion 
In this paper, I used a natural experiment in England that created exogenous variation in the 
likelihood  to  obtain  any  sort  of  academic  degree  between  January  and  February  born 
individuals for 13 academic cohorts in England. For these cohorts compulsory schooling laws 
interacted  with  the  timing  of  the  CGE  and  O-level  exams  to  change  to  probability  of 
obtaining an academic degree by around 3 percentage points. Using data from the Labour 
Force  Survey  and  the  Health  Survey  for  England,  I  then  show  that  these  within-cohort 
differences in education did not transform into corresponding differences in various objective 
health  measures  or  in  health  related  behaviour  like  smoking  or  drinking.  While  OLS 
                                                 
3 This result is again robust to using Anderson-Rubin-tests.   21 
estimates show the expected influence between having a degree and the outcomes in samples 
using all individuals as well as in a discontinuity sample using only individuals in January 
and February, this relationship disappears in both samples when instrumenting education by 
being February-born. The results consequently do not show support for a causal link between 
education  and  health  –  at  least  not  for  the  individuals  being  affected  by  the  particular 
intervention considered here. It is important to stress though that the results do not rule out a 
causal  link  between  higher  forms  of  education  and  health.  As  the  institutional  setting 
considered  here  only  affect  individuals  at  the  margin  of  completing  a  first  degree,  no 
statements can be made regarding changes in the higher end of the educational distribution. 
However,  the  results  are  in  line  with  some  of  the  previous  evidence  using  changes  in 
compulsory schooling laws (Arendt, 2005; Doyle et al., 2005; Albouy and Lequien, 2009) 
and contradict some other studies using the same identification strategy (Spasojevic, 2003; 
Glied  and  Llreas-Muney,  2003;  Lleras-Muney,  2005;  Oreopoulos,  2006).  In  sum,  the 
question whether there is a causal link between education and health seems to be open.   22 
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Tables and Figures 
 
Figure 1: The relationship between month of birth and having obtained any degree, 
only January and February born individuals 
 
Panel (a): Birth cohorts 1950 to 1970, cohorts are treated from 1957, Labour Force Survey 
 
Panel (b): Treated cohorts only, Labour Force Survey   27 
 
Panel (c): Treated cohorts only, Health Survey for England 
 
Note: The increase in the share of individuals with degrees around 1957 is related to an 
increase in the minimum school leaving age for the later cohorts. Earlier cohorts could leave 
school at age 15, i.e., one year before exams for a first degree were taken, while later cohorts 
could leave at 16, i.e., in the year where exams were taken which resulted in a higher share of 
individuals obtaining a degree. Note that this fact has no consequences for the analysis in this 
paper that uses within-cohort variation for the cohorts leaving school at 16.   28 
Table 1: Descriptive statistics, estimation sample 
Variable  Observations  Mean  Standard 
deviation 
Labour Force Survey 
Has any degree (1 = yes)  55154  0.7774  0.4160 
Born February to August (1 = yes, vs. September to 
January) 
55154  0.5853  0.4927 
Born in February (1 = yes, vs. born in January)  8971  0.4861  0.4998 
Age (years)  55154  35.6554  4.0259 
University degree (1 = yes)  55154  0.1623  0.3688 
A levels (1 = yes)  55154  0.1013  0.3017 
O levels (1 = yes)  55154  0.5137  0.4998 
Ever had health problem longer than 12 months (1 = yes)  55154  0.2553  0.4361 
Health problem limited/ limits activity (1 = yes)  55154  0.1335  0.3401 
Problems with hands, legs, back or neck (1 = yes)  55154  0.1043  0.3057 
Difficulty in seeing or hearing (1 = yes)  55154  0.0181  0.1332 
Disfigurement, skin conditions, allergies (1 = yes)  55154  0.0242  0.1536 
Chest/breathing problems, asthma, bronchitis (1 = yes)  55154  0.0633  0.2435 
Heart, blood pressure, blood circulation problems (1 = yes)  55154  0.0259  0.1588 
Stomach, liver kidney, digestive problems (1 = yes)  55154  0.0313  0.1741 
Diabetes (1 = yes)  55154  0.0082  0.0902 
Depression, bad nerves, anxiety (1 = yes)  55154  0.0352  0.1844 
Epilepsy, mental handicap, mental illness (1 = yes)  55154  0.0274  0.1631 
M ale (1 = yes)  55154  0.4038  0.4907 
Health Survey for England 
Has any degree (1 = yes)  15822  0.8420  0.3648 
Born February to August (1 = yes, vs. September to 
January) 
15822  0.5925  0.4914 
Born in February (1 = yes, vs. born in January)  2683  0.4801  0.4997 
Age (years)  15822  35.6211  3.9293 
Smoker (1 = yes)  15822  0.3061  0.4609 
Drinks over weekly limits (1 = yes)  15822  0.2220  0.4156 
Eats fried food 6 times a week (1 = yes)  15822  0.0111  0.1049 
Eats fried food at least 3 times a week (1 = yes)  15822  0.0610  0.2393 
Eats fruit or vegetables 6 times a week (1 = yes)  15822  0.1857  0.3889 
Eats fruits and vegetables at least 3 times a week (1 = yes)  15822  0.2167  0.4120 
Eats chocolate, biscuits or crisps 6 times a week (1 = yes)  15822  0.1215  0.3267 
Eats chocolate, biscuits or crisps at least 3 times a week (1 
= yes) 
15822  0.2241  0.4170 
Male (1 = yes)  15822  0.4445  0.4969 
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Table 2: First stage results, Labour Force Survey, dependent variable: has any degree (1 = yes) 
  Men and women  Men  Women 
  All 
individuals 








Only January and 
February born 
Born February to   0.0281***    0.0332***    0.0247***   
August (1 = yes)  (0.0038)    (0.0060)    (0.0049)   
Born in February     0.0359***    0.0221    0.0457*** 
(1 = yes)    (0.0089)    (0.0141)    (0.0115) 
Observations  55,154  8,971  22,270  3,621  32,884  5,350 
R
2  0.0074  0.0087  0.0109  0.0122  0.0056  0.0109 
Cragg-Donald Wald F 
statistic 
54.30  16.66  30.52  2.48  25.12  16.38 
Kleibergen-Paap Wald 
rk F statistic 
53.61  16.62  30.16  2.49  24.80  16.20 
Coefficients, robust standard errors in parentheses. */**/*** denote statistical significance on the 10%, 5% and 1% level. All estimations control 
for gender (where appropriate), a cubic polynomial in age and a full set of year of birth and year dummies.    30 
Table 3: The relationship between time of birth and having obtained various degrees 





(1 = yes) 
A levels  
(1 = yes) 
O-levels  
(1 = yes) 
University 
degree 
 (1 = yes) 
A levels  
(1 = yes) 
O-levels  
(1 = yes) 




-0.0021  0.0015  0.0287***       
(1 = yes)  (0.0034)  (0.0027)  (0.0046)       
Born in 
February  
      0.0040  0.0023  0.0295*** 
(1 = yes)        (0.0079)  (0.0066)  (0.0107) 
Observations  55,154  8,971 
R
2  0.0043  0.0013  0.0048  0.0077  0.0023  0.0072 




0.0007  -0.0012  0.0337***       
(1 = yes)  (0.0056)  (0.0042)  (0.0072)       
Born in 
February  
      0.0023  0.0085  0.0113 
(1 = yes)        (0.0131)  (0.0100)  (0.0169) 
Observations  22,270  3,621 
R
2  0.0016  0.0015  0.0047  0.0096  0.0047  0.0066 




-0.0038  0.0034  0.0251***       
(1 = yes)  (0.0042)  (0.0036)  (0.0059)       
Born in 
February  
      0.0053  -0.0019  0.0424*** 
(1 = yes)        (0.0097)  (0.0087)  (0.0139) 
Observations  32,884  5,350 
R
2  0.0014  0.0008  0.0038  0.0052  0.0045  0.0079 
Each cell is from a different regression. Coefficients, robust standard errors in parentheses. 
*/**/*** denote statistical significance on the 10%, 5% and 1% level. All estimations control 
for gender (where appropriate), a cubic polynomial in age and a full set of year of birth and 
year dummies. 
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Table 4a: The impact of a degree on health outcomes, Labour Force Survey, OLS and IV results, men and women 










































  OLS estimates: All individuals 
Any degree 
(1 = yes) 
-0.1014***  -0.0934***  -0.0549***  -0.0116***  -0.0054***  -0.0294***  -0.0167***  -0.0119***  -0.0014  -0.0385***  -0.0373*** 
  (0.0047)  (0.0040)  (0.0035)  (0.0016)  (0.0017)  (0.0028)  (0.0019)  (0.0020)  (0.0010)  (0.0024)  (0.0022) 
Observations  55,154  55,154  55,154  55,154  55,154  55,154  55,154  55,154  55,154  55,154  55,154 
  IV results: All individuals 
Any degree 
(1 = yes) 
0.0675  0.0143  -0.0145  -0.0304  0.0044  -0.0501  0.0581  0.0310  0.0492  0.0244  0.0870 
  (0.1426)  (0.1108)  (0.0990)  (0.0448)  (0.0500)  (0.0792)  (0.0523)  (0.0566)  (0.0300)  (0.0609)  (0.0548) 
Observations  55,154  55,154  55,154  55,154  55,154  55,154  55,154  55,154  55,154  55,154  55,154 
  OLS estimates: Only January and February born 
Any degree 
(1 = yes) 
-0.1162***  -0.1051***  -0.0628***  -0.0156***  0.0016  -0.0338***  -0.0192***  -00060  -0.0044*  -0.0420***  -0.0424*** 
  (0.0119)  (0.0100)  (0.0089)  (0.0042)  (0.0040)  (0.0070)  (0.0049)  (0.0048)  (0.0026)  (0.0062)  (0.0057) 
Observations  8,971  8,971  8,971  8,971  8,971  8,971  8,971  8,971  8,971  8,971  8,971 
  IV results: Only January and February born 
Any degree 
(1 = yes) 
-0.0370  -0.2854  0.0397  -0.1189  0.0646  -0.0565  -0.0354  0.0968  0.0479  -0.1517  0.1269 
  (0.2626)  (0.2060)  (0.1878)  (0.0848)  (0.0946)  (0.1460)  (0.0964)  (0.1074)  (0.0564)  (0.1190)  (0.1089) 
Observations  8,971  8,971  8,971  8,971  8,971  8,971  8,971  8,971  8,971  8,971  8,971 
Each cell is from a different regression. Coefficients, robust standard errors in parentheses. */**/*** denote statistical significance on the 10%, 
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Table 4b: The impact of a degree on health outcomes, Labour Force Survey, OLS and IV results, men 










































  OLS estimates: All individuals 
Any degree 
(1 = yes) 
-0.1131***  -0.1027***  -0.0745***  -0.0100***  -0.0057**  -0.0202***  -0.0214***  -0.0128***  -0.0024  -0.0352***  -0.0406*** 
  (0.0075)  (0.0062)  (0.0059)  (0.0026)  (0.0025)  (0.0042)  (0.0030)  (0.0031)  (0.0016)  (0.0035)  (0.0035) 
Observations  22,270  22,270  22,270  22,270  22,270  22,270  22,270  22,270  22,270  22,270  22,270 
  IV results: All individuals 
Any degree 
(1 = yes) 
-0.0307  -0.1195  -0.1101  -0.0328  -0.0476  -0.0398  0.0458  0.1368*  0.0998**  -0.0287  0.0569 
  (0.1893)  (0.1454)  (0.1404)  (0.0655)  (0.0650)  (0.1063)  (0.0670)  (0.0763)  (0.0439)  (0.0743)  (0.0742) 
Observations  22,270  22,270  22,270  22,270  22,270  22,270  22,270  22,270  22,270  22,270  22,270 
  OLS estimates: Only January and February born 
Any degree 
(1 = yes) 
-0.1201***  -0.1128***  -0.0783***  -0.0146**  0.0015  -0.0234**  -0.0258***  -0.0020  -0.0116**  -0.0285***  -0.0434*** 
  (0.0186)  (0.0155)  (0.0149)  (0.0072)  (0.0062)  (0.0105)  (0.0079)  (0.0066)  (0.0048)  (0.0087)  (0.0090) 
Observations  3,621  3,621  3,621  3,621  3,621  3,621  3,621  3,621  3,621  3,621  3,621 
  IV results: Only January and February born 
Any degree 
(1 = yes) 
-0.7400  -1.4993  -0.4662  -0.3322  -0.0232  -0.0867  -0.0029  0.2707  0.3721  -0.4956  0.2356 
  (0.7786)  (1.0201)  (0.5642)  (0.3060)  (0.2320)  (0.3766)  (0.2505)  (0.2943)  (0.2867)  (0.4032)  (0.3150) 
Observations  3,621  3,621  3,621  3,621  3,621  3,621  3,621  3,621  3,621  3,621  3,621 
Each cell is from a different regression. Coefficients, robust standard errors in parentheses. */**/*** denote statistical significance on the 10%, 
5% and 1% level. All estimations control for a cubic polynomial in age and a full set of year of birth and year dummies. 
   33 
Table 4c: The impact of a degree on health outcomes, Labour Force Survey, OLS and IV results, women 










































  OLS estimates: All individuals 
Any degree 
(1 = yes) 
-0.0934***  -0.0870***  -0.0415***  -0.0127***  -0.0052**  -0.0358***  -0.0134***  -0.0112***  -0.0006  -0.0409***  -0.0350*** 
  (0.0061)  (0.0051)  (0.0043)  (0.0020)  (0.0022)  (0.0037)  (0.0024)  (0.0026)  (0.0012)  (0.0032)  (0.0028) 
Observations  32,884  32,884  32,884  32,884  32,884  32,884  32,884  32,884  32,884  32,884  32,884 
  IV results: All individuals 
Any degree 
(1 = yes) 
0.1476  0.1352  0.0683  -0.0268  0.0521  -0.0597  0.0683  -0.0674  0.0045  0.0702  0.1133 
  (0.2113)  (0.1679)  (0.1403)  (0.0610)  (0.0758)  (0.1158)  (0.0789)  (0.0862)  (0.0421)  (0.0955)  (0.0802) 
Observations  32,884  32,884  32,884  32,884  32,884  32,884  32,884  32,884  32,884  32,884  32,884 
  OLS estimates: Only January and February born 
Any degree 
(1 = yes) 
-0.1126***  -0.1001***  -0.0516***  -0.0161***  0.0010  -0.0413***  -0.0144**  -0.0089  0.0010  -0.0518***  -0.0419*** 
  (0.0155)  (0.0131)  (0.0110)  (0.0052)  (0.0053)  (0.0094)  (0.0062)  (0.0067)  (0.0028)  (0.0087)  (0.0073) 
Observations  5,350  5,350  5,350  5,350  5,350  5,350  5,350  5,350  5,350  5,350  5,350 
  IV results: Only January and February born 
Any degree 
(1 = yes) 
0.2033  0.1160  0.1854  -0.0551  0.0933  -0.0501  -0.0466  0.0501  -0.0607  -0.0424  0.0948 
  (0.2768)  (0.2140)  (0.1891)  (0.0755)  (0.0990)  (0.1484)  (0.0965)  (0.1151)  (0.0546)  (0.1233)  (0.1062) 
Observations  5,350  5,350  5,350  5,350  5,350  5,350  5,350  5,350  5,350  5,350  5,350 
Each cell is from a different regression. Coefficients, robust standard errors in parentheses. */**/*** denote statistical significance on the 10%, 
5% and 1% level. All estimations control for a cubic polynomial in age and a full set of year of birth and year dummies. 
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Table 5: First stage results, Health Survey for England, dependent variable: has any 
degree (1 = yes) 
  Men and women 
  All individuals  Only January and 
February born 
Born February to   0.0209***   
August (1 = yes)  (0.0063)   
Born in February     0.0339** 
(1 = yes)    (0.0145) 
Observations  15,822  2,682 
R
2  0.0229  0.0474 
Cragg-Donald Wald F 
statistic 
11.26  5.18 
Kleibergen-Paap Wald rk F 
statistic 
11.02  5.22 
Coefficients, robust standard errors in parentheses. */**/*** denote statistical significance on 
the 10%, 5% and 1% level. All estimations control for gender, a cubic polynomial in age and 
a full set of year of birth and year dummies.  35 
Table 6: The impact of a degree on health related behaviour, Health Survey for England, OLS and IV results 





food 6 times a 
week 
Eats fried food 
at least 3 times 
a week 
Eats fruit or 
vegetables 6 
times a week 
Eats fruits and 
vegetables at least 
3 times a week 
Eats chocolate, 
biscuits or crisps 6 
times a week 
Eats chocolate, 
biscuits and crisps at 
least 3 times a week 
  OLS estimates: All individuals 
Any degree  -0.1763***  0.0573***  -0.0165***  -0.0383***  0.0347***  0.0526***  0.0070  0.0364*** 
(1 = yes)  (0.0107)  (0.0083)  (0.0032)  (0.0060)  (0.0074)  (0.0078)  (0.0062)  (0.0072) 
Observations  15,822  15,822  15,822  15,822  15,822  15,822  15,822  15,822 
  IV results: All individuals 
Any degree  -0.2068  0.3582  -0.1627*  -0.3017  -0.1033  0.1987  0.0963  0.3555 
(1 = yes)  (0.3752)  (0.3469)  (0.0979)  (0.2061)  (0.2608)  (0.2710)  (0.2316)  (0.2723) 
Observations  15,822  15,822  15,822  15,822  15,822  15,822  15,822  15,822 
  OLS estimates: Only January and February born 
Any degree  -0.1366***  0.0871***  -0.0237***  -0.0482***  0.0560***  0.0598***  -0.0009  0.0401** 
(1 = yes)  (0.0250)  (0.0190)  (0.0088)  (0.0150)  (0.0175)  (0.0186)  (0.0144)  (0.0171) 
Observations  2,682  2,682  2,682  2,682  2,682  2,682  2,682  2,682 
  IV results: Only January and February born 
Any degree  -0.1377  -0.4112  -0.0305  -0.0710  -0.2132  -0.0469  0.0812  -0.2667 
(1 = yes)  (0.5289)  (0.5171)  (0.1324)  (0.2754)  (0.3809)  (0.3761)  (0.3170)  (0.3800) 
Observations  2,682  2,682  2,682  2,682  2,682  2,682  2,682  2,682 
Each cell is from a different regression. Coefficients, robust standard errors in parentheses. */**/*** denote statistical significance on the 10%, 
5% and 1% level. All estimations control for gender, a cubic polynomial in age and a full set of year of birth and year dummies. 
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