Abstract. We examine some properties of bicyclic algebras, i.e. the tensor product of two cyclic algebras, defined over a purely transcendental function field in one variable. We focus on the following problem: When does the set of local invariants of such an algebra coincide with the set of local invariants of some cyclic algebra? Although we show this is not always the case, we determine when it happens for the case where all degeneration points are defined over the ground field. Our main tool is Faddeev's theory. We also study a geometric counterpart of this problem (pencils of Severi-Brauer varieties with prescribed degeneration data).
Introduction and preliminaries
The main object of the present paper is a central simple algebra A defined over a function field in one variable F = K(t), where K is a field of characteristic zero. The main question is: when does the set of local invariants of A coincide with the set of local invariants of some cyclic algebra (in particular, a quaternion algebra)? Let us make this more precise. For a closed point x ∈ P 1 K denote g x = Gal(K/K(x)), where K stands for the algebraic closure of K.
Definition 1.1. Let F = K(t).
Let A be a central simple F -algebra, and let x ∈ P 1 K be a closed point. The residue of A at x is the element ∂ x (A) ∈ H 1 (g x , Q/Z), where ∂ x : Br(F ) → H 1 (g x , Q/Z) is the residue map [31, Ch. II, App., §3]. We call the pair (x, ∂ x (A)) with nonzero ∂ x (A) a local invariant of A at x. Remark 1.2. There are many ways to define the residue map, which differ only by change of sign. Since we are mainly interested in the vanishing (or nonvanishing) of ∂ x (A), we can use any of these definitions.
The local invariants of A cannot be arbitrary, but must satisfy the Faddeev reciprocity law.
Definition 1.7. Let K be a field, F = K(t). We call central simple F -algebras A and B Faddeev equivalent if there is a K-algebra C such that A is Brauer equivalent to B ⊗ K C. We define the Faddeev index of A as the minimum degree of algebras Faddeev equivalent to A.
Note that the Faddeev index is a Brauer invariant since M n (A) ∼ M n (K) ⊗ K A is Faddeev equivalent to A. Thus the Faddeev index of an algebra A of exponent n equals n if and only if the collection of local invariants of A is good.
Problem B. Compute the Faddeev index of any given A.
In Section 2 we consider the case of an arbitrary ground field K. We focus on an important particular case where all x i 's are defined over K. As a corollary, we obtain an alternative proof of the results of Ford, Van den Bergh and Jacob on cyclicity of k(x, y)-algebras ramified along a cubic or a hyperelliptic curve (k is an algebraically closed field). We thank the referee for bringing this application to our attention. For the reader's convenience, we discuss this matter in the Appendix (see Theorems A5 and A6).
1 Another goal of Section 2 is to find effective criteria for a system of local invariants to be good.
Although Problem B seems to be out of reach for general K, for some fields the situation looks more optimistic. Namely, if K is a p-adic field (= a finite extension of Q p ), the main result of Saltman's paper [29] gives a bound for the index of algebra of fixed exponent over the function field of a curve defined over K. If [K : Q p ] < ∞, by [29, Th. 3.4] , the index of any K(t)-algebra A of exponent n prime to p divides n 2 . Moreover, the appendix to [29] contains an example (due to Jacob and Tignol) showing that this estimate is sharp: The Jacob-Tignol algebra has exponent 2 and index 4. Thus, in order to describe all K(t)-algebras of prime exponent, without loss of generality one can focus on bicyclic algebras and look for a criterion for such an algebra to have index p 2 . In a particular case, such a criterion is given in Proposition 3.15.
The Jacob-Tignol algebra turns out to be Faddeev equivalent to a quaternion algebra (see Remark 3.4 below) and thus has Faddeev index 2. Therefore our first main goal is to find examples of bad local invariants in the case of algebras defined over K(t), [K : Q p ] < ∞. An abundance of such examples can be found in Section 3 (see Theorem 3.6) .
In Section 4 we consider the case where K is a number field focusing on "Hasse principles".
Our paper also has a geometric aspect, and in fact our primary motivation came from a geometric problem where n = 2. Let X be a conic bundle rational surface defined over a field K. This means that there is a dominant morphism ϕ : X → P 1 K with generic fiber isomorphic to a smooth conic. Such a fibration degenerates at a finite number of closed points x i ∈ P 1 K , and each degenerate fiber consists of a pair of smooth rational curves transversally intersecting at one point [16] , [17] . Assume that ϕ is relatively minimal, i.e. no degenerate fiber can be blown down. Then each component of such a fiber is defined over a quadratic extension L i of the residue field K(x i ). We would like to describe X in terms of this local information. The first question is existence:
Question C. Given a finite set {K(x i ), L i }, where x i ∈ P 1 K is a closed point and L i is a quadratic extension of K(x i ), does there exist a (relatively minimal) conic bundle ϕ : X → P
1

K with local invariants {K(x i ), L i }?
A natural obstruction to a positive answer to Question C becomes evident as soon as this question is translated into the language of quaternion algebras. Indeed, let Q denote a quaternion algebra over F = K(t) corresponding to the generic fiber of X. Then Q ramifies precisely at the x i 's, and its residue at x i can be identified with a nonzero element of
2 which, in turn, corresponds to some quadratic extension L i /K(x i ). More precisely, we have Proposition 1.9 ([16] , [17] , [7] ).
(i) There is a one-to-one correspondence between classes of birational (fiber-preserving) isomorphisms of relatively minimal conic bundles ϕ : X → P
1
K and isomorphism classes of quaternion algebras over F = K(t).
(ii) Let x ∈ P 1 K be a closed point. There is a one-to-one correspondence between the following data:
• collection of quadratic and trivial extensions of K(x);
There is a one-to-one correspondence between closed points of P
1
K and discrete valuations of K(t) trivial on K.
We thus get a one-to-one correspondence between the set of local invariants of a conic bundle ϕ : X → P 1 K and the set of local invariants of the corresponding quaternion algebra.
Hence, even if a given set (K(x i ), L i ) of local invariants satisfies Faddeev's reciprocity law (which is an obvious necessary condition for the positive answer to Question C), it may not correspond to any conic bundle surface, being bad in the sense of Definition 1.5.
We also consider a generalization of Question C, with quaternion algebras replaced by cyclic algebras of odd prime exponent. Suitable geometric objects (pencils of cyclic Severi-Brauer varieties) are studied in Section 5. Apart from an almost straightforward translation of results of Section 3 into geometric language, we present another setting of the above questions. Namely, it turns out that if we are allowed to move the points of degeneration x i , then the answer to the corresponding questions will always be positive (see Theorem 5.10) . For the conic bundle case such a setting was considered in [21] . These results can be viewed as an analog of Manin's problem [25] : to construct a rational surface X with the prescribed action of Gal(K/K) on the Picard group Pic(X × K K).
Notation, conventions, and background material. K will always denote a ground field of characteristic 0. It is often a p-adic field (i.e. a finite extension of Q p , the field of p-adic numbers). When that is the case, R is the ring of integers of K, and we fix a uniformizer π once and for all. Then p = (π) is the unique maximal ideal of R, and k = R/p will denote the residue field. For any polynomial γ ∈ R[t] we designate its reduction modulo p byγ ∈ k [t] . We fix an integer n. (Our motivating questions were for n = 2.) We usually assume that R contains an nth root of unity ρ and fix ρ once and for all. (Note that this assumption might be very important for problems under consideration; cf. [6] .) We always assume that char(k) is prime to n.
We denote by Br(T ) the Brauer group of a ring T . If a, b ∈ T * , we denote by (a, b) n the cyclic algebra generated over T by elements α, β such that α n = a, β n = b, αβ = ρβα (we often drop the subscript n if this does not lead to any confusion). If A is a central simple algebra, we denote by A op the opposite algebra (whose Brauer class is inverse to the Brauer class of A).
Let F be a field with discrete valuation v, let κ be the residue field, let z be a uniformizing element and let A be a central simple F -algebra of exponent n. In the equicharacteristic case (i.e. if char(F ) = char(κ)), the completion of F with respect to v is of the form κ((z)). Then
where u ∈ κ and B is a κ-algebra (see [35] ). Then the ramification of A at v is κ( n √ u)/κ. Note that the ramification of (a, b) n is defined by the nth root of the residue of (−1) [5] , [29] ). If G is an (additively written) abelian group and n : G → G is multiplication by n, then n G (resp. G/n) stands for the kernel (resp. cokernel) of n.
We use the notation a 1 , . . . , a m for the diagonal quadratic form a 1 x
Other notation will be explained when needed.
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Recall the structure of discrete valuations of F = K(t) which are trivial on K. There are two possibilities: If the valuation corresponds to a finite closed point x of P 1 K , then there exists an irreducible monic polynomial f (t) ∈ K [t] such that the valuation v f with f (t) as a uniformizer coincides with the valuation corresponding to x. The valuation corresponding to the infinite point is v ∞ with t −1 as a uniformizer. The completions of K(t) with respect to v f and v ∞ are of the form K(θ)((f (t))) and K((t −1 )), respectively. Here θ is a root of f (t), and the embedding K(t) → K(θ)((f (t))) sends t to some seriest such that
If A is a central simple F -algebra and f (t) ∈ K[t] is a monic irreducible polynomial defining a valuation of F , we denote A f = A ⊗ K(θ)((f (t))). We shall denote K v as the residue field of the valuation v of F .
Let
, with f irreducible and not dividing g. Then the ramification of (g(t),
, where θ is a root of f (t). The following results on quadratic forms are very useful in the case n = 2. 
Proof. In order to use Theorem 5.15 from [19] , one has to go over to the henselization F h of the field F . We have F h = κ.
We need some more terminology and notation from [19] . Note that A = A h . Indeed, A is a central simple subalgebra with 
We can now use Theorem 5.15 of [19] .
is a division algebra, it is enough to prove that its degree equals the index.
We have
On the other hand, from [19, Theorem 5.15(a) ] it follows that 
Assume also that κ(g 1/n )/κ has degree n.
Proof. It is enough to note that the algebra (h 1 , h 2 ) has an order C/S such that C/S is an Azumaya algebra and C = (h 1 ,h 2 ); cf. Example 2.4(i) of [19] .
Generalities over an arbitrary field
In this section we describe several classes of algebras Faddeev-similar to cyclic algebras. First, these are algebras with "small" ramification locus defined over the ground field (Corollary 2.4). Second, for n = 2, we explicitly construct a large family of algebras of Faddeev index 2 (Propositions 2.8, 2.9). We assume K to be an arbitrary field containing an nth root of unity.
We start with the special case for which all ramification points are defined over K. Proof. Using the automorphism group of P 1 K one may assume that the points of ramification of A are t, t − 1 and ∞ with ramification K(
) has the prescribed ramification at t and t − 1. Hence by the reciprocity law, B has ramification K(
We proceed to the case where A has a quadratic ramification point. We show that A is Faddeev equivalent to a cyclic algebra, even if it has one additional linear ramification point. We may (and shall) assume that this linear point is infinite.
Proposition 2.3. Let A be a central simple F -algebra of exponent n whose finite ramification is only at a point corresponding to a monic quadratic irreducible polynomial f with ramification given by a cyclic extension K(θ)(
, where θ is a root of f , u, v ∈ K, and perhaps with ramification at infinity.
Proof. First suppose v = 0. Consider the algebra B = (u, f ) n . It is ramified at f and maybe at infinity. Its ramification at f coincides with the ramification of A at f . Hence A and B have the same ramification and are thus Faddeev equivalent. Now suppose v = 0. Denote by c uv the value of f (t) at −u/v. We prove that A is Faddeev equivalent to B = (u + vt, f (t)/c uv ). Indeed, B can only ramify at f , t + u/v, and infinity. Since f (−u/v)/c uv = 1, B is unramified at t + u/v. It has the same ramification at f as A. Hence A and B have the same ramification and are thus Faddeev equivalent.
From Propositions 2.2 and 2.3 we immediately derive
Corollary 2.4. Let K be an arbitrary field, let F = K(t), and let A be a central simple F -algebra of exponent n with at most three (geometric) ramification points such that at least one of them is K-rational. Then A is Faddeev equivalent to a cyclic degree n F -algebra.
As mentioned in the Introduction, this result has an interesting application to cyclicity of k(x, y)-algebras ramified along a hyperelliptic curve; see Theorems A5 and A6 in the Appendix.
Remark 2.5. Unfortunately we do not know whether the statement of Corollary 2.4 remains true in the case where none of ramification points is K-rational.
2 This case may occur (see Proposition 2.6 below). However, in the case where n is prime and K is either local or global, we shall obtain the full result (see Propositions 3.16 and 4.5 where we consider the case n = 2; the case where n = p is an odd prime can be treated in a similar way).
where z is an indeterminate. Then there exists a quaternion algebra over K(t) with ramification only at an irreducible polynomial of degree 3.
be an irreducible monic polynomial over K such that (z − θ)f is its root. Then the degree of g is 3. Consider the quaternion algebra (−g, t) over K(t). This algebra is unramified at infinity since (−g, t)
is unramified at t. On the other hand, the algebra (−g, t) ramifies at g since (z −θ)f ∈ (K(θ) * ) 2 . Thus we have constructed a quaternion algebra with ramification only at an irreducible polynomial of degree 3.
If an algebra is ramified in more than three points, one cannot hope to get a result similar to Corollary 2.4, even in the case of linear ramification. This is clear from the following example (due to D. K. Faddeev and appearing in [16, 3.9 ] without details).
Proposition 2.7. Let K be an arbitrary field, let F = K(t), and let A be an algebra over F with ramification
If A is Faddeev equivalent to a quaternion algebra, the algebras
Proof. It is easy to see that the biquaternion algebra
has the above invariants.
For any algebra A with the above invariants we have
where C is some K-algebra. Therefore
and
. Let us try to obtain a sufficient condition for an algebra of exponent n to be Faddeev equivalent to a degree n algebra. We restrict ourselves to considering the case n = 2, where we shall explicitly construct a large family of algebras splitting over a quadratic extension of F . This guarantees that the local invariants of every such algebra are good (i.e. the Faddeev index equals 2).
)). Hence ind(A t ) ≥ 4 and then ind(A) ≥ 4. Thus we may assume ind(
The papers [32] and [33] contain a description of F -algebras whose splitting field is isomorphic to the field of rational functions of a hyperelliptic K-curve. Such algebras must have good local invariants. Below we describe the invariants of such algebras.
As before, let K be an arbitrary field, let F = K(t), and let A be a central simple F -algebra of exponent 2. Before describing the systems of local invariants of algebras split by the function field of a split hyperelliptic curve, let us first introduce some additional notation.
Let m be odd, and let C denote the (split) hyperelliptic curve over K corresponding to the affine curve
Suppose c 1 , . . . , c r ∈ K, the separable closure of K, satisfy
It follows from [32] that the algebras
split over F and therefore have index at most 2. See [27] for a more detailed discussion. Let
Note that A c 1 ,...,c r and B s at finite points have local invariants {t−a i , K(
Proposition 2.8. Suppose that m > 1 is odd. Let A be an F -algebra with local invariants at finite points
Proof. Indeed, such an A is Faddeev equivalent to the algebra s∈M B s ⊗A c 1 ,...,c r . Since the latter algebra splits over a quadratic extension, A is Faddeev equivalent to a quaternion algebra. Now let m > 2 be even, and let C be the hyperelliptic curve corresponding to the affine curve
where
. Similar to the case of odd m we can construct algebras of index at most 2. Suppose c 1 , . . . , c r ∈ K satisfy
We proceed as follows (see [33] ). Denote
Then the algebras
have indices at most 2 since all of them split over F (defined in (2.2)). Also let
. , m}) and
Proposition 2.9. Suppose that m > 1 is even. Let A be an F -algebra with local invariants at finite points
Proof. As before, any such A is Faddeev equivalent to the algebra s∈M D s ⊗ C c 1 ,...,c r which splits over a quadratic extension.
Local field case
In this section we consider the case where K is an -adic field. (We always restrict our attention to algebras of prime exponent p different from .)
Our main goal is to produce examples of "bad" systems of invariants, or, equivalently, algebras of Faddeev index > p (see Theorem 3.6). In the special case where an algebra is ramified at three points we show that its invariants are always "good" (Proposition 3.16). In the case of linear ramification we are fully able to distinguish between "good" and "bad" invariants (see Proposition 3.10).
First we describe all central simple algebras of exponent p over F = K(t) in terms of the Faddeev theory. Let β ∈ p Br(F ). By Bloch's theorem, β is a product of symbols. Since one can multiply by p-powers without affecting symbols, we may assume the symbols are in K [t] , and thus of the form (af, bg), where f, g ∈ K[t] are monic and a, b ∈ K. Furthermore, we could decompose the algebra further unless f, g are irreducible, so we make this further assumption.
To calculate the ramification of a symbol (f, g) at ∞, where f, g ∈ K[t], we suppose that the leading monomials of f, g are respectively at m , bt n . Recall that the residue of (f, g) at any discrete valuation v (including the valuation corresponding to the infinite point) is defined by the pth root of the residue of c = (
Recall that every element of K mod p-powers has the form α i π j , where π is a (fixed) uniformizing parameter of K, and α has non-p-power residue in k. Now note that (
we can take a, b ∈ {1, α, π, απ}, and thus each symbol is Faddeev equivalent to a product of symbols of the form: 
Algebras with linear ramification admit a more precise description than the general one in Proposition 3.1 because we can eliminate type III above. Our next goal is to produce a large family of algebras of exponent p whose local invariants are bad, i.e. algebras not Faddeev equivalent to a cyclic algebra. We mainly deal with the case p = 2 and postpone the case of odd p until Lemma 3.8.
The first known example of a division algebra of index 4 and exponent 2 over K(t) is the Jacob-Tignol example published in [29, Appendix] . The fact that it is a division algebra is proved using a result which motivates Example 3.7 below. Example 3.3 (Jacob-Tignol). Let K be a nondyadic local field, and let α be a unit nonsquare as above. Suppose g ∈ K[t] has constant term 1, and the residue of g (with respect to π) is a nonsquare. (Their concrete example was g = t + 1.) Then the biquaternion algebra A = (t, α) ⊗ (g, π) over F is actually a division algebra (where α ∈ K is not a square modulo π).
Remark 3.4. Note that the algebra A from the Jacob-Tignol example has good local invariants since (−πt,
because −t + (t + 1) = 1 and (−1, α) is trivial.
So let us search for bad systems of local invariants.
, where α ∈ R * is nonsquare and f, g ∈ R[t]. We want to find symbols which do not reduce the index of A.
, the reductionḡ is not a square,f has a root of odd multiplicityā ∈ k, andḡ(ā)ᾱ is not a square. Then A has index 4.
Proof. If the assertion is false, the Albert form f, α, −αf, −g, −π, πg is isotropic over F . By Springer's theorem (Theorem 1.11) applied to residues modulo π, either −1,ḡ or f ,ᾱ, −ᾱf, −ḡ is isotropic over k(t). Since by hypothesis the first form is anisotropic, the second one must be isotropic. We writē
mh with m odd,h(ā) = 0, and apply Springer's theorem once again, this time with respect to the valuation on k(t) defined by t−ā. We conclude that either −ᾱ,ḡ(ā) or h (ā), −ᾱh(ā) = h (ā) · 1, −ᾱ is isotropic over k, which contradicts the hypothesis. Proof. A is a division algebra by Lemma 3.5, and A ⊗ (π, α) ∼ (f, α) ⊗ (gα, π), so apply Lemma 3.5 using b instead of a, and gα instead of g. Example 3.7. Take f = t(t − 1). To apply Theorem 3.6 we needḡ(0)ᾱ andḡ(1) (or g(1)ᾱ andḡ(0)) not to be squares.
(i) If g is linear, then g = t + c, so cα and c + 1 must be nonsquares. The former implies c = d 2 , and thus d 2 + 1 must be nonsquare. This is well known to have a solution, since any element in a finite field is a sum of two squares.
(ii) More generally the same argument works if g = t m + c for m arbitrary. For m even there is no ramification at infinity.
Our next results generalize Theorem 3.6 in the case of linear ramification. Note that every K-division algebra of degree p is Brauer equivalent to (π, α j ) (because it can be written as (π, α) ⊗j ). We need the following
We conclude by Proposition 1.13 unless
Let A be a central simple F -algebra of exponent p. Suppose that A has ramification at n linear points t − a l , l = 1, . . . , n. Then for suitable squarefree products f, g of the t − a l , the algebra A is Faddeev equivalent to all tensor products
where 0 ≤ i ≤ p − 1 (and hence Brauer equivalent to one of them). 
are ramified at the points t − b i . Hence all B i 's are division algebras. Therefore by Corollary 1.14 the algebras B i , i = 0, . . . , p − 1, have index p 2 , and, by Lemma 3.8, A cannot be Faddeev equivalent to an algebra of index p.
In the case of algebras of exponent 2 we shall strengthen the previous result formulating a criterion for such an algebra to be Faddeev equivalent to a quaternion algebra.
Let A be a central simple F -algebra of exponent 2. Suppose that A has ramification at m linear points t − a i , i = 1, . . . , m. Then by Proposition 3.2, A is Faddeev equivalent to a tensor product
where f , g are products of some of the t − a i with no repetition. We assume that g = 1 (if g = 1, A is obviously a quaternion algebra) and a i = a j for i = j.
First note that without loss of generality one can assume that deg g is odd. Indeed, since g = 1, then some linear point has ramification K(
Using the automorphism group of P 1 K , one may assume that A is ramified at infinity with ramification
In such a case the degree of the "new" g is odd.
Proposition 3.10. With the above notation, suppose a i = a j , i = j. Assume that deg g is odd. Then A is Faddeev equivalent to a quaternion algebra if and only if there are no roots
We start by proving
Lemma 3.11. Let C be a hyperelliptic curve over K with good reduction, and let D be a central simple unramified algebra over the function field K(C) such that
Proof. In [36] the 2-torsion elements of the Brauer group of a hyperelliptic curve C with good reduction are represented by unramified algebras. In [36] it is also shown that the algebras representing nonconstant elements remain nontrivial over L(C), where L is an unramified extension of K. The lemma is proved.
Proof of Proposition 3.10. If such roots exist, then g(b 1 ), αg(b 2 ) ∈ (k * ) 2 , and A is not Faddeev equivalent to a quaternion algebra, by Theorem 3.6. To prove the converse, we must consider four possibilities:
1) all roots of f are also roots of g;
2) only one root b of f is not a root of g; 3) for any root b of f such that g(b) = 0, one has g(b) ∈ (K * ) 2 ; 4) for any root b of f such that g(b) = 0, one has αg(b) ∈ (K * ) 2 . In case 1) we conclude that the algebra B⊗F (
) is unramified. (The fact that it is unramified at infinity follows from the assumption on the degree of g.) Since the curve defined by the equation y 2 = g(t) has good reduction, from Lemma 3.11 it follows that (α,
). In the first case the algebra B has index 2. In the second case the algebra B ⊗ (α, π) has index 2.
In case 2) the algebra
) is unramified. Indeed, it is unramified outside the point defined by the polynomial t − b. Note that the completion of F ( αg(b)g) with respect to the valuation extending the valuation of F corresponding to t − b is
) is unramified. Hence as in case 1) the algebra B is Faddeev equivalent to a quaternion algebra. As to case 3), the algebra
is unramified outside the points defined by the polynomials t − a i , where f (a i ) = 0, g(a i ) = 0. The completion of F ( √ αg) with respect to the valuation extending the valuation of F corresponding to t − a i is
. Therefore the algebra B is Faddeev equivalent to a quaternion algebra.
Likewise, in case 4) the algebra (α, f ) ⊗ (π, g) ⊗ F ( √ g) is unramified. Hence the algebra B is Faddeev equivalent to a quaternion algebra.
Thus in cases 1)-4) we get algebras Faddeev equivalent to quaternion algebras. The proposition is proved.
Our next results show that one can significantly enlarge the supply of algebras with bad local invariants if one does not restrict oneself to considering only tensor products of algebras of certain types. Namely, in the next proposition we present an example showing that not every algebra is equivalent to an algebra of the form (f, α) ⊗ (g, π).
Proposition 3.12. Let
A = (π, t 2 − α + α 2 ) 2 ⊗ F (t, t 2 − α) 2 . Then A ⊗ F F ( √ α) has index 4.
Proof. We have
is also of index 4.
The latter algebra has index 4 if and only if the Albert form
is anisotropic over K( √ α)(z). By Springer's theorem applied to the residues modulo π, we conclude that this form is anisotropic if the forms 1, −(z 2 − 1 + α) and
are anisotropic over the field k( √ α)(z). The first form is anisotropic since z 2 −1+α is not a square in k( √ α)(z). Let us thus consider the form
By Springer's theorem applied to the valuation defined by z − 1, it is anisotropic over k(
. This is obviously the case. The proposition is proved.
Proposition 3.12 also shows that there are algebras which do not admit a representation in the form (α, f ) ⊗ (h 1 , h 2 ). It turns out that there are also algebras which do not admit a representation in the form (π, g) ⊗ (h 1 , h 2 ) (even if we are allowed to change the uniformizer).
Proposition 3.13. Suppose
where a is a unit such that
Then we obtain an algebra
Consider the algebra B ⊗ K(Π)(z)(
As in Corollary 1.14, we conclude that − a) ).
Note that w − a is a divisor of multiplicity one of the polynomial (w
is ramified. Hence it is nontrivial. Then B is a division algebra, and B has index p 2 . Thus if (a
The proposition is proved.
To prove the existence of fields with condition (3.1), consider the following system of equations over k: 
Remark 3.14. Note that algebras from Propositions 3.12 and 3.13 have bad local invariants (in the sense of Definition 1.5). Indeed, every constant algebra C of exponent 2 (resp. p) splits over
)). Hence in the case of exponent 2 we have
, and A has bad local invariants. The case of exponent p is similar.
We now study good collections of local invariants over K(t), often restricting our attention to algebras with linear ramification. Note that in the following proposition we describe the indices of all algebras of exponent 2 with given invariants (and not just their Faddeev indices). (t − a 1 )(t − a 2 )) ⊗ (π, (t − a 2 )(t − a 3 ) ).
Moreover, any algebra of exponent 2 Faddeev equivalent to A is Brauer equivalent to one of the algebras
with u ∈ {1, α}.
Suppose in addition that a i = a j , i = j. Then the algebra B(u) has index 4 if and only if
Proof. The algebra
has prescribed ramification at t − a 1 , t − a 2 and t − a 3 . By the reciprocity law, C and A have the same ramification at ∞. Then C is unramified at infinity since A is unramified at infinity. Hence
Hence A is Faddeev equivalent to B.
Since the 2-torsion of Br(K) is generated by the class containing (α, π), we conclude that A is Brauer equivalent to B = B (1) 
The algebra B(u) has index 4 if and only if the Albert form
is anisotropic over F . By Springer's theorem, this form is anisotropic if the forms
are anisotropic over k(t). The first form is anisotropic since a 2 = a 3 . As to the second form, by Springer's theorem it is anisotropic if the forms − a 2 )(t − a 3 ) ). Note that the extension L/K is purely transcendental. Indeed,
Then one can set
From the two expressions for B(u) ⊗ F L, it is clear that B(u) ⊗ F L does not ramify at any point above t − a 2 or t − a 3 or ∞ since (α, (t − a 1 )(t − a 2 )) does not ramify at t − a 3 or ∞ and (α, u(t − a 1 )(t − a 3 )) does not ramify at t − a 2 or ∞. Thus it can only ramify above t − a 1 , and there is only one such point. The ramification of
Note that the point above t − a 3 is K-rational. Let L t−a 3 be the completion of L with respect to the valuation extending the valuation of F defined by t − a 3 . Furthermore,
Thus the algebra B(u)⊗ F L is trivial (because it is unramified, and the completion B(u)⊗ F L t−a 3 at a K-rational point is trivial), and therefore B(u) cannot have index 4. The proposition is proved.
In the case where K is an -adic field with residue field of characteristic = 2, Corollary 2.4 can be formulated without assuming the existence of a K-rational ramification point. This is because the case where none of three (geometric) ramification points is K-rational does not occur.
Indeed, assume that there exists an algebra A of exponent 2 with ramification only at an irreducible polynomial f of degree 3. Let θ be a root of f .
First consider the case where the extension K(θ)/K is cyclic. Then A ⊗ F F (θ) ramifies at three linear points t − a, t − b and t − c, where
The algebra A can be written in the form
where the polynomials g(t), h i (t), h j (t)) are relatively prime to f (t). Then the ramifications of A ⊗ F (θ) at the points
where σ is a generator of Gal(K(θ)/K). Indeed, B has prescribed ramification at t − a, t − b and t − c. By the reciprocity law, B and A ⊗ F F (θ) have the same ramification at ∞.
The algebra B is unramified at infinity since A is unramified at infinity. Hence we have
2 (it is a surjective map of finite groups of equal order). Hence v ∈ (K(θ) * ) 2 , and A ⊗ F F (θ) is unramified. But this is impossible since A ramifies at f and the degree of the extension K(θ)/K is 3. Thus A cannot ramify only at an irreducible cubic polynomial f . Now consider the case when
is cyclic, and as proved before, the algebra
is unramified, and A is Faddeev equivalent to (d, f ). Since (d, f ) ramifies at infinity, so does A, a contradiction. This shows that A cannot ramify only at an irreducible polynomial f of degree 3.
We have proved the following
, and A is a central simple F -algebra of exponent 2 with (geometric) ramification at three points, then A is Faddeev equivalent to a quaternion F -algebra.
Number field case
In this section we make a few remarks about the number field case focusing on "Hasse principles". As usual, we denote F = K(t).
Note that if an algebra A over F is Faddeev equivalent to a quaternion algebra, then A ∼ C⊗B, where C is a quaternion K-algebra and B is a quaternion F -algebra. Hence without loss of generality we can restrict our attention to algebras of index at most 4. Namely one can pose the following natural questions. It turns out that neither of these "Hasse principles" holds. Proof. Consider the algebra B = (13, 11) ⊗ Q( √ 17). Since 17 ∈ (Q * 13 ) 2 , we have
Since 11 ∈ (Q * 13 ) 2 , the latter algebra is not trivial. Thus B is not trivial. Then by Proposition 2.7 the algebra A has Faddeev index 4.
On the other hand, since 17 and 13 are units in Q for = 13, 17, the algebra A ⊗ Q has index less than 4 for l = 13, 17. Since 17 ∈ (Q * 13 ) 2 and 13 ∈ (Q * 17 )
2 (8 · 8 = 13 + 17 · 3), the algebras A ⊗ Q 13 and A ⊗ Q 17 have index less than 4.
Our next goal is to explicitly construct algebras over Q(t) with Faddeev index greater than 2 (bad systems of invariants). Let us try to use Proposition 2.7 in order to obtain a sufficient condition for an algebra over Q(t) to have Faddeev index not equal to 2. We keep the notation of Proposition 2.7. We may (and will) assume that a, b and c are square-free integers. Proof. In light of Corollary 2.4, it suffices to prove that an algebra A of exponent 2 cannot ramify only at an irreducible polynomial f of degree 3. Let θ be a root of such an f .
As in the proof of Proposition 3.16, we may (and will) assume that the extension Q(θ)/Q is cyclic. It is enough to show that there is no v ∈ Q(θ) * such that
. Assume that such a v exists. By the Chebotarev density theorem, there is a prime p = 2 such that f is irreducible over
2 . But this is impossible (see the proof of Proposition 3.16).
Let A be a central simple F -algebra of exponent 2. Suppose that A has ramification at m linear points t − a i , i = 1, . . . , m, and there is a prime such that all residues a i mod are pairwise distinct. Then by Proposition 3.2, A ⊗ Q(t) Q (t) is Faddeev equivalent to a tensor product
where u ∈ R * , and f , g are products of some of the t − a i .
Proposition 4.6. With the above notation, assume that deg g is odd. Suppose that there are roots
Proof. Follows from Proposition 3.10.
Pencils of cyclic Severi-Brauer varieties
In this section we present the geometric counterpart of the above algebraic considerations. Throughout below K is assumed to be a field of characteristic zero. Let us first define our main object.
Definition 5.1 ([9]
). Let n ≥ 2 be an integer. A pencil of Severi-Brauer varieties is a smooth, projective, geometrically integral K-variety X admitting a dominant K-morphism ϕ : X → P 1 K whose generic fiber X η is a Severi-Brauer variety V of dimension n − 1.
Recall that V is defined as an F -form of
for some extension L/F ; here F denotes K(t). It is well known that there is a one-to-one correspondence between Severi-Brauer F -varieties V of dimension n−1 and central simple F -algebras A of rank n 2 . Let us focus on the following special case.
Definition 5.2. We call X a pencil of cyclic Severi-Brauer varieties if its generic fiber corresponds to a cyclic F -algebra.
For simplicity, further on we only consider the case n = p, a prime number. Note that if n = 2, X is none other than a conic bundle surface. We want to study a problem of construction of X with prescribed degeneration data. The points of degeneration of the fibration ϕ are precisely the closed points x ∈ P 1 , where the residues ∂ x (A) are nonzero (this observation allows us to relate geometric problems considered in this section to results of Sections 2-4). The geometric structure of the degenerate fibers of ϕ is described in [3] , [15] : Over a geometric pointx the degenerate fiber consists of p components V 1 , . . . , V p intersecting transversally; see the papers cited above for more details. For p = 2, such a fiber is a union of two projective lines with normal crossing; see [16] , [17] . For p = 3, each V i is the rational scroll F 1 (= a ruled surface obtained by blowing up a point in P 2 ); on F 1 there is the exceptional curve E and the ruling C; V i and V i+1 (i ∈ Z/3) intersect along C i and E i+1 , there are 3 isolated points on each degenerate fiber (see [3, 1.5] ). Below we assume that X is relatively minimal, that is, one cannot blow down any component of any degenerate fiber.
First let us give a straightforward generalization of Question C. We now go over to another setting of the above problem with a goal to obtain some positive results. It turns out that if we are allowed to move ramification points along P 1 , the answer will always be positive. Moreover, under this setting we can even get a pencil of cyclic Severi-Brauer varieties with prescribed Galois action on degenerate fibers. The following is a generalization of the conic bundle case [22] .
Let G = Gal(K/K) denote the Galois group. Suppose that a pencil X degenerates at closed points x i , 1 ≤ i ≤ s, and denote r = s i=1 deg(x i ). Then our pencil has r geometric degenerate fibers whose components we designate as
The Galois action respects degenerate fibers and intersection indices, so we obtain a representation λ :
where S m is the symmetric group on m letters and stands for the semidirect product.
Definition 5.5. With the above notation, we call G X = im (λ) the splitting group of X.
Of course, the nature of the splitting group is related to the number and the degrees of the ramification points of the corresponding algebra. Let K i = K(x i ) denote the residue field at x i , and let L i /K i be the cyclic extension of degree p defined by the local invariant of the corresponding algebra. Let L be the Galois closure of the compositum of the fields L i in K. Since all the components of the degenerate fibers of X are defined over L, the subgroup Gal(K/L) acts trivially on the set of those components (cf. [15, Prop. 2.3]), and G X is thus isomorphic to
We call L the splitting field of X. Here are some simple (but typical) examples.
Therefore the degenerate fiber at t = 0 can be blown down. The invariant at infinity is also trivial: we have
; if r is odd, then this algebra is unramified at t = 0, if r is even, then its invariant at t = 0 equals 1. Hence the degenerate fiber at infinity can be also blown down.
Thus the pencil of Severi-Brauer varieties with generic fiber corresponding to A (with degenerate fibers at t = 0 and t = ∞ blown down) degenerates only at t = α 
Remark 5.12. Theorem 5.10 is a generalization of [21, Th. 6.3] , which solves, for a conic bundle surface, a problem of Manin [25] (still open in general): to construct a rational surface X with given Galois module Pic(X).
APPENDIX
Cyclicity of algebras over k(x, y)
In this Appendix we apply our results to a situation studied by Ford [14] , Van den Bergh [34] , and Jacob [18] , namely division algebras over k(x, y), where k is an algebraically closed field. We view F = k(x, y) as K(y), where K = k(x). Since k is algebraically closed, Br(K) = 0, so Faddeev and Brauer equivalence are the same. We use this fact repeatedly.
Let k be an algebraically closed field, let P Following Jacob [18] , we denote by P 2(1) k (resp. P
1(0)
k(x) ) the set of codimension 1 points on P 2 k (resp. P given by the form Z = 0 will be called infinite (or the infinite line), and all the others will be called finite. Clearly, finite codimension 1 points on the plane P 2 k (resp. the line P 1 k(x) ) are in bijective correspondence with monic k-irreducible polynomials in x, y (resp. monic k(x)-irreducible polynomials in y) given by the rule
Throughout below we use these bijections and sometimes only speak about the polynomials P (x, y) and P (y), for brevity calling them points.
To work with finite points, we have to throw away those points corresponding to the irreducible polynomials from k[x, y] which depend only on x. Indeed, a valuation of k(x, y) corresponding to such a polynomial remains nontrivial after restriction to k(x) and thus does not induce any valuation of k(x)(y) trivial on the "constant field" k(x). We shall sum up this observation in the following simple lemma. i , then π(P (x, y)) = P (x, y)/a n (x).
Lemma
Proof. From the hypothesis of the lemma it follows that deg y (π(P (x, y)) > 0. If
,
, deg y T > 0, we define π (T (y)) = F (x)T (y)/a, where F (x) is the least common multiple of the polynomials b 0 (x), . . . , b n−1 (x) and a stands for the leading coefficient of F (x)T (y). Obviously, the map π is inverse to π.
Let R be a discrete valuation ring, let K be the fraction field of R, and let k(R) be the residue field. Assume k to be of characteristic zero. There is an exact sequence [4] 0 → BrR → BrK Since F (x, y) = π(F (x, y))a n (x), we have v F (π (F (x, y) )) = 1, hence v F coincides with the valuation of k(x)(y) corresponding to π (F (x, y) ). The lemma is proved.
We have k(P F (x, y) ). Since the valuations coincide, we have R F = R f , and the ramification maps coincide:
Since the valuations of k(x, y) corresponding to F (x, y) and π (F (x, y) ) coincide, the corresponding ramification maps coincide as well. The corollary is proved.
Note that an algebra A, viewed as an algebra over k(x)(P On the other hand, as an algebra over k(x)(P 1 k(x) ), B ramifies at the infinite point because x 2 + 1 / ∈ k(x) 2 . We regard the ramification locus of an algebra A/k(P Ford [14] and Van den Bergh [34] proved that any algebra over k(x, y) (where k is algebraically closed) ramified only along a divisor of degree 3 is Brauer equivalent to a cyclic algebra. In the paper of Jacob [18] this assertion is generalized to the case of ramification along a hyperelliptic curve.
From our Propositions 2.2 and 2.3 it follows that any algebra with ramification divisor of degree 3 is Brauer equivalent to a cyclic algebra. Moreover, any algebra with ramification along a hyperelliptic curve is also Brauer equivalent to a cyclic algebra. The corresponding cyclic algebras can be exhibited explicitly. 2 . Then A is Brauer equivalent to a cyclic algebra.
Proof. As an algebra over k(x)(y), A can be ramified only at the polynomial y 2 − h(x) and maybe at the infinite point. Moreover, since the ramification maps corresponding to F (x, y) and π (F (x, y) ) coincide, the ramification of A/k(P 1 k(x) ) at π (F (x, y) ) is given by the same element in the residue field of the valuation as the
