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Dedicated to Ursula Molter on the occasion of her 60 years.
LARGE SETS AVOIDING LINEAR PATTERNS.
ALEXIA YAVICOLI
Abstract. We prove that for any dimension function h with h ≺ xd and
for any countable set of linear patterns, there exists a compact set E with
Hh(E) > 0 avoiding all the given patterns. We also give several applications
and recover results of Keleti, Maga, and Ma´the´.
1. Introduction.
The classic Roth’s Theorem [13] says that given δ > 0, there exists N0 such
that if N ≥ N0, then any subset of {1, · · · , N} with at least δN elements contains
an arithmetic progression of length 3.
A major problem since then has been to find functions h(N), as small as pos-
sible, such that for large enough N , a subset of {1, · · · , N} with h(N) elements
contains an arithmetic progression of length 3. The best known h with this prop-
erty is
h(N) =
(log logN)4N
logN
,
as shown by Bloom [3], slightly improving a previous remarkable result of Sanders
[14].
In the opposite direction, Behrend [1] showed that if
h(N) := cNe−C
√
log(N),
where c, C > 0 are absolute constants, then for all N there exists a subset of
{1, · · · , N} with at most h(N) elements without arithmetic progressions. Note
that, in particular, for all ε > 0, we have h(N) > N1−ε if N is large enough.
One of the motivations of this work is to investigate whether there can exist
examples similar to Behrend’s in the continuous case. In order to formulate the
problem, we recall the definition of Hausdorff measure associated to an arbitrary
dimension function.
We will use the notation |U | for the diameter of the set U .
Definition 1. If E ⊆ ⋃i∈N Ui with 0 < |Ui| ≤ δ for all i, we say that {Ui}i∈N is
a δ-covering of E.
Key words and phrases. Hausdorff dimension, dimension function, patterns, arithmetic pro-
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Definition 2. The space of dimension functions is defined as
H :=
{
h : R≥0 → R≥0 : h(t) > 0 if t > 0, h(0) = 0,
increasing and right-continuous
}
.
This set is partially ordered, considering the order defined by
h2 ≺ h1 if lim
x→0+
h1(x)
h2(x)
= 0.
Definition 3. The outer Hausdorff measure associated with h is
Hh(E) := lim
δ→0
inf
{∑
i
h(|Ui|) : {Ui}i a δ-covering of E
}
.
For any h ∈ H , Hh is a Borel measure. This definition generalises the outer
α-dimensional Hausdorff measure, which is the particular case h(x) := xα. The
relation of order says that xs ≺ xt if and only if s < t.
Dimension functions h play a role analogue to the functions h in the discrete
case. Here it makes sense to define h2 ≺ h1 if limN→∞ h2(N)h1(N) = 0, so that a set with
h1(N) elements is larger than a set with h2(N) elements if N is large enough. In
the continuous case, we have that if E is a set, h2 ≺ h1 and Hh1(E) > 0, then
E does not have σ-finite Hh2 measure. In particular, if E is a set, and h2 ≺ h1;
then Hh1(E) ≤ Hh2(E). So, intuitively we have that a set E1 with Hh1(E1) > 0
is larger than a set E2 with Hh2(E2) > 0. Thus in both cases the function h
indicates the size of the set.
Keleti [9] proved that there exists a compact set E ⊂ R of Hausdorff dimension
1 that does not contain arithmetic progressions of length 3. It is possible to con-
struct such a set based on the Behrend example mentioned above, but Keleti did
it directly using the existence of infinite scales in R, which is the main difference
with the discrete context. On the other hand, it is well known and easy to see that
if E ⊂ R has positive Lebesgue measure, then E contains arithmetic progressions
of any finite length.
We can reinterpret these results in terms of dimension functions: there exists
a compact set E without arithmetic progressions such that Hx1−δ(E) > 0 for all
δ > 0, but if Hx(E) > 0, then E contains arbitrarily long arithmetic progressions.
It is natural then to investigate what happens to more general h satisfying h ≺ x.
Keleti [8] also constructed a compact set E ⊆ R with full Hausdorff dimension,
which does not contain points x1 < x2 ≤ x3 < x4 such that x2− x1− x4 +x3 = 0.
This is an example of a linear pattern, which we now define formally:
Definition 4. Given E ⊆ Rd we say that ψ : Rdk → Rn is a pattern in E, if there
exist distinct #»x1, · · · , #»xk ∈ E such that ψ( #»x1, · · · , #»xk) = #»0 .
In the particular case that ψ is a linear function, we say that it is a linear
pattern.
Moreover, in [9], Keleti proved that given countable many triplets, there ex-
ists a compact set E ⊂ R of Hausdorff dimension 1 that does not contain any
rescaled and translated copy of any of the triplets. Maga [10] extended Keleti’s
constructions to the plane. A particular case had been proved by Falconer [5].
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Assuming additional hypotheses on the decay of the Fourier transform, in [4,
Corollary 1.7] Chan, Laba and Pramanik ensure the existence of vertices of equi-
lateral triangles in the plane. For recent progress in dimension 4 and higher,
whithout assuming Fourier bounds, see Iosevich’s and Liu’s work [7].
It follows from a theorem of Ma´the´ [12, Theorem 6.1] that there exists a com-
pact set in Rd avoiding any countable family of linear patterns. This generalises
the results of Keleti and Maga mentioned above. In all these works all the au-
thors considered only Hausdorff dimension. In our main result, we obtain finer
information by consider general dimension functions.
Theorem A. Let h be a dimension function with h ≺ xd, and let (ψk)k∈N be a
sequence of non-zero linear functions with ψk : (R
d)mk → R and mk ≥ 2. Then,
there exists a compact set E ⊆ Rd such that Hh(E) > 0, and ψk( #»x1, · · · , #    »xmk) 6= 0
for all k ∈ N and all distinct vectors #»x1, · · · , #    »xmk ∈ E.
In particular, if we choose h(x) := − log(x)xd, we obtain a set of Hausdorff
dimension d with the same properties.
Remark 5. A theorem of Besicovitch [2] implies that if E ⊂ Rd has positive Hh
measure for all h ≺ xd, then it has positive Lebesgue measure. Hence, since a set
of positive Lebesgue measure contains every finite pattern, in Theorem A it is not
possible to have a set E that works for every h ≺ xd.
We remark that Ma´the´ [12], and Fraser and Pramanik [6] studied similar prob-
lems for non-linear patterns, under certain conditions, but the sets they construct
are not of full dimension, and in some particular cases the dimension obtained is
optimal (that is to say, in some cases, there is no set of full dimension without
the given non-linear patterns). Since we want to study large sets for an arbitrary
dimension function h with h ≺ xd, we focus on the case of linear patterns.
In the opposite direction, in [11] Molter and the author proved that for any
dimension function h there exists a perfect set in the real line with h-Hausdorff
measure zero that contains every polynomial pattern. In particular, there exists
a perfect set in the real line with Hausdorff dimension zero that contains every
polynomial pattern.
To prove our main theorem we still use Keleti’s and Maga’s idea of defining the
cubes to kill the patterns at later stages of the construction, but the details are
different. For example, we do not need to have separation between the cubes of
the same level, but we need a uniform bound for the amount of offspring of each
cube. We also have to modify the location of the cubes to fit any linear pattern.
See Section 2 for the proof of the main result (Theorem A), and Section 3 for
several concrete applications.
Acknowledgement. We thank the referee for several useful comments.
2. The proof of Theorem A
Before proving the theorem, we review some preliminaries.
A mass distribution µ on E is an outer measure with 0 < µ(E) < +∞.
The following proposition is well-known but we give the proof since we were
not able to find a reference.
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Proposition 6 (Generalized mass distribution principle). Let µ a mass distribu-
tion on E and let h be a dimension function such that there exist c > 0, ε > 0
satisfying that
µ(U) ≤ ch(|U |) ∀U with |U | ≤ ε.
Then
0 <
µ(E)
c
≤ Hh(E).
Proof. Let δ ∈ (0, ε). If {Ui}i∈N is a δ-covering of E, then
0 < µ(E) ≤ µ
(⋃
i∈N
Ui
)
≤
∑
i∈N
µ(Ui) ≤ c
∑
i∈N
h(|Ui|).
Taking infimum on the δ-coverings, we have
0 < µ(E) ≤ cHhδ (E).
And then we can take the limit δ → 0 to obtain 0 < µ(E) ≤ cHh(E), so
0 <
µ(E)
c
≤ Hh(E).

If we have a set E :=
⋂
k∈N0 Ek, where Ek is a nested sequence of finite unions
of closed non-overlapping cubes, we say that a cube I of the construction of the
set E is a cube of level k if I is one of the cubes making up Ek. We also say that
a cube J is an ancestor of I if J, I are cubes of levels j, k respectively, with j < k
and I ⊆ J .
Lemma 7. Let E :=
⋂
k∈NEk ⊆ Rd where Ek is a finite union of non-overlaping
cubes of the same size, and each cube of Ek+1 is contained in a cube of Ek. Let
µ a mass distribution on E and let h be a dimension function such that there
exists k0 ∈ N satisfying µ(Ik) ≤ c1h(|Ik|) for all Ik cube of level k, for all k ≥ k0.
Suppose each cube of Ek contains at most c2 cubes of the level k + 1.
Then there exists a constant c3 depending on c1, c2 and d such that
0 <
µ(E)
c3
≤ Hh(E).
Proof. We will use Proposition 6.
Let ε := |Ik0|
√
d be the diameter of any cube in the level k0. Let us write δk
for the side-length of any cube of level k. If U is a set with |U | ∈ (0, ε), then
there exists k ≥ k0 such that
√
dδk+1 ≤ |U | <
√
dδk. There exists a cube C with
side-length 2
√
dδk such that U ⊆ C. Since C intesects at most (2
√
d+ 3)d cubes
of level k, then by hypotesis C intersects at most c2(2
√
d + 3)d cubes Ij of level
k + 1. Then there exists a constant c3 depending on c1, c2 and d such that
µ(U) ≤
c2(2
√
d+3)d∑
j=1
µ(Ij) ≤ c2(2
√
d+ 3)dc1h(
√
dδk+1) ≤ c3h(|U |).
Using this fact and Proposition 6, the result follows. 
Now, we are able to prove the main theorem.
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Proof of Theorem A. We can assume that each function appears infinitely many
times in the sequence {ψk}k∈N.
We will construct a set E :=
⋂
k∈N0 Ek ⊆ [1, 2]d, where Ek is a nested sequence
of finite unions of non-overlapping closed cubes, so the set E will be compact.
As ψi is a non-zero linear function, we can define
ci := max
#»y ∈[− 12 , 12 ]
mid
|ψi( #»y )| > 0.
The function ψi has the form
ψi(x1,1, · · · , x1,d, · · · , xmi,1, · · · , xmi,d) := bi,1,1x1,1 + · · ·+ bi,mi,dxmi,d.
Since permuting the sets (xk,1, . . . , xk,d) with 1 ≤ k ≤ mi, and multiplying ψi
by a non-zero constant, do not affect the statement, we can assume without loss
of generality that there exists ji ∈ {1, · · · , d} such that bi,mi,ji = 1.
Let λi,ℓ,v :=
1
|bi,ℓ,v| if bi,ℓ,v 6= 0, and λi,ℓ,v := 1 if not. Thus, we have that
λi,ℓ,vbi,ℓ,v = sg(bi,ℓ,v) for all i, 1 ≤ ℓ ≤ mi, 1 ≤ v ≤ d,
where sg is the sign function.
For each i and each 1 ≤ ℓ ≤ mi − 1, we define the function
φℓi(x1, · · · , xd) := (λi,ℓ,1x1, · · · , λi,ℓ,dxd),
and for ℓ = mi we set
φmii (x1, · · · , xd) := (λi,mi,1x1, · · · , λi,mi,dxd) +
1
2
eji,
where ej = (v1, · · · , vd) with vj = 1 and vk = 0 for all k 6= j.
As a consecuence of these definitions, we have
ψi(φ
1
i (Z
d), · · · , φmii (Zd)) = sg(bi,1,1)Z+ · · ·+ sg(bi,mi,d)Z+
1
2
= Z+
1
2
.
Therefore, we have
(1) |ψi(φ1i ( #»z1), · · · , φmii ( #   »zmi))| ≥
1
2
for all #»z1, · · · , #   »zmi ∈ Zd, for all i.
We define βi such that βi ≥ mi and
βi
2
≥ max{λi,ℓ,v : 1 ≤ ℓ ≤ mi, 1 ≤ v ≤ d}2ci
√
d+
√
d
2
.
Let (Mi)i∈N ⊆ N≥2 be a strictly increasing sequence such that for all i:
• Mi+1 ≥Mi + 2
• h(
√
d2−k
∏
j:Mj≤k
β−1j )(√
d2−k
∏
j:Mj≤k
β−1j
)d ≥ 2idβd1 · · ·βdi for all k ≥Mi
The last condition holds if Mi is large enough by the assumption h ≺ xd and√
d2−k
∏
j:Mj≤k β
−1
j ≤
√
d2−k tends to 0 independently of β1, · · · , βi.
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We will construct E avoiding the given patterns in the levels {Mi}i. Let E0 :=
[1, 2]d. We will construct Ek as a union of Nk := 2
d(k−#{j≤k: j∈
⋃
i{Mi}}) cubes with
side-length δk := 2
−k∏
i: Mi≤k β
−1
i .
For each i, let Γmi := {(J1k , · · · , Jmik )}k∈N be the set of all mi-tuples of different
cubes of the same level of construction of E (we ignore levels with fewer than mi
cubes), in every possible order, and write Γ =
⋃
i Γmi. At this point, the notation
J jk should be understood as a label for the actual cube which is yet to be defined
(note, however, that the number of cubes and their sizes are already fixed). In
the construction below, we will inductively (in k) define the positions of the cube
corresponding to each label.
Let (Uj)j∈N be a sequence where:
• each element of Γ appears infinitely many times
• Uj ∈ Γmj
• for all i and for all U ∈ Γmi there exists k ∈ N such that ψk = ψi, U = Uk
and every cube of Uk is of level < k − 1.
For this, it is enough that for each i, if we consider the subsequence (ψjn)n∈N
of all terms which are equal to ψi, we require that each Ujn is an element of Γmi
and, additionally, each element of Γmi appears infinitely often in the subsequence
(Ujn)n∈N.
Once Ek−1 is given, the construction of Ek depends on whether k belongs to
(Mi)i∈N:
(a) If k /∈ ⋃i∈N{Mi}, we will split each cube of level k − 1 into 2d closed cubes of
the same size.
(b) If k = Mi for some i, we will do different things, depending on whether they
have some ancestor among the cubes of Ui: J
1
i , · · · , Jmii .
For each cube I of level k− 1 which is not contained in any of the cubes in
the tuple Ui, we will take any cube I
′ ⊆ I with side-length δk.
For each cube I of level k− 1 which is contained in some cube J ℓi of Ui, we
will take a cube I ′ ⊆ I of the form
(2) δMi
(
4ciφ
ℓ
i(
#»zℓ) +
[
−1
2
,
1
2
]d)
with #»zℓ ∈ Zd.
We let Ek be the union of all the cubes I
′.
Let us see that the cubes can indeed be taken in this way:
In case (a) this is clear, because δk =
δk−1
2
.
In case (b), let I be a cube of Ek−1 that is a contained in a cube J ℓk of Uk.
As I is a cube with side-length δk−1 = βiδk, we have that 1δk I is a closed cube of
side-length βi, so it contains a closed ball of radius
βi
2
, whose center we will denote
by #»x .
By the definition of φℓi , there exists
#»z ∈ Zd such that
dist( #»x , 4ciφ
ℓ
i(
#»z )) ≤ max{λi,ℓ,1, · · · , λi,ℓ,d}2ci
√
d.
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Using this and by the assumptions on βi, we have:
4ciφ
ℓ
i(
#»z ) +
[
−1
2
,
1
2
]d
⊆ B
[
4ciφ
ℓ
i(
#»z ),
√
d
2
]
⊆ B
[
#»x ,max{λi,ℓ,1, · · · , λi,ℓ,d}2ci
√
d+
√
d
2
]
⊆ B
[
#»x ,
βi
2
]
⊆ 1
δk
I.
Claim: If n ∈ N and #»x1, · · · , #    »xmn ∈ E ⊂ Rd are distinct, then ψn( #»x1, · · · , #    »xmn) 6=
0.
We will prove the claim by contradiction. Suppose that ψn(
#»x1, · · · , #    »xmn) = 0.
Since #»x1, · · · , #    »xmn ∈ E are distinct, by definition of the sequence (Uk)k∈N, there
exists i ∈ N such that ψn = ψi, #»x1 ∈ J1i , · · · , #   »xmi ∈ Jmii , and every J ℓi is of the
same level < i− 1.
Considering the level Mi ≥ i, we see from (2) that #»xℓ = δMi
(
4ciφ
ℓ
i(
#»zℓ) +
# »
∆ℓ
)
with #»zℓ ∈ Zd and # »∆ℓ ∈
[−1
2
, 1
2
]d
for all 1 ≤ ℓ ≤ mi. Hence, by linearity of ψi we
get
4ciψi(φ
1
i (
#»z1), · · · , φmii ( #   »zmi)) + ψi(
#  »
∆1, · · · , #   »∆m) = 0
with #»z1, · · · , #   »zmi ∈ Zd. Hence, we have by (1)
2ci ≤ 4ci|ψi(φi1( #»z1), · · · , φim( # »zm))| = |ψi(
#  »
∆1, · · · , #   »∆m)| ≤ ci
which is a contradiction.
Claim: Hh(E) > 0.
Let µ be the uniform mass distribution, i.e.: µ(Ik) =
1
#cubes of level k
for each Ik
cube of level k. It is enough to prove that if I is a cube of level k with k large
enough then
h(|I|) ≥ 1
#cubes of level k
.
The claim will then follow from Lemma 7 and the fact that each cube of Ek has
at most 2d offspring of level k + 1.
The side-length of I is δk = 2
−k∏
j: Mj≤k β
−1
j . If k is large enough there exists
j such that Mj ≤ k < Mj+1. By definition of (Mi)i∈N, we have
h(|I|) = h
(√
d2−k
∏
i: Mi≤k
β−1i
)
≥
(√
d2−k
∏
i: Mi≤k
β−1i
)d
2jdβd1 · · ·βdj
≥ 1
2d(k−j)
=
1
#cubes of level k
.

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3. Applications
In this section we will present some applications of Theorem A.
Corollary 8. Given a dimension function h with h ≺ x and a countable set
A ⊆ R 6=1, there exists a compact set E ⊆ [1, 2] such that Hh(E) > 0 and the set
of quotients of E given by E
E
:= { y
x
: x, y ∈ E} does not contain any element of
A.
Proof. We choose d = 1, ma = 2 for all k, ψa(x, y) := ax − y for all a ∈ A, and
apply Theorem A, the corollary follows. 
Corollary 9. Given a dimension function h with h ≺ x and a countable set
A˜ ⊆ R 6=0, there exists a compact set E˜ ⊆ [0, log(2)] such that Hh(E˜) > 0 and the
set of differences of E˜ given by E˜ − E˜ := {y − x : x, y ∈ E˜} does not contain
any element of A˜.
Proof. We define A := eA˜ := {ea˜ : a˜ ∈ A˜} ⊆ (0,+∞) \ {1}. By Corollary 8 we
have a compact set E ⊆ [1, 2] such that Hh(E) > 0 and y
x
6= a for all distinct
x, y ∈ E and all a ∈ A. We choose E˜ := log(E). We have Hh(E˜) > 0, because
log |[1,2] : [1, 2]→ [0, log(2)] is a bilipschitz function. For every a˜ ∈ A˜, and distinct
x˜, y˜ ∈ E˜, we have a˜ = log(a) with a ∈ A, x˜ = log(x) and y˜ = log(y) where
x, y ∈ E are distinct, so
y˜ − x˜ = log(y
x
) 6= log(a) = a˜.

In particular, if A˜ is a countable and dense set, we obtain a set E˜ of posi-
tive Hh-measure whose set of differences has empty interior. This contrasts with
Steinhaus’ Theorem, asserting that the difference set of a set of positive Lebesgue
measure contains an interval.
Corollary 10. Given a dimension function h with h ≺ x and given a countable
set of planes {πk}k in R3 containing the origin, there exists a compact set E ⊆ R
with Hh(E) > 0 such that
(x, y, z) /∈ πk ∀k for all distinct x, y, z ∈ E.
Proof. Each of those planes πk is given by an equation ψk(x, y, z) := akx+ bky +
ckz = 0. Taking d = 1, mk = 3 for all k, and ψk as above, and applying Theorem
A the result follows. 
Corollary 11. Given a dimension function h with h ≺ x and a countable set
A ⊆ (1,+∞), there exists a compact set E ⊆ R with Hh(E) > 0 such that
z − x
z − y /∈ A ∀x < y < z in E.
Proof. If we choose πk : x − αky + (αk − 1)z = 0 in Corollary 10, the result
follows. 
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In particular, choosing A = {2}, there exists a compact set E ⊆ R with
Hh(E) > 0 that does not contain any arithmetic progression of length 3. Note that
choosing e.g. h(x) := − log(x)x, we recover the result of Keleti ( [9]) mentioned
in the introduction.
Corollary 12. It is an equivalent result if we consider ψk : R
mkd → RNk in
Theorem A.
Proof. It is clear that this is more general than Theorem A. And Theorem A
implies this statement, since given ψk : R
mkd → RNk we can separate it into Nk
linear functions, discard the zero functions, and apply the theorem. 
Corollary 13. Let d ∈ N and let h a dimension function such that h ≺ xd. Then
there exists a compact set E ⊆ Rd such that Hh(E) > 0, and E does not contain
the vertices of any parallelogram.
Proof. This follows from Theorem A and Corollary 12, taking
ψ : R4d → Rd, ψ( #»x1, #»x2, #»x3, #»x4) := #»x1 − #»x2 + #»x3 − #»x4.

The previous corollary is an improvement over Maga’s result [10, Theorem 2.3].
Corollary 14. Let d ∈ N and let h a dimension function such that h ≺ xd. Let
(αn)n∈N ⊆ R 6=0. We get a compact set E ⊆ Rd such that Hh(E) > 0, and for all
n ∈ N, E does not contain the vertices of any trapezoid with the lengths of the
parallel sides in proportion αn.
Proof. Taking ψn : R
4d → Rd given by ψn( #»x1, #»x2, #»x3, #»x4) := #»x1 − #»x2 − αn( #»x3 − #»x4),
the result follows by applying Theorem A and Corollary 12. 
We have the following complex version:
Corollary 15. Let h be a dimension function with h ≺ x2s (with s ∈ N), m ≥ 2,
and consider a sequence of R-linear functions (ψk)k∈N such that ψk : Cms → C.
Then there exists a compact set E ⊆ Cs such thatHh(E) > 0 and ψk( #»x1, · · · , #  »xm) 6=
0 for all distinct #»x1, · · · , #  »xm ∈ E.
Proof. We take d = 2s and identify C with R2 in Theorem A and Corollary 12. 
Corollary 16. Let h be a dimension function with h ≺ x2, and let (Pn)n∈N =
(xn, yn, zn)n∈N a sequence of triplets of different complex numbers. Then there
exists a compact set E ⊆ C, with Hh(E) > 0, that does not contain a similar copy
of any of the given triplets
Proof. Take m = 3 and for each n ∈ N define αn := zn−xnzn−yn , ψn(x, y, z) = (αn −
1)z − αny + x, and apply Corollary 15. 
In particular, taking h(x) := −x2 log(x), we recover the results of Maga [10,
Theorem 2.8], and Falconer [5] mentioned in the introduction.
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