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摘  要: 提出了一种基于信任机制的动态任务调度模型, 该模型通过 MDS (M onitoring and
D iscovery Service)和 NWS( Network W eather Service)组件完成资源信息的收集与反馈, 并借鉴现实人
类社会中人与人之间的信任关系模型引入信任机制, 对数据存储系统采用 DSRL ( Dynam ic Self2
adapt ive distributed Replica Locat ion)方法,对出错节点上的任务采用动态迁移方法。在任务调度策略
中对M in2m in算法进行改进,提出了基于信任机制的 Trust2M in2m in算法, 提高了网格计算的有效性。
最后,采用 SimGrid工具包对该模型和算法进行了仿真,验证了算法的合理性和高效性。
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Abstra ct: A kind of trust mechan ism2based dynam ic task schedu ling m ode l was presented, which collected and feeded
back resource inform ation through the use of MDS and NWS. It imported trust m echan ism by using interpersonal trust
relationsh ip in hum an soc ie ty for re ference, and adopted the m e thod of DSRL (Dynam ic Se lf2adaptive distributed Replica
Loca tion m ethod) for them anagement ofdata repository and them ethod of dynam ic transfer for the tasks in the troub le nodes.
For the task schedu ling strategy, theM in2m in a lgor ithm was m odified and the T rust2M in2m in a lgorithm was proposed wh ich
enhanced the va lidity ofgrid com puting. A t last th is algorithm was simu lated with the a id of S imG rid toolk it and it was proved
reasonable and effic ient.







的研究项目, 如 G lobus正致力于建立地理分布资源的无缝连
接和主观一体化。
网格资源主要包括计算资源 (Computation H osts)、通信资






















A* 算法、M in2m in算法、M ax2m in算法等 [ 3] ;较新的有: 22Phase





务调度模型, 并对M in2m in调度算法进行改进,提出了基于信





Compu ter App lications
 




















( 1) 用户将元任务和 QoS需求提交到网格系统 /任务提
交中心0;
( 2) /任务提交中心0将任务保存在 /任务队列0中, 并通
过 / QoS查询系统0根据用户提交的 QoS需求查询 /网格服务
资源信息中心0,将结果返回给 / QoS控制模块0;
( 3) / QoS控制模块 0根据 / QoS查询系统0 返回的结果
对资源进行预选择, 得到满足 QoS需求条件的资源子集;
( 4) /任务调度器0按照调度策略将任务调度到各个 /局
域任务队列0;
( 5) 在局域服务层次上使用类似 ( 1) ~ ( 4)的过程将 /局
域任务队列0中的任务调度到各个集群上;
( 6) 在集群服务层次上, 资源节点在定位、获得所需数据
后开始计算任务;
( 7) 如果任务在执行过程中出错 (包括超出规定时间、
节点出错、退出网格系统等情况 ), 则基于 /信任机制0将出错
节点上的任务转移到其他计算资源节点,直到任务完成为止。
图 1 基于信任机制的动态任务调度模型
1. 2 网格环境下的 QoS层次结构
在网格环境中, 根据网格资源类型的不同, QoS类型也是
多种多样。为了方便, 本文讨论的 QoS仅包括通信资源 (通





由用户提出 QoS需求; 第二层为网格服务 QoS层, 主要描述
网格服务的 QoS需求和管理局域服务的 QoS信息;第三层为
局域服务 QoS层,主要描述局域服务的 QoS需求和管理集群
服务的 QoS信息;第四层为集群服务 QoS层, 主要描述和匹
配任务在计算资源节点执行的 QoS信息。



























参数 (如:计算能力、带宽等 )比较关系来进行确定, 可表示
为:





k ) ( 1 - Q
( i, j )
)
其中: N 表示需要考虑的 QoS参数个数; Xk表示第 k个 QoS参
数的权重 (如:在局域服务层次, 计算能力 QoS的权重应小于
带宽 QoS的权重;在集群服务层次,计算能力 QoS的权重应大
于带宽 QoS的权重 ); Q( i, j ) 表示将集群 i上的任务转移到集群
j的失败率, 初始值 Q( i, j) = 0; p( i, j )k 表示集群 i与集群 j之间第
k个 QoS参数的比较关系值 (假设第 k个 QoS参数为集群的计
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算能力, 若集群 i的计算能力大于集群 j的计算能力, 则 p ( i, j)k
= 0;若集群 i的计算能力等于集群 j的计算能力, 则 p( i, j )k = 1;








( B( i, k) @D irect_T ru st(k, j) )
其中: M表示网格系统中集群个数; B( i, k) 表示集群 i与 k之间




境的不断变化, B( i, k) 的值也不断变化。
综上, 集群 i, j之间的信任关系值可表示如下:








位采用一种可扩展、动态自适应的分布副本定位方法 ) ) )




























算法存在, Tracy D. B raun等人已经做了详细的研究 [ 3]。实验
结果表明, M in2m in、GA和 A* 能够得到较好的性能, 然而, GA
和 A* 的运行速度较慢, 不能适应大规模的计算环境。M in2
m in算法仍然是目前网格调度算法的研究基础之一。





统由 m个异构的集群 C = {c1, c2, , , cm }(组成 r个局域, L =
{l1, l2, , , lr })和 n个数据存储系统 S = {s1, s2, , , sn }所组
成。在网格环境下主要考虑的任务模式为元任务 [ 3] , 即一组
相互独立、任务之间没有通信和数据依赖的任务集合, 设有 k










( 1)ETC( ti, cj ):任务 ti在集群 cj上的预期执行
时间, 若任务 ti不能在集群 cj上执行,则为系统定义的最
大值;
( 2)MCT ( ti, cj, sl ):任务 ti在集群 cj上运行, 存取数据存
储系统 sl上的数据作为输入参数的预期完成时间, 则 k个任
务在m个不同集群上存取不同数据存储系统上的数据作为输
入参数的预测最小完成时间是一个 k @m @n矩阵 Cluster2
MCT;
( 3)MCT ( ti, lk ):任务 ti在局域 lk上运行的预期最小完
成时间, 则 k个任务在 r个不同局域上的预测最小完成时间是
一个 k @r矩阵 LA2MCT;
( 4)START( cj ):集群 cj的最早可用时间;
( 5)Da ta2START ( sl ):数据存储系统 sl的最早可用时间;




因此, 若 Da ta2START ( sl ) > START (cj ), 则 MCT ( ti, cj,
sl ) = D a ta2START( sl ) + TRAN ( ti, cj, sl ) + ETC( ti, cj ) ;否则,
MCT ( ti, cj, sl ) = START ( cj ) + TRAN ( ti, cj, sl ) + ETC( ti, cj )。
那么, MCT ( ti, lk ) = m in(MCT ( ti, cj, sl ) ) (P cj I lk )。
2. 2 调度策略




命名为 QoS(h, h)、QoS(h, l)、QoS( l, h)、QoS( l, l)。在进行任
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务调度时, 先调度 QoS(h, h ), 再依次调度 QoS( h, l)、QoS( l,
h )、QoS( l, l) , 这样做的目的是为了避免出现高性能资源被
QoS需求低的任务所占用 ,而那些 QoS需求高的任务由于满
足不了其执行条件所需要的资源,而停滞在那里, 导致整个任
务的完成时间延迟。先调度 QoS(h, l)然后调度 QoS( l, h), 可
使得 QoS( h, l) 的数据传输部分尽快结束 , 计算部分尽快开
始, 以便与 Q oS( l, h )的数据传输部分并行执行, 使得元任务
中占用绝大部分时间的任务执行部分能够并行执行, 从而缩
短总的任务完成时间。




( 1) 对集合中每一个等待分配的任务 ti, 分别计算出把
该任务分配到每个局域上的最小完成时间。假设该任务在第 j
个局域上的完成时间为最小, 记为 M in2LA2Time( i) =
MCT ( ti, lk ), 可得到一个含有 k个元素的一维数组 M in2LA2
T im e;
( 2) 对于任务 ti,计算
Trust2M in2LA2T ime ( i) =
M in2LA2T ime( i)
Trust( k, j)
假设任务 ti是从局域 k提交到网格系统的,分配到第 j个局域
上的完成时间为最小 ;
( 3) 选择 T rust2Min2LA2Time数组中具有最小完成时间的
任务 a, 并将它插入到相对应的局域任务集合中;









间为最小, 记为Min2Cluster2T ime( i) = MCT ( ti, cj, sl ), 可得到
一维数组 M in2Cluster2T im e;
( 2) 对于任务 ti,计算
Trust2M in2Clu ster2T ime( i) =
M in2Clu ster2Time( i)
T ru st(k, j)
假设任务 ti是从集群 k提交到网格系统的,分配到第 j个集群
上并存取数据存储系统 sl上的数据作为输入参数的完成时间
为最小;
( 3) 选择 T rust2M in2Clu ster2T im e数组中具有最小完成时
间的任务 a, 并将它分配给相对应的集群;
( 4) 从任务集合中把任务 a删除, 同时更新 Cluster2MCT
矩阵。
2. 2. 3 基于信任机制的调度策略
基于上述分析, 基于信任机制的调度策略主要包括下面
三个步骤:
( 1)定义 QoS参数的阈值, 根据任务 QoS需求, 将元任务
按上述方法分成 4 个任务集合: QoS(h, h )、QoS( h, l)、
QoS( l, h)、QoS( l, l);
( 2)运用 Trust2M in2m in算法, 依次对任务集 QoS(h, h )、








( 3)若在任务执行过程中资源节点 ck出错,则对 ck上所
有未完成任务进行迁移。若采用第一种方法,则首先计算整体
任务 t在其他所有可用资源节点上执行的完成时间MCT ( t,
cj, sl ), 然后计算
T ru st2T ime( j) =
MCT ( t, cj, sl )
Trust(k, j)
最后选择最小的 Trust2T ime( j) ,并将整体任务 t迁移到对应的










Trust2M in2m in算法的复杂度与M in2m in算法相同, 因此具
有相近的执行效率。由于 S imG rid提供了一系列 API,可以方
便地随机生成不同的主机处理能力、网络带宽、通信延迟、数据
传输量和计算量等参数, 我们将采用 S imGr id网格任务调度模
拟器对这两种算法进行模拟实验,分别对考虑任务 QoS需求和
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对任务迁移率等不同方面进行测试比较。模拟的网格环境由
20个集群组成 4个局域,初始信任关系值均设为 1,每个集群
上有各自的数据存储系统, 每个集群的 CPU速率 (计算能力 )
在 500MH z到 800MH z之间随机给定, 局域内部集群之间的通
信带宽设为 100M bps,局域之间的通信带宽设为 1M bps。对每




设定为集群数的 20% (即 2 020% = 4个 ), 对任务迁移采用第
二种方法且不考虑迁移开销,最后计算这 100次仿真的平均值
作为结果。实验结果如图 4所示。
图 4( a)显示对任务 QoS需求进行考虑调度的 Trust2M in2
m in算法比不考虑任务 QoS需求的 M in2m in算法执行效果
好, 随着任务的增加, Trust2M in2m in算法的 m akespan增加速
度比 M in2m in算法稍慢。图 4( b)显示随着仿真次数的增加,
信任机制的建立, Trust2M in2m in算法的任务迁移率逐渐减小,




并使用改进的基于信任机制的 Trust2M in2m in算法进行任务
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