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Matrix Expression of Finite Boolean-type Algebras
Daizhan Cheng†‡, Jun-e Feng†∗, Jianli Zhao†, Shihua Fu†
Abstract—Boolean-type algebra (BTA) is investigated. A BTA
is decomposed into Boolean-type lattice (BTL) and a comple-
mentation algebra (CA). When the object set is finite, the matrix
expressions of BTL and CA (and then BTA) are presented. The
construction and certain properties of BTAs are investigated
via their matrix expression, including the homomorphism and
isomorphism, etc. Then the product/decomposition of BTLs are
considered. A necessary and sufficient condition for decomposi-
tion of BTA is obtained. Finally, a universal generator is provided
for arbitrary finite universal algebras.
Index Terms—Boolean-type algebra, lattice, complementation,
universal algebra, semi-tensor product of matrices.
I. INTRODUCTION
Boolean algebra (BA) was firstly proposed by George Boole
in mid of 19 century [1], [2]. “Boolean algebra lay dormant
until 1939, when Shannon discovered that it was the appropri-
ate language for describing digital switching circuit, Boole’s
work thus became an essential tool in the modern development
of electronics and digital computer technology”, and Boole
is “remembered as the father of symbolic logic and one of
the founders of computer science” [9]. BA is fundamental to
computer circuits, computer programming, and mathematical
logic, it is also used in other areas of mathematics such as set
theory and statistics [8].
Unfortunately, many useful algebraic objects, which have
similar properties as those of BA, are not BA, because only
the “complementation laws” are not satisfied. For instance,
k-valued logic [12], fuzzy logic [14], mini-max algebra [6],
etc. From universal algebra point of view [3], a BA is a
composition of a lattice with a complement. Lattice is an
algebra of type Tℓ = (2, 2, 0, 0), complement is an algebra of
type of Tc = (1, 0, 0), and hence a BA is an algebra of type
Tb := (2, 2, 1, 0, 0). For statement ease, an algebra of type
Tb := (2, 2, 1, 0, 0) is called a Boolean-type algebra (BTA).
In addition to BA, there are several other well established
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algebras belonging to BTA, e.g., De Morgan algebra, Kleene
Algebra, Pseudo Algebra, Stone algebra [13], etc. The purpose
of this paper is to provide a matrix technique to formulate and
investigate them.
Semi-tensor product (STP) is a newly established matrix
product, which has been successfully used to analysis and
control of k-valued network, including Boolean network as
its special case [4]. It is expected that STP is also useful
in investigating general BTAs. That is the motivation of this
paper.
This paper concerns only finite BTAs. Using STP, matrix ex-
pressions have been proposed for two kinds of finite algebras:
(i) lattices, including simple lattice, distributive lattice, and
bounded distributive lattice; (ii) compliments, including De
Morgan’s complement, Kleene’s complement, Pseudo comple-
ment, and Stone’s complement, etc. Putting them together, we
have matrix expressions of BTAs. Using matrix expressions,
certain basic properties of BTAs are investigated.
Then the decomposition of a BTA is considered, which
means decomposing a BTA into a product of two BTAs.
Based on the matrix expressions of its operators, a necessary
and sufficient condition is provided, which is straightforward
verifiable.
Finally, as an application of the matrix expression of finite
BTAs, we provide a general generator for arbitrary finite uni-
versal algebra. The generator is a BTL, with free complements.
The rest of this paper is organized as follows: Section 2
briefly reviews STP and the matrix expression of k-valued
logical functions. Section 3 considers the matrix expression of
finite BTAs, consisting of matrix expressions of finite BTLs
and CAs. Some examples are included. In Section 4 the
homomorphism and isomorphism of finite BTAs are inves-
tigated via their matrix expressions. Section 5 considers the
decomposition of BTAs. Necessary and sufficient condition is
presented. In Section 6, a set of BTAs with free complements
are presented as a universal generator of all finite valued
universal algebras. Section 7 is a brief conclusion with a
suggestion of some problems for further study.
Before ending this section, a list of notations is presented
as follows:
1) Rn: n dimensional Euclidean space.
22) Mm×n: the set of m× n real matrices.
3) Col(M) (Row(M)): the set of columns (rows) of M .
Coli(M) (Rowi(M)): the i-th column (row) of M .
4) D := {0, 1}.
5) δin: the i-th column of the identity matrix In.
6) ∆n :=
{
δin|i = 1, · · · , n
}
; ∆ := ∆2.
7) 1ℓ := (1, 1, · · · , 1︸ ︷︷ ︸
ℓ
)T.
8) ⋉: semi-tensor product of matrices. (The symbol ⋉ is
mostly omitted. Hence, throughout this paper AB :=
A⋉B.)
9) Sk: the k-th order symmetric group.
10) ⊓: intersection of lattice.
11) ⊔: union of lattice.
12) ∗: Khatri-Rao product of matrices.
13) A matrix L ∈ Mm×n is called a logical matrix if
Col(L) ⊂ ∆m. Denote by Lm×n the set ofm×n logical
matrices.
14) If L ∈ Ln×r, by definition it can be expressed as
L = [δi1n , δ
i2
n , · · · , δ
ir
n ]. For the sake of compactness,
it is briefly denoted as L = δn[i1, i2, · · · , ir].
II. STP AND ITS APPLICATION TO k-VALUED LOGIC
A. Semi-tensor Product of Matrices
This subsection provides a brief survey on STP of matrices.
We refer to [5] for all the concepts/results involved in this
paper.
Definition 2.1: Let M ∈ Mm×n, N ∈ Mp×q , and t =
lcm(n, p) be the least common multiple of n and p. The STP
of M and N is defined as
M ⋉N :=
(
M ⊗ It/n
) (
N ⊗ It/p
)
∈Mmt/n×qt/p, (1)
where ⊗ is the Kronecker product.
Remark 2.2:
1) When n = p, M ⋉ N = MN . That is, STP is a gen-
eralization of conventional matrix product. Moreover, it
keeps all the properties of conventional matrix product
available.
2) Throughout this paper the matrix product is assumed to
be STP and because of 1) the symbol “⋉” is mostly
omitted.
In the following we list some properties of STP, which will
be used in the sequel.
Proposition 2.3:
(i) Associativity Law:
(A⋉B)⋉ C = A⋉ (B ⋉ C). (2)
(ii) Distribution Laws:
(A+B)⋉ C = A⋉ C +B ⋉ CA⋉ (B + C) = A⋉B +A⋉ C. (3)
(iii)
(A⋉B)T = BT ⋉AT . (4)
(iv) Assume A and B are invertible, then
(A⋉B)−1 = B−1 ⋉A−1. (5)
(v) Assume x ∈ Rt is a column vector, A is an arbitrary
matrix, then
x⋉A = (It ⊗A)⋉ x. (6)
Definition 2.4:
W[m,n] :=
[
In ⊗ δ
1
m, In ⊗ δ
2
m, · · · , In ⊗ δ
m
m
]
∈Mmn×mn
(7)
is called a swap matrix.
The following three propositions are used in the sequel.
Proposition 2.5:
WT[m,n] =W
−1
[m,n] = W[n,m]. (8)
Proposition 2.6:
(i) Let x ∈ Rm and y ∈ Rn be two column vectors. Then
W[m,n]xy = yx. (9)
(ii) Let ξ ∈ Rp, η ∈ Rq, x ∈ Rm and y ∈ Rn be four
column vectors. Then(
Ip ⊗W[m,n] ⊗ Iq
)
ξxyη = ξyxη. (10)
Proposition 2.7: Let A ∈Mm×n and B ∈ Mp×q. Then
W[m,p](A⊗B)W[q,n] = B ⊗A. (11)
Finally, we introduce Khatri-Rao Product of two matrices
[5]. Let A ∈Mp×s and B ∈Mq×s. The Khatri-Rao product
of A and B, denoted by A ∗B, is defined as
Coli(A ∗B) = Coli(A)⋉ Coli(B), i = 1, · · · , s. (12)
B. Algebraic Expression of k-valued Logical Functions
Assume S = {s1, s2, · · · , sn} is a finite set. Then we can
identify each element with a vector δin ∈ ∆n. Say, si ∼ δ
i
n,
i = 1, 2, · · · , n. This expression is called the vector form
expression of finite sets. The order of the correspondence can
be assigned arbitrarily.
For instance, in classical logic, S = D2 = {0, 1}, a logical
variable x ∈ D can be expressed in vector form as
x ∼
[
x
1− x
]
.
3Similarly, the vector expression of classical logical variables
can also be used for multi-valued logic.
Example 2.8: Consider k- valued logic, usually we identify
i
k − 1
∼ δk−ik , i = 0, 1, · · · , k − 1. (13)
Using this order, we have
δik ∧ δ
j
k = δ
max (i,j)
k ;
δik ∨ δ
j
k = δ
min (i,j)
k ;
¬δik = δ
k+1−i
k .
Using vector form expression, an n variable logical function
f : Dn → D can be expressed as a mapping from ∆n to ∆.
Then we have
Theorem 2.9: Let f : Dn → D. Then, using vector form
expression, we have
f(x1, · · · , xn) = Mf ⋉
n
i=1 xi, (14)
where Mf ∈ L2×2n is unique, called the structure matrix of
f .
Hereafter, we use Dk to express the set of k elements, and
∆k for their vector expressions.
Define a power reducing matrix as
PRk := diag(δ
1
k, δ
2
k, · · · , δ
k
k), k ≥ 2. (15)
Then we have the following formula.
Proposition 2.10: Assume a vector form logical variable
x ∈ ∆k. Then
x2 = PRkx, k ≥ 2. (16)
III. MATRIX EXPRESSION OF FINITE BTA
A. Structure Matrix of Finite BTL
Definition 3.1: [15]
1) A set B with two binary operators ⊓, ⊔ is called a
lattice, if
(i) (B,⊓) and (B,⊔) are Abelian semi-groups.
(ii) (Absorption Laws)
x ⊓ (x ⊔ y) = x;
x ⊔ (x ⊓ y) = x.
(17)
2) A lattice B is distributive, if
x ⊓ (y ⊔ z) = (x ⊓ y) ⊔ (x ⊓ z);
x ⊔ (y ⊓ z) = (x ⊔ y) ⊓ (x ⊔ z).
(18)
3) A lattice is bounded, if there exist largest element 1
and smallest element 0 such that
x ⊓ 1 = x;
x ⊔ 0 = x.
(19)
Consider a finite set B, where B = {b1, b2, · · · , bk},
k < ∞. Assume (B,⊓,⊔,1,0) ∈ (B, Tℓ). We convert the
elements of B into vector form as b1 := 1 ∼ δ
1
k, b2 ∼
δ2k, · · · , bk := 0 ∼ δ
k
k . Assume Mc(k) and Md(k) are
structure matrices of ⊓ and ⊔ respectively, then we have the
following equivalent algebraic conditions for BTL.
Theorem 3.2: Assume |B| = k <∞, (B,⊓,⊔) is a lattice,
if and only if,
(i) Associativity of ⊓:
[Mc(k)]
2 = Mc(k) (Ik ⊗Mc(k)) . (20)
(ii) Associativity of ⊔:
[Md(k)]
2 =Md(k) (Ik ⊗Md(k)) . (21)
(iii) Commutativity of ⊓:
Mc(k) = Mc(k)W[k,k]. (22)
(iv) Commutativity of ⊔:
Md(k) = Md(k)W[k,k]. (23)
(v) Absorption Laws:
Mc(k)(Ik ⊗Md)PRk = Ip ⊗ 1
T
q ;
Md(k)(Ik ⊗Mc)PRk = Ip ⊗ 1
T
q
(24)
Proof 3.3: We prove (20) only. The proofs of others are
similar. Expressing (x ⊓ y) ⊓ z = x ⊓ (y ⊓ z) into algebraic
form, we have
Mc(k) ((Mc(k)xy)z) = Mc(k) (x(Mc(k)yz)) . (25)
Now the left hand side of (25) is
LHS = [Mc(k)]
2xyz.
The right hand side of (25) is
RHS = Mc(k)xMc(k)yz
= Mc(k) (Ik ⊗Mc(k)) xyz.
Since x, y, z ∈ ∆k are arbitrary, (20) follows.
Similarly, we have the following results:
Proposition 3.4: Assume (B,⊓,⊔) is a lattice with |B| =
k <∞. B is distributive, if and only if,
Mc(k) (Ik ⊗Md(k)) = Md(k)Mc(k) (Ik2 ⊗Mc(k))(
Ik ⊗W[k,k]
)
PRk,
(26)
and
Md(k) (Ik ⊗Mc(k)) =Mc(k)Md(k) (Ik2 ⊗Md(k))(
Ik ⊗W[k,k]
)
PRk.
(27)
Proposition 3.5: Assume (B,⊓,⊔) is a lattice with |B| =
k <∞. B is bounded, if and only if, there exist 1 := δ1k and
0 := δkk such that
Mcδ
1
k = Ik;
Mdδ
k
k = Ik.
(28)
4B. Structure Matrix of Finite CA
First, we list some complements, most of them are well
known [7].
Definition 3.6: Let B be a lattice with |B| = k. A
complement operator may be defined as follows:
(i) Free Complement:
x′ := ϕ(x), x ∈ B, (29)
where ϕ : B → B is a preassigned unary mapping.
(ii) Double Idempotent Complement (DIC): There are
largest element 1 and smallest element 0, such that
1
′ = 0, 0′ = 1,
x′′ = x.
(30)
(iii) De Morgan’s Complement: It is a complement satisfying
De Morgan’s Laws:
(x ⊔ y)′ = x′ ⊓ y′,
(x ⊓ y)′ = x′ ⊔ y′, x, y ∈ B.
(31)
(iv) Kleene’s Complement: It is a De Morgan’s complement,
and satisfying
x ⊓ x′ ≤ y ⊔ y′, x, y ∈ B. (32)
(v) Pseudo Complement:
x′ = ⊔{y | x ⊓ y = 0}, (33)
(vi) Stone Complement: It is a pseudo complement, and
satisfying
x′ ⊔ x′′ = 1. (34)
(vii) Boolean Complement:
x ⊔ x′ = 1, x ⊓ x′ = 0. (35)
The following result is straightforward verifiable.
Proposition 3.7: Let B be a lattice with |B| = k.
(i) ′ is a free complement, if and only if, there is a
logical matrix Mn ∈ Lk×k , called the structure matrix of
the complement, such that
x′ := Mnx, x ∈ B. (36)
(ii) ′ is a DIC, if and only if, Col1(Mn) = δ
k
k ,
Colk(Mn) = δ
1
k, and the following equality holds:
[Mn]
2 = Ik. (37)
(iii) ′ is a De Morgan’s Complement, if and only if,
MnMd = Mc(Mn ⊗Mn),
MnMc = Md(Mn ⊗Mn).
(38)
(iv) ′ is a kleene’s complement, if and only if, its structure
matrix Mn satisfied (38) and the following (39).
Mc (Mc(Ik ⊗Mn)PRk) [Ik ⊗ (Md(Ik ⊗Mn)PRk)]
=Mc(Ik ⊗Mn)PRk(Ik ⊗ 1
T
k ).
(39)
(v) ′ is a pseudo complement, if and only if,(
δik
)′
= ⊔j∈Jδ
j
k, (40)
where
J =
{
j | Colj(M
i
c) = δ
k
k
}
,
and M ic is the i-th k × k block of Mc.
(vi) ′ is a Stone complement, if and only if, Mn is the
structure matrix of pseudo complement, satisfying
Md
(
Mn ⊗ [Mn]
2
)
PRk = 1
T
k ⊗ δ
1
k. (41)
(vii) Boolean Complement:
Md (Ik ⊗Mn)PRk = 1
T
k ⊗ δ
1
k,
Mc (Ik ⊗Mn)PRk = 1
T
k ⊗ δ
k
k .
(42)
C. Constructing Finite BTA
Definition 3.8: A = (B,⊓,⊔, ′,1,0) is called a Boolean
type algebra, if L = (B,⊓,⊔,1,0) is a lattice and C =
(B, ′), (or C = (B, ′,1,0) is 1, 0 are required), is a
complement on L.
Remark 3.9: There are some well known Boolean type
algebras. For instance, let L be a bounded distributive lattice.
Then [13]
(i) if C is a De Morgan’s complement, A is De Morgan
algebra;
(ii) if C is a kleene’s complement, A is kleene algebra;
(iii) if C is a Stone’s complement, A is Stone algebra;
(iv) if C is a Boolean complement, A is Boolean algebra.
Because of the above remark and for statement ease, we give
the following assumption:
A1: L is a bounded distributive lattice (i.e., BL of a BA).
Hereafter, we consider only bounded distributed L. The
argument for other lattices is similar.
Using the above matrix expressions of the BTL and CA, it
is easy to construct finite BTAs.
Example 3.10: Let k = 4. Using Theorem 3.2 and Propo-
sition 3.4, it is easy to figure out that there are only three
bounded distributive lattices, which are
(i)
M1c (4) = δ4[1, 2, 3, 4, 2, 2, 2, 4, 3, 2, 3, 4, 4, 4, 4, 4];
M1d (4) = δ4[1, 1, 1, 1, 1, 2, 3, 2, 1, 3, 3, 3, 4, 4, 4, 4];
(43)
5(ii)
M2c (4) = δ4[1, 2, 3, 4, 2, 2, 3, 4, 3, 3, 3, 4, 4, 4, 4, 4];
M2d (4) = δ4[1, 1, 1, 1, 1, 2, 2, 2, 1, 2, 3, 3, 4, 4, 4, 4];
(44)
(iii)
M3c (4) = δ4[1, 2, 3, 4, 2, 2, 4, 4, 3, 4, 3, 4, 4, 4, 4, 4];
M3d (4) = δ4[1, 1, 1, 1, 1, 2, 1, 2, 1, 1, 3, 3, 4, 4, 4, 4];
(45)
Next, we consider complements.
(i) Since there are |L4×4| = 4
4, there are 44 free
complements.
(ii) There are two DIC, which are
M1n(4) = δ4[4, 2, 3, 1], (46)
and
M2n(4) = δ4[4, 3, 2, 1]. (47)
(iii)
– For the lattice (43) or (44) there are 35 De Mor-
gan’s complements, which are all kleene’s comple-
ment. So they form 35 Kleene algebras. Particularly,
(47) is a Kleene complement, while (46) is not even
a De Morgan’s complement.
– For the lattice (45) there are 16 De Morgan’s
complements. Among them, there are 9 kleene’s
complements. Particularly, (47) is a Kleene’s com-
plement, while (46) is a De Morgan’s complement,
but not kleene’s complements.
(vi)
– For the lattice (43) or (44), it is easy to verify that
the only pseudo complement is
Mn(4) = δ4[4, 4, 4, 1], (48)
which is obviously Stone’s complement.
– For the lattice (45), the only pseudo complement
is
Mn(4) = δ4[4, 3, 2, 1], (49)
which is also Stone’s complement.
Example 3.11: Let k = 5.
• It is easy to figure out that there are 12 bounded
distributive lattices, which are
M ic(5) = δ5[1, 2, 3, 4, 5, 2, 2, ai, bi, 5, 3, ai, 3, ci, 5,
4, bi, ci, 4, 5, 5, 5, 5, 5, 5];
M id(5) = δ5[1, 1, 1, 1, 1, 1, 2, di, ei, 2, 1, di, 3, fi, 3,
1, ei, fi, 4, 4, 1, 2, 3, 4, 5], i = 1, 2, · · · , 12,
(50)
where vi := (ai, bi, ci, di, ei, fi), i = 1, 2, · · · , 12 are
v1 = (2, 2, 2, 3, 4, 1), v2 = (2, 2, 3, 3, 4, 4),
v3 = (2, 2, 4, 3, 4, 3), v4 = (2, 4, 4, 3, 2, 3),
v5 = (2, 5, 4, 3, 3, 3), v6 = (3, 2, 3, 2, 4, 4),
v7 = (3, 3, 3, 2, 1, 4), v8 = (3, 4, 3, 2, 2, 4),
v9 = (3, 4, 4, 2, 2, 3), v10 = (3, 4, 5, 2, 2, 2),
v11 = (4, 4, 4, 1, 2, 3), v12 = (5, 2, 3, 4, 4, 4).
• We consider only the DIC. There are 4 DICs, which
are
M1n(5) = δ5[5, 2, 3, 4, 1],
M2n(5) = δ5[5, 3, 2, 4, 1],
M3n(5) = δ5[5, 4, 3, 2, 1],
M4n(5) = δ5[5, 2, 4, 3, 1].
• Using above bounded distributive lattices and DICs,
we can construct 6 De Morgan Algebras, which are
DMA1(5) =
(
M2c (5),M
2
d (5)
)⋃
M3n(5),
DMA2(5) =
(
M3c (5),M
3
d (5)
)⋃
M2n(5),
DMA3(5) =
(
M4c (5),M
4
d (5)
)⋃
M4n(5),
DMA4(5) =
(
M6c (5),M
6
d (5)
)⋃
M4n(5),
DMA5(5) =
(
M8c (5),M
8
d (5)
)⋃
M2n(5),
DMA6(5) =
(
M9c (5),M
9
d (5)
)⋃
M3n(5).
IV. HOMOMORPHISM AND ISOMORPHISM
A. Homomorphism
Definition 4.1:
1) Let Li = (Bi,⊓i,⊔i,1i,0i), i = 1, 2 be two bounded
lattices, and π : B1 → B2. Then π is called a lattice
homomorphism if
π(x ⊓1 y) = π(x) ⊓2 π(y),
π(x ⊔1 y) = π(x) ⊔2 π(y), x, y ∈ B1,
π(11) = 12,
π(01) = 02.
(51)
2) Let Ai = (Bi,⊓i,⊔i,
′
i,1i,0i), i = 1, 2 be two
BTAs, and π : B1 → B2. Then π is called a BTA
homomorphism if it is a lattice homomorphism of Li =
(Bi,⊓i,⊔i,1i,0i), i = 1, 2, and
π(x′1) = (π(x))
′
2 . (52)
Assume |B1| = p, |B2| = q. Express B1 =
{δ1p, δ
2
p, · · · , δ
p
p}, B2 = {δ
1
q , δ
2
q , · · · , δ
q
q}. Then π : B1 → B2,
can be expressed in a matrix form as
π(x) =Mπx,
where Mπ ∈ Lq×p is the structure matrix of π.
Proposition 4.2:
61) Let Li = (Bi,⊓i,⊔i,1i,0i), i = 1, 2 be two bounded
lattices, |B1| = p < ∞, |B2| = q < ∞ and π : B1 →
B2. Then π a lattice homomorphism, if and only if,
MπM
1
c = M
2
cMπ (Ip ⊗Mπ) ,
MπM
1
d = M
2
dMπ (Ip ⊗Mπ) ,
Col1(Mπ) = δ
1
q ,
Colp(Mπ) = δ
q
q .
(53)
2) Let Ai = (Bi,⊓i,⊔i,
′
i,1i,0i), i = 1, 2 be two BTAs,
and π : B1 → B2. A lattice homomorphism π is a BTA
homomorphism, if and only if,
MπM
1
n = M
2
nMπ. (54)
Proof 4.3: The proof is straightforward. For instance, we
can prove each equation in (53) is equivalent to each equation
in (51). Say, consider the first one.
π(x ⊓1 y) = π(x) ⊓2 π(y)
⇔
MπM
1
c xy = M
2
cMπxMπy
⇔
MπM
1
c xy =M
2
cMπ (Ip ⊗Mπ)xy
⇔
MπM
1
c = M
2
cMπ (Ip ⊗Mπ) .
B. Isomorphism
Definition 4.4:
1) Let Li = (Bi,⊓i,⊔i,1i,0i), i = 1, 2 be two bounded
lattices, and π : B1 → B2 be a lattice homomorphism.
If a lattice homomorphism π is a one-to-one and onto
mapping, then π is called a lattice isomorphism.
2) Let π : A1 → A2 be a BTA homomorphism. If π is a
one-to-one and onto mapping, then π is called a BTA
isomorphism.
Remark 4.5: It is easy to verify that if π is an isomorphism
then so is π−1.
Definition 4.6: Given a permutation σ ∈ Sn, then its
structure matrix Mσ , defined by
Coli(Mσ) = δ
σ(i)
n , i = 1, · · · , n, (55)
is called a permutation matrix.
The following result is obvious.
Proposition 4.7: Let Ai, i = 1, 2, be two finite BTAs with
(i) |A1| = |A2| = n; (ii) the corresponding structure matrices
are M ic , M
i
d and M
i
n, i = 1, 2, respectively. T : A1 → A2 is
a BTA isomorphism. Then
(i) T is a permutation matrix. That is, there is a σ ∈ Sn
such that T =Mσ . And hence T
T = T−1.
(ii)
M1c = T
TM2c (T ⊗ T ),
M1d = T
TM2d (T ⊗ T ),
M1n = T
TM2nT.
(56)
Example 4.8: Recall Example 3.10. When k = 4 the
only non-trivial isomorphism, which keeps 1 and 0 un-
changed, is T = δ4[1, 3, 2, 4]. Then it is easy to see that
lattices L1 :=
{
M1c (4),M
1
d (4)
}
is isomorphic to L2 :={
M2c (4),M
2
d (4)
}
. As for the complements, M1n(4) is iso-
morphic to M2n(4). Hence, we have isomorphic BTAs as:
A1 =
{
M1c (4),M
1
d (4),M
i
n(4)
}
is isomorphic to A2 ={
M2c (4),M
2
d (4),M
j
n(4)
}
, i, j = 1, 2.
Example 4.9: Recall Example 3.11. When k = 5 there are
5 non-trivial isomorphisms, which keeps 1 and 0 unchanged,
they are
T1 = δ5[1, 2, 4, 3, 5],
T2 = δ5[1, 3, 2, 4, 5],
T3 = δ5[1, 3, 4, 2, 5],
T4 = δ5[1, 4, 2, 3, 5],
T5 = δ5[1, 4, 3, 2, 5].
Since T1 = T
−1
1 , T2 = T
−1
2 , T5 = T
−1
5 , if Ti : Lp →
Lq is a lattice isomorphism, then Ti : Lq → Lp is also an
isomorphism for i = 1, 2, 5. Since T−13 = T4, if T3 (T4) :
Lp → Lq is a lattice isomorphism, then T4 (T3) : Lq → Lp
is also an isomorphism.
We set Li := {M
i
c(5),M
i
d(5)}, i = 1, · · · , 12, and Ci =
{M in(5)}, i = 1, 2, 3, 4. Then it is easy to verify that the
following mappings are lattice isomorphisms:
T1 : L2 → L3; (L3 → L2); L4 → L6; (L6 → L4);
L8 → L9; (L9 → L8);
T2 : L1 → L7; (L7 → L1); L2 → L6; (L6 → L2);
L3 → L8; (L8 → L3); L4 → L9; (L9 → L4);
T3 : L2 → L4; L3 → L9; L4 → L8; L6 → L3;
L7 → L1; L8 → L2; L9 → L6;L10 → L12;
T4 : L1 → L7; L2 → L8; L3 → L6; L4 → L2; L2 → L8;
L6 → L9; L8 → L4; L9 → L3; L12 → L10;
T5 : L2 → L9; (L9 → L2); L3 → L4; (L4 → L3);
L6 → L8; (L8 → L6); L10 → L12; (L12 → L10);
(57)
We conclude that
L2 h L3 h L4 h L6 h L8 h L9,
L1 h L7,
L10 h L12.
7We also have the following complement isomorphisms:
T1 : C1 → C1; C2 → C3; C3 → C2; C4 → C1;
T2 : C1 → C1; C2 → C2; C4 → C1;
T3 : C1 → C1; C2 → C3; C4 → C1;
T4 : C1 → C1; C2 → C2; C4 → C1;
T5 : C3 → C3; C4 → C1.
(58)
Using (57) and (58), we can construct BTA’s isomorphism.
Say, T1 : L4 → L6 is a lattice isomorphism and T1 : C4 → C1
is a complement isomorphism. Then
T1 :
(
M4c (5),M
4
d (5),M
3
n(5)
)
→
(
M6c (5),M
6
d (5),M
1
n(5)
)
is a BTA isomorphism.
V. DECOMPOSITION OF BTAS
A. Product
Definition 5.1:
1) Let Li = (Bi,⊓i,⊔i,1i,0i), i = 1, 2 be two bounded
lattices. Their product can be defined as L := L1×L2 =
(B,⊓p,⊔p,1p,0p), where B = B1×B2 is the Cartesian
product of B1 and B2, and
(x1, x2) ⊓p (y1, y2) := (x1 ⊓1 y1, x2 ⊓2 y2),
(x1, x2) ⊔p (y1, y2) := (x1 ⊔1 y1, x2 ⊔2 y2),
1p = (11,12),
0p = (01,02).
(59)
2) Let Ai = (Bi,⊓i,⊔i,
′
i,1i,0i), i = 1, 2 be two BTAs.
Their product A = A1 ×A2 is a product lattice with
(x1, x2)
′
p := ((x1)
′
1, (x2)
′
2), x1 ∈ B1, x2 ∈ B2.
(60)
When the elements in Bi are expressed in vector form as
B1 = {δ
i
p | i = 1, · · · , p} and B2 = {δ
i
q | i = 1, · · · , q},
Their Cartesian product can be expressed as
B = B1 ×B2
=
{
δipδ
j
q = δ
(i−1)q+j
pq | i = 1, · · · , p; j = 1, · · · , q
}
.
(61)
Using (61), a straightforward computation shows the fol-
lowing:
Proposition 5.2: Let Ai = (Bi,⊓i,⊔i,
′
i,1i,0i) i = 1, 2
be two BTAs, |B1| = p and |B2| = q. Then the product
algebra Ap = A1 ×A2 has structure matrices of its operators
as follows:
(i)
Mpc = M
1
c
(
Ip2 ⊗M
2
c
) (
Ip ⊗W[q,p]
)
. (62)
(ii)
M
p
d = M
1
d
(
Ip2 ⊗M
2
d
) (
Ip ⊗W[q,p]
)
. (63)
(iii)
Mpn =M
1
n
(
Ip ⊗M
2
n
)
. (64)
B. Decomposition
As the inverse problem of product, we consider the decom-
position of a BTA, which is precisely defined as follows:
Definition 5.3: Let A = (B,⊓,⊔, ′,1,0) be a BTA, and
|B| = pq. The decomposition problem of BTA is solvable,
if there are two BTAs Ai = (Bi,⊓i,⊔i,
′
i,1i,0i), such that
A = A1 ×A2.
First, we give a lemma.
Lemma 5.4: Let Ai = (Bi,⊓i,⊔i,
′
i,1i,0i), i = 1, 2 be
given. Where A1 is a BTA, and A2 is only a set with two
binary mappings and one unary mapping, and 12, 02 ∈ B2.
If there is a surjective mapping π : B1 → B2, satisfying
(i)
π(x ⊓1 y) = π(x) ⊓2 π(y); (65)
(ii)
π(x ⊔1 y) = π(x) ⊔2 π(y); (66)
(iii)
π(x′1) = (π(x))
′
2, (67)
then A2 is also a BTA.
Proof 5.5: We need to prove every properties of a BTA for
A2. Since all the proofs are similar, we prove associativity of
⊓2 only. Since π is surjective, for any u, v, w ∈ B2, we can
find x ∈ π−1(u), y ∈ π−1(v), and z ∈ π−1(w). Then
(x ⊓1 y) ⊓1 z = x ⊓1 (y ⊓1 z). (68)
Mapping both sides of (68) to B2 by π and using (65) yield
(u ⊓2 v) ⊓ w = u ⊓2 (v ⊓2 w).
Lemma 5.6: Let A = (B,⊓,⊔, ′,1,0) be a BTA, and |B| =
pq. The decomposition problem is solvable, if and only if,
there exist M1c , M
1
d ∈ Lp×p2 , M
1
n ∈ Lp×p, M
2
c , M
2
d ∈
Lq×q2 , M
2
n ∈ Lq×q , such that
(i) Mc decomposition:(
Ip ⊗ 1
T
q
)
Mc = M
1
c
(
Ip ⊗ 1
T
q ⊗ Ip ⊗ 1
T
q
)
, (69)
and (
1
T
p ⊗ Iq
)
Mc = M
2
c
(
1
T
p ⊗ Iq ⊗ 1
T
p ⊗ Iq
)
, (70)
(ii) Md decomposition:(
Ip ⊗ 1
T
q
)
Md =M
1
d
(
Ip ⊗ 1
T
q ⊗ Ip ⊗ 1
T
q
)
, (71)
8and (
1
T
p ⊗ Iq
)
Md =M
2
d
(
1
T
p ⊗ Iq ⊗ 1
T
p ⊗ Iq
)
, (72)
(iii) Mn decomposition:(
Ip ⊗ 1
T
q
)
Mn = M
1
n
(
Ip ⊗ 1
T
q
)
, (73)
(
1
T
p ⊗ Iq
)
Mn = M
2
n
(
1
T
p ⊗ Iq
)
. (74)
Proof 5.7: It is enough to prove that (i) (62) ⇔ (69)+(70);
(ii) (63) ⇔ (71)+(72); (iii) (64) ⇔ (73)+(74). We prove (i)
only, the proofs of the two others are similar.
• (62) ⇒ (69)+(70):
Again, we prove (62) ⇒ (69) only.
Using (62), we have(
Ip ⊗ 1
T
q
)
Mc
=
(
Ip ⊗ 1
T
q
)
M1c
(
Ip2 ⊗M
2
c
) (
Ip ⊗W[q,p]
)
=
(
Ip ⊗ 1
T
q
) (
M1c ⊗ Iq
) (
Ip2 ⊗M
2
c
) (
Ip ⊗W[q,p]
)
=
(
M1c ⊗ 1
T
q
) (
Ip2 ⊗M
2
c
) (
Ip ⊗W[q,p]
)
=
(
M1c ⊗ 1
T
q2
) (
Ip ⊗W[q,p]
)
.
To prove (69), it is enough to show that(
M1c ⊗ 1
T
q2
) (
Ip ⊗W[q,p]
)
= M1c
(
Ip ⊗ 1
T
q ⊗ Ip ⊗ 1
T
q
)
.
(75)
Let x1, y1 ∈ ∆p and x2, y2 ∈ ∆q . Then(
M1c ⊗ 1
T
q2
) (
Ip ⊗W[q,p]
)
x1x2y1y2
=
(
M1c ⊗ 1
T
q2
)
x1y1x2y2 = M
1
c x1y1,
and
M1c
(
Ip ⊗ 1
T
q ⊗ Ip ⊗ 1
T
q
)
)x1x2y1y2
= M1c x1y1.
Since x1, y1 ∈ ∆p and x2, y2 ∈ ∆q are arbitrary, (75)
follows.
• (69)+(70) ⇒ (62):
First, note that each column of Mc can be expressed as
Coli(Mc) = δ
α(i)
p δ
β(i)
q , i = 1, · · · , p
2q2.
Then
(Ip ⊗ 1
T
q )Coli(Mc) = δ
α(i)
p ,
(1Tp ⊗ Iq)Coli(Mc) = δ
β(i)
q , ∀i.
Then it is clear that[
(Ip ⊗ 1
T
q )Mc
]
∗
[
(1Tp ⊗ Iq)Mc
]
= Mc,
where ∗ is Khatri-Rao product.
So to prove (69)+(70) ⇒ (62) it is enough to show that[
M1c (Ip ⊗ 1
T
q ⊗ Ip ⊗ 1
T
q )
]
∗
[
M2c (1
T
p ⊗ Iq ⊗ 1
T
p ⊗ Iq)
]
= M1c (Ip2 ⊗M
2
c )(Ip ⊗W[q,p]).
(76)
It is equivalent to that for any x1, y1 ∈ ∆p and x2, y2 ∈
∆q , [
M1c (Ip ⊗ 1
T
q ⊗ Ip ⊗ 1
T
q )
]
x1x2y1y2
⋉
[
M2c (1
T
p ⊗ Iq ⊗ 1
T
p ⊗ Iq)
]
x1x2y1y2
= M1c (Ip2 ⊗M
2
c )
(
Ip ⊗W[q,p]
)
x1x2y1y2.
(77)
Because x1x2y1y2 ∈ ∆p2q2 be arbitrary. Say,
x1x2y1y2 = δ
s
p2q2 . Then (77) means
Cols
{[
M1c (Ip ⊗ 1
T
q ⊗ Ip ⊗ 1
T
q )
]}
⋉Cols
{[
M2c (1
T
p ⊗ Iq ⊗ 1
T
p ⊗ Iq)
]}
= Cols
{
M1c (Ip2 ⊗M
2
c )(Ip ⊗W[q,p]
}
.
The LHS of (77) is:
LHS = M1c x1y1M
2
c x2y2
= M1c
(
Ip2 ⊗M
2
c
)
x1y1x2y2
= M1c
(
Ip2 ⊗M
2
c
) (
Ip ⊗W[q,p]
)
x1x2y1y2
= RHS.
Now we are ready to present the main result about decom-
position of BTAs.
Theorem 5.8: Given a BTA A = (B,⊓,⊔, ′,1,0) with
|B| = pq, and its structure matrices of ⊓, ⊔, ′ as Mc, Md,
and Mn respectively. It is decomposable, if and only if, the
following conditions are satisfied.
(i) Mc decomposition:(
Ip ⊗ 1
T
q
)
Mc
[
Ip2q2 −
1
q2 (Ip ⊗ 1q×q ⊗ Ip ⊗ 1q×q)
]
= 0.
(78)
and(
1
T
p ⊗ Iq
)
Mc
[
Ip2q2 −
1
p2 (1p×p ⊗ Iq ⊗ 1p×p ⊗ Iq)
]
= 0.
(79)
(ii) Md decomposition:(
Ip ⊗ 1
T
q
)
Md
[
Ip2q2 −
1
q2 (Ip ⊗ 1q×q ⊗ Ip ⊗ 1q×q)
]
= 0.
(80)
and(
1
T
p ⊗ Iq
)
Md
[
Ip2q2 −
1
p2 (1p×p ⊗ Iq ⊗ 1p×p ⊗ Iq)
]
= 0.
(81)
(iii) Mn decomposition:(
Ip ⊗ 1
T
q
)
Mn
[
Ipq −
1
q
(Ip ⊗ 1q×q)
]
= 0, (82)
(
1
T
p ⊗ Iq
)
Mn
[
Ipq −
1
p
(1p×p ⊗ Iq)
]
= 0. (83)
9Moreover, if the above conditions are satisfied, the corre-
sponding factor BTAs have their structure matrices as
(i) Mc decomposition:
M1c =
1
q2
(
Ip ⊗ 1
T
q
)
Mc (Ip ⊗ 1q ⊗ Ip ⊗ 1q) , (84)
and
M2c =
1
p2
(
1
T
p ⊗ Iq
)
Mc (1p ⊗ Iq ⊗ 1p ⊗ Iq) . (85)
(ii) Md decomposition:
M1d =
1
q2
(
Ip ⊗ 1
T
q
)
Md (Ip ⊗ 1q ⊗ Ip ⊗ 1q) , (86)
and
M2d =
1
p2
(
1
T
p ⊗ Iq
)
Md (1p ⊗ Iq ⊗ 1p ⊗ Iq) . (87)
(iii) Mn decomposition:
M1n =
1
q
(
Ip ⊗ 1
T
q
)
Mn (Ip ⊗ 1q) , (88)
M2n =
1
p
(
1
T
p ⊗ Iq
)
Mn (1p ⊗ Iq) . (89)
Proof 5.9: We prove (78). Right multiplying both sides
of (69) by (Ip ⊗ 1q ⊗ Ip ⊗ 1q), we have (84) immediately.
Hence (84) is necessary for the existence of the decomposition.
Plugging it into (69) yields (78).
Corollary 5.10: Assume A is a De Morgan algebra (or
Kleene algebra, or Stone algebra, or Boolean algebra) and
A = A1 × A2. Then both A1 and A2 are also a De Morgan
algebra (or correspondingly, Kleene algebra, or Stone algebra,
or Boolean algebra).
Proof 5.11: Assume |A| = pq, |A1| = p, and |A2| = q.
Define π1 : A→ A1 (or π2 : A→ A2) by its structure matrix
Mπ1 = Ip ⊗ 1
T
q (correspondingly, Mπ2 = 1
T
p ⊗ Iq). From
the proof of Lemma 5.6 one sees easily that the condition of
Lemma 5.4 is satisfied by π1 (or π2), the conclusion follows
from Lemma 5.4.
VI. BASIS OF FINITE UNIVERSAL ALGEBRA
Definition 6.1: Given a finite set B.
(i) A universal algebra (UA) (B, T ) is called a bare alge-
bra, where T = (k1, · · · , kp) is a type which means there
are p mappings tj : B
kj → B, j = 1, · · · , p. Moreover,
there is no restriction(s) on {tj | j = 1, · · · , p}.
(ii) A universal algebra (B, T,R) is called a specified
algebra, if (B, T ) is a bare algebra and R = (r1, · · · , rq)
is a set of restrictions, where each rs ∈ R is an algebraic
restriction on {tj | j = 1, · · · , p}.
(iii) Consider a specified algebra (B, T,R). If there exists a
bare algebra (B, T0), such that (B, T,R) = (B, T0, R0),
then (B, T0) is called a generator of (B, T,R).
Remark 6.2: An algebraic restriction is a relation about
some compounded functions of {tj | j = 1, · · · , p}.
Example 6.3:
(i) Consider a UA (G, T0), where T0 = (2, 1, 0). Then
(G, T0) is a bare algebra.
(ii) Consider a UA (G, T,R1), where T = (2, 1, 0), and
t1 = ∗, t2 =
−1, t3 = e ∈ G, and R1 = (r1, r2, r3),
where
r1 : (x ∗ y) ∗ z = x ∗ (y ∗ z), x, y, z ∈ G
r2 : x ∗ x
−1 = x−1x = e
r3 : x ∗ e = e ∗ x = x.
Then (G, T,R1) is a group.
(iii) Consider a UA (G, T,R2), where G, T are the same
as in (ii), and R2 = (r1, r2, r3, r4), and r1, r2, r3 are
the same as in R1 and
r4 : x ∗ y = y ∗ x, x, y,∈ G.
Then (G, T,R2) is an Abelian group.
(iv) (G, T0) is a generator of (G, T,R1) as well as of
(G, T,R2).
Definition 6.4: Two bare algebras (B, T ) and (B˜, T˜ ) are
said to be
(i) homomorphic, if T = T˜ = (k1, · · · , kp), and there is
a mapping π : B → B˜, such that
π(ti(x1, · · · , xki)) = t˜i (π(x1), · · · , π(xki ))
x1, · · · , xki ∈ B, i = 1, · · · , p;
(90)
(ii) isomorphic, if π : B → B˜ is a bijective homomorphism
with its inverse π−1 is also a homomorphism.
The following result comes from above definition immedi-
ately.
Proposition 6.5: Two specified algebras are homomorphic
(or isomorphic) if and only if their generators are homomor-
phic (correspondingly, isomorphic ).
Hence, searching a condense generator is very meaningful.
The following example shows a condense generator may exist.
Example 6.6: Consider a specified UA (B, T,R), where
B = {0, 1} and T = {t1, · · · , tp} are some logical functions,
R = {r1, · · · , rq} are some restrictions. Then it is easy to find
a generator as (B, T0), where T0 = {t1, t2, t3), with t1 = ∧,
t2 = ∨, and t3 = ¬. (or even T0 = {t1, t3} or T0 = {t2, t3})
because T0 is an adequate set i.e., it can generate any logical
functions [10].
Similar to logical case, we try to find a general generator
for any finite university. Let B be a finite set with |B| = k.
Denote by U(k) the set of unary mappings. Then it is easy to
figure out that |U(k)| = kk.
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Proposition 6.7: Let (B, T,R) be a specified algebra with
|B| = k < ∞, and 1,0 ∈ B. Then (B, T0) is a universal
generator, where
T0 = {⊔,⊓}
⋃
U(k), (91)
and
1 ⊔ x = 1 1 ⊓ x = x
0 ⊔ x = x 0 ⊓ x = 0.
Proof 6.8:We have only to prove that each possible mapping
f : Bs → B can be expressed as a compounded function of
t ∈ T0. Using vector expression of elements in B with 1 ∼ δ
1
k
and 0 ∼ δkk , we can find the structure matrix of f , denoted by
Mf ∈ Lk×ks . Now split Mf into k
s−1 blocks as
Mf = [M1,M2, · · · ,Mks−1 ],
where Mj ∈ Lk×k. Define a set of unary mappings tj by
Mj . That is, tj has its structure matrix Mj , j = 1, · · · , k
s−1.
Define another set of unary mappings ⊲i, i = 1, · · · , k as as
⊲i(δ
j
k) =

δ
1
k, j = i,
δkk , j 6= i.
Then it is easy to check that
f(x1, · · · , xs) = ⊔
k
i1=1 ⊔
k
i2=1 · · · ⊔
k
is−1=1
⊲i1(x1) ⊓ ⊲i2(x2) ⊓ · · · ⊓ ⊲is−1(xs−1)
⊓tµ(i1,··· ,is−1)(xs),
(92)
where
µ(i1, · · · , is−1) = (i1 − 1)k
s−1 + (i2 − 1)k
s−2
+ · · ·+ (is−2 − 1)k + is−1.
To simplify the generator T0 we express
U(k) = S(k)
⋃
V (k),
where S(k) is the set of mappings, which have nonsingular
structure matrices and V (k) is the set of mappings, which
have singular structure matrices. It is clear that |S(k)| = k!
and |V (k)| = kk − k!.
First we simplify S(k): Let t ∈ S(k). Then Mt is a
permutation matrix. Hence there exists a σ ∈ Sk such that
Mt = Mσ. It is well known that [11] Sk has a set of generators
as
{(1, 2), (1, 2, · · · , k)}.
Hence, we need only {ti | i = 1, 2} as a set of generators for
S(k), where tj hasMσi as its structure matrix and σ1 = (1, 2),
σ2 = (1, 2, · · · , n). Note that now we can reduce the number
of generators in S(k) from k! to 2. The two elements are:
Σ1 = δk[2, 1, 3, · · · , k];
Σ2 = δk[2, 3, · · · , k, 1].
(93)
Next, we simplify V (k): Since t in V (k) is singular, there
are at most k− 1 rows of Mt containing nonzero entries (i.e.,
1). Denote the number of 1 in different rows by r := (r(1) ≥
r(2) ≥ · · · ≥ r(k − 1)), then
k−1∑
j=1
r(j) = k.
Since we have already constructed generator for S(k), so Mt
can be used to generate all singular Mt′ by row or column
permutation. That is, if Mt′ has the same r = (r(1) ≥ r(2) ≥
· · · ≥ r(k − 1)) as that of Mt, it can be generated from Mt
with some Ms, where s ∈ S(k). The number of t, which have
different ordered set r = (r(1) ≥ r(2) ≥ · · · ≥ r(k − 1)).
First, assume rank(Mt) = k − 1. Ignoring the orders of rows
and columns, we have unique Mt as
Mt = Θk−1 = δk[1, 1, 2, 3, · · · , k − 1]. (94)
Next, we assume rank(Mt) = k − 2. Ignoring the orders of
rows and columns, we have two Mt as
Θ1k−2 = δk[1, 1, 1, 2, 3, · · · , k − 2];
Θ2k−2 = δk[1, 1, 2, 2, 3, · · · , k − 2].
A straightforward computation shows that
Θ1k−2 = Θk−1Θk−1;
Θ2k−2 = Θk−1δk[1, 2, 3, 3, 4, · · · , k − 2].
Ignoring the order of rows, it is clear that
δk[1, 2, 3, 3, 4, · · · , k − 2] ∼ Θk−1,
where A ∼ B means one can be obtained from another by
row/column permutations. Hence the Mt with rank(Mt) =
k − 2 can be generated by Θk−1 with S(k).
Next, we prove that all singular logical matricesMt ∈ Lk×k
can be generated by Θk−1 with S(k). It is enough to prove
that Mt ∈ Lk×k with rank(Mt) = s can be generated by all
Mt ∈ Lk×k with rank(Mt) = s + 1 with S(k). We prove
this by mathematical induction. We already know it is true for
s = k − 2, Now assume it is true for s = r for r < k − 2.
That is, all Mt with rank(Mt) = r has been generated. Now
assume a special Mt with rank(Mt) = r − 1 is given as
Θr−1 = δk

1, · · · , 1︸ ︷︷ ︸
α1
, 2, · · · , 2︸ ︷︷ ︸
α2
, · · · , r − 1, · · · , r − 1︸ ︷︷ ︸
αr−1

 ,
where
α1 ≥ α2 ≥ · · · ≥ αr−1 > 0,
and
r−1∑
i=1
αi = k.
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Note that α1 ≥ 2, otherwise,
r−1∑
i=1
αi = r−1 < k. We construct
Θ1r = δk

1, · · · , 1︸ ︷︷ ︸
β1
, 2, · · · , 2︸ ︷︷ ︸
β2
, · · · , r, · · · , r︸ ︷︷ ︸
βr

 ,
where
β1 ≥ β2 ≥ · · · ≥ βr > 0,
and
r∑
i=1
βi = k.
We also have β1 ≥ 2. Construct
Θ2r = δk

1, · · · , 1︸ ︷︷ ︸
α1−1
, 2, β1 + 1, · · · , β1 + 1︸ ︷︷ ︸
α2
,
β1 + β2 + 1, · · · , β1 + β2 + 1︸ ︷︷ ︸
α3
, · · · ,
β1 + · · ·+ βr−1 + 1, · · · , β1 + · · ·+ βr−1 + 1︸ ︷︷ ︸
αr−1

 .
A straightforward computation shows that both Θ1r, Θ
2
r ∈
Lk×k with rank(Θ
1
r) = rank(Θ
2
r) = r, and
Θr−1 = Θ
1
rΘ
2
r.
We conclude that V (k) can be generated by S(k) and Θk−1,
which is defined by (94). Hence we have the following general
generator for any finite universal algebra.
Theorem 6.9: Let (B, T ) be a finite universal algebra with
|B| = k < ∞. Then it has a universal generator as (B, T0),
where T0 = (2, 2, 1, 1, 1) with t1 = ⊓, t2 = ⊔, t3 = tΣ1 ,
t4 = tΣ2 , and t5 = tΘk−1 .
Note that tΣ1 means a mapping with Σ1 as its structure matrix,
etc.
VII. CONCLUDING REMARKS
Starting from Boole’s work, BA has been established as
a fundamental tool for logic and has been used to computer
science and other branches of discrete mathematics. But some
useful mathematical objects can not be classified as BAs.
Hence many other BTAs have been suggested and developed.
This paper provides a systematic matrix description for finite
BTAs. The structure matrices for most finite BTLs and CAs are
presented. Using them the homomorphisms and isomorphisms
of BTAs are also investigated.
As a main result, the decomposition of finite BTAs into a
product of two BTAs is discussed in detail. A straightforward
verifiable necessary and sufficient condition is obtained.
As another application, a set of BTAs with free com-
plements is constructed as a universal generator for finite
universal algebras.
There are many problems remaining for further study. We
are confident that the matrix expression is a powerful tool for
investigating finite BTAs.
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