Abstract-Both state and output feedback adaptive neural network controls are developed for a class of discrete-time single-input single-output (SISO) nonaffine uncertain nonlinear systems. Each controller incorporates a linear dynamic compensator and an adaptive neural network term. The linear dynamic compensator is designed to stabilize the linearized system, and the adaptive neural network term is introduced to deal with nonlinearity. The closed-loop systems are proved to be semi-globally uniformly ultimately bounded (SGUUB) by using linear matrix inequality (LMI). Simulation of a liquid level system illustrates the effectiveness of proposed controls.
I. INTRODUCTION
Adaptive neural network (NN) control of nonlinear dynamic systems has been received an increased attention in the past decades [1] , [2] , [3] . Because of few analytical mathematical tools in the discrete-time domain, research results on NN control of nonlinear discrete-time systems are much less than those of continuous-time systems. In [4] , multi-layer neural network was used in control of a class of unknown feedback-linearizable discrete-time system. Efficient off-line training was required for online adaptive control to provide a good starting point. In [5] , NN control was studied for a class of discrete-time nonlinear systems with relative degree of one. The controller singularity problem was excellently solved but not avoided completely. In [6] , both state feedback and output feedback adaptive NN controls were investigated for a class of discrete-time systems with general relative degree in the presence of bounded disturbances. Based on implicit function theory, neural networks were used to emulate the "inverse controllers" in the control methods proposed in [7] . Whilst the theoretical foundations and insights that are essential for the efficient design of neural network controllers based on inverse control were discussed in [8] . For a class of discrete-time systems in strict feedback form, an effective backstepping design method was proposed in [9] , in which, neural networks were used to approximate the continuous desired virtual controls and desired practical control, and the non-causal problem was elegantly solved through the introduction of an n-step ahead descriptor. For nonaffine nonlinear auto regressive moving average with eXogenous inputs (NARMAX) systems, multilayer neural network was used to approximate the implicit desired feedback controller in [10] . Combining a generalized minimum variance controller with a recurrent neural network compensator, a stable control was proposed in [11] .
In this paper, we investigate adaptive NN control of a class of discrete-time SISO nonaffine uncertain nonlinear systems. Academically, its conterpart of continuous-time system has been extensively studied in [2] , [12] and [13] . Inspired by the control approach of continuous system in [13] , both state and output adaptive NN controls are presented for SISO discretetime nonaffine in control uncertain systems in this paper. Because the properties of continuous-time and discrete-time systems are quite different, the same concepts in continuoustime and discrete-time domains may have totally different physical explanations, such as relative degree [8] . Therefore, results obtained in continuous-time domain may not be obtainable at all in discrete-time domain, then it is necessary to investigate them separately [6] . The main contributions of this paper are listed as follows:
(i) State feedback control is proposed by incorporating a linear dynamic compensator and an adaptive NN term. (ii) By converting the systems into a casual input-output representation, adaptive output feedback NN control is given based on Lyapunov's stability theory. (iii) The proposed controls are applied to a liquid level system to illustrate the effectiveness of proposed controls.
II. SYSTEM DESCRIPTION AND PRELIMINARIES
Consider the following SISO nonlinear discrete-time system in NARMAX form
where y(k) ∈ R is the measured output, u(k) ∈ R is the input, τ is the system delay which satisfies 1 ≤ τ ≤ n (τ is also called the relative degree of the system), and f (·) is an unknown smooth nonlinear function. For convenience of analysis, define the system states WeA07.5
The control objective is to find a control input u(k), such that the system output tracks the desired trajectory y d (k) with an acceptable accuracy, while all signals in the closed-loop system remain bounded. Define the desired states x d (k) as
Assumption 1: There exists a positive constant g 0 such that |∂f/∂u(k)| >g 0 > 0.
Assumption 2: The desired trajectory y d (k) ∈ Ω yd ⊂ R, ∀k>0 is smooth and known, where Ω yd is a small subset of Ω y , and x d (k) ∈ Ω xd ⊂ R n with Ω xd being a small subset of Ω x .
Consider the high order neural networks (HONN) [14] 
where ǫ z is the bounded NN approximation error satisfying |ǫ z |≤ǫ 0 on the compact set, which can be reduced by increasing the number of the adjustable weights. The ideal weight matrix W * is defined as that minimizes |ǫ z | for all z ∈ Ω z ⊂ R q in a compact region, i.e.,
Assumption 3: On the compact set Ω z , the ideal NN weight satisfies W * ≤w m , and w m is a positive constant.
III. CONTROLLER DESIGN

A. Pseudo Control
Using implicit function theorem, if Assumption 1 is satisfied, there exists a unique and continuous (smooth) function
The desired control u * (k) can be approximated by the following control input [13] 
where v(k) is referred to as a pseudo control signal,
Then the system dynamics can be expressed as
where
is the approximation error. The pseudo control is chosen as
where v l (k) is the output of a stabilizing linear dynamic compensator for the linearized dynamics in (9) with f 0 (x(k),ū k−1 ,v(k)) = 0, and v n (k) is the adaptive NN term designed to cancel the nonlinear term
With (11), the dynamics in (9) reduces to
Therefore, the following assumption is made to guarantee the existence and uniqueness of a solution for
Assumption 4: Assume thatf (·) is continuous and differentiable, and there exists a constant g 1 > 0 such that the approximation modelf (·) satisfies 0 <
Lemma 1: If Assumption 4 is satisfied, there exists a unique and continuous (smooth) function
Proof From the definition of h(k), we obtain
Using implicit function theorem, there exists a unique and continuous (smooth)
Since v(k) represents any available approximation of
The desired trajectory is assumed to be bounded and chosen such that the system can achieve. Assumption 5 supposes that the desired control u * (k) is within the capability of the control system, while the boundedness of the actual control u(k) is established via Lyapunov analysis later.
B. State Feedback Adaptive Control
Assume that the states x(k) are measurable. Define the error vector e(k) and the filtered tracking error e s (k) as
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With these definitions, the tracking error may be expressed as e 1 (k)= H(z)e s (k) with H(z) being a proper stable transfer function, which implies that e 1 (k) → 0 as e s (k) → 0. From equation (12) , it can be obtained that
The following linear dynamic compensator v l (k) is introduced, which can be written to read
Then the error vector e(k) together with the linear dynamic compensator state η(k) will obey the following dynamics, referred to as tracking error dynamics:
the dimensions of the matrices are compatible. The tracking error dynamics (17) can be rewritten as
Note that A c ,B c ,C c ,D c in (17) should be designed such that the A g is stable, which means that all eigenvalues of A g lie in the unit circle of z-plane. For this, there exists a positive definite matrix P satisfying A T g PA g − P<0. Since v * n (k) can be approximated by HONN, the adaptive NN term v n (k) is constructed as
. Noticing equation (4), the approximation error is
whereW (k)=Ŵ (k) − W * is weight approximation error. Choose weight adaptation law aŝ
where adaptation diagonal gain matrix Γ=γI > 0 and constant σ>0. Subtracting W * to both sides of equation (22) and substituting (18), we havẽ
Substituting (20) into the error dynamics equation (19), using the mean value theorem (MVT) and equation (21), we have
Theorem 1: For the discrete-time system (2), the feedback control law given by (7) and (11)
such that if (i) Assumptions 1-3, 4, and 5 are satisfied, the initial conditions x(0) ∈ Ω x0 ,W (0) ∈ Ω w0 and η(0) ∈ Ω η0 ; (ii) the design parameters are suitably chosen such that l> l * ,σ < σ * , and γ<γ * ;
then the closed-loop system is SGUUB. (20) is valid. Now we prove that x(k +1)∈ Ω x and u(k) is bounded.
Choose the Lyapunov function candidate as follows
Considering (23) and (24), the first difference of (25) is given
Using the facts that h
we obtain
where the symmetric matrix M 1 satisfies
it follows that
From (25), we know
(27) where δ 3 <σ . Adding the zero element (27) into the right hand of (26), and using the inequality 
and β>0 is bounded. Consider the Lyapunov function candidate in (25), rewrite it as J(k)=χ
where λ min > 0 is the minimum eigenvalues of matrix T J . If M 3 < 0, it follows
which implies that △J(k) ≤ 0 once any element of composite error vector |χ i (k)|,i=1 , ···,l+2n − 1, is larger than β/(δ 3 λ min ). Next, the condition of M 3 < 0 is considered. Applying Schur's Complement [15] and using S T (z(k))S(z(k)) ≤ l, M 3 < 0 is established if and only if M 4 < 0, where
Employing another time Schur's Complement and using
From (29), the composite error χ(k) will converge to the compact set denoted by
Due to negativeness of △J(k), we can conclude that χ(k+1) must converge to the compact set Ω χ0 if χ(k) is outside of Ω χ0 . Therefore, the tracking error e(k +1 ) , η(k) and W (k) are all bounded. Furthermore, v l (k),Ŵ (k) and v(k) are bounded. Using MVT, (7) can be rewritten as
C. Adaptive Output Feedback NN Control
For clarity, defineȳ(k)=[y(k),y(k − 1), ···,y(k − n + 1)] T ,ū(k)=[u(k − 1), ···,u(k − τ − n + 1)] T andz(k)= [ȳ T (k),ū T (k)] T ∈ Ω z ⊂ R 2n+τ −1 . Moving backward (τ − 1) steps, (1) can be transformed into y(k +1)=f (y(k), ···,y(k − n +1), u(k − τ +1), ···,u(k − n − τ + 2)) (31)
WeA07.5
Although the right hand side of (31) does not contain all the elements ofz(k), it can be uniformed in presentation. From equations (2) and (31), we obtain
Accordingly, we have
If we continue the iteration recursively, it is easy to prove that x n (k) is a function ofz(k) described as
where F τ −1 (·) contains the full elements ofz(k), which are available at time instant k. Define the output tracking error as e y (k)=y(k) − y d (k). From (12), the output tracking error dynamics can be written as
Then the output tracking error e y (k) together with the linear dynamic compensator state η y (k) will obey the following dynamics, referred to as tracking error dynamics:
where B y = [1, 0] T and the dimensions of matrices are compatible. The tracking error dynamics (37) can be rewritten as (36) should be designed such that the A y is stable, that is, there exists a positive definite matrix P y satisfying A T y P y A y − P y < 0. From Assumption 4 and Lemma 1, there exists a unique and smooth function v *
If we choose adaptive NN term v n (k) and the weight adaptation law as
T , the adaptation diagonal gain Γ 1 = γ 1 I>0 and constant σ 1 > 0. Subtracting W * 1 to both sides of (40) and substituting (38), we havẽ
Substituting (39) into the tracking error dynamics equation (39) and using MVT, we obtain
Theorem 2: Consider the closed-loop system consisting of system (2), the feedback control law given by (7) and (11), together with linear dynamic compensator (36), adaptive NN term (39), and adaptation law (40), there exist compact sets Ω y0 ⊂ Ω y , Ω w10 ⊂ Ω w1 , Ω ηy0 ⊂ Ω ηy and positive constants
such that if (i) Assumptions 1-3, 4, and 5 are satisfied, the initial condition at time instant
(ii) the initial future output sequence y(k 0 +1), ···,y(k 0 + τ − 1) are all in the compact set Ω y ; (iii) the design parameters are suitably chosen such that l 1 > l * 1 ,σ 1 <σ * 1 , and γ 1 <γ * 1 ; then the closed-loop system is SGUUB.
Proof The proof procedure is similar as Theorem 1.
IV. APPLICATION TO A LIQUID LEVEL SYSTEM
A liquid level system is described by [16] 
The control objective is to make the liquid level y(k) to follow a desired trajectory y d (k) by manipulating u(k). Choosing x 1 (k)=y(k − 1) and x 2 (k)=y(k), the state space model of the process should be as follows
To show the effectiveness of the proposed methods, three controllers are studied for comparison. A fixed-gain proportial plus integral (PI) control law is first used as follows: 
