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Abstract
In the period 1960–2010, the land surface air temperature (SAT) warmed more rapidly over some regions relative to the 
global mean. Using a set of time-slice experiments, we highlight how different physical processes shape the regional pattern 
of SAT warming. The results indicate an essential role of anthropogenic forcing in regional SAT changes from the 1970s 
to 2000s, and show that both surface–atmosphere interactions and large-scale atmospheric circulation changes can shape 
regional responses to forcing. Single forcing experiments show that an increase in greenhouse gases can lead to regional 
changes in land surface warming in winter (DJF) due to snow-albedo feedbacks, and in summer (JJA) due to soil-moisture 
and cloud feedbacks. Changes in anthropogenic aerosol and precursor (AA) emissions induce large spatial variations in SAT, 
characterized by warming over western Europe, Eurasia, and Alaska. In western Europe, SAT warming is stronger in JJA 
than in DJF due to substantial increases in clear sky shortwave radiation over Europe, associated with decreases in local AA 
emissions since the 1980s. In Alaska, the amplified SAT warming in DJF is due to increased downward longwave radiation, 
which is related to increased water vapor and cloud cover. In this case, although the model was able to capture the regional 
pattern of SAT change, and the associated local processes, it did not simulate all processes and anomalies correctly. For the 
Alaskan warming, the model is seen to achieve the correct regional response in the context of a wider North Pacific anomaly 
that is not consistent with observations. This demonstrates the importance of model evaluation that goes beyond the target 
variable in detection and attribution studies.
1 Introduction
Global land surface air temperature (SAT) increased sharply 
during the twentieth century. This warming is spatially and 
temporally non-uniform (Ji et al. 2014). Ji et al. (2014) fur-
ther found that detectable warming (> 0.5 K) started over 
the global land before over global ocean and accelerated 
until around 1980 while both the warming rate and spatial 
structure have changed little since.
The strong warming over land has societal and eco-
nomic impacts, since it is associated with the changes in 
the intensity and frequency of extreme climate events, such 
as heatwaves, droughts, and changes in precipitation (Patz 
et al. 2005; Christidis et al. 2011; Dai et al. 2015; Tren-
berth et al. 2014; Lehmann et al. 2015, Hauser et al. 2017, 
Chen and Dong 2018). Thus, it is crucial to understand the 
mechanisms underlying the spatial pattern and seasonality 
of SAT warming.
Studies based on both observations and coupled gen-
eral circulation models (CGCMs) consistently show that 
warming is greater over land than over ocean (Dong et al. 
2009, Sutton et al. 2007). Seidel et al. (2008) showed that 
the warming over the subtropical regions is related to the 
changes in atmospheric circulation, such as the changes in 
Hadley cells. Additionally, Huang et al. (2012) indicated 
that the greatest warming tends to occur in arid and semiarid 
regions of the mid-latitudes in the Northern Hemisphere, 
which implies that the limited soil moisture in the arid and 
semi-arid regions may also have played a role in enhancing 
regional surface warming.
It is well known that the increase of greenhouse gases 
(GHG) leads to SAT warming via the greenhouse effect. 
Previous studies have demonstrated that increases in GHG 
induce non-uniform warming, with stronger warming over 
the land than over the ocean (Sutton et al. 2007). The driv-
ers of the land-sea warming contrast are also linked with 
different changes in lapse rate over land and sea, limitation 
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of water vapor transport from sea to land, local land-air 
feedbacks related with the hydrological cycle, and cloud 
cover changes over land (Rowell and Jones 2006; Joshi et al. 
2008; Bayr and Dommenget 2013; Boè and Terray 2014). 
The nonlinear dependence of saturation specific humidity 
on temperature also plays a critical role in the changes in 
specific humidity and lapse rate (Boè and Terray 2014; Dong 
et al. 2017a).
In addition to the increases in GHG, the change of anthro-
pogenic aerosol and precursor (AA) emissions is also a key 
factor for SAT change. Turnock et al. (2015) and Ruckstuhl 
et al. (2008, 2010) indicated that the reduction of AA emis-
sions over Europe in recent decades has led to more solar 
insolation reaching the land surface due to aerosol–radia-
tion interaction (Boucher et al. 2013) and has resulted in 
enhanced local SAT warming in summer. A reduction in 
cloud cover further enhances the SAT warming (Boé and 
Terray 2014; Whan et al. 2015; Twomey 1977; Boucher et al. 
2013), through aerosol–cloud interaction and land–atmos-
phere interaction.
Since the dominant processes and related feedbacks 
determine the spatial distribution of SAT warming (Huang 
et al. 2012), we examine the large-scale pattern and season-
ality of the recent rapid surface warming during the period 
1960–2010. In this study, we focus on Eurasia, Alaska, and 
western Europe, and investigate plausible mechanisms for 
the warming in these regions as simulated in a set of model 
experiments. The reasons that we focus on the three regions 
are clarified in Sect. 2. Note that there is no formal attribu-
tion that these mechanisms occurred in reality and the analy-
sis simply provides plausible explanations for part of the 
warming. The structure of this paper is as follows. Section 2 
describes the rapid SAT changes in observations; Sect. 3 
describes the model and experiments; Sect. 4 elucidates 
the mechanisms for SAT warming over different regions 
in response to different forcings. The main conclusions are 
summarized in Sect. 5.
2  Observed changes in surface air 
temperature in the period 1960–2010
To study the observed changes in surface air temperature, 
we use the monthly mean Climate Research Unit (CRU) 
TS3.21 data set on a 0.5° × 0.5° grid (Harris et al. 2014). 
Fig. 1 illustrates the time series of global, western Europe 
(10° W–30° E, 40°–60° N, land only), Eurasia (30°–130° E, 
40°–60° N, land only), and Alaska (170°–130° W, 60°–70° 
N, land only) area averaged SAT in June–August (JJA) and 
December–February (DJF). For the global mean SAT, one 
of the most striking features is the abrupt warming in late 
twentieth century (Fig. 1a) with a warming magnitude of 
Fig. 1  Observed (CRUTS32) surface air temperature (SAT, °C) vari-
ations in DJF (black) and JJA (red) averaged over a global, b western 
Europe (10° W–30° E, 40°–60° N), c Eurasia (30°–130° E, 40°–60° 
N), and d Alaska (170°–130° W, 60°–70° N). Two horizontal bars 
indicate the early period (EP) of 1964–1981 and the present day (PD) 
of 1994–2011. Numbers after PD-EP = give the magnitude of SAT 
changes in °C
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0.72 °C in JJA and 0.89 °C in DJF between “present day” 
(PD, 1994–2011) and the “early period” (EP, 1964–1981). 
The area averaged SAT changes between two periods shows 
significant seasonality in most regions (Fig. 1).
The spatial patterns of changes in SAT between PD and 
EP are illustrated in Fig. 2. For all maps we have done sta-
tistical significance tests on changes at a grid point level by 
treating each year in observations and model simulations as 
an independent sample to estimate noise without account-
ing for lag-1 errors. Note the significance test does not fully 
account for multidecadal variability which might mean that 
some of the tests are over-confident. However, here we sim-
ply aim to demonstrate that the land surface warming is not 
uniform in observations and model simulations in response 
to external forcing.
Three of the regions with strongest warming are Eura-
sia and Alaska in DJF, and western Europe in JJA (Fig. 2a, 
c). We focus on these regions as (1) they warm faster than 
their surroundings in both models and observations, (2) their 
SAT mean states are well represented in the model and (3) 
the seasonality of their SAT changes are represented in the 
model. Over Eurasia and Alaska the warming is stronger in 
DJF than in JJA, while the warming over western Europe 
is stronger in JJA than in DJF. The rapid regional warming 
and its seasonality can also be seen from the time evolu-
tions of area averaged temperature anomalies. As shown in 
Fig. 1b–d, Eurasia warmed by 0.92 °C in JJA and 1.74 °C in 
DJF between 1964–1981 and 1994–2011. Alaska warmed 
by 0.82 °C in JJA and 2.59 °C in DJF, and western Europe 
warmed by 1.23 °C in JJA and 0.87 °C in DJF. All these 
regional SAT changes are greater than the corresponding 
global mean changes, indicating regionally amplified surface 
warming during the period 1960–2010. It is, therefore, worth 
understanding physical processes leading to the seasonality 
and local amplification of land surface warming over the 
three regions.
To understand the causes of this rapid warming, and the 
seasonality of the SAT changes in the three selected regions 
in observations, we performed a set of numerical experi-
ments using a near-globally-coupled atmosphere–ocean-
mixed-layer model, MetUM-GOML1 (Hirons et al. 2015), 
with different forcings.
3  Model and experiments
3.1  Model
This work uses a near-globally-coupled atmosphere–ocean-
mixed-layer model (MetUM-GOML1, Hirons et al. 2015). 
The atmospheric component of this model is the Met Office 
Unified Model (MetUM) at the fixed scientific configuration 
Global Atmosphere 3.0 (GA3.0; Arribas et al. 2011; Walters 
et al. 2011). In the current study, the resolution is 1.875° 
longitude and 1.25° latitude (N96) with 85 vertical layers 
and the model top at 85 km. The aerosol scheme included in 
Fig. 2  Changes in SAT (°C) in observations between PD (1994–
2011) and EP (1964–1981) (left) and model simulated changes in 
response to All-forcing (right) in DJF (a, b) and JJA (c, d). Black 
boxes indicate the selected regions of western Europe (10° W–30° 
E, 40°–60° N), Eurasia (30°–130° E, 40°–60° N), and Alaska (170°–
130° W, 60°–70° N). Dots highlight regions where the changes are 
statistically significant at the 10% level using a two-tailed Student’s 
t test
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the model is the Coupled large-scale Aerosol Simulator for 
Studies in Climate (CLASSIC), an interactive tropospheric 
aerosol scheme, which can simulate the direct effect, indi-
rect effect, and semi-direct effect of aerosols (Bellouin et al. 
2007; Walters et al. 2011; Jones et al. 2011).
For the oceanic component, GOML1 employs the Multi-
Column K Profile Parameterization (MC-KPP) mixed-layer 
ocean model. MC-KPP has the same horizontal resolution 
as the MetUM because it is run as a two-dimensional matrix 
of 1-D water columns, with one column below each AGCM 
grid point that is wholly or partially ocean. This study con-
figures MC-KPP with a depth of 1000 m over 100 vertical 
levels. The vertical discretization of the MC-KPP columns is 
defined using a stretch function, allowing very high resolu-
tion in the upper ocean. The oceanic and atmospheric com-
ponents are coupled via the Ocean Atmosphere Sea Ice Soil 
(OASIS) (Valcke et al. 2003) coupler. The domain of air–sea 
coupling is limited by the maximum extent of a seasonally 
varying sea ice climatology (Hirons et al. 2015). Since MC-
KPP simulates only vertical mixing and does not include 
ocean dynamics, climatological seasonal cycles of depth-
varying temperature and salinity adjustments are prescribed 
to represent the mean ocean advection and account for biases 
in atmospheric surface fluxes. More details of this model and 
experimental design can be found in Hirons et al. (2015) and 
Tian et al. (2018).
3.2  Experiments
We summarize the experiments used in this study in Table 1. 
First, we performed a 12-year MetUM-GOML1 relaxation 
experiment in which the MC-KPP profiles of temperature 
and salinity were relaxed to a present day (PD; 1994–2011) 
ocean temperature and salinity climatology derived from 
the Met Office ocean analysis (Smith and Murphy 2007) 
in the near-globally coupled region with a relaxation time 
scale of 15 days.
The daily mean seasonal cycles of ocean temperature and 
salinity adjustments from the coupled relaxation experiment 
were diagnosed from the last 10 years of this simulation. 
These adjustments were then imposed in other four free-
running coupled model experiments. The four experiments 
represent the early period (1964–1981; EP), All Forcing 
present-day (1994–2011; PDGA), GHG forcing (PDG) and 
AA forcing (PDA) with the same sea ice extent as in the 
relaxation experiment. Therefore, the response to different 
forcings excludes feedbacks related to SIE changes. We ran 
all the experiments for 50 years and used the last 45 years 
of each experiment for analysis.
The forcing of the early-period (1964–1981; EP) experi-
ment is the climatological GHG and AA forcings aver-
aged over EP. The forcing of the all forcing present-day 
(1994–2011; PDGA) experiment is the climatological GHG 
and AA forcings in the present day. Therefore, the differ-
ence between PDGA and EP experiment (PDGA − EP) indi-
cates the combined effect of changes in both GHG and AA 
(hereafter All Forcing). The forcing of the PD GHG forcing 
(PDG) experiment is present-day GHG but early-period AA. 
Therefore, the difference between PDG and EP (PDG − EP) 
indicates the impact of the change in GHG (hereafter GHG 
forcing). The forcing of the PD AA forcing (PDA) experi-
ment is present-day AA but early-period GHG. Therefore, 
the impact of the change in AA emission (hereafter AA forc-
ing) is the difference between PDA and EP (PDA − EP).
We use a Student’s t test to indicate the significance of 
mapped changes at the grid point level. Each year in a model 
simulation is treated as an independent sample to estimate 
the noise without accounting for lag-1 errors. To assess 
the significance of the changes in regional-mean SAT the 
bootstrap procedure developed by Efron and Tibshirani 
(1994) is conducted. This bootstrap method re-samples the 
Table 1  Summary of numerical experiments
Early period (EP) indicates the period of 1964–1981 and present day (PD) indicates the period of 1994–2011. Note that a slightly different 
period of 1970–1981 for the aerosol forcing in the early period is used since aerosol emissions data before 1970 were not available
Experiment Ocean Radiative forcing Abv
Relaxation run Relax to PD mean 3D ocean temperature and salinity 
to diagnose climatological temperature and salinity 
flux corrections
Climatological PD greenhouse gases (GHG) and PD 
anthropogenic aerosol (AA) precursor emissions 
with GHG and AA after 2006 from RCP4.5 sce-
nario (Lamarque et al. 2010, 2011)
R0
Coupled EP experiment Climatological temperature and salinity flux correc-
tions from relaxation run
Climatological EP GHG and EP AA precursor emis-
sions
EP
Coupled PD experiment Climatological temperature and salinity flux correc-
tions from relaxation run
Climatological PD GHG and PD AA precursor emis-
sions
PDGA
Climatological PD GHG and EP AA precursor emis-
sions
PDG
Climatological EP GHG and PD AA precursor emis-
sions
PDA
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population for 1000 times. One standard deviation of the 
bootstrapped samples is then used to estimate the confidence 
interval, which is indicated on all figures showing regional 
mean anomalies. Although the statistical significance tests 
used here are indicative of the size of the changes relative 
to noise, the consistency of the physical mechanisms is 
more important for indicating the drivers of the temperature 
changes and is the focus of this work.
3.3  Model climatology
The simulated SSTs in PD are compared with observa-
tions by Dong et al. (2017b), who showed that the biases of 
simulated present-day SSTs in MetUM-GOML1 are much 
smaller (typically between − 0.5 and 0.5 °C) than those in 
5th Coupled Model Intercomparison Project (CMIP5) mod-
els due to the use of a flux adjustment.
Figure 3 shows the comparison between the mean SAT 
for the PD experiment and observations (CRU TS3.21). 
The significance tests may be over-confident as we do not 
fully take account multidecadal variability. The comparison 
shows that the observed spatial patterns of climatological 
SAT are well simulated in the model for both DJF and JJA 
seasons. The model has significant cold biases around North 
Africa in both DJF and JJA. Therefore, we do not select 
this region for further analysis in this study, although the 
observed trends are large in JJA. Additionally, due to the 
Fig. 3  Climatological SAT (°C) in a, b observations in PD (1994–
2011), c, d PD simulation and e, f difference between simulation and 
observations in DJF (left) and JJA (right). Black boxes indicate the 
selected regions of western Europe (10° W–30° E, 40°–60° N), Eura-
sia (30°–130° E, 40°–60° N), and Alaska (170°–130° W, 60°–70° N). 
Dots in e and f highlight regions where the differences are statistically 
significant at the 10% level using a two-tailed Student’s t test
 F. Tian et al.
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cold bias in the Iranian Plateau in DJF and warm bias in 
North America in JJA (Fig. 3e, f), these two regions are not 
selected for further analysis in this work. In general, the 
biases over most regions are relatively small in comparison 
with the CMIP5 models. The model has cold bias with the 
maximum of 5 °C over western Asia (60°–90° E), which is 
similar to the bias in the multi-model mean of 20 CMIP5 
models (Chen and Frauenfeld 2014). Another region with 
a cold bias is Alaska in DJF. The maximum value in our 
model is about 4 °C, which is larger than multi-model mean 
bias in CMIP5 models of around 2 °C (Knutson et al. 2013). 
However, the bias is not outside the spread of models, which 
means it is not a badly biased model.
4  Understanding regional surface air 
temperature changes
In observations based on the Berkeley Earth Surface Tem-
perature dataset (BEST) (Rohde et al. 2013), the global 
mean SAT warming is 0.48 °C in DJF and 0.47 °C in JJA 
(PD − EP), while in response to changes in All forcing they 
are 0.55 °C in DJF and 0.56 °C in JJA. The model simu-
lated warming in the two seasons is larger by 13% or 16% 
than observed changes. One factor responsible for the large 
warming is that the model simulates committed warming 
(e.g., Mauritsen and Pincus 2017). The spatial patterns 
of simulated SAT changes in response to All-forcing are 
illustrated in Fig. 2b, d. The simulated changes show large 
warming over Eurasia, Alaska, and western Europe in both 
seasons. The largest warming occurs in DJF over most 
parts of the mid and high latitudes in the Northern Hemi-
sphere, except over western Europe where larger warming 
occurs in summer. Both the spatial pattern and seasonality 
of the simulated SAT warming are close to those seen in 
observations (Fig. 2a, c) with a pattern correlation of 0.81 
in DJF and 0.88 in JJA. To test the robustness of the simi-
larity of the warming patterns between observations and 
model simulated changes, we normalized the SAT changes 
in observations and model simulations by the correspond-
ing global mean of surface warming in both DJF and JJA 
(not shown). The patterns and seasonality of the warming 
are similar between observations and model simulations, 
indicating different global mean warming in observations 
and model simulated warming has a weak impact on the 
spatial patterns of SAT changes. The similarity between 
SAT changes in simulations and observations suggests that 
the observed SAT warming and its seasonal variation in 
various regions are likely to be a response to anthropo-
genic forcing.
Since the model can explain the pattern of the observed 
changes in SAT over the period 1960–2010, the next issue is 
to determine the relative contributions from changes in GHG 
and AA emissions. As shown in Fig. 4, the SAT warming 
in large land areas in both seasons is predominately due to 
the increase in GHG forcing. In the Northern Hemisphere, 
Fig. 4  Spatial pattern of surface air temperature changes (SAT, °C) in 
response to GHG forcing (left) and AA forcing (right) in DJF (top) 
and JJA (bottom). Black boxes indicate the selected regions of west-
ern Europe (10° W–30° E, 40°–60° N), Eurasia (30°–130° E, 40°–60° 
N), and Alaska (170°–130° W, 60°–70° N). Dots highlight regions 
where the changes are statistically significant at the 10% level using a 
two-tailed Student’s t test
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the GHG induced warming is stronger in DJF (Fig. 4a) than 
in JJA (Fig. 4c), except for local cooling over Scandinavia 
and North America in DJF, which result from changes in 
circulation (not shown).
The changes in AA emissions induce warming over west-
ern Europe, Eurasia, and Alaska with some seasonal varia-
tions, but with weaker magnitudes in comparison with those 
changes induced by GHG forcing (Fig. 4b, d). The warming 
is relatively strong in DJF over Eurasia and Alaska and is 
strong and significant in the regional mean in both seasons 
over western Europe (Fig. 5).
In summary, changes in SAT in response to GHG and 
AA forcings show large spatial and seasonal variations. The 
spatial and seasonal variations intimate an essential role for 
changes in regional circulation and local land surface feed-
backs in the simulated responses in SAT. Since the green-
house gas effect is well understood by many previous studies 
(Lashof and Ahuja 1990; Rodhe 1990; Feldman et al. 2015), 
in the following section, we focus on the local feedbacks that 
amplify the greenhouse effect and elucidate the physical pro-
cesses involved in different regions by focusing on changes 
in surface energy components and related feedbacks over 
land. Note that the rest of Sect. 4 is about physical processes 
inferred from the model results only and makes no causal 
statements about observed changes.
4.1  Western Europe
The regional mean SAT warming over western Europe (10° 
W–30° E 40°–60° N, land only) is illustrated in Fig. 5a. In 
observations, the SAT increases by 0.87 °C in DJF and 1.23 
°C in JJA from the period of 1964–1981 to the period of 
1994–2011. The magnitude of observed warming is gener-
ally well captured in the All-forcing experiment, although 
the simulated SAT warming is slightly weaker than in obser-
vations in DJF. The experiments with individual forcings 
indicate that the warming over western Europe in DJF is 
predominantly due to the response to GHG forcing while 
AA forcing contribute more to surface warming in JJA. Note 
that due to the non-linearity and noise in the combined effect 
from different forcings, the sum of the warming resulting 
from GHG and AA forcing is not necessarily equal to the 
warming in All-forcing experiment.
In both observations and the All-forcing experiment, 
the warming in western Europe is stronger in JJA than in 
DJF (Fig. 2). As addressed in Seneviratne et al. (2006), the 
increasing in GHG concentrations enhances land surface 
warming in Europe in summer via land–atmosphere inter-
action. However, in our model simulations (Fig. 5a), this 
seasonality is dominated by the AA forcing. To understand 
the seasonality, the spatial patterns of changes in summer 
mean SAT and related variables induced in the AA-forc-
ing experiment are investigated. As illustrated in Fig. 6, 
the decrease in AA emissions over Europe from EP to PD 
induces a large decrease of aerosol optical depth (AOD) over 
Europe (Fig. 6b). The reduction of AOD increases local SAT 
through increasing the clear sky surface shortwave radiation 
(SW, Fig. 6c). Though the aerosol emissions have weak sea-
sonality, climatologically greater precipitation and stronger 
wind in DJF leads to more wet deposition and transportation 
(Uematsu et al. 1983). Thus, the changes of aerosol burden 
and AOD are less in DJF (Fig. 7i) than in JJA (Fig. 6b). 
Moreover, the mean insolation in DJF is also weaker than in 
JJA. This process is consistent with Turnock et al. (2016), 
Fig. 5  Difference of SAT (°C) between PD and EP in observations 
and model experiments in response to different forcings over a west-
ern Europe, b Eurasia, and c Alaska. Error bars represent the range 
between the average of the bootstrapped difference plus or minus one 
bootstrap standard error. OBS is observed change between PD and 
EP. ALL is the response to all forcing, GHG is the response to GHG 
and AA the response to AA forcing
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which shows that the reduction in aerosol concentrations 
increased the amount of solar radiation incident at the sur-
face over Europe and increased European annual mean sur-
face temperature by 0.45 °C. Therefore, increased clear sky 
surface SW resulting from a decrease in AA emissions is 
stronger in JJA than in DJF, and leading to stronger surface 
warming and therefore SAT change in JJA. These results are 
confirmed by the regional averaged surface radiation and 
turbulent heat fluxes shown in Table 2, which shows that the 
SAT warming in western Europe in response to AA forcing 
is dominated by the increased surface shortwave radiation, 
being mainly contributed by the increased clear sky SW.
4.2  Eurasia
Figure 5b shows the regional mean SAT warming over 
Eurasia (30°–130° E, 40°–60° N, land only). The observed 
warming is about 1.74 °C in DJF and 0.92 °C in JJA. This 
is consistent with the result in Huang et al. (2012), which 
shows that over semi-arid regions the warming trend in cold 
seasons is enhanced. The seasonality of the SAT warming 
over Eurasia is well captured in the All-forcing experiments, 
although the simulated SAT warming is slightly larger than 
in observations in JJA.
As shown in Fig. 5b, the SAT warming in response to 
anthropogenic forcing is dominated by GHG forcing, which 
explains up to about 82% of the signal in response to the All 
forcing in both seasons. Another important feature is that 
both GHG forcing and AA forcing induce stronger warming 
in DJF than in JJA. In both seasons, the AA induced warm-
ing is weaker, and is unlikely to explain more than 25% of 
the warming seen in the All-forcing experiment. The sum 
of the warming from individual forcings is not exactly equal 
to the warming in the All-forcing experiment, because the 
effects of GHG and AA forcing are not linear. However, in 
this case, linear additivity is a good assumption: the sum of 
the AA and GHG driven warming is within 10% of the All 
forced case in both seasons and is well within the standard 
error of the All-forcing experiment.
Fig. 6  Spatial patterns of changes in response to AA forcing in JJA. 
a Surface air temperature (SAT, °C), b aerosol optical depth (AOD) 
and c clear sky net surface short wave radiation (W  m−2, downward 
is positive), d cloud cover and e surface short wave cloud radiative 
effect (SW CRE, W  m−2, downward is positive). Boxes indicate the 
selected regions of western Europe (10° W–30° E, 40°–60° N) and 
Eurasia (30°–130° E, 40°–60° N). Dots highlight regions where the 
changes are statistically significant at the 10% level using a two-tailed 
Student’s t test
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To understand the enhanced warming over Eurasia in DJF, 
the spatial patterns of SAT warming induced by different 
forcings are shown in Fig. 7a, d, g, respectively. The GHG 
induced SAT warming (Fig. 7a) shows similar distribution 
to and explains a large proportion of the warming induced 
by All forcing (Fig. 2b), with the maximum in the centre and 
south region of Eurasia. The direct impact of GHG forcing 
can immediately induce warming via the greenhouse effect. 
In addition, this warming is associated with the reduction 
of surface albedo (Fig. 7b) due to decreased snow depth 
(Fig. 7g). The decreased surface albedo induces an increase 
of the net clear sky surface SW (Fig. 7c), which amplifies 
the SAT warming induced directly by increased GHG. The 
amplified SAT warming can further enhance the snow melt-
ing and leads to a positive feedback on surface warming. The 
importance of the changes in surface albedo in enhancing 
the SAT warming is confirmed by the regional averaged sur-
face radiation and turbulent heat fluxes in Table 2. The SAT 
warming in Eurasia is strongly amplified by the increased 
SW, which is mainly contributed by increased clear sky SW 
due to GHG forcing.
Fig. 7  Spatial patterns of changes in response to GHG forcing (a–c) 
and AA forcing (d–f) in DJF. a, d Surface air temperature (SAT, °C), 
b, e surface albedo and c, f surface net clear sky short wave radiation 
(W  m−2, downward is positive). g Relative changes in snow depth in 
response to GHG forcing (100%), h relative changes in snow depth in 
response to AA forcing (100%) and i changes in aerosol optical depth 
(AOD) in response to AA-forcing. Boxes indicate the selected regions 
of western Europe (10° W–30° E, 40°–60° N) and Eurasia (30°–130° 
E, 40°–60° N). Dots highlight regions where the changes are statisti-
cally significant at the 10% level using a two-tailed Student’s t test
Table 2  Changes in surface air 
temperature (SAT in °C), net 
surface short wave radiation 
(SW), net surface longwave 
radiation (LW), latent heat flux 
(LH), sensible heat flux (SH), 
clear sky shortwave radiation 
(SWCS), clear sky longwave 
radiation (LWCS), shortwave 
cloud radiative effect (SWCRE) 
and longwave cloud radiative 
effect (LWCRE) in W  m−2 with 
downward being positive
The variables are averaged in western Europe (WE) in JJA and Eurasia (EA) in DJF and JJA. All, GHG and 
AA indicate the changes in response to All forcing, GHG forcing and AA forcing, respectively
Exp SAT SW LW LH SH SWCS LWCS SWCRE LWCRE
WE (JJA) All 1.13 11.43 − 2.11 − 4.05 − 2.37 7.50 0.09 3.93 − 2.20
GHG 0.42 0.94 0.03 − 0.05 0.89 − 0.31 0.87 1.25 − 0.84
AA 0.59 8.82 − 1.48 − 5.21 − 0.78 8.53 − 0.98 0.29 − 0.50
EA (DJF) All 1.70 1.38 0.46 − 0.36 − 0.47 2.18 − 0.32 − 0.80 0.78
GHG 1.42 0.91 0.71 − 0.34 − 0.34 1.57 0.14 − 0.66 0.57
AA 0.44 0.50 0.04 0.06 − 0.06 0.61 − 0.31 − 0.11 0.35
EA (JJA) All 1.11 2.52 − 1.16 0.53 − 1.39 − 0.46 0.46 2.98 − 1.62
GHG 0.92 1.60 − 1.08 0.76 − 1.37 − 0.83 0.28 2.43 − 1.36
AA 0.25 1.51 − 0.78 0.13 − 0.41 0.39 − 0.28 1.12 − 0.50
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Changes in AA forcing also induce SAT warming in DJF 
(Fig. 7d), though it is weaker than GHG-induced warming in 
Fig. 7a. The warming over Eurasia is initiated by the direct 
effect of the decrease of AA emission over Europe. Since the 
Eurasian continent is located downwind of western Europe, 
the reduction of AA emissions over Europe decreases the 
AOD over Eurasia (Fig. 7i). This leads to increases in net 
clear sky shortwave insolation and therefore net surface 
downward shortwave radiation, and then leads to surface 
warming and SAT increase. This warming induces a reduc-
tion of snow depth (Fig. 7h), which has positive feedback on 
aerosol-induced SAT change through a reduction in surface 
albedo (Fig. 7e). Due to the combined effect of reduction 
of AA emissions and the surface albedo, the surface clear 
sky SW increases (Fig. 7f), which is the dominant term in 
the surface energy components in AA forcing experiments 
(Table 2).
SAT warming in JJA due to the GHG forcing is associated 
with significant decreases in cloud cover and soil moisture 
(Fig. 8). The GHG induced SAT warming has a maximum 
in the central and north-eastern Eurasian continent (60° 
E–90° E) (Fig. 8a), consistent with the decrease of cloud 
cover shown in Fig. 8b. The effect of the decrease of cloud 
cover is indicated by positive changes in the shortwave cloud 
radiative effect (SW CRE, Fig. 8d), leading to positive SW 
anomalies. As addressed in Boé and Terray (2014) and Dong 
et al. (2017a), the reduction of cloud cover over land is a 
feedback related to the enhanced surface warming over land 
relative to ocean.
Additionally, the SAT warming caused by the direct effect 
of GHG changes is associated with the decrease of soil mois-
ture over Eurasian continent (50° E–90° E) (Fig. 8f), where 
the climatological mean soil moisture is very small, within 
the range between 5–30 kg  m−2 (Fig. 8e). The deficit of soil 
moisture constrains the evapotranspiration, which results in 
a decreased upward latent heat flux (LH) (Fig. 8g, downward 
is positive) and amplifies the GHG-induced SAT warming 
and also contributes to the reduction of cloud cover. The 
important role of feedbacks related to change in cloud cover 
and reduced soil moisture for the surface warming over Eur-
asia in JJA is further quantitatively demonstrated in Table 2.
The changes in AA forcing in summer also induce SAT 
warming over the Eurasian continent (Fig.  6a). Due to 
the decrease in AA emissions over western Europe, AOD 
decreases over a large region west of 90° E (Fig. 6b), induc-
ing positive anomalies in clear sky SW (Fig. 6c; Table 2). 
Moreover, the decrease of AA emissions leads to a decrease 
in cloud droplet number concentration, increase of cloud 
droplet size, and shortened cloud lifetime, which is associ-
ated with the reduction of cloud cover over central Eura-
sia (Fig. 6d; Table 2). Interestingly, AOD changes show 
increases over eastern Eurasia and East Asia (Fig.  6b) 
due to increases of AA emissions in PD relative to EP. As 
demonstrated by Tian et al. (2018), the increase of local AA 
induces weakened East Asian summer monsoon circulation 
and decrease in cloud cover (Fig. 6d), leading to positive 
changes in SW CRE (Fig. 6e) that overwhelm the direct 
impact of increased local AA emissions, leading to surface 
and surface air warming over these two regions.
In summary, the SAT warming in DJF is larger than in JJA 
over Eurasia. The changes in GHG forcing leads to Eurasian 
surface warming through the greenhouse effect with positive 
snow albedo feedback in winter and positive cloud feedback 
in summer. The AA forcing induces the SAT warming by 
both aerosol–radiation and aerosol–cloud interactions, with 
positive snow-albedo feedback in winter and positive land 
surface and cloud feedbacks in summer.
4.3  Alaska
As shown in Fig. 2a, the primary feature over Alaska is that 
the SAT warming in DJF is extremely large relative to the 
surrounding area. Moreover, the warming in DJF is much 
larger than in JJA (Fig. 2c). The regional mean SAT warm-
ing over Alaska (170°–130° W, 60°–70° N, land only) is 
summarised in Fig. 5c. In observations, the SAT increases 
by 0.82 °C in JJA. In DJF, however, it increases by 2.59 °C; 
three times stronger than in JJA. The warming and season-
ality are simulated in the All forcing experiments, though 
the magnitude of DJF warming in the simulation is 0.4 °C 
weaker than in observations while in JJA it is 0.1 °C more 
than in observations. Both GHG and AA forcing changes 
contribute to warming over Alaska in DJF. The warming 
due to GHG forcing is more than two times of the warm-
ing caused by AA forcing. In JJA, the warming due to AA 
forcing is very weak, and of a comparable size to noise. As 
shown in Fig. 3e, the simulated climatological mean SAT 
over Alaska has cold bias in DJF. The cold bias might lead 
to a weaker sensitivity to anthropogenic forcing (Overland 
and Wang 2007; Kattsov and Sporyshev 2006; Walsh et al. 
2008).
Since Alaska is at high latitude, it is perhaps surprising 
that the winter warming amplification from EP to PD is well 
captured in our mixed layer model simulations as sea-ice 
feedback, which is very important for surface warming in 
the high-latitude regions (Screen and Simmonds 2010), is 
not included in our model.
To understand this strong local warming amplification 
in winter, we investigated the simulated spatial pattern of 
DJF mean changes for the SAT and related variables. The 
predominant change in surface energy components associ-
ated with warming in the All experiments is the increase 
in longwave cloud radiative effect (LW CRE) (Fig. 9b, f, 
j). The changes in LW CRE are related to the increase in 
cloud cover (Fig. 9c, g, k). The increased cloud cover is 
consistent with the local increase of water vapor in the 
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atmosphere (Fig. 9d, h, l). Both increased LW CRE and 
water vapor can amplify the SAT warming. Note that the 
SAT warming in Fig. 9e is the combination of the warming 
from the greenhouse effect and local feedbacks. Therefore, 
though the increased LW CRE due to AA forcing (Fig. 9j) 
is stronger than that due to GHG forcing (Fig. 9f), the SAT 
warming due to GHG forcing (Fig. 9e) is much stronger 
than that due to AA forcing (Fig. 9i). The relationship 
between Alaska SAT warming in winter and the increase 
Fig. 8  Spatial patterns of changes in response to GHG forcing in JJA. 
a Surface air temperature (SAT, °C), b cloud cover, c 700 hPa relative 
humidity (%), d surface short wave cloud radiative effect (SW CRE, 
W  m−2, downward is positive), f soil moisture (kg  m−2), g latent heat 
flux (W  m−2, downward is positive). e Climatological soil moisture 
(kg  m−2). Thick black contours highlight regions with soil moisture 
between 5–30 (kg  m−2). Boxes indicate the selected regions of west-
ern Europe (10° W–30° E, 40°–60° N) and Eurasia (30°–130° E, 
40°–60° N). Dots for responses highlight regions where the changes 
are statistically significant at the 10% level using a two-tailed Stu-
dent’s t test
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of local cloud cover is consistent with observations 
(L’Heureux et al. 2004).
What processes are responsible for the increase of cloud 
cover and water vapor in the atmosphere shown in Fig. 9? 
In observations, the North Pacific SST anomaly has a maxi-
mum centred over the North Pacific around 50° N and a 
minimum centred at 40° N (Fig. 10a), which is associated 
with an enhanced low and cyclonic wind anomaly at 925 
hPa (Fig. 11a). This anomalous circulation is consistent with 
the circulation response to the local positive SST anomaly 
in the sensitivity study by Hu and Guan (2018). This south-
easterly wind anomaly south of Alaska can transport more 
water vapor to the land and contribute to increased cloud 
cover there (L’Heureux et al. 2004).
Though the south-easterly wind anomaly at the south of 
Alaska is seen in both observations and the model simula-
tions, the large-scale SST and wind anomalies are different. 
As shown in Fig. 10b, in the All-forcing experiments, the 
North Pacific SST has a local warm anomaly off the Alaskan 
coast, which is consistent with the centre of the anomalous 
low SLP and cyclonic circulation anomaly in Fig. 11b. How-
ever, the amplitude and pattern of SST warming over the 
wider North Pacific is very different between the model and 
observations, which much greater warming in the eastern 
basin in the model. This is consistent with the overestima-
tion of the magnitude and extent of the low SLP anomaly 
in the model. Additionally, only a small region of cooling is 
seen, and in a different location to observations: around 25° 
N over the western North Pacific (Fig. 11a). Furthermore, 
the modelled SST anomaly exhibits an El Niño-like pattern 
not seen in observations.
In the simulations, both GHG and AA forcings contribute 
to the low SLP anomaly and the related cyclonic circulation 
anomalies over the northern Pacific. The high latitude SST 
warming, and the associated SLP decrease, have similar spa-
tial patterns in response to GHG and AA, but have a larger 
magnitude in response to GHG forcing (Figs. 10c, d, 11c, d).
Due to the prevailing north-westerly over the Asian con-
tinent in winter, aerosol emissions over Asia are transported 
to the subtropical North Pacific (Dong et al. 2019), leading 
to an increase in AOD (Fig. 12a) and cloud droplet num-
ber concentration (Fig. 12b), and decrease in cloud droplet 
effective radius (Fig. 12c). These changes lead to reduced 
surface net shortwave radiation and result in SST cooling. 
Fig. 9  Spatial patterns of changes in response to All forcing (top 
row), GHG forcing (middle row) and AA forcing (bottom row) in 
DJF. a, e, i Surface air temperature (SAT, °C), b, f, j surface long-
wave cloud radiative effect (LW CRE, downward is positive, W  m−2), 
c, g, k Cloud cover, and d, h, l vertical integrated specific humidity 
(kg  m−2). Dots highlight regions where the changes are statistically 
significant at the 10% level using a two-tailed Student’s t test
Processes shaping the spatial pattern and seasonality of the surface air temperature response…
1 3
In the model, this cooling in the western tropical Pacific 
leads to a weakened zonal SST gradient, and results in El 
Nino-like SST anomalies over the tropical Pacific. Consist-
ent with Renwick and Wallace (1996) and Gan et al. (2017), 
the modelled El Nino-like SST anomalies are related to the 
enhanced Aleutian Low and cyclonic wind anomalies over 
the North Pacific (Fig. 10c).
Since Alaska is at high latitudes, snow-albedo feedback 
is expected to play an important role in winter warm-
ing in response to GHG increases. To clarify the effect 
of snow-albedo feedback over Alaska, we have analysed 
the changes in snow depth and clear sky SW in DJF. The 
result shows that the snow depth is decreased due to 
the GHG induced warming. However, the clear sky SW 
is only slightly decreased, suggesting that the decrease 
Fig. 10  Spatial patterns of changes in SST (°C) a in observations, and in response to b All forcing, c GHG forcing, and d AA forcing in DJF. 
Dots highlight regions where the changes are statistically significant at the 10% level using a two-tailed Student’s t test
Fig. 11  Spatial patterns of changes in SLP (Pa) and 925 hPa wind (m 
 s−1, arrows) for a changes in observations, and in response to b All 
forcing, c GHG forcing, d AA forcing in DJF. Dots highlight regions 
where the changes of SLP are statistically significant at the 10% level 
using a two-tailed Student’s t test
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of snow depth does not lead to the decrease of surface 
albedo. The simulated climatological snow depth is about 
ten times more than the melted part due to GHG forcing 
(not shown), thus, in the model, the snow-albedo feedback 
is not a contributing factor for Alaska warming in winter. 
The slight decrease in clear sky SW radiation might be 
associated with the increase of moisture in the atmosphere, 
which increases solar radiation absorption (e.g., Mitchell 
et al. 1987).
In summary, the amplified surface warming in winter over 
Alaska is related to the increased water vapor and cloud 
cover, which amplify the surface LW CRE. However, the 
processes leading to the increased cloud cover are different 
between model simulations and observations. In the model 
simulations, it is related to an El Nino-like SST anomalies 
in the tropical Pacific, which is contributed by both the GHG 
forcing and AA forcing. These SST anomalies are associ-
ated with an enhanced Aleutian Low (consistent with Gan 
et al. 2017) and increased transport of water vapor from 
the North Pacific to Alaska. However, in observations, the 
tropical SST changes show a pattern with warm anomaly in 
west and cold- anomaly in east (Fig. 10a), which is opposite 
to the simulated El Nino-like SST anomalies.
Over Alaska, we have shown that the model is able to 
reproduce the observed temperature anomaly, but the larger-
scale circulation pattern simulated by the model does not 
agree with observations. A tendency for El Niño-like warm-
ing of tropical SST anomalies like those seen in our experi-
ment is seen in most coupled GCMs and may be due to that 
the local SST is too sensitive to the radiative forcing (Seager 
et al. 2019).
5  Conclusions and discussion
Observed surface air temperature (SAT) changes over land 
in the period 1960–2010 showed non-uniform warming, 
with amplified warming over western Europe, Eurasia, and 
Alaska, with some distinct seasonal variations. Based on a 
set of time-slice experiments using MetUM-GOML1, we 
identified the physical processes that have plausibly con-
tributed to the amplified SAT warming over these regions 
and quantified the roles of different components of anthro-
pogenic forcing, i.e., changes in greenhouse gases (GHG) 
forcing and anthropogenic aerosol (AA) emissions. Our 
principal results are summarized schematically in Fig. 13 
and listed as follows:
1 The spatial distribution and seasonality of the SAT 
warming over western Europe, Eurasia and Alaska in 
observations are well simulated by the MetUM-GOML1 
when forced by corresponding changes in GHG and AA 
emissions.
2 The warming in western Europe is stronger in JJA than 
in DJF. The AA forcing, which has a larger effect in JJA, 
is required to explain the seasonality. In JJA, a decrease 
in aerosol optical depth (AOD), due to the reduced aer-
osol emissions over Europe, induces increase in clear 
sky SW that warms land surface and SAT. In addition, 
reduced AA emissions lead to a decrease in cloud con-
densation nuclei and result in positive SW CRE through 
both aerosol–cloud interactions and an aerosol-induced 
soil-moisture feedback. In DJF, smaller changes in AOD 
and weaker SW result in smaller subsequent changes in 
surface SW radiation over western Europe compared to 
JJA. The major processes are summarized in Fig. 13a.
3 The warming over Eurasia is stronger in DJF than in 
JJA. This seasonality is mainly driven by GHG forcing 
Fig. 12  Spatial patterns of changes in a AOD, b cloud droplet num-
ber concentration (CDNC in  1010  m−2) and c cloud droplet effective 
radius (CDER in µm) in DJF in response to AA forcing. CDNC and 
CDER are ratio of changes relative to the climatology. Dots highlight 
regions where the changes are statistically significant at the 10% level 
using a two-tailed Student’s t test
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with small contribution from AA forcing, due to forcing 
induced positive snow-albedo feedbacks. AA changes 
induce a band of midlatitudes warming in JJA due to 
feedbacks related to the decrease in cloud cover and soil 
moisture. The decreased cloud cover leads to positive 
anomalies of SW CRE and, therefore, increases the sur-
face net SW radiation. Reduced soil moisture leads to 
the reduction of upward LH flux. The major processes 
are summarized in Fig. 13b.
4 Over Alaska, enhanced warming in DJF is contributed 
to by both GHG and AA forcing in model simulations 
through changes in atmospheric large-scale circulation. 
Simulated changes in GHG and AA forcing are associ-
ated with El-Niño-like SST anomalies in the tropical 
Pacific, which appears to enhance the Aleutian low and 
increase the transport of water vapor from the North 
Pacific to Alaska. The increased water vapor and cloud 
cover amplify surface and SAT warming in response to 
GHG forcing and contribute to the warming in response 
to AA forcing (Fig. 13c).
Although the model simulates an important role for atmos-
pheric circulation response, we note that the SST response 
over the North Pacific is different to observed changes 
(Fig. 10a, b). The large-scale atmospheric circulation response 
over the Pacific and, hence, Alaska is not the same as that 
seen in observations (Fig. 11a, b). These differences may be 
related to the formulation of the model. For example, sea ice 
is prescribed and so the simulations do not include the recent 
decrease of sea ice extent in the Arctic which was suggested 
to have played an important role for enhanced polar warming 
(Screen and Simmonds 2010). The ocean model is also not 
fully dynamical, and so the SST patterns that generate the 
atmospheric response may be different in other models. There-
fore, to fully understand past regional changes in SAT, and to 
ensure robust projections of future changes, it is important that 
the robustness of these results is explored in other models and 
fully coupled atmosphere–ocean general circulation models 
(CGCMs). Ultimatly, this case study of boreal winter warming 
over Alaska demonstrates potential issues in the detection and 
attribution of observed events when the models can reproduce 
them for the wrong reasons. Therefore, these results highlight 
the need to consider a model’s ability to reproduce both the 
change in the variable of interest and the related processes if 
the model is to be used for projections.
Nevertheless, the results presented here highlight the 
importance of regional feedbacks in simulating the SAT 
response to both GHG and AA forcing. These results give 
further support to the important role of recent changes in 
anthropogenic aerosol emissions for the regional amplifica-
tion of forced SAT changes over western Europe and Eura-
sia, but through different physical processes. The results also 
highlight how large-scale changes in atmospheric circulation 
in response to forcing can play an important role in modulat-
ing regional surface warming patterns in different seasons.
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