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We present a novel numerical approach to track the response of a quantum system to an external
perturbation that is progressively switched on. The method is applied, within the framework of
the density matrix renormalization group technique, to track current-carrying states of interacting
fermions in one dimension and in the presence of an Aharonov-Bohm magnetic flux. This protocol
allows us to access highly excited states. We also discuss the connection with the entanglement
entropy of these excited states.
PACS numbers: 71.10.-w, 03.67.Mn, 75.40.Mg
Long-lived excited states have attracted a large inter-
est in relation with exotic states of matter such as topo-
logical excitations.[1] Cold atomic gases provide a new
playground to study excited states due to the tunability
of the interactions and the decoupling from the environ-
ment [2] which allow, for example, the stabilization of
gases of excited states.[3] The absence of thermalization
observed experimentally in quasi one dimensional (1D)
systems after a brutal variation of one parameter (quan-
tum quench) has motivated intense research about their
stationary behavior.[4] New approaches to determine the
physical properties of excited states are thus required to
compute observables after a quench or to start a quench
dynamics starting from an excited state.[5]
In this work, we present a general numerical method to
track the response of a system to an external perturba-
tion that is slowly switched on. We designate it as adi-
abatic tracking in reference to the Landau-Zener effect
[6], which considers transitions at an avoided crossing
between two energy levels in a time-dependent Hamil-
tonian (see Fig. 1). Our technique aims at the same
goal as the counterdiabatic approach. [7] There, one
searches for additional terms to obtain an adiabatic state
evolution from an unitary time evolution under the ex-
tended Hamiltonian. In contrast we can directly work
with the Hamiltonian of interest. An experimental re-
alization of our technique would therefore be subject to
the Kibble-Zurek mechanism.[8] The latter states that
no matter how slowly a system (quantum or classical) is
driven across a continuous phase transition, one cannot
follow adiabatically its instantaneous ground state (GS)
near the critical point in the thermodynamic limit due to
the vanishing of the energy gap. This mechanism does
not explicitly apply to the technique described below, as
we follow eigenstates based on a diagonalization tech-
nique, which provides us directly with the desired state
without an explicit relaxation dynamics. In the counter-
diabatic approach the same phenomenon is observed. [9]
The counterdiabatic approach might therefore be helpful
for an experimental realization of our state tracking.
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FIG. 1. Left panel: Landau-Zener effect. At an avoided level
crossing, a diabatic evolution allows a transition to an excited
state while in an adiabatic evolution the system remains in
its GS. Right panel: Without a gap, the adiabatic tracking
allows reaching excited states.
We apply this method within the framework of the den-
sity matrix renormalization group (DMRG) technique
[10]. However, our concept is not restricted to the DMRG
and can be implemented in any wave function based tech-
nique. As an example, we follow the current-carrying
states of a 1D ring of interacting spinless fermions pierced
by an Aharonov-Bohm flux. Moreover, in relation with
the few recent studies devoted to the entanglement en-
tropy of excited states [11–14], we also show that our
method enables the computation of the entanglement en-
tropy of the tracked excited states.
The adiabatic tracking method : DMRG [10] is a pow-
erful technique to study the equilibrium properties of 1D
interacting systems. It was extended to nonequilibrium
situations, such as quantum quenches [15], by the devel-
opment of time-dependent simulations.[16, 17] Standard
DMRG procedures can provide the GS wave function and
2a few (hundred) low-lying excited states in systems of a
few hundred lattice sites. For higher excitations one has
to resort to exact diagonalization techniques, which are
restricted to small systems. In this work we propose an
approach to track excited states that cannot be reached
within standard DMRG and we apply it to systems sizes
that cannot be computed with exact diagonalization.
The system is described by a HamiltonianH(Φ), where
Φ is a tunable parameter, such as an Aharonov-Bohm
flux. As a start, a first DMRG run is performed with
Φ = Φ0 and determines the GS of the system |Ψ(Φ0)〉.
Then the procedure restarts with a new value of the pa-
rameter Φ1 = Φ0 + δΦ but this time it searches for an
eigenstate that maximizes 〈Ψ(Φ0)|Ψ(Φ1)〉, the overlap
with the previous eigenstate. In the results reported be-
low, this overlap is in general very close to one (& 0.99)
and never falls below 0.72. The previous eigenstate is
kept using the wave function prediction technique [18],
which is also at the heart of the adaptive time evolu-
tion schemes.[17] In other terms, instead of keeping the
GS, as in usual DMRG procedures, it determines the
state that is the most similar with the previous one and
further computations are performed with that state. In-
creasing slowly the value of the parameter Φ up to a final
value Φmax thus leads the system each time higher in its
spectrum and allows the tracking of a stationary excited
state. Once |Ψ(Φmax)〉 is reached, one can study the ef-
fect of another perturbation on this excited state. A sec-
ond perturbation is switched on, e.g. a Coulomb interac-
tion tuned by a parameter U , and the procedure restarts
from |Ψ(Φmax, U0)〉 up to |Ψ(Φmax, Umax)〉. It should be
stressed that if the first perturbation opens a gap the
method will just follow the GS, as in the usual Landau-
Zener scenario (Fig. 1). In order to access excited states
we first follow the system through level crossings of the
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FIG. 2. 50 lowest energy levels and currents of Eq. (1) versus
the flux Φ computed with a standard DMRG procedure in a
L = 30 ring. Different colors correspond to different levels.
Left panel: the current of the GS is highlighted with a black
line. Right panel: the red curve shows the tracked states
and the triangles correspond to values discussed in the text
(Φmax = 0.4, 0.95, 1.15, 1.9, 2.15 and 3.15).
clean system and turn then interaction on, which may
lead to avoided level crossings for smaller flux values. As
a final note we would like to remark that from a tech-
nical point of view this state evolution scheme combines
the advantage of the adaptive time evolution schemes
[17] of having only two states to track in each DMRG
run with the advantage of the full time evolution scheme
[16] where one always starts from an initial state based
on a diagonalization technique.
Φ 0.4 0.9 1.15 1.6 1.9 2.15 2.6 2.9 3.15
L=30 0 1 4 17 36 88 451 1346 3289
L=34 0 1 4 17 34 87 441 1276 3187
L=38 0 1 4 17 34 85 415 1223 3067
L=42 0 1 4 17 34 83 389 1173 2905
L=50 0 1 4 17 34 79
Φ 3.6 3.9 4.15 4.6 5.15 6.15
L=30 15283 41381 91 996 356 484 1 582 279 13 769 513
TABLE I. Eigenstate index n of an adiabatically tracked state
vs. the eigenstate index obtained from an exact diagonaliza-
tion of the quadratic form for system sizes of L = 30, 34, 38,
42 and 50 sites.
Current-carrying state in a ring of spinless fermions :
We now put into practice the adiabatic tracking method
with a simple model. We consider a 1D ring of size L of
spinless fermions pierced by an Aharonov-Bohm flux Φ:
H = −t
L∑
x=1
ei2piΦ/Lcˆ†x−1cˆx + h.c. (1)
+ U
L∑
x=1
(
nˆx−1 −
1
2
)(
nˆx −
1
2
)
(2)
nˆx = cˆ
†
xcˆx is the density operator and the flux Φ is in
units Φ0 = hc/e. In this work we focus on half-filled
(n = 1/2) systems. Different fillings would affect the
parity of the persistent currents but not the method dis-
cussed hereafter. Umklapp scattering is prevented by
considering only incommensurate values of Φ. In the
absence of the flux, model (1,2) maps to the integrable
XXZ model [19] through the Jordan-Wigner transfor-
mations. In the weakly interacting region it is described
by a Gaussian theory, a Luttinger Liquid (LL) [20], up to
Uc = 2 where it undergoes an Ising-like phase transition
to a gapful long range ordered Ne´el state. The renormal-
ization group equations, and thus Uc, are not affected by
the presence of the flux [21]. The latter simply shifts the
values of the particle momenta p → p + Φ/L and the
excitation spectrum remains compact.
We use a DMRG algorithm to compute the lowest en-
ergy levels and the expectation value of the current oper-
ator Jˆx = −4πt · Im
[
ei2piΦ/L〈c†x−1cx〉
]
. Let us first start
3with the noninteracting case Eq. (1). The energy spec-
trum consists in a set of flux-periodic energy levels. Fig. 2
shows the 50 lowest levels, obtained with a standard
DMRG procedure in a L = 30 ring, together with the cor-
responding persistent currents. Here we may stress that
keeping so many levels, even in a noninteracting case,
is already involved. Indeed, targeting more than a few
low-lying levels requires computing more eigenvalues and
eigenstates during the diagonalization of the superblock
Hamiltonian. The numerical cost increases since this re-
quires a very large number of Davidson iterations, ex-
ceeding a few times the number of low-lying states kept
(see for example Ref. 22). In addition one has to increase
the target space to provide a faithful representation of
all the desired states. Yet one is facing the problem that
DMRG in general provides accurate eigenstates, however
it is very hard to ensure that indeed all desired eigen-
states are found as it may happen that some states of
the spectrum are missing. Therefore special care has to
be taken in order to ensure finding the complete low en-
ergy spectrum, e.g. see [23]. In order to overcome these
problems and to reach higher excitations disregarding the
limitations of the standard DMRG procedure, we now
turn to our adiabatic tracking method. We performed
DMRG with periodic boundary conditions, performing
between 7 and 11 sweeps and keeping up to 5000 states
per block. The discarded entropy ranges between 10−11
and 10−4. We considered rings up to 50 sites of noninter-
acting spinless fermions and report results for an applied
a flux up to Φmax = 2.15 and 3.15 (see red triangles in
Fig. 2). For the noninteracting systems we checked our
DMRG results by comparing to an exact diagonalization
of the quadratic form. By looking at all possible particle
hole excitations with energies below or equal the energy
of the tracked states we could identify all tracked states.
In table I we provide the eigenenergy index for the states
we tracked adiabatically within DMRG, where index ’0’
denotes the GS.
Then the nearest-neighbor Coulomb interaction (2)
is added. Fig. 3 shows the energy and current of
|Ψ(Φmax, U)〉. The magnitude of the current depends
on 1/L; for the GS, JGSU=0 ∼
DΦ
L , where D is the charge
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FIG. 3. Current versus interaction for excited states taken at
Φmax = 2.15 and 3.15 in rings of various lengths.
stiffness which depends on the Fermi velocity and Lut-
tinger K parameter [24]. Because of extra operators that
become relevant for excited states, the region before the
current drop becomes smaller as Φmax increases. We as-
sume that this drop is related to the formation of bound
states in the Bethe ansatz solution, see [25]. We point
out that the ordering of the current with respect to sys-
tem size changes at the drop, so this effect persists in the
thermodynamic limit.
In order to gain more information on the nature of
the excited state |Ψ(Φmax, U)〉, and also to show that
it is not lost at an energy level crossing, we compare
data obtained with the adiabatic tracking method and
with standard DMRG. We keep five low-lying levels at
Φmax = 1.15, where the comparison is simple (see Fig. 2),
see also [26]. Fig. 4, top panel, shows the energy differ-
ences between the nth level and the GS. It appears that
increasing Φ up to Φmax = 1.15 brings the system to
its 4th excited state, which is consistent with the local-
ization of the corresponding triangle in Fig. 2. As the
interaction increases, an energy level crossing takes place
around U ∼ 0.92 and the tracking continues with the
2nd excited state. The inset shows that the incrementa-
tion of the interaction δU = 0.05 is small enough so that
the state tracked is not lost at the energy level crossing.
The current (bottom panel) of the 4th level undergoes a
jump at the energy level crossing and crosses the of the
2nd level. One observes that, as expected, the tracking
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FIG. 4. Comparison between the adiabatic tracking (red dots)
and standard DMRG (crosses) keeping the 5 lowest levels at
Φmax = 1.15 in L = 50 rings. Top panel: energy differences
between excited states and the GS ∆i = Ei − E0. Inset: the
adiabatic tracking (red dot) comes trough the energy level
crossing between the 4th and the 2nd levels. Bottom panel:
currents of the corresponding states.
4method keeps on with the current-carrying state. This
actually reflects the adiabatic character of out state evo-
lution: the observables change smoothly. We have also
checked that the adiabatic tracking for Φmax < 1/2 (i.e.
still in the GS) reproduces the Bethe ansatz exact solu-
tion for the current in the critical region [25].
Entanglement entropy of excited states : DMRG al-
gorithms are based on the computation of the reduced
density matrix ρA of a subblock A with length ℓ ob-
tained by tracing over the degrees of freedom of the
complementary block A¯, ρA = TrA¯[ρ]. The entangle-
ment entropy is the corresponding von Neumann entropy:
SA = −Tr[ρA ln ρA ]. One of the most important re-
sults for gapped systems with short range interactions is
that SA satisfies an area law [27] and is proportional to
the hyper-surface ℓd−1 separating A from A¯. 1D systems
(d = 1) are thus particular since SGSA is independent from
ℓ and bounded by a constant that depends on the width
of the gap between the GS and the first excited state.[28]
Critical systems are known to violate this area law. For
(1 + 1)−dimensional systems with conformal invariance,
such as the XXZ model, the entanglement entropy in-
creases logarithmically with ℓ and is proportional to the
central charge c: [29, 30].
SGSA (ℓ) =
c
3
ln
(L
π
sin
πℓ
L
)
+ b (3)
where b is a nonuniversal constant, whose analytical
expression is known exactly for the XXZ model [31].
Eq. (3) is valid for periodic boundary conditions. Fig. 5
(a) shows the fits obtained for a ring of 50 sites at
Φmax = 0.4 < 1/2 (lowest triangle of Fig. 2). We re-
cover c = 1 in the critical region U < 2 and b ∼ 0.73 in
agreement with the predicted value. For U > 2, SGSA ≈ b
agrees with the area law.
The adiabatic tracking method gives access to the en-
tanglement entropy of the tracked excited state. Eq. (3)
stills applies in the critical region and c is then inter-
preted as the central charge of an effective Hamiltonian
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FIG. 5. Fits of c and b from Eq. 3 versus interaction at dif-
ferent values of Φmax (see Fig. 2) in L = 50 rings, excepted
L = 30 for Φmax ≥ 1.90. Right (a) panel: Φmax = 0.4, the
system is still in its GS. The errors bars are not showed since
they are smaller than the symbols.
whose GS is our tracked excited state.[12] Fig. 5 shows
fits of (3) versus interaction at the values of Φmax of
Fig. 2. In order to understand their behaviors, we turn to
the few recent works devoted to the exact calculation of
the entanglement entropies of excited states, SexcA .[11–13]
For excited states engendered by the action of a primary
field on the GS, SexcA differs from S
GS
A .[13] It can still
be computed by means of a scaling function, which, for
the vertex operators of the XXZ model, turns out to
be equal to one in the thermodynamic limit. More gen-
erally, excited states generated by compact excitations
(i.e. that engender no holes in the spectrum) should have
SexcA = S
GS
A . We indeed find c = 1 and b ∼ 0.73 in the
critical region for all the values of Φmax considered (see
inset in Fig. 5).
Away from criticality, it is difficult to give a general
picture. As a matter of fact, Fig. 5 shows radically dif-
ferent behaviors for different values of Φmax. One could
expect an excited state separated by a gap from the next
excited states to obey some type of area law.[32] The
fit obtained at Φmax = 0.95 with S
exc
A ≈ b at large U
suggests such behavior. However, for other Φmax, S
exc
A
evolves from one region with logarithmic divergence (the
critical region) to another at larger U . We observe a sat-
uration of c and b (e.g. c ∼ 3.2 for Φmax = 1.15). As
stated in Ref. [12], the value of c increases with the num-
ber of discontinuities in the spectrum. However, a full
understanding of this behavior is beyond the scope of
this work. Intensive simulations together with the study
of the correlation functions may be required if one wanted
to study in details these values.
Finally, we would like to remark that we are not re-
stricted to track the evolution of the GS. We could also
take another low lying state obtained by a direct calcula-
tion as a starting state and follow its evolution. Such an
extension would give access to different kind of excited
states.
Conclusion: We have proposed a new method to track
the excited state reached by a quantum system after a
perturbation that is slowly switched-on. We have shown
using DMRG that this adiabatic tracking follows accu-
rately the current-carrying states of a ring of spinless
fermions under an Aharonov-Bohm flux. Of course one
does not have to follow the protocol of the external per-
turbation used in this manuscript. The method is very
flexible and allows to track any perturbation that can be
implemented. In addition, we can extract the entangle-
ment entropy of excited states in large systems and with-
out being limited to integrable models. An example of
further application is the computation of the LuttingerK
parameter which can be extracted from the number fluc-
tuation in the subblock A [33] or from the oscillations of
the Re´nyi entropies for n ≥ 2 [34], which may obey the
usual GS scaling also for excited states.[12]
Finally, the main difference between our adiabatic
state tracking and evolution schemes is that we are track-
5ing eigenstates of the systems, while time dependent
quenches are in general not following eigenstates. There-
fore, the adiabatic state tracking resembles the concept
of the adiabatic switching on of perturbations as applied
in scattering theory. By directly following the eigen-
states we are not restricted to systems where the scat-
tering perturbation has only a small impact on the bulk
system. It will interesting for future research to inves-
tigate whether this concept can be used to extend the
Lippmann-Schwinger type calculations to finite systems.
We thank P. Azaria for insightful comments.
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