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Resumo O rápido aumento dos preços da electricidade tem provocado um aumento
na preocupação com a tarefa extremamente dispendiosa de transporte de
água. Através da criação de modelos hidráulicos de redes de Sistemas de
Fornecimento de Água, e da previsão do seu comportamento, é possível tirar
vantagem das diferentes tarifas horárias de consumo de energia, reduzindo
desta forma os custos totais do bombeamento de água.
Esta tese foi desenvolvida em associação com o projecto de transferência de
tecnologia denominado E-Pumping. Foca-se na procura de uma estratégia de
supervisão e controlo flexível e adaptável a qualquer Sistema de Fornecimento
de Água existente, bem como na previsão do consumo de água durante
um período escolhido pelo utilizador final, o objectivo final é permitir o
planeamento de um horário óptimo que minimize o custo do consumo de
energia eléctrica.
O Protocolo OPC, associado a uma Base de Dados MySQL, foi usado
para o desenvolvimento da ferramenta de supervisão e controlo flexível,
constituindo no seu conjunto um módulo do Projecto E-Pumping. A escolha
baseou-se em ambas as tecnologias serem adaptáveis a equipamentos de
diferentes fabricantes. Esta tese produziu ainda uma ferramenta de previsão
do consumo de água, adaptável a qualquer estação, constituindo um
segundo módulo do projecto. Esta ferramenta foi obtida através do estudo e
testes de performance a variados modelos baseados em séries temporais,
especificamente aplicadas a este problema. Os parâmetros do modelo de
base desta ferramenta são automaticamente actualizados a cada execução do
programa. Ambos os módulos referidos foram integrados com uma Interface
Gráfica (GUI) e implementados numa aplicação piloto instalada na rede de
abastecimento de água da empresa Águas do Douro e Paiva (ADDP).
A implementação deste software em Sistemas de Abastecimento de Água
por todo o país reduziria os seus custos de funcionamento, melhorando a sua
capacidade de competição no mercado e, em última instância, diminuindo os
preços da água para o consumidor final.

Keywords Water Supply Systems (WSSs); Forecast methods; Time series; Optimisation;
Hydraulic simulation; SCADA systems
Abstract The fast increase in the energy’s price has brought a growing concern about
the highly expensive task of transporting water. By creating an hydraulic
model of the Water Supply System’s (WSS) network and predicting its
behaviour, it is possible to take advantage of the energy’s tariffs, reducing
the total cost on pumping activities.
This thesis was developed, in association with a technology transfer project
called the E-Pumping. It focuses on finding a flexible supervision and control
strategy, adaptable to any existent Water Supply System (WSS), as well as
forecasting the water demand on a time period chosen by the end user, so
that the pumping actions could be planned to an optimum schedule, that
minimizes the total operational cost.
The OPC protocol, associated to a MySQL database were used to develop a
flexible tool of supervision and control, due to their adaptability to function
with equipments from various manufacturers, being another integrated
modular part of the E-Pumping project.
Furthermore, in this thesis, through the study and performance tests of
several statistical models based on time series, specifically applied to this
problem, a forecasting tool adaptable to any station, and whose model
parameters are automatically refreshed at runtime, was developed and added
to the project as another module. Both the aforementioned modules were
later integrated with an Graphical User Interface (GUI) and installed in a
pilot application at the ADDP’s network.
The implementation of this software on WSSs across the country will
reduce the water supply companies’ running costs, improving their mar-
ket competition and, ultimately, lowering the water price to the end costumer.
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Chapter 1
Introduction
1.1 Motivation
Water is one of the stems of life. The access to this element is instinctive to any living
being. A series of economic and survival related activities have their roots on water and,
historically, the growth of a population would be directly related to the availability of
this resource. Therefore, rises a demand for a distribution system.
On the first millennia B.C, the technology qanat [1], developed by the Persians, allowed
a distribution of water throughout the fields for agricultural irrigation purposes. However,
the first public water distribution system registered appeared in Greece, in the mids V
century B.C.[1]. Those systems have evolved through two and a half millennia reaching
the systems we have nowadays, where failure of any kind is not tolerated.
This evolution occurred at the expense of large amounts of investment in technology
and a growing amount of energy consumption. Although it provides a better and more
stable service, either to a domestic or industrial client, this evolution led to a large
annual total energy consumption by any mid size water plant. As publicized by Empresa
Portuguesa das Águas Livres (EPAL) on the annual sustainability report [2], their energy
costs represented 25% of the total of external services requested growing 9.3% against the
values of 2009 and totalling 9.807.767 million Euro.
Lowering the energy cost spent on the transport of water for public supply is therefore
a pressing matter. The networks currently installed, in particular, storage tanks for
population supply or network pressure elevation tanks, generally use elevation stations to
store and pressurize pipelines.
A special case is when the storage reservoirs are on a higher altitude than the original
resource, requiring high power pumps, which will regularly consume energy to maintain
the level of those reservoirs within the predefined limits. Once more, lowering the energy
usage or, alternatively, reducing this energy cost becomes urgent. Knowing that pumps
will handle energy on a large scale, even a slight earning will turn into a significant
absolute value, along it’s lifetime.
Nowadays this objective can be achieved following two different approaches:
• To upgrade the hardware, investing on more efficient pumps and piping, renewing
the industrial layout, all which will require a significant investment, or even may be
an impossible approach for the installed hardware may already be of high efficiency.
1
2 1.Introduction
• Alternatively, to repair the hardware installed, which would solve the degradation
resultant of years of usage, subsequently having a efficiency improvement up to 20%
has shown by Reynolds [3].
A second strategy would be an intelligent management of the water deposit tank
levels, associated with the energy resource pricing schedule. This second approach is more
interesting, given that the necessary equipment is already installed. As the new concept
proposed takes advantage of the energy cost variance, ultimately new hardware may not
be needed. This strategy thus presents the possibility of having a very rewarding return
of investment.
Energy companies, in order to reduce their operational costs, try to uniform the
demand by their clients throughout the day. An example of the incentives offered are the
lower tariffs during the night time, which are given in order for the clients to shift their
demand to that time period. This results on lower energy consumption pike during the
day, thus allowing a reduction of the installed available power, which has a significant
cost by the simple fact of being operational.
These incentives to overnight energy consumption enable the possibility of applying a
scheduling based strategy in water pumping systems, which is then taken to advantage
by the water companies to reduce their energetic bill. It is relatively common for water
stations to have installed Supervisory Control and Data Acquisition (SCADA) systems
that enable this type of control. However, these systems are often not used to their full
potential.
1.2 Objectives
The main objective of this thesis is to give support to the implementation of a new solution
for optimization algorithms on Water Supply Systems (WSSs), in cooperation with the
project E-Pumping [4]. This will include the creation of custom tools for water demand
forecast and for supervision and control. To achieve this goal the first step was to employ
statistical models, particularly time series, which based on the past water demand generate
a short-term forecast, then used as a basis for water systems optimization. In a latter
phase a SCADA solution of supervision and control will be designed and implemented.
The work presented in this thesis is part of the aforementioned project, financed by
the company Telesensor, which specializes in water station instrumentation and efficiency
improvement. The project consists in developing a new product for the company’s
catalogue, designed by a team of experts from the Division of Mechanical Engineering
Optimization within the research group GRIDS, at the University of Aveiro.
Through this project, it was intended to promote a change in the way water reservoirs
were controlled in most stations. Several of the systems installed were already capable of
being commanded from a remote control center. However, the systems control did not
take into account the energy cost variation over the day, filling the reservoirs only by
having as indicator the water level of each reservoir. A less expensive practice would be
to program these actions to a lower energy price schedule, if possible. Although some
companies already apply this type of optimization using years of empirical evidence, the
proposed solution guarantees that operating costs are kept to a minimum or optimal level.
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1.3 Main Contributions
Four types of time series forecast were studied during the development of this thesis.
Using data samples, each technique was compared to one of the others, resorting to
common error indicators as Mean Absolute Percentage Error (MAPE) and the maximum
deviation from the reference, thus selecting the most appropriated for the application. A
forecast module was developed in C++ which implemented the classical multiplicative
decomposition algorithm.
Several possibilities to employ a redundant communication scheme were studied.
The final solution adopted was composed of an Ethernet module with a backup GSM
communication system, applied to the data acquisition system. However, due to time
constrains, only the Ethernet module was applied on the final project.
A data acquisition and control module was developed in C#, to connect to an OPC
system, resorting to the OPC foundation library [5] for communication with several OPC
servers. This module would be the end point of the project diagram presented in figure
2.1.
1.4 Outline of the thesis
In chapter 2, State-of-the-art Review, the state-of-the-art in the main areas that this thesis
explores, industrial control and SCADA applications, Water Supply Systems (WSSs)
optimization and statistical modelling were reviewed, also possible paths to follow in
continuing these developments are explored.
The specific methods employed were further detailed in chapter 3, Methods and
Development, where their theoretical components are exhaustively examined.
The implementation of these methods and consequent results were debated in chapter
4, Results and Application. This chapter also includes the presentation of the final solution.
Finally in chapter 5, Final Remarks, the review of the main achievements of both this
thesis and project is made, and some suggestions for future developments and possible
improvements are set.
Daniel Fortuna Correia Dissertação de Mestrado
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Chapter 2
State-of-the-art Review
2.1 Introduction
The water supply industry has evolved towards the automation of processes, similarly
to other industries. There is a tendency for every process to be monitored and remotely
controlled. Relevant information is gathered on databases for further analysis, as are
alarms and events set up. This as led to a more reliable and efficient water supply. To
make evident the complexity of an WSS the figure 2.1 is present below.
Moving upwards in figure 2.1 starting from the water demand up to the optimization
algorithms and hydraulic simulation: an array of sensors will measure vital parameters
from the network, which are then read by the Programmable Logic Controllers (PLCs)
and/or microcontrollers. This stage is highly important given that it is the basis of the
entire network, as nearly every calculation will be based in this data. The storage of this
data on a database, and its accessibility to the technicians via a SCADA system, has
improved security and efficiency issues, as well as allowed researchers to develop several
tools for WSS improvement.
The relevance of the WSS in our society has led this research field to be the target
of several studies. Moreover, the improvement of these systems efficiency, by hydraulic
simulation and optimization, is not a recent event. For instance, Walski [6] refers to the
first pipe digital models, between the sixties and the seventies. As computational power
increased over the last few decades, so has the complexity of the networks and models
studied as stated by Martins et al., 2006 [7].
Factors as the significant estimated 30% water loss in the world, and consequent energy
lost, have motivated the development of new efficiency improving tools and techniques.
Between the most relevant developments figure the installation of new pump systems and
configurations, or hydraulic simulation and pumping scheduling. All these improvements
provide the cost optimization desired, but there is still room for improvement.
Designing optimization implies minimizing the total system cost. Without compro-
mising the reliability and normal operation of the plant. SCADA systems have built
the bridge between the two concepts, enabling real-time communication between parties.
Further discussion on this theme will be presented below, on section 2.2, as part of the
study for the development of a software that interacts with both data gathering and
control operation.
Kiselychnyk et al 2009 [8] states that accurate estimation of water demand is a
requisite for the success of the pump scheduling optimization, as these forecasts provide
5
6 2.State-of-the-art Review
Figure 2.1: Water supply system network
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a better starting ground for the approximations between water supply rate and water
consumption rate. On this thesis several models of water demand forecast were studied,
focusing on time series models that, despite of less precision than the state-of-the-art
ANNs, have better performance when dealing with the lack of long data historic.
A review on the state-of-the-art of these components, instrumentation, SCADA
systems, water demand forecast and WSS optimization, as well as current commercial
solutions on the market, will be detailed on this chapter.
2.2 Industrial equipments and SCADA systems
Since their introduction in the industrial world on the late 1960’s, PLCs have had a
determinant role on the evolution of the quality, safety and cost control of several industrial
process. The awareness for the need of supervision, at industrial level, led to the use of
computers in any industry. Examples of such would be the oil industry, food, avionics,
cars, or even public services such as the Water Supply Systems (WSSs).
The PLC is a kind of dedicated computer, able to handle real-time operations, that
acquires both actual digital or analogue signals. It also has internal programs, timers,
counters and data communication interfaces. The PLCs have been replacing relays, timers
and other components hardwired by virtual ones (inside the PLC). Although inicially
their main advantage was, and still is, the easiness of program alteration, the PLCs
dramatically reduce the cost of ground control updating, as well as the amount of time
needed to adjust processes when required. It also facilitates the troubleshooting over
damaged hardware and outdated blueprints, as detailed by Segovia [9].
An array of sensors can connect to a PLC, directly and individually to its digital
or analogical inputs, or through a bus communication over a pair of wires, such as I2C,
SPI, or Modbus over RS485 or Ethernet. This can be considered the lower layer of
communication. However, and as this thesis aims to connect directly to the control center,
that usually has all the important information concentrated on a central server, the focus
is on higher levels of communication.
In what concerns the central server, several options can be taken, from proprietary
systems to open standards. The OPC standard allows an easy and quick integration of
several proprietary equipments and software packages used in the central control. The
OPC standard insures that every OPC manufacturer will be compatible and accessible
through its applications, namely by OPC clients.
OPC provides a method for different software packages, namely Human Machine
Interfaces (HMIs), to access information as well as control client devices. These devices
are usually PLCs or other industrial appliances that control a process.
The OPC Data Access (OPC DA) is considered to be a classic OPC specification, based
on Microsoft’s Windows technology COM/DCOM (Distributed Component Object Model).
It provides real-time data from processes to SCADA applications, widely used on industrial
set-ups. Also as part of the classic OPC, the OPC Alarms and Events (OPC AE) and
OPC Historical Data Access (OPC HDA) are often substituted by SCADA applications
that handle events and an Open Database Connectivity (ODBC) that will feed a designed
database.
Additionally, the OPC Foundation released a new standard, the OPC Unified Ar-
chitecture (OPC UA). This standard is no longer depended on Microsoft’s Distributed
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Component Object Model (DCOM), instead two different protocols establish connections,
an Service-oriented Architecture (SOA), used on web services over HTTP, and an TCP
protocol, optimized for high performance. These allow for platform independent develop-
ments, such as low memory embedded devices as show by Fraunhofer-Application Center
IOSB-INA [10], by scaling an OPC UA server down to 15 kB RAM and 10 kB ROM.
The end purpose of the mentioned server is to provide support for SCADA application
for the plant’s management. An example of one of these software packages available in
the market can be seen in figure 2.2
Figure 2.2: SCADA demonstration [11]
2.3 Water demand forecast models
As presented above, accurate predictions of the water demand in WSS are of major
importance. Walski et al. 2001 [6] defines tree basic water demand types: the costumer
demand, the water losses of the system and fire emergencies demand that are stated as
obligatory.
Aspects such as rainfall, air temperature, demography, water pricing and regulation
influence the demand for water. Several models that account for these factors have been
suggested. Zhou et al. 2000 [12], and Jain et al. 2001 [13] , who first introduced univariate
and multivariate time series, have more recently developed models based on ANNs.
Regardless of the algorithm in question, discerning between short-term and long-term
Daniel Fortuna Correia Dissertação de Mestrado
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forecasting is the first step. This text will focus on short-term forecasting, as it is a more
interesting approach for the development intended. However, long-term forecasting has a
very important role when designing and dimensioning a new, or expanding an existing,
water distribution network, estimating the size of reservoirs, pumping stations and pipe
capacities. Both these activities require between 5 to 25 years prediction of the population
growth, and consequent water demand.
On the other hand short-term forecasting is useful for efficient management and
operation design and it shall be the target of further investigation throughout this thesis.
Forecast water demand on an urban environment is a difficult task, as urban water
demand is a combination of domestic, public, commercial, industrial and even irrigation
during certain months as stated Snoxell [14]. In addition, the variations associated with
weather uncertainty, stated above, should be accounted for, inducing more complex
computations.
Time series analysis focus on this variations and their evolution through time. Time
series can reveal patterns of the variable in question, such as, random, trends, level shifts,
cycles, unusual observations or a combination of patterns as Douglas explained [15]. Plots
are often used to easily observe this phenomena, as on figure 2.3.
Apart from forecasting demand, time series plots can also be used to detect malfunc-
tions, such as malfunctioning sensors, blown pipes or even communications problems, as
it was likewise explained by Douglas [15].
Figure 2.3: Example of time series by Douglas [15]
Artificial Neural Networks (ANNs), are the state-of-the-art development in the area
of forecast and optimization. The water demand and climatological data gathered are
put through a learning process as an input. Then, iterations of combinations between
the data produce the output function that best fits these variables. Jonh Boudadis [16]
applied time series analysis and ANNs to the forecast of the weekly water peak demand,
comparing the two as to proximity to the actual observed results, and concluding that
ANNs outperformed time series analysis. Much the same is concluded in [13] by Jain,
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when applying the two types of model to short-term water demand forecast in Indian
Institute of Technology, Kanpur (IIT Kanpur). Despite having good overall performance,
the use of ANNs requires the availability of a long term past data, which is not always
the case. A general schema of a ANN configuration is presented on figure 2.4.
Figure 2.4: Artificial Neural Network (ANN) typical schema [17]
The same problem remains with multivariate time series, which often produce better
results than univariate time series, but require an extensive database. Moreover, the
excess of variables and their conditions leeway may lead to failure of these models, as
suggested by Caiado [18] and Silva [19]. Quick climatic changes may also induce error.
Uncertainty about the data origin, or even the non existence of data in the field
of resources forecast has lead researchers to focus on univariate time series. These are
currently used for water demand forecast Caiado [18], energy demand forecast, Abdel
[20], forecast of wind speed, Torres [21], or even solar irradiance, Dazhi [22].
Following this line of thought several univariate time series models come up. These
conventional time series, such as, ARMA, ARIMA or even exponential smoothing, are
still used and may outperform more recent solutions, in some cases.
2.4 Optimization in water supply systems
As the focus of this thesis is not to study optimization but rather the technologies that
support it, only a brief introduction to the theme of optimization will be given.
To introduce the theme of optimization in water supply systems it’s first necessary to
present an important tool that enables a better understanding of the problem: hydraulic
simulators.
Hydraulic simulators are numerical programs in which, given the network’s information,
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it is possible to implement complex models of WSS. This technique enables the user to
model a complete WSS and try out several optimization algorithms with ease. Although
there is a wide range of hydraulic simulator software available, EPANET [23], developed
by the United States Environment Protection Agency (EPA) as open source software, has
had a substantial growth in popularity among researchers and companies in this field. An
example of its application is presented in figure 2.5.
Figure 2.5: EPANET network model example [23]
Other software brands make use of EPANET as a basis for the development of different
modules, as integrated SCADA and Geographic Information Systems (GISs), SCADAs
systems enable data gathering and display, whereas GISs systems enable capturing,
analysing and displaying geographically referenced information. An example of these
software is AQUIS from 7-technologies Schneider Electric [24], that integrates both these
features, along with several others that complete the integrated application.
Applications non depended of EPANET are also available, such as Aquadpt [25],
which offers a complete range of features related to WSS, similar to those presented on
AQUIS.
Despite not being the focus of this work, there are several types of optimization
techniques that can take place on WSS. An example are piping lines improvements, such
as new coatings and bottlenecks modifications that by reducing head losses improve overall
efficiency, saving up to 20% of pumping energy as achieved by Gellings [26]. Replacement
of inefficient equipment by high-efficiency systems also leads to improvements of up to
30%, also studied by Gellings [26]. Likewise, the use of Direct Torque Control by Variable
Speed Drive (VSD) enables flow control via the variation of the pump speed, which
in certain conditions may achieve 10 to 20% savings on pumping energy as stated by
Kiselychnyk [8].
Some of the mentioned options might not suit specific applications, derived from the
demand for high investment, which sometimes is not economically viable. Considering
this, one option rises: the scheduling of operations. This option concerns specifically
pumping operations and, instead of reducing energy consumption, their focus is on the
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energy cost. This type of optimization makes use of the hydraulic simulator in order to
obtain the system equations and then employ optimization tools.
There are several optimization methods. The conventional one, trial and error, can
be effective for simple systems, but on a larger scale, the complexity of the problems may
pose significant obstacles, such as: multiple pumps, valves, head losses, etc. Consequently,
it evolved to more effective algorithms.
Coelho, 2011 [27] applied two algorithms of energy resources optimization in WSS,
the Levenberg-Marquardt (LM), a classic gradient-based method, and an evolutionary
algorithm (EA), based on heuristic search. These methods tested on standardized networks,
achieved reductions of 71% in costs associated with pumping.
To have a better understanding of pump scheduling optimization, one must first think
on a smaller scale. In a best case scenario, all the hours of use of a pump would be shifted
towards the less expensive energy schedule only operating at the lowest cost possible.
However, the complexity of most WSS mean that these are non-linear problems that lead
to more complex resolutions. For instance Reynolds [3] states that it is virtually impossible
to explicitly solve the scheduling problem using common mathematical techniques.
The objective of an optimization tool is to find, with the given information, the
minimum or the maximum working point of the cost function, as explained by Atkinson
[28]. For the case being, it is expected to find the optimal schedule, i.e. the less expensive
schedule, for the system to perform fully operational as a whole (the minimum of the
cost function).
Reynolds [3] presented the results of the tool Aquadapt [25], a complete software that
features a full comprehensive analysis of the network, including a SCADA client, a 24h
forecast tool and optimization tool. As a result of the application of this software on
four cities along the U.S., an average efficiency gain from 6.0% to 8.6% was achieved. In
1998, in the Spanish city of Seville, Carlos León [29] developed a similar system with
the purpose of satisfying water demand and reducing energy related cost on pumping
operations, whilst maintaining the quality of the treated water. The end result should
resemble figure 2.6, in which is plotted the optimal pumping schedule in relation to the
given electricity price.
The solution proposed on chapter 3 and which is one of this thesis objectives, follows
the same philosophy.
Figure 2.6: Pumping station scheduling [30]
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2.5 Current commercial solutions
Water Supply Systems (WSSs) optimization is not a recent event. Several commercial
applications have grown in the market in the last the decades, from multinational
corporations, such as Schneider Electric, Bentley, to smaller companies, such as Decerto
Aquadapt, KYPIPE or tynemarch systems.
Schneider Electric presents the AQUIS software [31], a complete plant modelling and
management system. By modelling the network, having direct access to it’s information
and being fully integrated with the plant’s SCADA system, Schneider insures a 1%
accuracy model, thus capable of sensible leakage detection. A flexible water demand fore-
casting tool, integrated with the weather forecast, provides the basis for the optimization
module that optimizes both pumps and reservoirs according to demand, energy’s price
and storage capacities.
Bentley, among other solutions for water, wastewater and stormwater systems, offers
two software packages for pipeline modelling and optimization, the WaterCAD [32] and
the WaterGEMS [33]. WaterGEMS uses a genetic algorithm in the Darwin Scheduler
Module [34] to minimize the energy cost based on the energy’s tariffs. Other relevant
modules are available, such as the Pipe Renewal Planner Module [35], a decision support
tool on the rehabilitation of water mains that determines which pipelines are in need of
maintenance, or the Darwin Calibrator Module [36], a pipeline modelling tool based on
genetic algorithms to create automatically an accurate model of the system, enabling
system stress simulations and leakage detection. The SCADAConnect [37] module is an
add-on to integrate the WaterGEMS software with the current SCADA solution installed,
enabling the development of real-time response strategies.
On the other hand, Aquadapt commercialized by Decerto [25] offers system’s cost
reduction by moving the energy consumption to cheaper tariff bands, reducing peak
energy demand, selecting the shortest water route and improving pump efficiency. To
achieve these goals, Aquadapt retrieves live data from the SCADA system, filters and
processes outliers, and then forecasting the plant’s operations for the next 48 hours, which
is updated in real-time if significant changes in the system occur.
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Chapter 3
Methods and Development
3.1 Introduction
One of the main objectives of this thesis is to give support to the implementation of a
new solution for optimization algorithms. The first step, in order to achieve this goal was
to forecast water demand employing time series.
In a second phase, a SCADA solution, that suits the particular requirement of this
type of application, mainly supervision and control applied to work with the optimization
software, is designed and implemented.
For better visualization of the interaction between all the modules involved in the
project, a flow chart is presented on figure 3.1. In this scheme the squares represent
modules, as the arrows are a synonym of interactions or communications.
The complete project with work by running several modules in sync. The water
demand forecast module, the first module, will send information into the EPANET
simulation so that it working together with the optimization module can output and
optimum operations schedule. Moreover, the supervision and control module will execute
the operations it receives, as well as record the station’s relevant data, and feed it to the
project’s database.
As stated by Z.Chen [38], the water consumption by a population follows a trend.
Through the study of the water demand recorded through a long period of time by a
WSS, it is possible to deduce certain tendencies. On this solution, the relevant data is
selected and saved into a database specifically designed for the project, using the software
MySQL [39].
In order to analyse the data from water demand, saved in the database, time series
analysis was the tool employed. Although the state-of-the-art suggests that more modern
technologies, such as ANN achieve superior results, when dealing with a short period of
past data ANN revealed themselves as not appropriated for the task in consideration. As
presented in the previous chapter, studies as of Jonh Boudadis [16] or even Jain [13] have
shown that time series often obtain better results than ANN in these specific conditions,
such as the lack of solid information.
Time series are algorithms which, in this particular case, project a short-term forecast,
based on the past water demand, which is then used as a basis for the water system
optimization. But they can also be used for long term forecasting.
Four types of time series were employed on a development environment, varying their
parameters, and totalling eight tests, with the intention to study their performance as a
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Figure 3.1: Schematic display of all the processes involved in the proposed solution.
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forecasting tool. These types were five variants of exponential smoothing methods, of
those three additive seasonal models and two multiplicative seasonal models, as well as a
particular variation of an ARIMA model with a seasonal component, and two classical
decomposition techniques with forecasting.
Having obtained a water demand forecast from the process of time series forecasting,
the input of the hydraulic simulator is then established, meaning the accepted forecast
will be the base for the hydraulic simulator to define the necessities of each station.
The following step is to insert the water demand forecast, as well as the system’s
characterization into the EPANET hydraulic simulator [40], so that the optimization
algorithm chosen and the simulator can work in synchronism. Doing so will test each
possible scenario giving a global view of the system behaviour as a whole. Then, iterations
of combinations between the two programs, the hydraulic simulator and the optimization
algorithm, will produce the output function that best fits these variables. The process is
designed in such way that, after several iterations, the optimal solution is achieved.
The result of this simulation is a complete comprehensive analysis of the whole system,
outputting an optimal working schedule of control for each element. This schedule is then
interpreted and organized into a list of actions readable by the station’s operator and
fed into a designed database solution for easier interpretation, either by a machine or,
ultimately, by the end user, usually resorting to plotting for this last case.
On another subject, the remote communication mentioned in the schematic from
figure 3.1 is done using internet TCP/IP protocol implemented on site. This protocol uses
a designed program, which establishes connection both with the SCADA system database
and the OPC server, which gathers the information of the system and, if intended, has
the option of automatically control the water system based on the decoded schedule -
optimal solution found.
However, this project is still on an early stage. An intermediate solution was developed
to allow the user to decide in using or not the optimal schedule suggested by the program,
rather than implementing it automatically. The interface in this step will merely suggest
the user to analyse and manually control the system based on the given information.
It is worth remarking that all the system supervision information is constantly being
fed back to the database, so that the historic of the water demand increases continuously.
This action will have the benefit of improving the forecast performance by enabling the
forecast tool to have a better understanding of the behaviour of the WSS.
On the next sections each module will be described in detail.
3.2 Supervision and control
The objective in this section is to find a solution to the control and supervision challenges
of a Water Supply System (WSS). It is proposed to achieve a flexible, yet reliable solution,
with the ability to connect to different types of installations and different brands of
equipments, having in mind the automation of the whole project, from the data gathering
and processing to the optimization and finally control.
To reach this goal two types of Industrial Control System (ICS) intercommunications
were studied, both open protocols, OPC [5] and SOA [41]. However, considering that
OPC is the most widely used protocol in this type of application [42], it would be wise to
first explore the characteristics and assumptions of this protocol.
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Figure 3.2: Water supply system network - detail
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OPC is based on the principle of open architecture, meaning that it should be able to
interoperate with several different equipments from various brands. This goal is achieved
by adding an abstraction layer between the data source, in general a PLC, and the data
receiver, for example a HMI. Popular within most PLC manufacturers, this protocol
is constantly evolving to embrace more features. Derived from it’s flexibility to work
with different brands of manufactures and models, its implementation would render the
program to be universal, facilitating its use on several different plants and, thus, working
on virtually any recent installation available.
As an object linking protocol supported by the OPC foundation, the idea behind the
classic OPC DA is to have a server that will receive all of the PLCs’ informations, such
as sensors information and pump or valves states. These entries are then identified as
tags. Having accomplished this, the server will make the information available to all sorts
of HMI, such as SCADA programs like Movicon [43], or accessible by the OPC Fundation
library [5]. This type of linkage is crucial on a project that must adapt to several different
plants, being able to gather data, make decisions and then act upon them.
The Águas do Douro e Paiva (ADDP) company, has agreed to be a pilot installation
for the development of this project. This allowed a more focused development and testing,
ideal for the project, due to the fact that ADDP’s industrial equipment is compatible
with the standard characteristics required. By looking at figure 3.2, one can visualize
and understand the following equipment in perspective. The sensors communicate with
the PLCs via physical layer of RS 485 standard, as pumps/valves are actuated by either
discrete operation (on/off), e.g. relays, or by varying the pump’s speed, e.g. Variable
Speed Drive (VSD).
The communication between the peripheral stations and the central station, is estab-
lished by a Transmission Control Protocol (TCP) over a Fiber-optic physical layer. This
means that the information will be available at the central station with very little lag
and with security.
Each PLC is connected to the central computer, which is using a Rockwell OPC
server [44]. In turn and cyclically, the server downloads each tag, i.e. each equipment’s
information, from each device and presents it to the user for selection. Historical data
is, in this case, built by a OPC DA client for Open Database Connectivity (ODBC),
that establishes the connection between the OPC server and the database. This way,
the information is secured on an external database for further consult and analysis. A
laboratory scenery was set to simulate this layout, further described on chapter 4.1.
As this is a project that will automate some parts of the plant’s operation floor, a
certain trust level must be obtained with the plant’s managers before implementing a
complete autonomous system. This meant finding a way to build an oﬄine version of
the project, that would consecutively present the user with the optimal schedule that he
should apply to the pumping stations, without actually imposing those choices.
The ADDP agreed on sending a *.DBF file, i.e. a database file, to an FTP location
every hour with relevant tags of their OPC server, incrementing a data daily file and
starting a new one at 00:00 hours. A C# program, based on the System OleDb library
[45] and the System Odbc library [46], that read the file, filtered and processed the data
and, then, inserted it into a local database that would be the data source for the rest of
the project to run, was written specifically for the project.
The time series analysis method that would be applied to this data, required it to
have an exact and consistent time interval between data and not having outliers that will
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Table 3.1: Example of the linear interpolation used
Original Date Original Value Approx. Date Approx. Value
2013-07-31 00:00:57 901,040.56 2013-07-31 00:00:00 901,040.38
2013-07-31 00:10:57 901,042.63 2013-07-31 00:10:00 901,042.43
2013-07-31 00:20:57 901,044.44 2013-07-31 00:20:00 901,044.27
2013-07-31 00:30:57 901,046.13 2013-07-31 00:30:00 901,045.97
2013-07-31 00:40:57 901,047.38 2013-07-31 00:40:00 901,047.26
2013-07-31 00:50:57 901,048.81 2013-07-31 00:50:00 901,048.67
2013-07-31 01:00:57 901,050.06 2013-07-31 01:00:00 901,049.94
throw the forecast off, as explained in the next chapter 3.3.
The timing of the data values was, however, not as accurate as it was expected, neither
were the values blindly reliable. Some outliers occurred across the data, which needed
to be removed, as well as the non existence of an exact time interval required some pre
processing. It also might happen that there were missing values. In such cases, the
algorithm would detect any missing dates and insert them using linear interpolation.
To solve this problem, the C# tool developed runs a threshold based filter that will
eliminate any item considered not fitted given the previous and following value. This
threshold was found based on the empirical knowledge that the normal variation of the
water consumption should never be above 10000m3/h. The data is then rounded to the
nearest hour, or other chosen interval, and a linear interpolation between the two closest
dates was implemented to acquire the discrete interval’s approximated value, which in
this case, had a 10 minute frequency. To exemplify the results for this program, the
table 3.1 is presented.
To better explain the logic behind the solution, it was inserted the pseudocode 1. The
linkage to the *.DBF file was established resorting to the System Data OleDb library
available at Microsoft [45]. The data is then inserted and queried on the MySQL database
using the System Data Odbc library [46], closing this way the communication loop.
The program based on the pseudo code 1, is heavily dependent on the connection to
the database, hence it’s low performance. Using a computer equipped with a intel core i5
processor, 4GB of RAM and a local network connection of 54 Mpbs, it took on average 15
minutes to filter and interpolate a daily file, composed of 144 entries (spaced 10 minutes
between them) from each of 43 consumption points.
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Algorithm 1 Data filtering tool pseudocode
1: procedure Load and save raw data to database
2: listlen← length of data list
3: for listlen do
4: i← present index of the for loop
5: if (tag[i+1] > tag[i] + threshold) or (tag[i+1] > tag[i] - threshold) then
6: Ignore tag
7: else
8: Save tag to database
9: Check by querying database if entrie already exists
10: if check database is true then
11: Use update query
12: Catch exception
13: else
14: Use insert query
15: Catch exception
16: procedure Linear Interpolation
17: for number of entries per day do
18: Jump to next dicrete time interval
19: Select from raw data the following discrete interval’s values
20: Select from raw data the previous discrete interval’s values
21: Calculate a linear interpolation using these variables
22: Save calculated value to database
23: Check by querying database if entrie already exists
24: if check database is true then
25: Use update query
26: Catch exception
27: else
28: Use insert query
29: Catch exception
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3.3 Water demand forecast
Four types of time series analysis are tested in this section, as to its suitability to this
particular application. By changing parameters such as the seasonal frequency, the nature
of the model additive or multiplicative or even the parameter selection optimization
algorithm, some variants were generated. This led to a total of eight tests, two which
were based on the Holt-Winters exponential smoothing, one being an additive seasonal
model and other a multiplicative seasonal model, other three were based on a similar time
series analysis method to the Holt-Winters exponential smoothing, developed by Rob J.
Hyndman and entitled Exponential smoothing state space model (ETS) [47] in which the
author changes the parameter selection algorithm for one with higher performance. The
sixth test consisted on an Autoregressive Integrated Moving Average (ARIMA) model
with seasonal component and the last two were the classical decomposition techniques,
additive and multiplicative decomposition.
The last two methods, additive and multiplicative classical decomposition methods,
were studied in order to obtain an understanding of the workings of time series. These
methods are popular among forecasting practitioners, by virtue of their accessibility
to non experts in this field of studies, and are often used as teaching examples. Its
ability to present seasonal and trend components information allows the user to integrate
judgemental knowledge into the model, which makes it particularly useful in practice,
as explained by H.C.Harrison [48]. The NCSS software manual [49], claims that, for
seasonal data, these methods are often as accurate as more complex algorithms, such as
the referred ARIMA or exponential smoothing, among others.
Classical decomposition is a straight forward procedure in itself. It can be, however,
classified into two methods, additive decomposition and multiplicative decomposition. The
first is more suitable to series in which the seasonal component amplitude remains constant,
while the second is more appropriate to series with a changing seasonal component, as
illustrated in the figure 3.3 below.
Figure 3.3: Seasonal amplitude in classical additive and multiplicative decomposition
methods [50]
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To begin decomposing a time series Yt, it is first needed to identify its components
accordingly to the method used. In classical decomposition, the series is divided into
three different components, trend, seasonal and irregular.
This trend can be obtained by using smoothing techniques, by applying a moving
average forecast with respect to the number n of seasonal periods with m, given as
Tˆt =
1
nm
nm∑
k=1
yt−k, k = [m, 2m, ..., nm]. (3.1)
On the particular case of the multiplicative method the mean should be removed
by dividing each value by the series mean U , so that a new series is created having the
reference as 1, normalized series. The series mean is mathematically written as
Y ′t = Yt/U. (3.2)
The seasonal component Sˆt is extracted from the raw data through a process of seasonal
adjustment. Essentially the fluctuation provoked by the seasonal effect is removed, as
explained in detail below. This will remove the trend component, Tˆt, from the series,
revealing the seasonal component. This is applied in the additive method by equation
Kt = Yt − Tˆt (3.3)
and in the multiplicative method as equation
Kt = Y
′
t /Tˆt. (3.4)
Stringing together all the seasonal indexes, Kt, respectively to its position on each seasonal
cycle, that is, the sum of each Kt position according to it’s seasonality frequency m, for
n seasons, one can obtain the seasonal component, Sˆt. In example, if the series has a
weekly seasonal pattern, this would perform the mean of all mondays, tuesdays, etc, as
done in the following equation:
Sˆt =
1
n
n∑
i=1
Kt−(im). (3.5)
Additionally, when using the multiplicative method, Sˆt should be normalized by dividing
each component of Sˆt by it’s mean, so that reference is centered at 1. This step is not
required in the additive method, because when reconstructing the series the operator sum
is used, instead of multiplying.
The remainder, otherwise called, irregular component is isolated by subtracting from
the series Yt the estimated trend Tˆt and seasonal component Sˆt adding up to equation
Eˆt = Xt − Tˆt − Sˆt, (3.6)
on the case of the additive model. Otherwise, in the multiplicative model, the components
should be divided as equation
Eˆt = Yt/(TˆtSˆt). (3.7)
This process only serves as an analysis of the data. In order to produce a forecast, the
linear regression of the trend is extended and the seasonal effect is fed back into the series,
so that the series may be reconstructed with all their components forecasted.
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Although not recommended, classical decomposition is still widely used. Rob J.
Hyndman presents several problems with these methods, such as the assumption that the
seasonal component retains its periodicity throughout the series and that it is not robust
to occasional unusual values, meaning that a filter may be applied before entering the
data. These methods are also not tolerant to missing values, justifying the data filtering
tool which was developed in this thesis specifically for this method, in addition to the
time series forecasting tool, as it has described in chapter 3.2.
Despite the fact that the method of manually analysing the time series is an important
learning tool, in order to comply with the project timetable the process of selection of
the most appropriated time series analysis method, the statistics analysis program R,
available on the official R project site [51], was used.
R is an open source language and environment for statistical computing. It provides
a wide variety of statistical techniques, such as both linear and non linear modelling,
time series analysis and clustering, among others. Several authors have contributed on
the development of this software, with the addition of new packages and libraries, which
improve the effectiveness of the application. On this subject, the author Rob J. Hyndman
has contributed significantly to the time series analysis topic, with the addition of the
time series packages, also available at [52].
For the being case of study, water demand forecast, the interest lies on the time series
packages, as they enable a more effective and quick analysis of several algorithms, adding
crucial tools such as seasonal decomposition and series plotting.
The decomposition of a time series is a tool devised to deconstruct the series into
conceptional components, for the most part trend component, cyclical component, seasonal
component and irregular component. This mechanism is particularly relevant on the case
of exponential smoothing, as it will show the more adequate route to take, in searching
which technique in this branch will provide a forecast with lower error.
STL decomposition is an acronym for "Seasonal and Trend decomposition using Loess"
developed by Cleveland et al. 1990 [53] and added to the R library package stl [54] by
Rob J. Hyndman. Loess decomposition is, to a great extent, a more advanced version of
the Local Regression Smoothing, which is a fitting of a regression line recurrently over
a time t of a time series Yt. Loess computes the local regression smoother, with a local
regression on which adjusted weights are assigned. Then iterations are repeated until the
estimates converge, essentially relying on the fact that the series is time dependent. The
weights are optimized in order to reduce the Mean Square Error (MSE). This can be
executed on the R software by inserting the following lines of code 3.1, which will produce
a plot of the four components of the time series referred above, as demonstrated on figure
3.4.
Having in mind that the water demand has a highly seasonal pattern, as is another
example the electricity demand, it follows that this pattern can not be effectively modelled
using standard polynomial models, such as presented on equation
y = β0 + β1x+ ε (3.8)
by Douglas [15]. A seasonal adjustment is added to the linear trend model, based on the
Holt-Winters method, introduced by Holt[1957] and Winters[1960].
Seasonal adjustment is a method similar to time series decomposition. In this case
the objective is to remove seasonal effects from the time series, by which, it will enable
a better understanding of the underlining non-seasonal-features. By doing so, effects
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Listing 3.1: STL decomposisiton in R
#read f i l e
tmp<−read . t ab l e ( "data_8weeks . txt " , header = F, sk ip=0)
#Trasnsform to TimeSer ies
tmpTS<−t s ( ( tmp) , f requency=24∗7) #weekly s e a s o n a l l i t y
f i t i n g <− s t l (tmpTS [ , ] , s . window=" per iod " ) #Loess decomposit ion
p lo t ( f i t t i n g )
from basic weather progression throughout the year, as well as fixed holidays effects are
removed.
Several techniques ramify from the initial exponential smoothing, such as exponential
moving average, double exponential smoothing or even triple exponential smoothing,
all similarly assigning decreasing weights to the irregular trend or, the more commonly
known, random or noise effect.
However, these algorithms do not handle seasonal data, meaning that working with a
time series that has a clear seasonal component, a particular variation should be used,
entitled additive and multiplicative exponential smoothing data, so that the seasonal
component of the series is also identified.
The two methods, additive and multiplicative exponential smoothing, added to the
Holt’s linear trend model given by the equation 3.9a, where `t is the level component
3.9b, and bt the trend 3.9c. By adding or multiplying a seasonal component given by
3.9d, respectively to the additive or to the multiplicative model, will provide the capacity
to adapt to the verified conditions and capture seasonality. This is done resorting to the
difference between what is the general trend of the series and its seasonal fluctuation.
To provide a better understanding of the two models, additive and multiplicative
exponential smoothing, a description of the mathematics of this models will be given
below.
yˆt = `t + bt (3.9a)
`t = αyt + (1− α)(`t−1 + bt−1) (3.9b)
bt = β
∗(`t − `t−1) + (1− β∗)bt−1 (3.9c)
st = γ(yt − `t−1 − bt−1) + (1− γ)st−m (3.9d)
The two methods differentiate themselves from each other, either by multiplying their
components for the multiplicative method as presented in equation
yt = (`t + bt) ∗ st, (3.10)
or by adding the components to the additive model as explained below
yt = `t + bt + st. (3.11)
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Figure 3.4: Typical Water Supply System (WSS) water demand time series decomposition
In order to make up a forecast from the seasonal additive exponential smoothing
method, three equations are applied, one for the level `t in equation
`t = α(yt − st−m) + (1− α)(`t−1 + bt−1), (3.12)
one for the trend bt given by equation
bt = β
∗(`t − `t−1) + (1− β∗)bt−1 (3.13)
and st given by equation
st = γ(yt − `t−1 − bt−1) + (1− γ)st−m (3.14)
for the seasonal component. Three smoothing parameters are given α, β and γ. The
m value expresses the period of the seasonality and h step ahead forecast. All of these
components will add up following the equation of the series given by
yt+h|t = `t + hbt + st−m+h+m . (3.15)
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Listing 3.2: Additive seasonal exponential smoothing forecast in R
f c a s t e t s 4 <−hw(tmpTS [ , ] , 2 4 ∗ 7 ) # add i t i v e model
accuracy ( f c a s t e t s 4 )
AIC( f i t 2 )
p l o t ( f c a s t e t s 4 )
summary( f c a s t e t s 4 )
Listing 3.3: Multiplicative seasonal exponential smoothing forecast in R
f c a s t e t s 3 <−hw(tmpTS [ , ] , 2 4 ∗ 7 ) # mu l t i p l i c a t i v e model
accuracy ( f c a s t e t s 3 )
p l o t ( f c a s t e t s 3 )
wr i t e . t ab l e ( f c a s t e t s 3 , f i l e="fcastETSMAN . csv " , row . names=FALSE,
sep=" ; " )
summary( f c a s t e t s 3 )
By solving equation 3.15 in order to yt+h|t, a forecast, that varies accordingly to
the smoothing parameters α, β and γ selected for a span of h steps ahead has given.
Alternatively the same results can be obtained by running the additive Holt-Winters
function of the R forecast package as exemplified in R code 3.2.
On the other hand, the seasonal multiplicative exponential smoothing method uses
similar equations, however handled differently, as follows in the detailed equations:
yt+h|t = (`t + hbt) ∗ st−m+h+m , (3.16)
where
`t = α
yt
st−m
+ (1− α)(`t−1 + bt−1); (3.17)
bt = β
∗(`t − `t−1) + (1− β∗)bt−1; (3.18)
and
st = γ
yt
(`t−1 + bt−1)
+ (1− γ)st−m. (3.19)
This can also be done resorting to the R program through the code reproduced on 3.3.
Furthermore, similarly to the classical decomposition, the difference between the
equation 3.15 for the additive model and the equation 3.16 for the multiplicative model
will translate into different proprieties on each model. The Holt-Winters seasonal additive
method is favourable when dealing with seasonal variations, if these are practically
constant throughout the series, as it is patent when analysing the time series plot 3.5. On
other hand, Holt-Winters seasonal multiplicative method is more apt when the seasonal
variations change proportionally to the level of the series, as seen on the time series plot
of figure 3.6 from the same source.
Note that on figure 3.6, the amplitude of the seasonal pattern increases similarly to the
growth on the series level, while on the data present in figure 3.5 the amplitude is clearly
constant. Nevertheless, analysing the water demand data provided from a typical Water
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Figure 3.5: Time series plot of U.S. clothing sales from January 1992 to 2003 [15],
representative of the Holt-Winters seasonal additive method model
Figure 3.6: Time series plot of liquor store sales data from January 1992 to December
2004 [15], representative of the Holt-Winter seasonal multiplicative method model
Daniel Fortuna Correia Dissertação de Mestrado
3.Methods and Development 29
Figure 3.7: Time series plot of a water demand example
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Listing 3.4: Multiplicative decomposisiton in R
#Mul t i p l i c a t i v e decomposit ion
mM<−decompose (tmpTS , type=c ( " mu l t i p l i c a t i v e " ) )
p l o t (mW)
Supply System (WSS), in light of these series, it is not clear which of these categories is
more suitable, as presented on figure 3.7, for it seams a middle point between the additive
and the multiplicative model.
To comply with these circumstances, it was used the time series decomposition tool
from the R function decompose, exemplified below in coding example 3.4. It allowed to
clarify the read, not obvious so far, when observing the raw data. As it can be verified
in figure 3.4, under the Trend category, the amplitude of the variation of the series
has the tendency to fluctuate with a close relation to its level, although not absolutely
proportional.
After implementing the two exponential methods, it is clear that the growth in the
amplitude of the seasonal component is not absolutely proportional to the trend level.
This means that, in the case of these applications experiment, the MAPE obtained from
a 24 hour forecast was of 12.85% for the multiplicative exponential method against 6%
of the additive exponential smoothing method, as present in table 4.2. In light of these
results, the additive method will be significatively favoured.
The popular ARIMA model was also tested as a basis for comparison. Contrary to
the previous methods suggested, which assume that the series can be represented by a
sum of deterministic and stochastic components, the Autoregressive Integrated Moving
Average (ARIMA) model finds repeating patterns obscured by noise in the data set.
This algorithm works by searching correlations between the randomness of the three
components of a time series, outputting a model structure that represents the given inputs.
This method is not usually used for modelling seasonal data, nor was it developed with
that purpose. However, if the data is deseasonalized and made stationary, ARIMA can
be used with success.
One of the assumptions to use a ARIMA model is that the series is stationary. The
stationarity of a time series is related to its dependence of time, as Rob J. Hyndman
states by affirming "a stationary time series is one whose properties do not depend on
the time at which the series is observed" [55]. That said, a rough way of analysing if
a time series is stationary, is by taking supposed snapshots at different times/places of
a series and comparing if they look much the same. An example of a stationary time
series may be the daily change, in Dow Jones index on 292 consecutive days, patent
in figure 3.8. It may resemble some sort of white noise and that is the objective when
searching for a stationary series. Also the Auto Correlation Function (ACF) [56], whose
plot is represented in figure 3.10, should drop quickly and show significant spikes related
to the expected seasonality throughout the series, in this case, on a frequency of 168 as
seen on the Partial Auto Correlation Function (PACF) [56] plotted also in figure 3.10.
If a series is non-stationary, as is the data in question, in order for this algorithm to work,
the data of water demand patent in figure 3.7 will have to be made stationary by virtue of
seasonal differentiation. Seasonal differentiation is much the same as differentiation, with
the twist that the index subtracted from the series is the one observed in the previous
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Figure 3.8: Daily change in Dow Jones index on 292 consecutive days [55]
Listing 3.5: Differenciate series
#Mul t i p l i c a t i v e decomposit ion
d i f f e r e n c i a t e d_ s e r i e s <−d i f f ( d i f f (tmpTS , 1 6 8 ) )
t s d i s p l a y ( d i f f e r e n c i a t e d_ s e r i e s )
season.
It may happen that after seasonal differentiation there may still reside and underlining
trend in the series, as patent on the data analysed on figure 3.9. In this case a general
differentiation should be applied, as it is expressed like the first difference of the seasonal
difference illustrated on figure 3.10, obtained by running the code 3.5 in R.
These tools enable the correct choosing of the particular model that best suits the
data set. Nevertheless, other neighbour models should be tested as to its fitting, best
described by the Akaike Information Criterion (AIC) indicator. This indicator measures
the quality of the statistical model, for a given data, by testing the error of fitting, and
computing the log-likelihood function against the number of parameters fitted.
Regardless of doing all this process, the R forecast package supplies an automated
ARIMA function. This is particularly practical because it computes all the ARIMA
models choosing the most appropriated method by finding the global minimum of the
indicator AIC, as proven to be adequate on the M3 competition [57], exemplified in the
R code 3.6.
In the next chapter, the effectiveness of these methods will be discussed as to their
Listing 3.6: Differenciate series
f i t 2 <−auto . arima (tmpTS , s t epwi s e=FALSE, approximation=FALSE)
p lo t ( f i t 2 )
p r i n t ( f i t 2 )
f c a s t f i t 2 <−f o r e c a s t ( f i t 2 , h=24) #f o r e c a s t i n g for 24h
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Figure 3.9: Seasonal differentiation
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Figure 3.10: First difference of the seasonal difference
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MAPE and maximum deviation from the reference values. These were the two criteria
chosen to select the most satisfactory method, due to their characterisation by the general
fitting of the model, as well as point deviations excessively far from the reference.
3.4 Comparison with ANN
As stated in the previous chapter 2.3, ANN are the state-of-the-art regarding data analysis
and forecast. As a part of the project, in which this thesis was inserted on, José Vagos,
team member of the project, developed another application for the forecast of water
demand, implementing a system of ANN, based on the same set of data that has been
used in this thesis and for the same purpose.
Both forecasting by either ANN or time series, use a data set, preferably long, that
will be run as the training data, meaning that this data will be use to tune the model.
In the case of the ANN, a neuron-like switching network, weighted interconnected
among the units, will be calibrated accordingly to the error. This is done automatically
resorting to several iterations, analysing the relation between input and output, the
outcome being the weights of the best model. In the case of the time series, for example
the Holt-Winters model, a similar process is used, resorting to training data to select the
best smoothing parameters, as explained in chapter 3.3. On the other hand, the testing
data is used as a evaluation of the model, for quality measuring purposes, not for the
tuning of the model. These types of data (training and testing) should not overlap.
The two different approaches to the water demand forecast were compared after being
employed with similar sets of data in terms of time span.
The fact that the data set was not the same is connected to its internal characteristics,
which imply that the training of the ANN uses a more complete set of data, consisting
on: date and time, air temperature, humidity, amount of rain fall and registered water
demand. All of these values were registered hourly for a period of two months.
The ANN algorithm will then relate every single set of data with all the others, and
tune the weights of each connection.
By comparison, the time series algorithm uses a simpler set of data, consisting plainly
in date time and registered water demand.
In the following set of graphs, figures 3.11 and 3.12, one can visualize each of the
algorithms response to the given training data. The graphs present the forecasted water
demand, plotted in red , versus the latter registered water demand on the same period,
plotted in blue.
Calculating the Mean Absolute Percentage Error (MAPE) of each algorithm from the
date plotted in figure 3.11 and figure 3.12, it is possible to infer the superiority of the
time series forecast for a one day forecast, with an error of 6.18% versus 7.68% by the
ANN algorithm. However, analysing a week long forecast, the ANN algorithm has in fact
a superior performance, with an error of 6.45% versus 8.34% by the time series forecast.
Given that a one day forecast is, on this case more relevant, the time series approach
would be more suitable for this application.
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Figure 3.11: ANN model plot
Figure 3.12: Time series model plot
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Chapter 4
Results and Application
4.1 Project’s automation
In this chapter the results from the forecast’s accuracy relative to the reference values
will be debated. Also the developed software, written in light of those results, will be
presented, as well as the solution for supervision and control of the application in question.
In chapter 3.2, a specific solution for gathering the Águas do Douro e Paiva (ADDP)
data, which consisted in placing a *.DBF file in an File Transfer Protocol (FTP) location,
is detailed. This solution enabled access to their data, and allowed the development of
the project on an early stage. However, this would not be acceptable as an universal
definitive solution, by virtue of not having the ability of being generalized. Having this in
mind, in this section the OPC protocol is explored by using two programs designed to
automate the supervision and control routines.
As also explained in chapter 3.2, a way to solve the problem of being able to interoperate
with any plant, is to connect directly to their OPC server. Situated, virtually, between
the PLCs (data source) and the HMI (data sink), the OPC has the ability to both read
from and write to devices. To operate the OPC server in such way, the OPC Foundation
library for C++/C# [5] was used to link the program developed to the server. This library
makes it seamless to operate devices, such as PLCs, through third party application.
The developed software was designed to operate in the background, meaning that it
would not be visualized by the end user. Its objective was to, accordingly to the time
interval specified, get the information from the defined tags and save the information to
the project’s database.
Due to the high importance of this data, it is mandatory that none of it is lost. Having
this in mind, the data gathering program developed uses a temporary local file to save
the data, given the case that the database connection is oﬄine. The program also checks
for the quality of the information and writing it to the actuators. For instance if a data
source is disconnected, the OPC server will flag it as an unreliable tag, which is then
inserted flagged as "-1" into the database. A diagram of the work flow used is presented
on figure 4.1.
Another separate program was written to execute the task of writing to the tags.
In other words, the goal of this second program was to operate the pumps through
communication with the PLCs. This program works in a similar manner to the previous,
using the same OPC library and similar commands. The difference resides on it working
by checking a database filled by the optimization program. This database contains the
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Figure 4.1: Schematic of the information flow on the OPC program
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Table 4.1: Pump operation schedule
start datetime Work duration [minutes] Pump Speed
2014/01/20 00:00:00 1 2
2014/01/20 01:00:00 1 2
2014/01/20 03:00:00 1 2
2014/01/20 04:00:00 0.5 1
2014/01/20 05:00:00 0 0
optimal schedule and speed to operate the equipment, providing an easy reading and
integration within the program. An extract of this database is presented on table 4.1 .
In order to test the developed software, a laboratory installation was set, resorting
to a local OPC server and to a PLC simulator. This implementation was based on the
Kepware software, which is a communication and interoperability software. This software
supports an array of open standards, as well as proprietary communication protocols,
which made it ideal for testing and debugging. It was however a trial version with a
two hours limitation, which impose boundaries as to its utilization. An example of the
KEPSeverEX running, is presented in figure 4.2.
Figure 4.2: Example of the KEPwareServerEX running
The following step was to install the same software used in the ADDP’s station. This
station uses the RSLinx Classic by Rockwell [44] to communicate with their Allen-Bradley
PLCs. A simulation of the same type of management used in ADDP’s plant was also set
in the laboratory previously discussed above. The RSLinx version used was the Gateway
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version, which was at the time the most complete version available. Features both the
integration of an OPC server, an OPC client and communication with the RSLogix
PLC Emulator, being one of the main programs to manage Allen-Bradley’s PLCs. This
program is also certified to compile under the OPC Foundation’s specifications, granting
an easy integration with a third party non proprietary application.
The RSLogix 500 software [58], was then used to write a simple Ladder program,
which activated an output, given certain input information, as well as featured an auto
resetting counter, as it can be perceived in figure 4.3. In this image, CTU means counter,
incremented by the toggling a button. This counter would then reset after three actions,
by virtue of the equal (EQU) function implemented below. The Ladder program also
features by last, an ordinary input/output direct cause/effect routine.
The RSLogix Emulate 500 [59] was used as a PLC simulator to run the previously
explained Ladder routine, making it possible for the OPC server to actually connect to
an object, and execute read and write actions.
Figure 4.4 shows a simple way to confirm that everything is working properly, by
using an OPC client application. This application connects to the OPC server, displays
the selected variables, and it also has the ability to write to the devices (e.g. pumps),
through the server. Neither the OPC server and client, nor the ladder program used to
test this module represent any specific system, they are merely a way simulate simple
communications that would later be substituted by effective applications.
Figure 4.3: Ladder program used on a test run
Using this debugging method insured that the developed programs, both to read and
write, were error free as well as insured their flexibility as to the changes on the number
and type of tags.
All the programs referred were exhaustively tested in laboratory, prior to their
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Figure 4.4: OPC client test by RSLinx
installation on the Águas do Douro e Paiva (ADDP) Water Supply System (WSS), even
though they just suggested the control schedule, not being actually connected to the
pumps or valves. These results were encouraging to the continuation of the project.
4.1.1 Manual control alternative
As stated in chapter 3.2, this project is still in an early stage. Due to this this fact, an
alternative to the fully automated command was requested. The prerequisites of this
alternative were that it should demand no installation on any device and it should display
the information about the pump and valve optimum control to the plant’s operators in
an straightforward structure.
The clearest solution for this problem was to set an website that would display the
database’s tables in any computer browser. Using the MySQL to PHP linking library
[60], a complete display of the projects data base, displayed in figure 4.5, is available in
every computer with access to the local work network. Note that the main software tool
detailed in section 4.4, is still required so that the forecasting and optimizing tools can be
run.
The results must be then approved by the plant’s manager before being sent to the
operators. This means that the feedback cycle is not closed, so, in the following iteration,
the program will not assume that its suggestions were followed by the operators.
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Figure 4.5: Online display of pump controls
4.2 Water demand forecast
The five methods discussed in chapter, 3.3, (classical additive and multiplicative decompo-
sition, additive and multiplicative exponential smoothing, ARIMA methods) were tested
by running a 24 hour forecast. The data on which they were based, was the previous
eight weeks of hourly records from the water consumption of a WSS.
Table 4.2 shows the Mean Absolute Percentage Error (MAPE) of each forecast, against
the reference values, that is, the actually recorded water consumption on the forecasted
period. This error is calculated according to equation
MAPE = mean(|yi − yˆi
yi
| ∗ 100), (4.1)
given yi, the ith record, and yˆi, the ith forecast. MAPE constitutes the main cost function
used in this thesis. The maximum deviation from the reference values, also patent in
table 4.2, is found by determining the maximum percentage error, before calculating the
mean, being a secondary selection tool. Tables 4.2 and 4.3 show those two criteria, used
to assert the global accuracy of the results discussed below in this section.
Water consumption features seasonal characteristics due to several factors such as
weather, e.g., air temperature, rain fall, humidity, or even agricultural activities, among
others. These features can be translated on a yearly general trend, which is designated as
the cycle on seasonal adjustment, as illustrated on figure 4.6. This trend has significant
importance when planning long-term strategies, or producing long-term forecasts as
presented on, chapter 2.3, for dimensioning new stations or even strategizing water
resources. However, water demand also displays an expressive weekly seasonality, which
translates to each day of the week being evidently different from each other but with a
repeating pattern, visible in figure 4.7. This picture shows a month of water demand,
taken from the recorded data on which the results are based. Given that only eight week
of data were available the cycle component was neglected, due to insufficient data for it’s
computation.
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Table 4.2: Mean error on the results of the application of all the methods to a 24h forecast
with relation to the recorded data
Method MAPE[%] Max. Deviation[%]
Holt Winters Additive Exponential Smoothing 9.30 22.35
Holt Winters Multiplicative Exponential Smoothing 12.66 37.58
ARIMA(4,1,3)(0,1,1)168 5.22 20.06
Classical Additive Decomposition 6.15 17.12
Classical Multiplicative Decomposition 6.18 16.87
ETS Additive 6 30.01
ETS Multiplicative 12.85 36.98
ETS Additive 24 hour frequency 10.62 27.40
As a result of this inference, and considering that the aim of this study is to obtain a
short-term forecast, priority was given to a 168 entries per season frequency rate. The
number 168 was chosen by analysing the given data, which is consists of eight weeks of
hourly data, hence freq = 24 ∗ 7, 24 hours a day, and 7 days a week. A frequency of 24
entries per season, considering hourly data, was also tested for the exponential smoothing
method, but, and as predicted, the results were not acceptable, derived from the fact that
this frequency of seasonality is not adequate to the nature of the data.
Figure 4.6: Monthly and annual water use by year [61]
The two criteria were used as a tool to describe the fitness of the model to forecast.
By plotting the forecasts obtained with each method explained in the previous chapter,
against the reference values set as the bold dark blue line on figure 4.8, it becomes clear
which methods should be discarded and which deserve further analysis. The line in
blue represents the Holt-Winters Multiplicative Exponential Smoothing whose forecast
is notably over the reference values of the recorded data, so it will be acceptable to be
discarded, for it is clearly the worst fit. This decision is also supported by the error
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Figure 4.7: Weekly trend on a month of water demand
compilation on table 4.2 giving a MAPE of 12.85%. The same criterion can be used to
exclude the Holt-Winters Additive Exponential Smoothing which only achieved a MAPE
of 9.30%.
Both these two methods used constants α, β and γ to smooth the forecast. The values
used were, respectively, α = 1, β = 0, γ = 1 and α = 0.74, β = 0, γ = 1. These values
were obtained by running an optimization routine based on the equations 3.15 and 3.16,
which run several iterations starting with the standard initial state, which is based on
equations
Ls =
1
s
s∑
i=1
yi, (4.2)
bs =
1
s
[
ys+1 − y1
s
+
ys+2 − y2
s
+ ...+
y2s − ys
s
], (4.3)
and
Si = yi + Ls (4.4)
for the additive model. The multiplicative model uses the same set of equations 4.2, 4.3
although using equation
Si =
yi
Ls
(4.5)
for the seasonal section. For these to work, at least one complete seasonal cycle is needed.
Finally, the best parameters are then chosen by computing the least mean square error
given between the actual series and the smoothed series.
The ETSs, presented on the graph in figure 4.8, are time series forecasting methods
applied with different parameters, the automation of its implementation is supplied
by R project library accessible at [62]. These methods are based on the Holt-Winters
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Figure 4.8: 24 hour forecast for each method
exponential smoothing, following, however, a different path from the previously in what
concerns the parameters initialization. On the ETSs the initial state for the optimization
of the equation parameters, similar to Holt Winter’s equations, is predicted based on the
maximization of the series log-likelihood function.
The likelihood function is a statistic method, based on the probability density function
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from the time series, which is inserted on the algorithm. Ultimately, this means that,
although the ETS and the Holt Winters exponential smoothing methods are similar, their
parameter finding algorithms will differ on the initialization routines, as well as in the
parameter selection objectives, resulting in different forecasts. The ETS will in general
achieve better results, due to the fact that it will often find the global minimum point of
the algorithm, contrary to the Holt Winters routine which may be held in local minima.
The ETSs were run on the additive and multiplicative forms, applying a seasonal
frequency of 168 hours, as done for the previous methods, achieving a MAPE of 6% and
12.85% respectively. The second algorithm, ETS Multiplicative, was discarded for it
clearly does not properly model the series, running constantly several steps above the
reference. As the additive model was much more promising, despite the fact that at some
points it escalated to maximum deviations of 30%, which may be alarming for it may
induce error on modelling the WSS profile. This method is more easily understood on
figure 4.8 and table 4.2. Given these attributes, the additive method was not discarded,
and was later plotted against the selection of figure 4.9.
Another experiment was run with the ETS algorithm to assert the presupposition
explained previously, which stated that this type of time series, water demand, did not
have a 24 hour per season frequency. This experiment resulted on a forecast with a
10.62% MAPE being a fairly bad interpretation of the series. This was expected, for this
seasonality would mean that no correlation was found between the days of the adjoining
weeks, which was already confirmed to exist.
Models composed of ARIMA without differentiation were tested but not included on
this result’s layout due to clearly not representing a model of the data, presenting instead
a Mean Absolute Percentage Errors (MAPEs) superior to 10%. As previously stated, the
raw data does not comply with the ARIMA requisites, as it is not stationary, leading
henceforth to inappropriate modelling. Therefore, some pre processing was first endured
in order for it to work.
As explained on the previous chapter, one of the conditions of the ARIMA model
is that the data input must be stationary, i.e., without trend or seasonality. One of
the techniques to make a stationary series is differentiation. On the particular case of
water demand, the data is first differentiated, and then seasonally differentiated, meaning
differentiation in relation to the seasonality frequency. This process will output the plot
on figure 3.10, a stationary series, identifiable by its resemblance to white noise.
Following this data handling, several models were tested by R, whom uses the AIC as
the selection criterion to find the model which provides the minimum AIC. This method
of optimization is explained in detail on chapter 3.3.
It was concluded that the model that best represented the data supplied was the
ARIMA(4,1,3)(0,1,1)168, meaning an standard component of Auto Regressive (AR) of 4,
differentiation (diff) of 1 and Moving Average (MA) of 3, as well as a seasonal component
composed by an AR factor of 0, a diff of 1 and a MA of 1. The equation
yt = ct + θ1et−1 + θ2et−2 + θ3et−3 + Θ1et−168 + θ1Θ1et−169 + θ2Θ1et−170 + θ3Θ1et−171+
+ (1 + φ1)yt−1 + (φ2 − φ1)yt−2 + (φ3 − φ2)yt−3 + (φ4 − φ3)yt−4+
− φ4yt−5 + yt−168 − (1 + φ1)yt−169 + (φ1 − φ2)yt−170+
+ (φ2 − φ3)yt−171 + (φ3 − φ4)yt−172 + φ4yt−173
(4.6)
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Table 4.3: Mean error on the results of the application of the selected methods to a 24h
forecast with relation to the recorded data
Method MAPE[%] Max. Deviation[%]
Classical Additive Decomposition 6.15 17.12
Classical Multiplicative Decomposition 6.18 16.87
ETS Additive 6 30.01
ARIMA(4,1,3)(0,1,1)168 5.22 20.06
represents the development of the ARIMA modelling equation
ARIMA(p, d, q)(P,D,Q)m. (4.7)
This was in fact the method which provided the best MAPE at 5.22%, making an
interesting approach to the series, although deviating 20% on some points of the 24
hour forecast. It led to the two more interesting time series models tested, the Classical
Additive Decomposition and the Classical Multiplicative Decomposition, despite being
two of the simplest ways of analysing a time series, often used as teaching examples. They
did, in fact, provide an excellent model of the fed data, achieving a MAPE of 6.15% and
6.18% respectively. These values were only slightly higher than the ARIMA, which was
the best model of the study in terms of Mean Absolute Percentage Error (MAPE).
Having discarded the four less suited methods, an easier analysis of the remaining is
provided by figure 4.9, in which a augmented view of the interest area is provided. This
was done removing the area between 0 and 300 m3/h so that a zoom could be applied on
the vertical axis, allowing a better view of the model’s behaviour.
All the remaining forecasts have very similar Mean Absolute Percentage Errors
(MAPEs) oscillations between 5.22% and 6.20%, as is made evident on table 4.3. That
said, the focus will be turned to the maximum deviation.
From the remaining methods, the worst fit is still the ETS model that, although not
having the worst mean error, deviates severely from the reference data, meaning it won’t
suit the application. This leaves the, simple to compute, classical decomposition methods
and the R provided ARIMA modelling, which although having a 1% lower MAPE, does
not quite model the series so well in terms of maximum deviation, an important part for
the type of application the team was designing. Having in mind that this forecasting tools
will be included in part of a designed proprietary software, several questions must be
raised as to the legal inclusion of R computing on such software, which shall be discussed
on section 4.2.1.
By discarding all the already refered methods, the choice was left between the
very similar additive and multiplicative classical decomposition. After implementing
and comparing the two methods above, the empirical data confirmed what the theory
proposed by the bibliography, namely Douglas [15], by presenting an MAPE of 6.18% for
the multiplicative method and 6.15% for the additive method.
This result, and such small error difference, was expected, given that in the data
used, the variation component and the level were not absolutely proportional as stated
above. However, there is a more significant point to take into account, the maximum error
local reference of 17.11% on the additive method versus 16.87% on the multiplicative
method, which is an important factor as, considering the nature of the application, gives
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Figure 4.9: 24 hour forecast for each of the best suited methods
a higher degree of confidence to the user, and provides a better base for the optimization
algorithm. Due to this result, the choice will lean towards the second method, the Classical
Multiplicative Decomposition.
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It’s worth remembering that, although the comparisons made in this section are based
on a 24 hour forecast, typically when forecasting a time series with seasonal component
the forecast is produced for a complete period, in this particular case a week. However,
as a result of the optimization of the pumping schedules relying solely on the following 24
hours, the remainder of the forecast was ignored.
4.2.1 Implementation of water demand forecast automation
One of the objectives proposed at the start, was to develop an automated water demand
forecast module. In order to achieve that goal two options were available. The first was
to use an linking library to the R project [51], described in chapter 3.3, and the second
was implement from scratch the selected method on a C++ routine.
The R library for C# (R.NET) provided at [63], provides an easy way to integrate
the .NET framework with the R statistical language. This allowed to write R routines
such as the ones detailed in chapter 3.3, the codes 3.1, 3.2, 3.3 or 3.6. However this would
require for the R program to be installed on the machine in which this routine runs. It
also rose questions regarding the commercial use of such application by virtue of being
under the GNU General Public License (GPL)v2 license. Although using R would be the
ideal solution, because of these concerns the alternative route was taken.
This route would be to implement the Classical Multiplicative Decomposition time
series method, seeing that implementing the ARIMA algorithm would be extremely time
consuming. This alternative would not condition the performance of the forecasting tool
in a significant manner, as debated in chapter 4.2, as the best performance model run
by R achieved 5.22% Mean Absolute Percentage Error (MAPE), which compared to the
Classical Additive Decomposition at 6.18% represents a difference of 1%.
Having considered this difference negligible, the Classical Multiplicative Decomposition
time series method, was translated to C++, having been based on the Microsoft Excel
implementation previously used. The input data is acquired by querying the project’s
database, enabling the program to run and finally save the produced forecast to the same
database.
The automation of the forecasting module means that independently of the station in
which it is implemented, a new model will be generated according to the new conditions,
those being primarily the stations historical data. It also means that every time the
program is run, typically every 24 hours, the parameters of the statistical model are
recomputed taking into account the recent data inserted in the database (data in between
executions).
It is worth mentioning that the recalculation of the model parameters takes only a
few minutes. For instance, in a computer equipped with an intel core i5 and 4GB of
RAM, working on a local network connection of 54Mbps, it took on average one minute
based on a historical data of eight weeks. However it may vary according to the database
size and data frequency. This particular test was executed using hourly data from the
previous eight weeks, due to data quality constrains. Nevertheless, this variable can by
tuned on the main GUI presented on figure 4.10 in chapter 4.4.
Daniel Fortuna Correia Dissertação de Mestrado
50 4.Results and Application
4.3 Project’s Database
A database is, by definition an organized collection of data, stored on a local or remote
machine called database server. Software applications such as MySQL [39], PostgreSQL
[64], Microsoft Access [65] or SQlite [66], amongst others, are between some of the most
popular applications of database management systems.
In this project a MySQL database management system was used, primarily for
complying with the requirements necessary, being an open source software with commercial
alternatives, as well as for being a popular application, extensively tested by all the team
member’s even before the project..
The database, at this stage is not normalized nor optimized. Although this is not
an ideal solution, due to the possibility that, with the program’s increase in size, it can
became resource wasteful, it has the advantage of being easy to understand and to connect
to. This benefit allows the separation of the project into different modules, which would
in turn allow them to have different recording intervals without requiring any further
development on the program’s side.
In sum, to operate the fully running project E-Pumping [4], three different database
schemas (aggregations of tables with the same structure) are needed. The schema’s, table’s
or even column’s naming can be entered dynamically into the program, meaning that
there is no requirement for any specific naming. However, there are some requirements
relativity to number and data type of the entries. Bellow it is detailed the rules set to
the water consumption notes, which allow the correct functioning of the program.
For each of the nodes, i.e. consumption points, on a network, one table with the
following columns must be created. The listed specifications must be followed:
1. Datetime - column of type datetime, being the key of the table (an unique index
of each table that uniquely identifies an entry), stores the date and time of the
entry registration;
2. Caudal - column of type float, stores the data from the recorded flows needed for
the predictions;
3. temp - column of type float, stores the data from the recorded ambient temperatures
needed for neural predictions;
4. humid - column of type float, stores the data from the recorded humidity needed
for neural predictions;
5. pluv - column of type float, stores the data from the recorded pluviosity needed for
neural predictions;
6. prev_ets - column of type float, stores the data from the time series prediction;
7. prev_nn - column of type float, stores the data from the neural network prediction;
8. err_prev_ets - column of type float, stores the difference between predicted flow
(timeseries) and real flow(not yet implemented);
9. err_prev_nn - column of type float, stores the difference between predicted
flow(neural networks) and real flow(not yet implemented);
Daniel Fortuna Correia Dissertação de Mestrado
4.Results and Application 51
This is the general database for the complete project. As so, there are several columns
not needed for the modules developed in this thesis, such as the temp, humid, pluv,
prev_nn,err_prev_nn. These contain information required for the forecast module
based on Artificial Neural Network (ANN) algorithms develop by José Vagos.
For driving the pumps, another schema was created, whose tables should resemble
table 4.1. The number of tables in that schema should equal the pumps to control. Their
composition was set as follows:
1. Datetime - column of type datetime, being the key of the table, stores the start
time of the pump operation;
2. work_duration_minutes - column of type float, stores the data from the
optimisation process of the duration of pump activity;
3. pump_speed - column of type float, stores the data for the pump speed control;
The last schema developed, was the repository for valve control, which is similar in
composition to the pump control, despite the fact that the valves work with discrete
control, i.e, on / off control. This means that it does not need to contain a column for
the valve’s speed control, being therefore simpler.
1. Datetime - column of type datetime, being the key of the table, stores the start
time of the valve operation;
2. work_duration_minutes - column of type float, stores the data from the
optimisation process of the duration of valve activity.
4.4 Project’s Graphical User Interface (GUI)
In order to provide an easy visualization and operation over all the modules within the
project, an user friendly interface which integrates all of the modules, as well as all the
configurations necessary, was developed by the team member Bruno Pereira in his master’s
thesis [67], also associated with the E-Pumping project [4].
The window displayed in figure 4.10 presents the screen associated with the configura-
tions settings. This configuration includes the data base location, username and password,
optimization algorithm’s options and the forecast tool configuration of time of analysis
and time of forecast.
Other tabs in this interface allow the graphical visualization of the pumps operation’s
schedules, exposed on figure 4.11, as well as the graphical representation of the forecasts
produced, showed in figure 4.12. These features will aid in the decision making procedure,
by enabling the user to select the best forecast and critically analysed the control schedule
suggested by the optimization module.
This interface provides a valuable aid to the end user, who doesn’t need to understand
the code implemented in order to comprehend the program suggestions, a crucial design
feature requested by the project manager.
To follow in the detail the use of the software, it’s user’s manual was added to Appendix
A.
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Figure 4.10: Configurations selection menu
Figure 4.11: Graphical representation of the pumps operation’s schedules
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Figure 4.12: Graphical representation of the forecast
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Chapter 5
Final Remarks
5.1 Conclusions
Most Water Supply System (WSS) in Portugal still use rudimentary or empirical knowledge
to manage their stations. The technology transfer project E-Pumping [4], in which this
thesis inserts itself, was set to develop a management tool in order to reduce cost in the
operation of those stations, not by improving energetic efficiency, but by taking advantage
of the energy’s timetable prices.
Within the project, one of this thesis objectives was to analyse the state-of-the-art
developments up to date, following recent breakthroughs in this field of studies. Another
goal was to develop a water demand forecasting tool based on statistical models, more
specifically using time series methods. One last main objective was to develop a local
network communication solution with a backup communication system based on Global
System for Mobile Communication (GSM), in order to guarantee 100% uptime, that would
interface with an existent SCADA system. To complement this solution the development
of a web tool for remote monitoring was also targeted. The testing and validation of these
tools was also set as main objective, as well as their connection to the general module,
the main GUI, which would consolidate all the components of the project.
In order to accomplish these goals, the thesis was divided into different sections, being
the first the communication and control solution, which was, in turn, subdivided into
two different subsections: a fully automated solution based on the OPC protocol and a
read-only solution based on database files sent by the company’s system who volunteered
as a pilot for the project. This last objective depended on the station’s operators to
manually control the system, by virtue of the company’s requisites regarding permissions
clearance.
The second section was related to a different part of the project, prior to the opti-
mization of the system, which consisted on the development of a forecasting tool based
on the time series classical multiplicative decomposition method, automated resorting a
C++ routine and fed by the project’s database.
Two different OPC servers were used to test the supervision and control tool developed,
the KEPwareEX [68] and the RSLinx by Rockwell [44]. The first was an universal tool,
compatible with most industrial automation systems. The second a proprietary system
designed to connect to the Allen-Bradley’s equipment present in the facility and whose
system was used as a pilot installation. Both confirmed the flexibility of the tool developed
over C# environment during the trial period.
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Regarding the forecasting tool, several time series methods were tested, reaching the
conclusion that, for this specific type of data, water demand, a less sophisticated solution,
specifically the time series classical multiplicative decomposition method, offered a more
reliable output than the ARIMA model often used in similar situations. This conclusion
was based on the fact that, although the forecast produced by the multiplicative method
had a higher Mean Absolute Percentage Error (MAPE), it had only a 1% of deviation
from the ARIMA’s forecast model, and was significantly simpler and lighter to implement.
The multiplicative method also forecasted the water demand with higher accuracy in
terms of spike predictions, which represented a key feature for the project scope, making
it the method which best met the project’s requirement of fast response under real time
usage.
The final tool developed was able to compute a model, given a database with the
specifications from chapter 4.3, automatically taking into account new data inserted into
the database at each day, every time it is executed. The parameters recalculation is a
computational light procedure, taking a short amount of time, so as to not impact the
normal behaviour of the plant. This allowed the tool to be autonomous, being able to
auto-correct itself every day, and flexible, having the capacity of being installed at any
water plant.
The aforementioned goal of producing a fully functional software was successfully
achieved. Through this thesis two modules of the project were developed and validated,
along with their connection to the main Graphical User Interface (GUI) for software
handling, concluding their integration with the final project design. However, the backup
tool based on GSM communication, to improve the data gathering reliability, was left
unattended due to lack of interest from the project’s sponsor. Also, the remote monitoring
web tool was only partly implemented due to several project changes, which impacted
considerably the project’s time line.
The full automation of the project was also left incomplete due to fact that the
software was still on a trial stage. To reach this long-term objective, it still needs to go
through stress testing, as well as withstand a long-term pilot installation, to clear out
any problems.
This thesis developments assisted in the creation of an application that will contribute
significantly for the country’s economic panorama by enabling water distribution companies
to reduce their running costs and, consequently, improve the market competition, which
ultimately will reduce the water bill to the end costumer.
5.2 Future work
Despite the achievements of this thesis, there are some extra points which would add
value to this work and to the project. One of them would be the development of a GSM
accessible OPC client, resorting to low power and low cost equipments and based on
Microchip’s technology [69]. This tool would enable to establish wireless communications
with spread out stations without wired infrastructures, as well as reliability improvements
on stations that are already connected via local network.
The water demand forecasting tool could also be improved by adding state-of-the-art
algorithms such as Artificial Neural Networks (ANNs) and Genetic Algorithms based
forecasts. This would improve the tool’s accuracy, given the availability of an extensive
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history of water demand and weather data.
Further testing and debugging of the software was left to a later stage. These should
be attended prior to the full automation of the software.
Moreover, the development of a portable application for supervision of the running en-
vironment would complement the main GUI, by enabling the plant manager to individually
attend to several ramifications of his system from anywhere at any time.
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