This paper deals with recent developments of linear and nonlinear Rossby waves in an ocean. Included are also linear Poincaré, Rossby, and Kelvin waves in an ocean. The dispersion diagrams for Poincaré, Kelvin and Rossby waves are presented. Special attention is given to the nonlinear Rossby waves on a β-plane ocean. Based on the perturbation analysis, it is shown that the nonlinear evolution equation for the wave amplitude satisfies a modified nonlinear Schrödinger equation. The solution of this equation represents solitary waves in a dispersive medium. In other words, the envelope of the amplitude of the waves has a soliton structure and these envelope solitons propagate with the group velocity of the Rossby waves. Finally, a nonlinear analytical model is presented for long Rossby waves in a meridional channel with weak shear. A new nonlinear wave equation for the amplitude of large Rossby waves is derived in a region where fluid flows over the recirculation core. It is shown that the governing amplitude equations for the inner and outer zones are both KdV type, where weak nonlinearity is balanced by weak dispersion. In the inner zone, the nonlinear amplitude equation has a new term proportional to the 3/2 power of the difference between the wave amplitude and the critical amplitude, and this term occurs to account for a nonlinearity due to the flow over the vortex core. The solution of the amplitude equations with the linear shear flow represents the solitary waves. The present study deals with the lowest mode (n = 1) analysis. An extension of the higher modes (n 2) of this work will be made in a subsequent paper.
Introduction
The atmosphere and oceans move ceaselessly in complex patterns and on diverse scales. Geophysical motions that are naturally arise on the surface of the earth, range in small from small ripples to the majestic current systems of the oceans (such as the Gulf Stream) and the atmosphere (such as the Jet Stream). It is almost impossible to discuss the dynamics of this enormous spectrum of motions. So we focus our attention to the so-called large scale motions that are significantly influenced by the effects of the rotation of the earth. There are several important parameters that measure the importance of earth's rotation. One of the most important such parameters is known as the Rossby number defined by R 0 = U/(ΩL), where L is the typical horizontal length scale of the motion, U is the typical velocity scale relative to the earth's surface and Ω (= 7.3 × 10 −5 sec −1 ) is the frequency of the earth rotation. A necessary condition for rotation to be dominant is R 0 1, that is O(10 −3 ). When the Rossby number is small, the Coriolis force is a dominant factor in the balance of forces acting on a fluid element. In addition, the dynamics of large scale motions have two other features. First, the motions occur in a thin spherical shell, that is, the horizontal scale of the motion is very large compared to the vertical scale. In general, the oceanic circulation with a horizontal scale of thousands of kilometers has a vertical scale of only about 2 kilometers. Thus, the oceanic flow deals with very shallow water motions. Second, both the atmosphere and oceans have the significant density variation which is almost always stable in the sense that heavy fluid underlies lighter fluid. Indeed, oceanic motion is caused by both mechanical and thermal processes. The former is essentially due to action of wind stress at the ocean surface, whereas the latter is associated with the density variation produced by heat transfer at the ocean surface due to solar heating. So the dynamics of oceans deals with the study of physical phenomena (waves and currents) of the ocean on the rotating earth.
Historically, Rossby [23] first introduced the equatorial β-plane approximation where the surface of the spherical globe is replaced by a plane and the Coriolis parameter is allowed to vary linearly with latitude so that its northward derivative df dy = β remains constant. It is shown that the solution of the β-plane linear Rossby wave equation represents long periodic oscillations with periods of several days or longer. Subsequently, several authors including Pedlosky [22] , Stewartson [24] , Haynes [14] , Killworth and McIntyre [16] studied the dynamics of large scale oceanic and atmospheric motions that give rise to Rossby waves.
In recent years, considerable attention has been given to linear and nonlinear Rossby waves by Benney [2] , Gill [12, 13] , Debnath [5] [6] [7] 9 ], Debnath and Kulchar [8] , Lighthill [17] , Derzho and Grimshaw [10] . It has been shown that Rossby waves represent a fundamental component of planetary scale oceanic and atmospheric flows. It has been shown by Benney [2] that the finite amplitude long steady Rossby waves riding on a background flow with a weak shear are described by a generalized Korteweg-de Vries (KdV) equation. This equation contains linear dispersive term, but the nonlinear term depends on the specific shear profile. Benney's analysis also included finite amplitude short waves corresponding to a particular mode. In this case, a slowly varying wavetrain of such waves satisfies the nonlinear Schrödinger equation. The quantity which governs stability was also obtained. In this case finite amplitude envelope solitons are expected for unstable waves. On the other hand, Warn [25] studied weak transient effects into Benney's analysis and showed that the temporal term becomes nonlocal in this case. These studies are based on the assumption that there is no stagnation point or closed streamlines in the flow, that is, there is an implicit limitation on the amplitude of the waves. On the other hand, Derzho and Grimshaw [10] generalized Benney's work to the case of Rossby waves containing stagnation points in the interior.
The paper is concerned with recent developments of linear Poincaré, Kelvin, and Rossby waves and nonlinear Rossby waves with and without weak shear flow in a β-plane ocean. Special attention is given to the plane wave solutions of these waves with dispersion relation, phase and group velocities. Based on the perturbation analysis, it is shown that the nonlinear evolution equation for the wave amplitude of the Rossby waves satisfies the nonlinear Schrödinger equation. The solution of this equation represents stable solitary waves. A nonlinear analytical model is also presented for Rossby waves in a meridional channel with a weak shear. When a weak nonlinearity is balanced by a weak dispersion, the governing amplitude equations for the inner and outer zone are both KdV type. The solutions of these amplitude equations with the linear shear flow represents the solitary waves. This work deals with the lowest mode (n = 1) analysis. An extension of the higher modes (n 2) of this study will be made in a subsequent paper.
Governing equations of motion
We consider large scale oceanic or atmospheric motions that are really only small deviation from the rigid body rotation imposed upon the fluid due to the earth rotation. In this rotating frame of reference, the motion of a fluid is governed by the Navier-Stokes equations (see Debnath [5] )
where the operator D Dt is the total derivative defined by
ρ is the fluid density, u = (u, v, w) is the fluid velocity vector, Ω is the angular velocity of the earth, r = (x, y, z), P is the pressure, g is the acceleration due to gravity and μ is the viscosity. Or, equivalently, (2.1) can be written as
where p = P + ρV − 1 2 ρΩ 2 r 2 is called the modified (or reduced) pressure, ν is the kinematic viscosity, g = −∇V and Ω × (Ω × r) = ∇(
The equation of continuity is
which is, by (2.2),
For an incompressible fluid, the density is constant so that (2.5) becomes
The equations of motion becomes
Nondimensional equations of motions and flow parameters
In terms of some representative length scale L, time scale Ω −1 and velocity scale U , it is convenient to introduce the nondimensional flow variables
In terms of these nondimensional flow variables, the continuity equation and the NavierStokes equations for an incompressible fluid can be written as, dropping the asterisks,
where Ω =kΩ,k is the unit vector, R 0 = U ΩL is the Rossby number and E = ν ΩL 2 is the Ekman number. Equation (3.2) shows that the Rossby number and the Ekman number play an important role in the dynamics of oceans.
Linear Rossby waves in a nonuniformly rotating ocean
To study large scale oceanic motions, Rossby's β-plane approximation is used. This β-plane approximation simply states that the variation of the Coriolis parameter f = 2Ω sin θ , where θ is the latitude, and Ω is the frequency of Earth's rotation, must be included but the effects of earth's curvature may be neglected. So we can write the Coriolis parameter as
where
θ 0 is a reference latitude.
With large horizontal length scale L and small vertical scale h (L h) representing depth of ocean and with β-plane approximation, the Navier-Stokes equations and the continuity equation reduce to ∂u ∂t
Remarks.
(1) For uniformly rotating liquid f = 2Ω sin θ 0 = const, the equations deal with uniformly rotating fluid. (2) For nonuniformly rotating liquid (f varies with latitude, β = df dy ), equations deal with real dynamics of oceans. So, the dynamics of oceans essentially deals with nonuniformly rotating oceans.
With turbulent momentum transfer neglected, the horizontal equations of motion for an inviscid homogeneous ocean of depth h due to wind stress τ = (τ x , τ y ) at the ocean surface are given by 6) where u = (u, v), and ζ = ζ(x, y, t) is a free surface elevation of the ocean. Neglecting the nonlinear terms, eliminating the pressure, and the free surface elevation gives
where c 2 = gh is the square of the shallow water speed and
∂y 2 is the horizontal Laplacian.
With small free surface elevation, there exists a stream function ψ(x, y, t) that satisfies u = −ψ y and v = ψ x , (4.8) so that ζ can be eliminated from (4.5)-(4.6) to obtain
This is the classical celebrated linear forced Rossby wave equation. With no wind stresses at the ocean surface, the plane wave solution exists in the form
provided the following dispersion relation is satisfied 12) where
is a length scale of fundamental importance for the description of rotating oceans. This parameter R is called the Rossby deformation radius. In the limit as f → 0, R → ∞ indicating that for length scale large or comparable with R, the effect of rotation is dominant, whereas for length scale small compared with R, the effect of rotation is small. Formula (4.12) reveals that the whole wave pattern propagates towards the west with velocity β/(k 2 +a 2 ) which depends only on the wavenumber κ but independent of the orientation α where κ = (k, l) = (κ cos α, κ sin α). At a given latitude, frequency ω is maximum when (k, l) = (a, 0) and the maximum value of the frequency is
This can be interpreted as the cut-off frequency and the corresponding waves are called the cutoff Rossby waves.
With γ = β 2a , the dispersion relation can be written as
This shows that the locus of the wavenumber κ = (k, l) is a circle in the wavenumber plane with center (−γ, 0) and radius γ 2 − a 2 . The group velocity of the Rossby waves is
We next consider the response of an ocean to a simple harmonic wind stress curl acting on the ocean surface in the form
In general, the flow field v is also simple harmonic so that
Substituting (4.18) into (4.7) gives the value of V and then (4.18) becomes
This solution becomes invalid when the applied wind stress is in resonance with the free Rossby waves. We now examine the response of an ocean to a wind stress curl that is space harmonic and impulsive in time. The duration of the impulse is long compared with the period of the gravity water waves, but small compared with the period of the Rossby waves. Such a wind stress curl has the form 20) where t 0 is the duration of the impulse and δ(t) is the Dirac delta function represented by the generalized Fourier integral
Consequently, the flow field can be obtained from (4.17) and (4.19) in the form
This integral can be treated as the generalized Fourier integral in the sense of Lighthill [18] and can then be readily evaluated to obtain 22) where Q = (
and ω is given by (4.11). Thus, the velocity field v can be written as
Since the motion is almost nondivergent, v = ψ x so that ψ ∼ (gζ /f ) and integration of (4.23) with respect to x gives
The magnitude of the velocity field u = (ψ 2 x + ψ 2 y ) 1 2 is given by
For a truly impulsive wind stress, the initial velocity at t = 0 must be Q exp[i(κ · r)]. But the initial velocity obtained from (4.25) at t = 0 is
This result contains an extra factor κ 2 /(κ 2 + a 2 ) which is due to the adjustment of the motion to a quasi-geotrophic flow during the initial pulse. For further details of both barotropic and baroclinic motions, we refer to a paper of Longuet-Higgins [19] .
General class of traveling wave solutions of the Rossby wave equation
With no wind stresses, the plane wave solution (4.10) is one of the general class of solutions of the free Rossby wave equation (4.9) . Any expression of the form
is a solution of (4.9) with zero right-hand side provided F satisfies
This solution represents motion drifting westward with velocity
Even more general solution representing a current system with a moving center (ct, 0) and decaying with distance from the center like
at infinity is possible in the form
For large values of (kr ), the asymptotic solution is obtained from (5.5) in the form
Even more general solution of the Rossby wave equation incorporating the effects of viscosity, bottom friction and bottom topography has been found. For details, see Longuet-Higgins [19, 20] and Debnath [4, 6] .
Small amplitude waves in a rotating ocean
We consider the motion of an inviscid incompressible homogenous shallow rotating ocean of depth h due to an arbitrary wind stress distribution acting on the free surface of the ocean. For small amplitude wave motions, we make the following assumptions to derive the basic equations.
(i) The depth h(x, y, t) of the ocean can be written as
where h 0 (x, y) is the mean depth of the ocean at rest and ζ(x, y, t) is the vertical surface elevation about the mean depth. (ii) Small amplitude motions imply that ζ h 0 . Further, we assume that horizontal velocity field u = (u, v) is small enough so that
iii) The vertical acceleration of the fluid is assumed to be small so that the equation of motion in the vertical z-direction reduces to the hydrostatic equation
where p is the pressure, z is the depth below the mean free surface, and p 0 is the constant atmospheric pressure at the free surface. (iv) The Coriolis parameter f = 2Ω sin θ is taken as constant, where Ω is the angular velocity of the earth and θ is the north latitude. The effects of curvature of the earth on the motion is neglected.
The linearized nondissipating horizontal equations of motion and the continuity equation in the rotating Cartesian coordinate system are ∂u ∂t 
In terms of the mass flux vector, U = iU + jV where
Simple manipulation of (6.9) and (6.10) gives
where the Jacobian J (h 0 , ζ ) is defined by
It follows from (6.12) and (6.13) that
where c 2 = gh 0 , and the differential operator D is given by 16) and the forcing function E(x, y, t) has the form
Finally, elimination of U from (6.11) and (6.15) gives the differential equation for ζ in the form
Also, it follows from (6.6)-(6.7) that
For the case of constant mean depth, h 0 is constant, Eq. (6.18) further simplifies to
Poincaré, Kelvin and Rossby waves in a rotating ocean
We consider free harmonic ocean waves in a shallow rotating channel of depth h 0 . In the absence of the wind stress distribution, we seek solutions of the homogeneous equation (6.21) of the form
Equation (7.1) admits wavelike solutions with constant amplitude A in the form
provided the following dispersion relation it satisfied:
Waves associated with the dispersion relation (7.3) are called the Poincaré waves which are dispersive in a rotating ocean. In terms of the Rossby deformation radius, R = (c/f ), relation (7.3) reads as
Two limiting cases are of special interest:
(i) Long waves (κR 1 or κ −1 R) are long compared with the Rossby deformation radius R so that the dispersion relation (7.4) becomes
Thus, the frequency is approximately equal to f or twice the rotation of the fluid. In this limit, gravity has no effect, so fluid particles move under their own inertia. In other words, long waves are dominated by the rotation effects and have frequency close to the inertial frequency f . This case has applications to the dynamics of the ocean and atmosphere. (ii) Short waves (κR 1, or κ −1 R) are short compared with the Rossby deformation radius R so that the dispersion relation (7.4) becomes ω ∼ κc. (7.6) This corresponds to very much like shallow water gravity waves in a nonrotating ocean. In other words, for large wavenumbers, short waves are hardly affected by rotation.
The group velocity c g of Poincaré waves is equal to the slope of the dispersion curve (7.3) or (7.4) as shown in Fig. 1 . It follows that
These results show that the group velocity tends to zero as κ → 0 (infinitely long waves), and increases monotonically in magnitude with κ to a maximum value of c for very short waves. Thus, Poincaré waves can be used as the most suitable example of how ocean waves disperse when the group velocity is a minimum (zero) for long waves and a maximum for short waves. Finally, Gill [12] obtained the solution of the transient problem by a suitable superposition of wave solutions (7.2).
We next consider free harmonic waves in a shallow rotating channel of variable depth h 0 (y) and width d (0 y d) bounded by the two rigid walls at y = 0 and y = d. We assume the channel is parallel to the x-axis and the depth h 0 varies slightly in the y direction, that is,
where d 0 is a constant and the slope γ of the bottom is assumed to be small (γ 1). The lines of constant h 0 are parallel to the x-axis, and pure geostrophic motion is possible only if the fluid velocity in the y direction vanishes. Motion across the line of constant depth h 0 of liquid columns will cause them to stretch or contract which in combination with f will generate relative vorticity. This indicates the strong possibility of new waves whose existence depends on the joint effects of rotation and bottom slope.
In the absence of the wind stress distribution, the governing equation (6.18) for ζ takes the form
We seek wave solutions which are periodic in x and t in the form ζ(x, y, t) = Re A(y)e i(kx−ωt) , (7.11) where A(y) is the complex wave amplitude, k is the wavenumber, ω is the frequency and Re stands for the real part.
In view of the fact that the fluid velocity in the y direction must vanish, we set the boundary conditions from (6.20) with no wind stress in the form
We next substitute (7.11) into Eq. (7.10) and the boundary conditions (7.12ab) to formulate the linear eigenvalue problem for A(y):
In view of the fact that the bottom slope is small (γ 1) and (y/d) is always less than one, the approximate form of Eq. (7.13) is
This equation admits solutions in the form
A(y) = exp γ y 2d (C 1 cos αy + C 2 sin αy), (7.16) where 17) and C 1 and C 2 are arbitrary constants.
To determine these constants, we then substitute the solution (7.17) into the boundary conditions (7.14ab) to obtain two linear homogenous equations for C 1 and C 2 :
The nontrivial solutions for C 1 and C 2 exist provided the coefficient determinant of (7.18) and (7.19) vanishes. After some simple algebraic calculation, this determinant yields the eigenvalue relation
This leads to three possibilities: either sin αd = 0, or ω 2 − k 2 c 2 = 0, or ω 2 − f 2 = 0. The first equation sin αd = 0 can be satisfied provided
. . , (7.21) so that the dispersion relation (7.17) assumes the form
. . , (7.22) which, for the case γ 1, becomes
Before we embark on further discussion of the dispersion relation and its ramifications, it should be noted α = n = 0 does not correspond to a possible solution. In fact, such a solution represents a plane wave with no y-variation in the wave field. Although such a solution exists in a nonrotating fluid system, result (6.20) with no wind stresses and ∂ζ ∂y = 0 implies that, for the velocity field v,
This means that v is not only nonzero, but also independent of y. Consequently, it fails to satisfy the boundary condition on y = 0 and y = d. This dispersion relation (7.23) has several remarkable properties. First, there is an infinite spectrum of solutions corresponding to n = 1, 2, 3, . . . . Second, it provides the existence of two distinctly separate classes of solutions. The first class corresponds to the case γ = 0 which gives an infinite number of solutions in the channel with flat bottom (γ = 0). And the associated dispersion relation is obtained from (7.23) with γ = 0 in the form
where n = 1, 2, 3, . . . . These wave modes are called the Poincaré waves. The frequency of these waves is not greater than both f and ω n , but the y component of the wave vector is quantized as an integral multiple of π d , since ω n = nπc d . Also, the two solutions (7.27) for ω of the same magnitude but opposite sign imply that the Poincaré modes propagate in both positive and negative x-directions. The phase velocity, c p , and the group velocity, c g of the modes are given by
It is evident from these results that c g < c < c p . It follows from (7.28) that, in addition to introducing dispersion, the effect of rotation is to increase the phase velocity of these waves. Moreover, (7.23) implies that the high frequency Poincaré modes are essentially independent of the small bottom slope. Finally, it is clear that Poincaré modes are dynamically similar to the dispersive waves in a shallow rotating ocean of constant depth (Debnath [5, 6] ). The free surface elevation ζ can be found from (7.11) and (7.16) with the dispersion relation (7.26) in the form
Similarly, the explicit representation of the velocity field can be obtained from the basic equations of motion. The second important class of solutions corresponds to the case of small but nonzero γ , and has a frequency ω = O(γ ). The associated dispersion relation is obtained from (7.22) in the form
Since ω = O(γ ), the first term of this equation is small and hence, negligible, while the second term is O(1). Consequently, Eq. (7.31) reduces to the form
where n = 1, 2, 3, . . . . These new waves with the dispersion relation (7.32) are called the topographic Rossby waves which exist only when both rotation f and slope γ are nonzero. These waves have several remarkable properties. First, in contrast to the Poincaré waves, the frequency of the Rossby waves decreases with increasing wavenumbers. Second, the Rossby wave frequency attains its maximum value, ω max , at k = k n given by
Third, for small γ , the frequency of the Rossby waves is always less than f . Thus, these waves have very low frequencies, that is, they have a very large period compared to a rotation period. Another striking feature of the Rossby waves is that their phase velocity in the x-direction is always negative and has the value
The group velocity of the waves is Similarly, the velocity fields for these waves can be obtained. The second solution of the eigenvalue equation (7.20) is the dispersion relation ω 2 = c 2 k 2 which describes the plane waves whose crests are parallel to the y-axis in a nonrotating ocean. The wave modes with the frequency ω = ±ck are called the Kelvin waves which propagate in both positive and negative x-directions. One of the remarkable features of the Kelvin waves is that the dispersion relation is independent of rotation, and can be derived from the dispersion equation for the Poincaré waves with n = 0 and f = 0.
We next obtain the dynamical fields for the Kelvin waves traveling in both the positive and the negative x-directions with ω = ±ck. With γ = 0, (7.17) yields α 2 = −f 2 /c 2 , that is α = if/c. Thus the dynamical fields for the Kelvin waves traveling in the positive x-direction with ω = ±ck and α = ±if/c are given by
where R = (c/f ) is called the Rossby deformation radius which represents the decay scale. There are several striking features of these solutions. First, the wave amplitude decays exponentially from a maximum value at the wall y = d as y decreases to zero. Thus, the existence of the Kelvin waves requires at least one boundary. Second, the flow in the x-direction is in precise geostrophic balance, and the equations of motion assume the form
These lead to the classical wave equation
which also gives the dispersion relation ω 2 = c 2 k 2 . Third, the cross-channel velocity component is identically zero. Fourth, the low frequency (ω f ), Kelvin waves imply the result kR = kc/f = ω/f 1. This means that the wavelength in the x-direction is much greater than the decay scale R. This anisotropy is responsible for the nongeotrophic balance (7.40). On the other hand, the geostrophic balance (7.41b) produces a free-surface slope to balance the Coriolis acceleration due to u. Finally, it is noted that R → ∞ as f → 0. In this limit, the Kelvin wave becomes the n = 0 mode of the Poincaré waves with the dispersion relation (7.27).
The third solution of (7.20) corresponds to the dispersion relation ω 2 = f 2 . This case apparently represents oscillations with the inertial frequency ω = ±f . At these frequencies, the differential operator D involved in (6.19)-(6.20) is identically zero and so it cannot be inverted to determine u and v in the terms of ζ . In order to resolve this difficulty, and to pursue this case further, we recall the original equations (6.6)-(6.7) with τ = 0 and ω = f , and seek solutions in the form
where u, v and ζ are the complex amplitudes of u, v and ζ , respectively. Consequently, Eqs. (6.6) and (6.7) become
Obviously, these equations cannot be solved to find u and v in terms of ζ . However, we can add them to obtain a single equation for ζ dζ dy + kζ = 0, (7.46) which gives the solution
where ζ 0 is constant. Using (7.44)-(7.45) with ω = f , and constant h 0 , Eq. (6.8) can be transformed into the form
48)
The solution of this equation with the boundary condition v = 0 is given by
This solution does not satisfy the other boundary condition v = 0 on y = d unless kR = 1. Thus when k = R −1 , v is identically zero and ω = ck = f . This means that the wave mode cannot be distinguished from the Kelvin waves at the wavenumber k = R −1 . So there is now a new wave at the inertial frequency ω = f . Thus the above analysis reveals that the complete spectrum of the solutions consists of the Poincaré waves, the Kelvin waves and the Rossby waves, including the ω = 0 mode which corresponds to the geostrophic flow. The dispersion curves of these waves is shown in Fig. 2 , which is a graph of the nondimensional frequency ω * = (ω/f ) as a function of the nondimensional wavenumber κ * = kR.
Finally, it is possible to obtain dispersive plane wave solution of (7.10) in the form
where ζ 0 is a constant amplitude, and then put it into (7.10). This gives the famous dispersion relation (7.3) for Poincaré waves
The phase velocity of the wave is
In the absence of rotation (f = 0), the free surface elevation satisfies the well-known wave equation. The solution of this equation represents the nondispersive shallow water waves which propagate with the constant phase velocity c. However, the presence of rotation is fully responsible for the dispersion. And the dispersive waves propagate with the phase velocity c p which is greater than c.
Nonlinear Rossby waves on a β-plane ocean
We extend the linear Rossby wave analysis due to Matsuno [21] to the nonlinear Rossby waves on a β-plane ocean based on work of Matsuno [21] . The governing nonlinear equations of motion and the appropriate boundary conditions are given by
where f 0 = 2ω sin θ 0 , and φ is geopotential height of the free surface. With no basic flow, u, v and φ represent the perturbed quantities around the basic state. Equation (8.3) is the integrated continuity equation assuming that u and v are independent of the vertical coordinate z. We introduce the nondimensional flow variables defined by
where L is the horizontal length scale defined by L 2 = (c/β). Dropping the asterisks, the nondimensional equations of motion are then given by With the aid of the expansion of the derivative operators
Obviously, any dependent variables which are functions of x, y, t can be regarded as functions of X m , y, T m . We also assume that flow variables u, v, φ are expanded in terms of ε as follows:
These dependent variables are to be determined so that they are bounded (nonsecular) at each stage of the perturbation analysis. We first can solve the linear problem to the order O(1) which is the same as that of Matsuno [21] . Since we are interested in the amplitude modulation, we assume dispersive wave solutions proportional to exp[i(kX 0 − ωT 0 )] which propagate in the west-east direction. More explicitly, we seek solutions in the form O(1) problem, the solution is free from slower modes α j so that we can set α j = 0 in the section.
Writing θ j = (k j X 0 − ω j T 0 ), the orthogonal O(1) eigensolutions belonging to eigenvalues ω j can be obtained in the form 16) where
. . , and H nj (y) is the Hermite polynomial of degree n j provided that the following dispersion relation holds:
n j can be identified as meridional mode of solutions. Equation (8.17) represents the cubic dispersion relation for a given meridional mode n j . For n j 1, the approximate values of the roots for ω j are given by
The frequencies ω 1j and ω 2j correspond to respectively the frequencies of eastward and westward propagating inertial-gravity waves, where as ω 3j represents the frequency of a westward traveling Rossby wave. For n j = 0, three roots of (8.15) are given by
The first root ω 1j gives the trivial solution, u (0) = v (0) = φ (0) = φ (0) = 0, and hence, can be neglected. The other two roots correspond to the frequency (ω 2j ) of eastward propagating inertial-gravity waves, and the frequency (ω 3j ) of westward traveling mixed Rossby-gravity wave. The dispersion relation for the latter type resembles that of the Rossby waves for the wavelength much smaller than the meridional extent. In the case, when the wavelength is larger (wavenumber is smaller) than the meridional value, the frequency tends to that of the gravity waves of the same wavelength. In other words, the mixed Rossby-gravity waves connect two families of waves and their frequency ranges from a value which compared to the frequency of the inertial-gravity waves, to a value that is close to that the Rossby waves.
For the O(ε) problem, solutions u (1) , v (1) and φ (1) can be obtained from the O(ε) perturbation equations. It turns out that the solutions u (1) , v (1) and φ (1) are the linear combinations of two solutions-one solution corresponds to the linear homogenous equations of the perturbation equations and the other arises from the nonhomogenous parts of the perturbation equations. Both linear homogenous equations and the nonlinear nonhomogenous terms give rise to resonant interactions. Consequently, both linear and nonhomogenous resonant interactions will produce higher harmonics in the fundamental wave on O(ε) space and time scales, X 1 and T 1 . Even solutions for u (1) , v (1) and φ (1) can be determined in terms of known quantities, we still have to find out some real and complex constants that can be determined from the secularity conditions for the equations to higher order in ε. So, it is not necessary to consider this problem here within O(ε) equations.
We next present briefly the O(ε 2 ) solutions u (2) , v (2) and φ (2) from the O(ε 2 ) perturbation equations. Without writing these complicated O(ε 2 ) perturbation equations, we discuss the solutions that contain additional resonant interactions arising from the higher space and time scales X 2 and T 2 . That, in turn, produces higher harmonics in the fundamental wave. In addition, the nonlinear resonant interactions due to nonhomogenous terms containing the nonlinear products of O (1) and O(ε) quantities will also produce new higher harmonics generated by the nonlinear terms in the products of O(1) quantities. We consider all second and third order harmonics in the fundamental wave. The solutions u (2) , v (2) and φ (2) can be obtained in the same manner as the solutions u (1) , v (1) and φ (1) . Instead of finding all constants and functions in the problem, we assume that all O(ε 2 ) solutions are well behaved so that all secular (unbounded) terms involved in the equations must vanish. The equations governing these solutions contain two kinds of secular terms: (i) constant secular terms and (ii) resonant secular terms proportional to exp(±iθj ) = exp[±i(k j X 0 − ω j T 0 )]. As we have indicated earlier, it is of special interest here to determine the constant secular and resonant terms involved in the O(ε 2 ) and O(ε 3 ) problems. It turns out that the nonlinear equation for the evolution of complex amplitude 18) where the group velocity, c g is defined by
)
, (8.26) and f (1, 2, 3) j and h (1, 2) j are known functions of ω j , k j and y that are given by R.K. Jain et al. [15] . Evidently, Eq. (8.18) together with its complex conjugate A j on ξ , X 2 and T 2 , while N j depends on X 2 , T 2 , X 3 , T 3 , and is constant with respect to ξ = (X 1 − c g T 1 ) .
In terms of the coordinate transformations τ = T 2 and ζ = X 2 − c g T 2 , Eq. (8.18) can be transformed into the form
j , (8.27) where
j is a function of ξ , ζ , τ , X 3 , T 3 , and N j is a function of τ , ζ , X 3 and T 3 . Equation (8.27 ) has been derived here from the nonsecular (boundedness) conditions for O(ε 2 ) perturbation equations for Rossby waves, and it remains valid for scales as large as O(ε −2 ). This equation may be referred to as the modified nonlinear Schrödinger equation that describes the amplitude modification of the Rossby waves. In a frame of reference moving with the group velocity of the waves, Eq. (8.27) describes the evolution of the amplitude modulation of the Rossby waves in a barotropic ocean in slow space and time scales X 2 and T 2 .
It may be pointed out that, if we consider the variation of A (0) j with respect to τ and ζ , X 3 and T 3 becomes of higher orders so that they may be considered as slow parameters. Up to the second order variations, A Invoking a transformation 
We seek a plane wave solution of the nonlinear Schrödinger equation (8.29) with L j M j > 0 for the amplitude in the form
where a j is a constant amplitude, κ j and σ j are wavenumber and frequency of the wave, respectively. Substituting (8.30) into (8.29) gives the nonlinear dispersion relation
where κ j and σ j are respectively the wavenumber and frequency of the envelope of the wavetrains represented by (8.14)- (8.16) .
Following the Whitham analysis (see Debnath [4] ), we can obtain the solution with appropriate boundary conditions in the form
where δ is a negative constant. This represents a solitary wave solution for weakly nonlinear waves in a dispersive medium and hence, is called the envelope soliton that propagate with the group velocity c g . It should be noted that the amplitude of the envelope soliton a j (often called the height) is inversely proportional to its width. Based on the Whitham stability criterion (see Debnath [4, 7] ), we conclude that where L j M j < 0, the above envelope soliton is often called the bright soliton (or dark pulse) structure and has no relevance in geophysical fluid dynamics.
Nonlinear Rossby waves on a weak shear flow
It has already been indicated that Rossby waves represent a fundamental component of planetary scale oceanic and atmospheric flows. Following the pioneering work of Benney [2] and recent papers of Derzho and Grimshaw [10, 11] and Clarke and Grimshaw [3] , we discuss large amplitude Rossby waves riding on a background flow with a weak shear in a meridional channel bounded by rigid latitudinal boundaries at y = y 0 and y = y 0 + H . As |x| → ∞, the flow becomes a weakly mean shear flow given by
where α ( 1) is a small parameter. We consider the standard quasi-geostrophic vorticity equation on a β-plane given by
where J (a, b) = (a x by − ayb x ) is the Jacobian of two functions a(x, y) and b(x, y). We seek steady traveling wave solutions of (9.1) so that, in the frame of reference of the wave, Eq. (9.1) after integrating once reduces to the form
where f 1 is an arbitrary function. We next introduce nondimensional flow variables
where the width H of the channel is taken as a typical length scale and U 0 is the typical velocity scale. Dropping the asterisks, Eq. (9.3) can be written in the form where α 0 = α/(1 − c).
In order to consider Rossby waves in a narrow channel, we assume that the channel width H is very small compared to the wavelength of the wave so that we can set ψ = ψ(y, X), (9.8) where X = εx with ε ( 1) being a small parameter representing that the typical scale of a wave in the x-direction (along a latitude) is much greater than the channel width. We determine the relationship between small parameters α 0 and ε from an optimum balance between the dispersion and nonlinearity in the asymptotic expansion.
For streamlines originating upstream, we determine the function F from the boundary condition (9.7) so that
Consequently, Eq. (9.5) reduces to the form
Equation (9.10) can readily be solved by asymptotic expansion with the boundary conditions (9.6)-(9.7) for a wave whose amplitude is below a certain critical value. Above this critical value, there is a recirculation zone with closed streamlines inside the wave. If there is now recirculation zone, Eq. (9.10) with the boundary conditions (9.6)-(9.7) gives a complete formulation of the problem. If we assume that all streamlines originate upstream, ψ y > 0 everywhere in the fluid. On the other hand, a critical wave amplitude is defined by the wave breaking condition
It can be shown that for waves with amplitudes greater than the critical value, there is a core containing recirculating liquid. The recirculation zone can be attached to either the boundary at y = 0 or at y = 1. We assume that the recirculation zone is bounded by y = 0 and
whereas η = 0 for |x| > x 0 , x 0 represents the half-width of the recirculation zone. Outside the recirculation zone, the motion is determined by Eq. (9.10) with the boundary conditions (9.15) and condition (9.7) at infinity. There is a wave breaking outside the recirculation zone as the condition ψ y > 0 always holds. Inside the recirculation zone, Eq. (9.5) remains valid, but the form of F (ψ) cannot be determined from the condition at infinity, so we leave it as undetermined at present. It also turns out that its form is not needed in asymptotic analysis.
We next refer to the region where (i) 0 < y < 1, |x| > x 0 as the outer zone, (ii) 0 < η(x) < y < 1, |x| > x 0 as the inner zone. The zone defined by 0 < y < η(x), |x| > x 0 is referred to as recirculation zone.
In the outer zone, we use X = εx as a new variable. It is then reasonable to assume that the dispersive term ∼ ε 2 which is balanced by the nonlinear term due to weak shear, that is, the term ∼ α 0 in Eq. (9.10) so that we set α 0 = ε 2 . We consider a solution of Eqs. (9.10)-(9.11) with (9.14)-(9.15) in the form
It is noted that (9.17) determines the asymptotic representation for the velocity of the wave form (9.11) in the form
At the zeroth order, it turns out that 19) where w(y) = sin πy is the lowest possible mode (n = 1) and A(X) is the amplitude of the wave mode at the next order. The lowest mode w(y) is the fastest as (1 − c) that decreases as λ (0) n = (nπ) 2 which increases for higher wave modes for n 2. It is convenient to introduce
It turns out that the amplitude A(X) satisfies the equation and
The wave breaking condition (9.12) is evaluated at the leading order so that it gives 1 + πA cos(πy) = 0, (9.24) where |A| < |A * | = 1 π . It is noted that the amplitude equation holds only in the outer region |X| > |X 0 | outside the inner zone and recirculation zone. Thus, we have to obtain a solution in the inner zone and then match it to the solution in the outer region.
On the other hand, in the inner region |X| < |X 0 |, Eqs. (9.16)-(9.17) are still valid, but the slow variable X is replaced with a new slow variable ξ so that ξ = γ x (γ 1). We seek a solution in the form where Ψ (1) (0, ξ) can be determined from the kinematic condition at the recirculation zone. The recirculation zone occupies the region 0 < y < η(ξ) where we assume that η(ξ ) = δg(ξ ), δ 1, where the condition δ 1 means that the height (in the latitudinal direction) of the recirculation zone is small compared to the channel width.
In order to keep all terms of the same order in equation for ψ (1) (y, ξ ), we set μγ 2 = ε 2 and α 0 = ε 2 so that δ 3 = μδ = ε 2 . Then, we can determine all small parameters in terms of ε = √ α 0 so that λ = ε 1/3 , δ = ε 2/3 and μ = ε 4/3 . After some calculation, it turns out that equation for B(ξ ) from (8.27) takes the form
where ν = (6π) 3/2 μ 3/2 ε −2 is the supercritical parameter. Thus, (8.28) represents the amplitude equation in the inner zone, |X| < X 0 . We then can find the equation for the stream function inside the recirculation zone in the form and X 0 can be obtained from A(X 0 ) = A * so that
The main conclusions of this analysis are as follows. First, (9.20), (9.29) and (9.32) represent new nonlinear equations that governs the large amplitude of the Rossby waves. However, Eq. (9.21) was also derived by Benney [2] for large Rossby waves with amplitudes below the critical amplitude for which there are no closed streamlines. He also showed that governing equations for both the inner and outer zones are of both generalized KdV type, where weak nonlinearity is balanced by weak linear dispersion. Second, Eq. (9.29) with a new nonlinear term proportional to the 3/2 power of the difference between the wave amplitude and the critical amplitude describes the nonlinearity due to the flow over the vortex core that produces broadening of the wave profile. In other words, for waves with vortex core, the width of the wave at the crest increases as the wave amplitude attains the maximum value. Third, the solution (9.37) with linear shear flow also describes the solitary waves. Fourth, the present analysis essentially deals with the lowest mode (n = 1). An extension of higher modes (n 2) of this work will be made in a subsequent paper.
Closing Remarks.
1. This paper is based on the expanded version of my research presentation at the 2006 ICM meeting in Madrid, Spain. 2. It is relevant here to mention that Bill Ames [1] published two books on Nonlinear Partial Differential Equations in Engineering that represent a very positive contribution to the literature.
