Abstract-A numerical approach to feedback investigations allows students to discover easily and quickly the basic effects of feedback, both desirable and undesirable, on automatic control systems. Students can quickly learn the intuitive aspects of feedback early in their study of control systems before they enter, and perhaps become lost in, the world of intense mathematical analysis and design applied to feedback. The illustrative example presented in this paper, which is designed to match the preferred learning style of most engineering students, can be used to form coordinated numerical and analytical exercises in lecture, recitation, or laboratory portions of the course. Our students say that they enjoy and benefit from the many learning aspects of these discovery exercises.
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I. INTRODUCTION

F
EEDBACK is an important part of control systems in a multitude of applications, such as modern transportation systems, power plants, communication systems, and manufacturing plants. As such, it forms a key aspect of the theory of automatic control systems that students must understand and apply. Some of the fundamental effects, both desirable and undesirable, of feedback can be easily discovered by students early in their study of automatic control systems. This preparation is extremely helpful as background for the more mathematically challenging quantitative aspects of analysis and design that follow later in the study of automatic control systems.
Through a set of relatively simple, coordinated, and complementary lecture, recitation, or laboratory assignments, the instructor can guide his/her students to grasp the qualitative nature of feedback. The focus at this stage is on the response of control systems in the time domain rather than the frequency domain since the students are much more familiar with the time domain.
Depending on the expertise of the students, a programmable calculator or a commercially available software package (such as the Microsoft Excel spreadsheet or the MATLAB numeric computation package) can be used to perform the simple calculations and construct the plots of the results. The authors believe that it is particularly useful for the students to implement the system equations numerically and to see the results develop step-by-step over time in both tabular and graphical forms. This approach has the additional benefits of providing the students' practice with (perhaps, even an introduction to) simple numerical methods and observation of the stability effects and errors of varying the computation time interval.
In this paper, we demonstrate the feedback discovery process with the unit step response of a simple integrative control system with proportional feedback. Such a system might arise, for example, in a robotics application with control of the motion of a mass. Using numerical analysis, we illustrate the response results for the cases of negative feedback, no feedback, and positive feedback for various values of the feedback multiplier, integrator gain, and computation time interval. To conserve space, we present the numerical results only in graphical form. For comparison purposes, we present the corresponding analytical results based on the use of the Laplace transform. In our introductory control systems course, an analytical assignment follows the numerical exercise once we cover the basics of the Laplace transform.
The exercise presented in this paper is designed to match the preferred learning style of most engineering students which is visual, sensing, inductive, and active, and it provides balance to the traditional lecture presentation which is usually auditory, intuitive, deductive, and passive [1] . The results of the exercise are graphed to appeal to visual students; the focus of the exercise is on the results of specific examples which should appeal to sensing and inductive learners; and the exercise provides a framework to allow students to conveniently experiment with different scenarios which should appeal to active learners.
II. ILLUSTRATIVE EXAMPLE
Consider the linear control system shown in Fig. 1 where the output is the integral of an error signal which is the difference between the input and the feedback . The input is set equal to the unit step function in this example. The ideal integrator has a gain (or multiplier)
, and the feedback has a multiplier . If is a positive number, the system operates with negative proportional feedback; if is zero, the system has no feedback; and if is a negative number, the system has positive proportional feedback [2] .
III. NUMERICAL SOLUTION
For simplicity, at least to begin with, it is suggested that the students use the rectangular integration method (incremental area equals amplitude of the signal times the computation time interval) to approximate the ideal integrator. More sophisticated numerical integration algorithms can also be used for comparison purposes. For this illustration, students initially select the integrator gain , and let the feedback multiplier take the values: 1, 0, and 1 to demonstrate the behavior of negative feedback, no feedback, and positive feedback, respectively. Then, they examine the effects on the system response of varying the feedback multiplier, integrator gain, and computation time interval. They are asked to assume that the initial output of the system is zero.
The output of the system can be approximated by repeatedly solving the following discrete-time equations:
where is an integer time index which is incremented by one after each iteration and is the computation time interval.
A. Negative Proportional Feedback
With negative proportional feedback, the output of the system increases linearly at first, but then begins to level off toward a stable value of one as the effect of the negative feedback becomes significant (refer to Fig. 2) . The error signal decreases toward zero from an initial value of one, and as the error signal approaches zero, the output of the integrator increases at a slower and slower rate so that the output eventually rises to the input value and stays there. This case is often used in practice to force 
B. No Feedback
With no feedback, the error signal is the same as the input unit step function and the output of the pure integrator is simply a linear function of time as shown in Fig. 3 . It is important to point out to the students that the output of an actual system cannot continue to increase indefinitely due to practical limitations of real equipment. Reliability and safety can become critical issues if the output is allowed to reach an excessively large value. Inherent limiting (such as component saturation) and purposely built-in limiting (such as through software inequality equations) are used to improve system reliability and safety in practical systems.
C. Positive Proportional Feedback
With positive proportional feedback, the output of the system increases linearly at first, just as for the cases of no feedback and negative proportional feedback. However, as shown in Fig. 4 , the output then begins to "take off" toward an unstable value of infinity as the effect of the positive feedback becomes more significant. The error signal also increases indefinitely from an initial value of one, and becomes so close in value to the output that and are indistinguishable in Fig. 4 .
D. Effect of Small Negative Feedback
With negative proportional feedback, but with a lower value of feedback multiplier ( instead of 1), the output of the system increases linearly at first, but then begins to level off toward a stable value of four, instead of one as before (compare Figs. 2 and 5 ).
E. Effect of Small Integrator Gain
The effect of the integrator gain can be demonstrated by lowering the value of from 1 to 0.1, for example, and setting the value of back to 1 for negative proportional feedback. As seen in Fig. 6 , the effect of lowering the value of the integrator multiplier is that the output converges to the final value more slowly than it does for a larger value (compare Figs. 2 and 6 ).
F. Effect of the Computation Time Interval on the Results
The ideal computation time interval, , is zero which corresponds to continuous time. However, since this is not possible with numerical computations, a small as feasible computation time interval is necessary to get smooth, accurate results. Fig. 7 shows that the maximum absolute error of the output signal decreases as the computation time decreases for the negative proportional feedback example with . A very small time interval will result in a high degree of computational accuracy, but with a long computation time and many calculated values to deal with in terms of storage, listing, plotting, etc.
Too large a computation time interval (such as s for the negative proportional feedback example with ) can lead to oscillatory computational results as shown in Fig. 8 . Simulation results such as these might be falsely interpreted as the result of an unstable control system, when the actual system might be stable (as is the case for this first-order system example). This demonstrates to students that oscillation, and even instability, can result if the system (either the simulated system or the actual system) operates on "outdated" feedback information; that is, the system "corrects" itself based on what the output was in the distant past rather than the recent past, or ideally the present. As a result, for example, a motion control system may be increasing the speed when it should be decreasing it.
Varying the computation time interval is a very enlightening exercise for the students. They can observe first hand the frequently encountered and important tradeoff of the accuracy of computations versus the time required to perform the computations. They can also discover, perhaps for the first time, that they can be fooled by computational results. They learn that proper care is needed in selecting (perhaps simply by trial and error if they lack the analytical foundation to assess at this point in their studies) an appropriate computation time interval based on the relative speed of the system in responding to a particular input. 
IV. ANALYTICAL SOLUTION
After the students have solved for the system behavior numerically, they can also solve the problem analytically and compare the analytical solution to the numerical solution. Using the Laplace transform method of solution, the output of the system in the frequency domain is where is the overall (closed-loop) transfer function of the system. For our illustrative example, is the transfer function of the ideal integrator and so that , which is indicative of a first-order system with its single pole located at and stable for . The Laplace transform of the unit step input is , so . With the integrator gain and for the case of negative proportional feedback with , the output in the frequency domain is . The output in the continuous-time domain, which is the corresponding inverse function of from a table of Laplace transforms, is for . Since , the feedback equals the output . These analytical signals, along with the analytical error signal , are plotted in Fig. 9 . The analytical solution shown in Fig. 9 is very close to the numerical solution shown in Fig. 2 .
The analytical expression for the output shows that the output approaches the theoretical limiting value of one as time approaches infinity. Alternately, applying the final-value theorem to the Laplace transform formulation, the theoretical limiting value of the output as approaches infinity is given by the limit of as approaches zero, which also shows the limiting value to be one. By similar means, the limiting values of the feedback and error signal are found to be one and zero, respectively. The apparent limiting values of the numerically computed signals shown in Fig. 2 are in agreement with these theoretical values.
The difference between the numerical and analytical signals for the negative proportional feedback case of Figs. 2 and 9 is shown in Fig. 10 . The error depends on the numerical algorithm employed and on the rate of change of the signals. Students will hopefully notice that the error of the numerically computed result is not a constant, but varies with time. This is an interesting and important result that might not occur to them. The students can also select other small values of the computation time interval and observe the effect on the accuracy of the numerical result, namely, that the error decreases as the computation time interval decreases. They might also like to explore the effects of other numerical algorithms on the error.
V. SUMMARY
Through an illustrative example, the authors have presented coordinated computational exercises that allow students to discover the basic aspects of feedback early in their study of automatic control systems. The focus of the first exercise is on the use of simple numerical analysis; and the focus of the second, a complementary exercise, is on the use of analytical analysis using the Laplace transform.
Numerical analysis cases of negative proportional feedback, no feedback, and positive proportional feedback are presented and compared. The effect on the results of changing the feedback multiplier, integrator gain, and computation time interval are also investigated. Using the analytical result as a basis for comparison, the errors as a function of the computation time interval, and as a function of time, are discussed. The exercises are designed to appeal to the preferred learning style of most engineering students, namely visual, sensing, inductive, and active.
