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QUANTUM HEISENBERG MANIFOLDS AS TWISTED GROUPOID
C∗-ALGEBRAS
SOORAN KANG, ALEX KUMJIAN, AND JUDITH PACKER
Abstract. The quantum Heisenberg manifolds are noncommutive manifolds constructed
by M. Rieffel as strict deformation quantizations of Heisenberg manifolds and have been
studied by various authors. Rieffel constructed the quantum Heisenberg manifolds as
the generalized fixed-point algebras of certain crossed product C∗-algebras, and they
also can be realized as crossed products of C(T2) by Hilbert C∗-bimodules in the sense
of Abadie et al. In this paper, we describe how the quantum Heisenberg manifolds can
also be realized as twisted groupoid C∗-algebras.
1. Introduction
Let X be a compact Hausdorff space and σ a covering map from X to itself. The
Renault-Deaconu groupoid Γ associated with (X, σ) was introduced by Renault in [31]
and studied by Deaconu in greater generality in [15]. The twist groupoid Λ over Γ, in
the sense of the second author [23, 24], and its associated groupoid C∗-algebra C∗(Γ; Λ)
were studied in [17] for more general X and σ, in particular when X is locally compact
Hausdorff and σ is a local homeomorphism. The twist groupoid Λ was defined as an
extension of Γ by the groupoid X × T, with the notion of the twist that determines Λ
generalizing circle-valued 2-cocycles over groups. One of the main results in [17] is that
for each twist Λ over Γ, the groupoid C∗-algebra C∗(Γ,Λ) is naturally isomorphic to a
Cuntz-Pimsner algebra OH, where H is a Hilbert C
∗-correspondence. In particular, it was
shown in [17] that the C∗-correspondenceH was given by LT⊗ℓ
2(σ), where LT is the space
of continuous sections of the complex line bundle arising from the circle bundle associated
to the twist Λ, and ℓ2(σ) is a C∗-correspondence associated to the local homeomorphism
σ : X → X.
The Picard group of a C∗-algebra was introduced by Brown, Green and Rieffel in [8],
and consists of the isomorphism classes of full Hilbert C∗-bimodules (i.e. the imprimitivity
bimodules over C∗-algebras in the sense of Rieffel [33]), equipped with the balanced tensor
product. When the C∗-algebra is commutative, the collection of symmetric Hilbert C∗-
bimodules in the sense of Definition 3.1 determine the classical Picard group, and have
elements that can be regarded as the space of continuous sections of complex line bundles
over the spectrum of the C∗-algebra in question. Thus, the elements of the classical Picard
group are related to twist groupoids Λ of a Renault-Deaconu groupoid Γ (see Section 4)
by results from [17].
The aim of this paper is to use the notion of a twisted groupoid C∗-algebra to study the
quantum Heisenberg manifolds of M. Rieffel. Quantum Heisenberg manifolds (henceforth
abbreviated by QHMs) were introduced by Rieffel in [35] as strict deformation quantiza-
tions of Heisenberg manifolds. They are the fibers of a continuous field of C∗-algebras
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{Dc,ℏµ,ν} where µ, ν ∈ R, c is a positive integer and ℏ is the deformation parameter repre-
senting the Planck constant. Rieffel’s strict deformation quantization provides a way to
construct noncommutative differential manifolds, and the QHMs form another interesting
family of noncommutative manifolds that moves beyond noncommutative tori. Using the
theory of Morita equivalence of QHMs developed by Abadie in [1, 2, 3], Kang studied
Yang-Mills theory on QHMs in [20], and Lee found a minimizing set of the Yang-Mills
functional in [25], using the same module developed by Kang in [20]. Chakraborty and
Shinha studied the geometry of QHMs in [9, 10] and Gabriel studied cyclic cohomol-
ogy and index pairings of QHMs in [18]. Recently it was shown in [11] that in the case
of QHMs, the Yang-Mills functional coming from spectral triples are the same as the
Yang-Mills functional defined by Connes and Rieffel in [13].
It was shown in [6] that every QHM can be realized as a crossed product by a Hilbert
C∗-bimodule. Such a crossed product is in particular a Cuntz-Pimsner algebra (see [22]).
In fact, the QHM is generated by the fixed point algebra under the dual action and the first
spectral subspace denoted by D1. i.e. D
c,ℏ
µν
∼= C(T2)⋊D1 Z. Also [4, Corollary 5.5] implies
that Dc,ℏµν is strongly Morita equivalent to (C(T
2)⊗K)⋊β Z for some β ∈ Aut(C(T
2)⊗K),
where K is the algebra of compact operators on an infinite Hilbert space. Hence the
QHM gives an element of the equivariant Brauer group BrZ(T
2) in the sense of [14, 28].
Moreover, the isomorphism classes of QHMs have been studied using the Picard group
in [5]; in particular, the Picard group of T2 played an important role in determining the
isomorphism classes of QHMs in [5].
Upon expressing the QHM, Dc,ℏµν , as a crossed product by a Hilbert C
∗-bimodule
C(T2) ⋊D1 Z, one can obtain a groupoid Γ and a twist Λ that have associated to them
the circle bundle T over the unit space of Λ. It is then possible to construct the space
of continuous sections of the complex line bundle associated to T . This in turn becomes
a symmetric C∗-bimodule over a commutative C∗-algebra isomorphic to C(T2), which
can be identified with the symmetric part of the first spectral subspace D1 of QHMs.
Intertwining these concepts, in this paper we will describe how QHMs can be realized
as twisted groupoid C∗-algebras and give a specific construction of the twist groupoid Λ
from a transformation groupoid by means of transition functions of the circle bundle T .
Indeed our main theorem (Theorem 4.5) holds in greater generality for certain C∗-algebras
constructed as a particular crossed product of a unital commutative C∗-algebra A by a
full Hilbert C∗-bimodule M over A twisted by an automorphism α of A.
Since the algebra structure of QHMs is quite different from that of noncommutative
tori, not being defined by generators and relations, it is quite useful to have another way
of realizing QHMs. We believe that by illustrating that the QHMs and other generalized
fixed point algebras can be constructed in a variety of different fashions, it may lead to
further progress in the study of noncommutative geometry on some dense subalagebras
generally, and in particular in the study of the Yang-Mills theory of the QHMs.
We organize our paper as follows. After reviewing some preliminary material in Section
2, we discuss the classical Picard group and review the description of the QHM as a crossed
product by a Hilbert C∗-bimodule in Section 3. Moreover, we identify the symmetric part
of the first spectral subspace D1 of the QHM with the symmetric Hilbert C(T
2)-bimodule
M c in Proposition 3.5, where c is a positive integer. In Section 4, we prove our main
theorem and describe QHMs as certain twisted groupoid C∗-algebras by showing thatM−c
is isomorphic to the space of continuous sections of the complex line bundle associated
to the Heisenberg manifold Nc. In Section 5, we obtain a pairing from a transformation
groupoid Γ and a principal G-bundle, for some compact abelian group G, to form the
associated ‘twist’ groupoid Λ, where Λ is a principal G-bundle over Γ. In the case where
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G = T, these are the twist bundles of [17]. Of course one obtains the C∗-algebras only
in the cases where G = T, but we thought these more general groupoids might also be of
interest.
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2. Preliminaries
Most of the definitions that we state in this section are from [21].
Definition 2.1. [7, Definition 1.1] Let A be a C∗-algebra. A right Hilbert A-module M
is a Banach space with a right action of the C∗-algebra A and an A-valued inner product
〈·, ·〉R such that for ξ, η ∈M and a ∈ A,
(a) 〈ξ, ξ〉R ≥ 0 and ‖ξ‖ = ‖〈ξ, ξ〉R‖
1/2,
(b) 〈ξ, ξ〉R = 0 implies ξ = 0,
(c) 〈ξ, η〉R = (〈η, ξ〉R)
∗,
(d) 〈ξ, η · a〉R = 〈ξ, η〉Ra.
Similarly we can define a left Hilbert A-module M as a Banach space with a left action
of the C∗-algebra A and an A-valued inner product 〈·, ·〉L that satisfies (a), (b), (c) of
Definition 2.1 and
(d)′ 〈a · ξ, η〉L = a〈ξ, η〉L.
We say that a Banach space M is a Hilbert A-B bimodule if M is both a left Hilbert A-
module and a right Hilbert B-module and satisfies the following equation : for ξ, η, ζ ∈M ,
(1) 〈ξ, η〉L · ζ = ξ · 〈η, ζ〉R.
If A = B, then we call it a Hilbert A-bimodule.
Definition 2.2. [21, Definition 1.2] For a right Hilbert A-module M , we denote by L(M)
the C∗-algebra of all adjointable operators on M . For ξ, η ∈M , the operator θξ,η ∈ L(M)
is defined by θξ,η(ζ) = ξ〈η, ζ〉R for ζ ∈M . We define K(M) ⊆ L(M) by
K(M) = span{θξ,η : ξ, η ∈M}.
The set K(M) is a (two-sided and ∗-closed) ideal of L(M), which is *-invariant. We
often call K(M) the algebra of compact operators on M .
Definition 2.3. [21, Definition 1.3] We say that a right Hilbert A-module M is a C∗-
correspondence over A when a *-homomorphism φM : A→ L(M) is given.
We refer to φM as the left action of A on the C
∗-correspondence M . If M is a Hilbert
A-bimodule, then M can be realized as a C∗-correspondence over A with φM : A→ L(M)
given by φM(a)ξ = a · ξ.
Definition 2.4. [22, Definition 1.4] A C∗-correspondence M over a C∗-algebra A is called
non-degenerate if span{φM(a)ξ ∈M : a ∈ A, ξ ∈M} = M , and full if span{〈ξ, η〉R ∈ A :
ξ, η ∈M} = A.
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Definition 2.5. [21, Definition 3.2] For a C∗-correspondence M over A, we define an
ideal JM of A by
JM = φ
−1
M (K(M)) ∩ (kerφM)
⊥.
Remark 2.6. Note that JM = φ
−1
M (K(M)) when φM is injective. According to [22,
Lemma 2.4], if there exists an ideal J of A such that the restriction of φM to J is an
isomorphism onto K(M), then J = JM .
Moreover, [22, Lemma 3.4] shows that a Hilbert A-bimoduleM is the C∗-correspondence
M over A with the condition φM(JM) = K(M)), and it was referred to as a Hilbert
C∗-bimodule M over A by Abadie et al. in [6]. A full Hilbert A-bimodule M (i.e.
〈M,M〉L = 〈M,M〉R = A) is a left A - right A imprimitivity bimodule M in the sense of
Rieffel given in [33].
For two C∗-correspondences X and Y over a C∗-algebra A, one can define a tensor
product of X and Y denoted by X ⊗A Y as in [21, Definition 1.4]. By definition, we have
X ⊗A Y = span{ξ ⊗ η | ξ ∈ X, η ∈ Y }
and (ξ · a)⊗ η = ξ ⊗ (φY (a) · η) for ξ ∈ X, η ∈ Y and a ∈ A.
Definition 2.7. [21, Definition 2.1] A representation of a C∗-correspondence M over A
on a C∗-algebra B is a pair (π, t) consisting of a *-homomorphism π : A→ B and a linear
map t : M → B satisfying, for ξ, η ∈M and a ∈ A,
(a) t(ξ)∗t(η) = π(〈ξ, η〉R),
(b) π(a)t(ξ) = t(φM(a)ξ).
For a representation (π, t) on B, we denote by C∗(π, t) the C∗-algebra generated by the
images of π and t in B.
Definition 2.8. [21, Definition 2.3] For a representation (π, t) of a C∗-correspondence
M on B, we define a *-homomorphism ψt : K(M) → B by ψt(θξ,η) = t(ξ)t(η)
∗ ∈ B for
ξ, η ∈M .
Note that ψt(K(M)) ⊆ C
∗(π, t).
Definition 2.9. [21, Definition 3.5] For a C∗-correspondence M over a C∗-algebra A,
the C∗-algebra OM is defined by OM = C
∗(πM , tM), where (πM , tM) is the universal
representation of M satisfying the condition
(2) πM (a) = ψt(φM(a)) for all a ∈ JM .
We call OM the Cuntz-Pimsner algebra associated with M .
We now review crossed products of C∗-algebras by Hilbert C∗-bimodules as defined by
Abadie, Eilers, and Exel.
Definition 2.10. [6, Definition 2.1, Definition 2.4] Let A be a C∗-algebra and M be a
Hilbert A-bimodule. A covariant representation of (A,M) on B(H) is a pair (κA, κM)
consisting of a ∗-homomorphism κA : A → B(H) and a linear map κM : M → B(H)
satisfying the following: For a ∈ A and x, y ∈M ,
(a)′ κM(a · x) = κA(a)κM(x),
(b)′ κM(x · a) = κM (x)κA(a),
(c)′ κA(〈x, y〉L) = κM(x)κM(y)
∗,
(d)′ κA(〈x, y〉R) = κM (x)
∗κM(y).
A crossed product A⋊M Z of A by M is the universal C
∗-algebra generated by the images
of covariant representations (κA, κM) of (A,M).
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As discussed in [22], conditions (a)′ and (d)′ of Definition 2.10 are equivalent to the
conditions for representations of M given in Definition 2.7 as a C∗-correspondence with
φM given by φM(a)ξ = a · ξ for a ∈ A and ξ ∈ M . Since M is a Hilbert A-bimodule,
[21, Lemma 3.3] gives JM = span{〈ξ, η〉L ∈ A | ξ, η ∈ M}. Also the bimodule condition
(1) gives φM(〈ξ, η〉L) = θξ,η for ξ, η ∈ M . Thus we see the condition (c)
′ is equivalent
to the condition (2) in Definition 2.9. Also the condition (b)′ follows from (a)′, (c)′ and
(d)′. Therefore, when the C∗-correspondence comes from a Hilbert A-bimodule M , OM is
isomorphic to the crossed product of A by the Hilbert C∗-bimodule M, A ⋊M Z defined
in [6]. (Further details on this can be found in [21, 22]).
3. The Classical Picard Groups
Let A be a C∗-algebra. The isomorphism classes of full Hilbert A-bimodules form a
group under tensor product as defined in [33, Section 5.9] which we call the Picard group of
A, and denote by Pic(A), as in [8]. By an isomorphism of left (respectively, right) Hilbert
A-modules, we mean an isomorphism of left (respectively right) A-modules that preserves
the left (respectively, right) inner product. An isomorphism of Hilbert A-bimodules is an
isomorphism of both left and right Hilbert A-modules. Let A be a C∗-algebra and let u
be a unitary element of the multiplier algebra of A. According to [8, Proposition 3.1],
there is an anti-homomorphism from Aut(A) to Pic(A) such that the sequence
1→ Gin(A)→ Aut(A)→ Pic(A)
is exact, where Gin(A) is the group of all generalized inner automorphisms Adu of A given
by Adu(a) = uau
−1 for a ∈ A. Thus an automorphism θ of A is mapped to a Hilbert C∗-
bimodule Aθ that is determined by θ. In fact, Aθ is the vector space A with the following
actions and A-valued inner products: for ξ, η, a ∈ A,
a · ξ = aξ, ξ · a = ξθ(a),
〈ξ, η〉L = ξη
∗, 〈ξ, η〉R = θ
−1(ξ∗η).
Note that we choose to follow the notation of Abadie and Exel given in [5] rather that given
in Brown, Green, and Rieffel’s version from [8]; this implies that we have Aα⊗Aβ ∼= Aαβ
for α, β ∈ Aut(A).
For a full Hilbert A-bimodule M with 〈M,M〉L = 〈M,M〉R = A, and for θ ∈ Aut(A),
define Mθ to be M ⊗A Aθ. Then as shown in [5], the map ξ⊗ a 7→ ξ · a identifies Mθ with
the vector space M that carries the following actions and inner-products: for ξ, η ∈ M
and a ∈ A,
a ·Mθ ξ = a ·M ξ, ξ ·Mθ a = ξ ·M θ(a),
〈ξ, η〉MθL = 〈ξ, η〉
M
L , 〈ξ, η〉
Mθ
R = θ
−1(〈ξ, η〉MR ).
The general formulas for Mθ are given in [5, p.413] when θ is a partial automorphism of
A. When the actions and inner-products are clear from context, we drop the subscripts
and superscripts Mθ from the formulas.
Similarly, for α ∈ Aut(A) and a Hilbert A-bimodule M , the map a ⊗ ξ ⊗ b 7→ a · ξ · b
identifies the Hilbert A-bimodule Aα⊗AM ⊗AAα−1 with the vector space M that carries
the following operations: for ξ, η ∈M and a ∈ A,
a · ξ = α−1(a)ξ, ξ · a = ξα−1(a),
〈ξ, η〉L = α(〈ξ, η〉
M
L ), 〈ξ, η〉R = α(〈ξ, η〉
M
R ).
When A = C(X) for a compact Hausdorff space X, Pic(A) contains isomorphism
classes of what are termed symmetric (see Definition 3.1) Hilbert A-bimodules in [5]. A
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symmetric Hilbert A-bimodule may be regarded as the space of sections of a complex line
bundle over X. (Readers are referred to Appendix (A) in [30] for further details on this).
We call this subgroup of Pic(A) the classical Picard group of C(X), and it will be denoted
by CPic(C(X)). In the case where X = T2, we have Pic(C(T2)) ∼= H2(T2,Z) ∼= Z by [29,
§2].
Definition 3.1. [5, Definition 1.5] Let A be a commutative C∗-algebra. A Hilbert A-
bimodule M is said to be symmetric if a · ξ = ξ · a for ξ ∈M and a ∈ A. If M is a Hilbert
A-bimodule over A, the symmetrization of M is the symmetric Hilbert A-bimodule Ms
whose underlying vector space isM with its given left Hilbert-module structure, and right
module structure defined by:
ξ · a = aξ, 〈ξ, η〉M
s
R = 〈ξ, η〉
M
L ,
for a ∈ A, ξ, η ∈ Ms.
Remark 3.2. The commutativity of A guarantees the compatibility of the left and right
actions for Ms. Also it is straightforward to show that 〈ξ, η〉MsL · ζ = ξ · 〈η, ζ〉
Ms
R for all
ξ, η, ζ ∈ Ms. As mentioned in Remark 1.6 in [5], the bimodule Ms is, up to isomorphism,
the only symmetric Hilbert A-bimodule that is isomorphic to M as a left Hilbert module.
The following proposition was implicitly shown in [5] for any Hilbert C∗-bimodule. We
state it here explicitly for the case of full C∗-bimodules for later reference.
Proposition 3.3. Let A be an commutative C∗-algebra. Let M be a full Hilbert A-
bimodule. i.e. 〈M,M〉L = 〈M,M〉R = A. Then M is isomorphic to M
s ⊗A Aα for some
α ∈ Aut(A).
Proof. Since M is a full Hilbert A-bimodule, 〈M,M〉R = A and 〈M
s,Ms〉R = 〈M,M〉L =
A. Then the proof of [5, Proposition 1.1] gives an automorphism α : A → A such that
(Ms)⊗A Aα is isomorphic to M . 
The following theorem is due to Abadie and Exel.
Theorem 3.4. [5, Theorem 1.12] Let A be a commutative C∗-algebra. Then CPic(A) is
a normal subgroup of Pic(A) and
Pic(A) = CPic(A)⋊ Aut(A),
where the action of Aut(A) on CPic(A) is given by conjugation, θ ·M = Aθ⊗AM⊗AAθ−1.
Thus it follows that every full Hilbert A-bimodule is isomorphic to a tensor product of
a symmetric full Hilbert A-bimodule and a Hilbert A-bimodule of the form Aθ where θ is
an automorphism of A.
Now we describe a QHM as a crossed product by a full Hilbert C(T2)-bimodule, and
identify the symmetric part of the first spectral space of the QHM as follows. According
to the original construction by Rieffel [35], the QHMs {Dc,ℏµν }ℏ∈R are generalized fixed
point algebras of certain crossed product C∗-algebras under proper actions. In particular,
the algebra Dc,ℏµν can be described as follows. (In the sequel, we follow Abadie’s notation
as given in [1]). Since our discussion will not depend on ℏ, and since Dc,ℏµν
∼= D
c,1
µ′ν′ for
appropriate choices of µ′ and ν ′, in what follows, we let ℏ = 1 and drop the superscript.
Let λ and σ be the commuting actions of Z on R×T arising from the homeomorphisms
λp(x, y) = (x+ 2pµ, y + 2pν) and σp(x, y) = (x− p, y),
where µ, ν ∈ R and p ∈ Z. Then, forming the crossed product C∗-algebra Cb(R×T)⋊λ Z
in the usual way, we define an action ρ of Z on Cb(R× T)⋊λ Z by
(ρkΦ)(x, y, p) = e(ckp(y − pν))Φ(x+ k, y, p),
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where e(x) = exp(2πix) and c is a positive integer. The generalized fixed point algebra
Dcµν of Cb(R×T)⋊λZ by the action ρ is defined to be the closure in the multiplier algebra
of Cb(R × T) ⋊λ Z of the *-subalgebra consisting of functions Φ ∈ Cc(R × T × Z) that
satisfy ρk(Φ) = Φ for k ∈ Z. By definition, we have
Dcµν = span{Φ ∈ Cc(R× T× Z) | e(ckp(y − pν))Φ(x+ k, y, p) = Φ(x, y, p) for k ∈ Z}.
There is a natural dual action γ of T on Dcµν given by
(3) (γzΦ)(x, y, p) = z
pΦ(x, y, p) = e(pz)Φ(x, y, p).
Then as in [6, Example 3.3], the n-th spectral subspace Dn of D
c
µν is given by:
Dn = {fδn|f ∈ Cb(R× T), f(x+ 1, y) = e(cn(y − nν))f(x, y)}.
It is obvious that the fixed point algebra D0 is isomorphic to C(T
2) and it is routine to
check that the first spectral subspace D1 has the structure of a C(T
2)-bimodule, with the
following formulas: For φ ∈ C(T2) and g1, g2 ∈ D1,
(φ · g1)(x, y) = φ(x, y)g1(x, y), (g1 · φ)(x, y) = g1(x, y)λ(φ)(x, y),
〈g1, g2〉L(x, y) = g1(x, y)g2(x, y), 〈g1, g2〉R(x, y) = (λ
−1(g1g2))(x, y),
where λ is the action of Z on R× T given by λ(x, y) = (x+ 2µ, y+ 2ν). According to [6,
Example 3.3], D1D
∗
1 = D
∗
1D1 = C(T
2), which implies that D1 is a full C(T
2)-bimodule.
The following results due to Abadie, Exel and Eiler are found in [5, 6], and we state
them here in one proposition for later reference.
Proposition 3.5. [5, 6] Let c, µ, ν, Dcµν and D1 be as above. Let α be the homeomorphism
on T2 defined by α(x, y) = (x+ 2µ, y + 2ν) and α′ ∈ Aut(C(T2)) induced from α. Let
M c = {f ∈ Cb(R× T) | f(x+ 1, y) = e(cy)f(x, y)}.
Then
(a) M c is a symmetric C(T2)-bimodule,
(b) Dcµν
∼= C(T2)⋊D1 Z, and
(c) D1 ∼= M
c ⊗ (C(T2))α′.
Proof. It is routine to check that M c is a symmetric C(T2)-bimodule with pointwise
actions and canonical inner products. Also, it is shown in [6, Example 3.3] that the circle
action γ in (3) is semi-saturated, thus [6, Theorem 3.1] gives Dcµν
∼= C(T2)⋊D1 Z.
To see (c), let Φ : g 7→ g˜ be the map defined in [5, §2] by g˜(x, y) = g(x, y + ν) for
(x, y) ∈ R × T. Then Φ provides an isomorphism of Hilbert C(T2)-bimodules between
D1 and C(T
2)δ′ ⊗M
c ⊗ C(T2)τ ′ , where δ
′, τ ′ ∈ Aut(C(T2)) are induced from the maps
δ, τ : T2 → T2 defined by δ(x, y) = (x, y + ν) and τ(x, y) = (x + 2µ, y + ν). Since M c is
symmetric and δ′ is homotopic to the identity, [5, Proposition 1.15] implies
D1 ∼= C(T
2)δ′ ⊗M
c ⊗ C(T2)τ ′ ∼= M
c ⊗ C(T2)δ′ ⊗ C(T
2)τ ′
∼= M c ⊗ C(T2)(τδ)′ ∼= M
c ⊗ C(T2)α′ ,
where α′ ∈ Aut(C(T2)) is induced from the map α(x, y) = (x+ 2µ, y + 2ν). 
Remark 3.6. As a left module over C(T2), M c corresponds to the module denoted by
X(1,−c) in [34, Section 3.7]. The same reference shows that one can construct the
corresponding complex line bundle M c over T2 by using Mayer-Vietoris sequences for K-
theory and the “clutching” construction for vector bundles. (Details can be found in [34,
p.298]).
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4. Twisted Groupoid C∗-algebras
One of the main results in [17] is that for each twist Λ over Γ, the groupoid C∗-algebra
C∗(Γ; Λ) is isomorphic to the Cuntz-Pimsner algebra OM , where the C
∗-correspondence
M is constructed from the twist Λ (see [17, Theorem 3.3] for further details). Since our
main theorem (Theorem 4.5) heavily depends on this result, we give a brief review of this
work below.
Let X be a second countable, locally compact, Hausdorff space, let σ : X → X be a
local homeomorphism and let
Γ = Γ(X, σ) = {(x, k − l, y) ∈ X × Z×X : σk(x) = σl(y) for k, l ≥ 0}.
The operations on Γ are given as follows:
r(x,m, y) = x, s(x,m, y) = y, (x,m, y)(y, n, z) = (x,m+ n, z)
(x,m, y)−1 = (y,−m, x).
It is shown in [15, Theorem 1] that Γ is an étale groupoid with the Haar system which
is given by the counting measures on the set r−1(x) for x ∈ X.
Remark 4.1. When σ is a homeomorphism, it is routine to check that Γ is the transfor-
mation groupoid, X ⋊σ Z.
Also, it is shown in [17] that the groupoid C∗-algebra C∗(Γ) is isomorphic to the Cuntz-
Pimsner algebra associated with the C∗-correspondence over C0(X), which is denoted by
ℓ2(σ). (The case for X is compact is established in [16, Proposition 3.3]). The C∗-
correspondence ℓ2(σ) is described as follows.
Let ℓ2(σ) be the completion of the right pre-Hilbert C0(X)-module Cc(X) equipped
with the following action and inner-product: for ξ, η ∈ Cc(X) and g ∈ C0(X),
ξ · g(x) = ξ(x)g(σ(x)) and 〈ξ, η〉(x) =
∑
σ(y)=x
ξ(y)η(y).
The left action φ of the algebra C0(X) on ℓ
2(σ) is given by, for g ∈ C0(X) and ξ ∈ Cc(X),
(φ(g) · ξ)(x) = g(x)ξ(x).
Then ℓ2(σ) becomes a C∗-correspondence over C0(X) and we have C
∗(Γ) ∼= Oℓ2(σ).
Definition 4.2. [32] Let Γ be an étale groupoid. A twist over Γ is a topological groupoid
Λ with Λ0 = Γ0 such that the following conditions are satisfied:
(a) There is a sequence of unit space preserving groupoid maps
Γ0 × T −→
ι
Λ −→
π
Γ,
where ι is injective and π is surjective, and T is the circle group.
(b) For λ ∈ Λ and z ∈ T, λι(s(λ), z) = ι(r(λ), z)λ.
(c) If π(λ1) = π(λ2) then λ2 = i(r(λ1), z)λ1 for some z ∈ T.
It follows that T acts freely on Λ with quotient Λ/T ∼= Γ, thus Λ can be viewed as a
principal T-bundle over Γ.
Remark 4.3. Let Γ be the transformation groupoid X ⋊α Z associated to the compact
Hausdorff space X and homeomorphism α : X → X. The unit space space Γ(0) of Γ
is given by Γ(0) = X × {0}, which can be identified with X. For (x, n) ∈ Γ, the range
and source maps are given by r((x, n)) = x and s((x, n)) = αn(x). The composition and
inverse formulas are given by (x, n) · (αn(x), m) = (x, n+m) and (x, n)−1 = (αn(x),−n).
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Given a twist Λ over Γ, we can consider Λ as a groupoid in its own right, and form its
groupoid C∗-algebra C∗(Λ), which is the completion of Cc(Λ) equipped with the standard
convolution. The twisted groupoid C∗-algebra C∗(Γ; Λ) is defined in [17] to be the closure
in C∗(Λ) of {g ∈ Cc(Λ) | g(zλ) = zg(λ) for z ∈ T, λ ∈ Λ}.
Remark 4.4. A twist is called a topological twist in [24], a twisted groupoid in [32], and
a T-groupoid in [26]. The corresponding constructions of (twisted) groupoid C∗-algebras
are a bit different from one another, and readers are referred to Appendix A of [12] for
details.
It is shown in [17, Theorem 3.3] that C∗(Γ; Λ) is isomorphic to the Cuntz-Pimsner
algebra associated to H, where H is the C∗ correspondence described in the paragraphs
that follow.
Let T be a circle bundle over X with p : T → X and let T ×T C be the associated
complex line bundle given by T × C/∼, where (t, w) ∼ (zt, zw) for (t, w) ∈ T × C and
z ∈ T. Then the space of continuous sections of T ×T C that vanish at infinity on T
denoted by LT may be identified with
{f : T → C | f(zt) = zf(t) for z ∈ T, t ∈ T}.
In fact, LT can be viewed a C0(X)-bimodule with the following actions and inner
products. As a right C0(X)-module, for g ∈ C0(X), ξ ∈ LT and t ∈ T , the right action
and the inner product are given by
ξ · g(t) := ξ(t)g(p(t)), 〈ξ, η〉R(p(t)) = ξ(t)η(t).
For g ∈ C0(X), ξ ∈ LT and t ∈ T , the left action φL of C0(X) and the left inner product
are given by
(φL(g) · ξ)(t) = g(p(t))ξ(t) = ξ(t)g(p(t)),
〈ξ, η〉L(p(t)) = ξ(t)η(t).
It is straightforward to check the conditions in Definition 3.1 to see that LT is a symmetric
Hilbert C0(X)-bimodule.
Since ℓ2(σ) is a C∗-correspondence over C0(X), the tensor productH := LT⊗C0(X)ℓ
2(σ)
is a right Hilbert C0(X)-module. Moreover, H can be viewed as the completion of the
compactly supported sections in LT with the following structure: for ξ, η ∈ LT and
g ∈ C0(X),
〈ξ, η〉R(x) =
∑
σ(p(t))=x
ξ(t)η(t),
ξ · g(t) = ξ(t)g(σ(p(t))) and (φH(g) · ξ)(t) = g(p(t))ξ(t).
Then [17, Theorem 3.3] gives that OH is isomorphic to C
∗(Γ; ΛT ), where ΛT is the twist
over Γ determined by the circle bundle T over X. According to [17, Theorem 3.1], there
is one-to-one correspondence between the isomorphism classes of the twists ΛT over Γ
and the isomorphism classes of the principle circle bundles T over X. In particular, if we
define a map j : X → Γ by j(x) = (x, 1, σ(x)), then for a twist Λ over Γ the corresponding
circle bundle T over X can be obtained by j∗(Λ), the pull-back of Λ by j. Also the proof
of [17, Theorem 3.1] shows how to construct the twist ΛT explicitly from the given circle
bundle T over X.
Now we state the main theorem of this paper as follows.
Theorem 4.5. Let A be a unital commutative C∗-algebra. Let X be the spectrum of A.
Let α : X → X be a homeomorphism, and let Γ be the transformation groupoid X ⋊α Z.
Suppose that T is a circle bundle over X, that ΛT is a twist over Γ such that j
∗(Λ) ∼= T ,
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and that LT is the space of continuous sections of T ×T C that vanish at infinity on T .
Then
A⋊M Z ∼= C
∗(Γ; ΛT ),
where M ∼= LT ⊗ Aα′ and α
′ ∈ Aut(A) is induced from α.
Proof. First [17, Theorem 3.3] gives that C∗(Γ; ΛT ) ∼= OM . Since M is a Hilbert A-
bimodule, we have OM ∼= A ⋊M Z by [22, Proposition 3.7]. This proves the desired
result. 
To apply Theorem 4.5 to quantum Heisenberg manifolds, we need to find a circle
bundle T over T2 such that LT is isomorphic to the symmetric C(T
2)-bimodule M c of
Proposition 3.5. It turns out that we can recover M−c from the continuous C-valued
functions f on the Heisenberg manifold Nc satisfying f(zw) = zf(w) for z ∈ T and
w ∈ Nc. (See Proposition 4.6).
Let H be the Heisenberg group, parametrized by
(x, y, s) =

1 y s0 1 x
0 0 1

 for x, y, s ∈ R.
When we identify H with R3, the product is given by
(x, y, s)(x′, y′, s′) = (x+ x′, y + y′, s+ s′ + yx′).
For any positive integer c, let Hc = {(x, y, z) ∈ H | x, y, cz ∈ Z}. Then the Heisenberg
manifold Nc is the quotient H/Hc, on which H acts on the left. Thus we can view Nc as
a circle bundle over T2. Now fix a positive integer c and we reparametrize the Heisenberg
group H as
(x, y, s) =

1 y s/c0 1 x
0 0 1

 for x, y, s ∈ R.
Then the product on R3 becomes
(x, y, s)(x′, y′, s′) = (x+ x′, y + y′, s+ s′ + cyx′),
and Hc = {(x, y, s) ∈ H | x, y, s ∈ Z}. Thus for (x, y, s) ∈ H and (k,m, n) ∈ Hc, we have
(x, y, s)(k,m, n) = (x+ k, y +m, s+ n + cky).
Hence for f ∈ C(R3), the right translation of f by (k,m, n) ∈ Hc is given by
f((x, y, s) · (k,m, n)) = f(x+ k, y +m, z + n+ cky).
Proposition 4.6. Suppose M c is the symmetric C(T2)-bimodule of Proposition 3.5 and
Nc is the Heisenberg manifold defined as above. Then
M c ∼= {f : N−c → C | f(zw) = zf(w) for z ∈ T, w ∈ Nc}.
Proof. Since the continuous functions on Nc are invariant under the right action by Hc,
f ∈ C(Nc) should satisfy, for (k,m, n) ∈ Hc,
f((x, y, s) · (k,m, n)) = f(x, y, s).
In particular, f ∈ C(Nc) satisfies
(i) f(x, y, s) = f((x, y, s) · (1, 0, 0)) = f(x+ 1, y, s+ cy),
(ii) f(x, y, s) = f((x, y, s) · (0, 1, 0)) = f(x, y + 1, s),
(iii) f(x, y, s) = f((x, y, s) · (0, 0, 1)) = f(x, y, s+ 1).
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Let z = e2πit for some t ∈ R. Define an action of T on Nc by
z · (x, y, s) = (x, y, s+ t).
Then for z ∈ T and w ∈ Nc, the condition f(zw) = zf(w) gives
(iv) f(x, y, s+ t) = e2πitf(x, y, s).
Set s = 0. Then (i) and (iv) give
(v) f(x, y, 0) = f(x+ 1, y, cy) = e2πicyf(x+ 1, y, 0).
Also (ii) and (iii) give
(vi) f(x, y + 1, 0) = f(x, y, 0) = f(x, y, 1).
Now define F : R2 → C by F (x, y) = f(x, y, 0). Then we have
{f : Nc → C | f(zw) = zf(w) for z ∈ T, w ∈ Nc}
∼= {F : R2 → C | F (x, y + 1) = F (x, y), F (x+ 1, y) = e−2πicyF (x, y)}
= {F : R× T→ C | F (x+ 1, y) = e−2πicyF (x, y)} = M−c.
Thus replacing c by −c gives the desired result. 
By combining Proposition 4.6 and [17, Theorem 3.1], we obtain the following result for
the quantum Heisenberg manifold as a corollary of Theorem 4.5.
Corollary 4.7. Let Dcµν be the quantum Heisenberg manifold. Let α be the homeomor-
phism on T2 defined by α(x, y) = (x+ 2µ, y + 2ν) and Γ = T2 ⋊α Z. Then there exists a
twist Λ over Γ such that
Dcµν
∼= C∗(Γ; Λ).
Proof. By Proposition 3.5, we have that Dcµ,ν
∼= C(T2) ⋊D1 Z and D1
∼= M c ⊗ (C(T2))α′
where α′ ∈ Aut(C(T2)) is induced from the map α. Proposition 4.6 gives the circle
bundle N−c over T
2 such that M c is isomorphic to the space of continuous sections of
N−c ×T C that vanish at infinity on N−c. Then [17, Theorem 3.1] gives a twist Λ such
that N−c ∼= j
∗(Λ), where j : T2 → Γ is defined by j(t) = (t, 1, α(t)). Hence Theorem 4.5
gives the desired result. 
As a refinement of the construction described in [17, Theorem 3.1], in the next section,
we give a specific construction of a twist groupoid obtained from a transformation groupoid
and a principal bundle over its unit space, by means of transition functions of the bundle.
This is meant to give a topological insight into the notion of twist groupoids.
5. Construction of a groupoid from a Z-transformation groupoid and a
principal bundle over its unit space
Let X be a compact metric space, and let α : X → X be a homeomorphism of X
onto itself. Let the associated transformation groupoid Γ = X ×α Z be as defined in
Remark 4.3. Recall then that (x,m) and (y, n) are composable if and only if y = αm(x)
and the composition formula is given by (x,m) · (αm(x), n) = (x,m+ n).
Let G be a compact abelian group and (E, p,X) be a locally trivial principal G-bundle
with base space X, where G acts freely and properly on E on the left. We will use this
information to form a principal G-bundle over the groupoid Γ that itself has a groupoid
structure. When G = T, our construction produces the twist groupoid [17, Theorem 3.1],
which was constructed via line bundles. Although the construction that follows is more
technical and involves more book-keeping, it can be applied to this more general setting.
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The quotient space for the G-action on E is exactly given by X with the quotient map
p : E → X. It is well-known (cf. [19]) that one can construct from this set up a finite
open cover {Uj : j ∈ J} of X and transition functions ci,j : Ui ∩ Uj → G satisfying
(a) ci,i(x) ≡ 1G for i ∈ J;
(b) ci,j(x) = [cj,i(x)]
−1 for i, j ∈ J and x ∈ Ui ∩ Uj ;
(c) ci,j(x)cj,k(x) = ci,k(x) for i, j, k ∈ J and x ∈ Ui ∩ Uj ∩ Uk.
Moreover, up to equivalence of principal bundles, the bundle E can be reconstructed from
the finite open cover {Uj} and the transition functions {ci,j} as follows.
Let Ω =
⊔
i∈JG× Ui × {i} and define an equivivalence relation on Ω by
(4) (g1, b1, i) ∼ (g2, b2, j) if b1 = b2 ∈ Ui ∩ Uj , and g1ci,j(b1) = g2.
Then Ω is a G-bundle over
⊔
i∈J Ui. Setting Ω˜ to be the quotient space Ω/∼, we obtain
that Ω˜ is a principal G-bundle over X that is equivalent to E.
Therefore, without loss of generality we will construct the principal G-bundle Λ over
Γ by means of transition functions. Recall that Γ is locally compact and can be written
as a disjoint union of compact sets, Γ =
⊔
n∈ZX × {n}. For each n, we will construct
a principal G-bundle Λn over X × {n} = X by means of transition functions. The final
bundle Λ will be equal to
⊔
n∈ZΛn.
We define Λ0 = G × X × J
0 × {0}, where the index set J0 := {1} corresponds to
the trivial open covering {X} for the trivial G-bundle over X and the trivial transition
function {c01,1(x) ≡ 1G}.
Sitting inside Λ0 we have the unit space of all Λ :
Λ(0) = {(1G, x, 0) : x ∈ X} ∼= X × {0} = Γ
(0).
The embedding of Λ(0) into Λ0 is given by (1G, x, 0) 7→ (1G, x, 1, 0) ∈ Λ0, where 1 ∈ J
0.
Given the finite open cover {Ui}i∈J and transition functions {ci,j = c
(1)
i,j : Ui ∩ Uj → G}
determining the principal bundle (E, p,X) up to bundle equivalence, we define
Λ1 = Ω˜× {1}.
The projection from Ω˜ onto X extends to a projection Π1 from Λ1 onto X × {1}, which
coincides with the quotient map for the G-action.
To define Λn, we need to take a refinement of the covering {Ui}i∈J. For a positive
integer n, set Jn =
n-times︷ ︸︸ ︷
J× · · · × J. We form a finite open cover {U~i}~i∈Jn given by
(5) U~i = Uπ1(~i) ∩ α
−1(Uπ2(~i)) ∩ · · · ∩ α
−(n−1)(Uπn(~i)) = ∩
n
j=1α
−(j−1)(Uπj(~i)),
where πj : J
n → J is the projection map onto the jth variable.
For ~i and ~j ∈ Jn, the transition functions c
(n)
~i,~j
: U~i ∩ U~j → G are defined by
c
(n)
~i,~j
(x) = cπ1(~i),π1(~j)(x) · cπ2(~i),π2(~j)(α(x)) · · · · · cπn(~i),πn(~j)(α
n−1(x))
= Πnk=1cπk(~i),πk(~j)(α
k−1(x)) for x ∈ U~i ∩ U~j .
(6)
One verifies that the {c
(n)
~i,~j
} are transition functions for the open cover {U~i}~i∈Jn .
The finite open cover {U~j}~j∈Jn and transition functions {c
(n)
~i,~j
} defined on intersections
again produce a principal G-bundle Ω˜n over X, and we define Λn = Ω˜n × {n}. As with
the case n = 1, the projection from Ω˜n onto X extends to a projection Πn from Λn onto
X × {n}, which again coincides with the quotient map for the G-action. As in (4), for
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n > 0, (g, x,~i, n) ∈ Λn is equivalent to (h, x,~j, n) ∈ Λn if x ∈ U~i ∩ U~j and h = c
n
~i,~j
(x)g.
We are left with finding the bundles over X ×{n} ⊆ Γ in the case where n < 0. We start
with n = −1.
Using the same index set J and same open cover {Ui}i∈J forX as before, setWi = α(Ui).
Considering the open cover {Wi}i∈J, define transition functions c
(−1)
i,j : Wi ∩Wj → G by
c
(−1)
i,j (x) = [ci,j(α
−1(x))]−1 for x ∈ Wi ∩Wj = α(Ui ∩ Uj).
One verifies that {c
(−1)
i,j } are transition functions for the open cover {Wi}i∈J, and this finite
open cover and transition function pair gives a principal G-bundle Ω˜−1 over X, and we
define Λ−1 = Ω˜−1 × {−1}. As in the case with non-negative indices, there is a projection
Π−1 from Λ−1 onto X × {−1} ⊆ Γ.
Now for general negative integer n, let our index set be J|n|. For~i ∈ J|n| define the open
set W~i ⊂ X by
(7) W~i = Wπ1(~i) ∩ α(Wπ2(~i)) ∩ · · · ∩ α
(|n|−1)(Wπ|n|(~i)) = ∩
|n|
k=1α
(k−1)(Wπk(~i)).
One checks in the standard way that {W~i}~i∈J|n| is a finite open cover for X.
For ~i and ~j ∈ J|n|, the transition functions c
(n)
~i,~j
: W~i ∩W~j → G are defined by
c
(n)
~i,~j
(x) = c
(−1)
π1(~i),π1(~j)
(x) · c
(−1)
π2(~i),π2(~j)
(α−1(x)) · · · · · c
(−1)
πn(~i),πn(~j)
(α−(|n|−1)(x))
= Π
|n|
k=1c
(−1)
πk(~i),πk(~j)
(α−(k−1)(x)) for x ∈ W~i ∩W~j.
(8)
For n < 0 and x ∈ W~i ∩W~j , one can calculate that
(9) c
(n)
~i,~j
(x) = Π
|n|
k=1[cπk(~i),πk(~j)(α
−k(x))]−1.
As before, the finite open cover {W~j}~j∈J|n| and transition functions {c
(n)
~i,~j
} defined on
intersections again produces a principal G-bundle Ω˜n overX, and we define Λn = Ω˜n×{n}.
The projection from Ω˜n onto X again extends to a projection Πn from Λn onto X × {n},
which coincides with the quotient map for the G action. Also, for n < 0, (g, x,~i, n) ∈ Λn
is equivalent to (h, x,~j, n) ∈ Λn if x ∈ W~i ∩W~j and h = c
n
~i,~j
(x)g.
For future reference, we note that for n > 0 we can define the “flip” involution σn :
Jn → Jn to reverse the order of the indices, i.e. define σn by
(10) σn(i1, i2, · · · , in) = (in, in−1, · · · , i1).
Then for n > 0, ~i, ~j ∈ Jn, and x ∈ U~i ∩ U~j , one can show that
(11) c
(n)
~i,~j
(x) = c
(−n)
σn(~j),σn(~i)
(αn(x)).
Similarly, for n < 0 and ~i, ~j ∈ J−n, if x ∈ W~i ∩W~j , one can show that
(12) c
(n)
~i,~j
(x) = c
(−n)
σ|n|(~j),σ|n|(~i)
(α−|n|(x)).
We note that for n1 > n2 > 0, the finite open cover {U~i}~i∈Jn1 of X is a refinement of the
finite open cover {U~j}~j∈Jn2 of X, where for
~i ∈ Jn1 the embedding is given by U~i ⊆ UΠn1n2 (~i)
and the map Πn1n2 : J
n1 → Jn2 is given by
Πn1n2(
~i) = (π1(~i), π2(~i), · · · , πn2(~i)) ∈ J
n2.
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Similarly, if n1 < n2 < 0, one can show using the map Π
|n1|
|n2|
: J|n1| → J|n2| that the finite
open cover {W~i}~i∈J|n1| of X is a refinement of the finite open cover {W~j}~j∈J|n2| of X.
We are ready to proceed with the definition of our twist groupoid. Let Λ =
⊔
n∈Z Λn.
The map Π : Λ → Γ = X × Z is defined piecewise on each Λn by Π|Λn = Πn. The
group G acts on each ‘component’ Λn with quotient X × {n}; in the case where X and
G are connected, these are the actual components of Λ. Recall that by definition of twist
groupoids, the unit space of Λ is given by Λ(0) = {(1G, x, 0) : x ∈ X} ∼= X × {0} = Γ
(0).
For n ≥ 0 and (g, x,~i, n) ∈ Λn with g ∈ G, ~i ∈ J
n, x ∈ U~i, we have the range and
source maps r, s : Λn → Λ
(0) given by
r((g, x,~i, n)) = (1G, x, 0), s((g, x,~i, n)) = (1G, α
n(x), 0).
For n < 0 and (g, x,~i, n) ∈ Λn with g ∈ G, ~i ∈ J
|n|, x ∈ W~i, we have the range and source
maps r, s : Λn → Λ
(0) given by
r((g, x,~i, n)) = (1G, x, 0), s((g, x,~i, n)) = (1G, α
n(x), 0).
One easily checks that these range and source maps are well-defined on equivalence classes
in each Λn determined by the transition functions.
In the following theorem, we define the groupoid product (g, x,~i, n) · (g′, x′, ~i′, n′) of
(g, x,~i, n) ∈ Λn with (g
′, x′, ~i′, n′) ∈ Λn′ when r((g, x,~i, n)) = s((g
′, x′, ~i′, n′)), i.e. x′ =
αn(x).
Theorem 5.1. Let X, G, α, Γ and Λ be as above with Λ =
⊔
n∈Z Λn. Then Λ is a
topological groupoid, and its unit space Λ(0) ⊂ Λ0 can be identified with X × {0} = Γ
(0).
If (g, x,~i, n) ∈ Λn ⊂ Λ and (g
′, x′, ~i′, n′) ∈ Λn′ ⊂ Λ satisfy s((g, x,~i, n)) = r((g
′, x′, ~i′, n′)),
i.e. αn(x) = x′, then the formulas for the groupoid product are given case by case as
follows.
(a) If n, n′ ≥ 0, then [(g, x,~i, n)] · [(g′, x′, ~i′, n′)] = [(gg′, x, (~i, ~i′), n+ n′)].
(b) If n, n′ < 0, then [(g, x,~i, n)] · [(g′, x′ = αn(x), ~i′, n′)] = [(gg′, x, (~i, ~i′), n+ n′)].
(c) If n > 0 and n′ = −n < 0, then
[(g, x,~i, n)] · [(g′, x′ = αn(x), ~i′, n′)] = [(c
(n)
~i,σn(~i′)
(x)gg′, x, 1, 0)].
(d) If n < 0 and n′ = −n > 0, then
[(g, x,~i, n)] · [(g′, x′ = αn(x), ~i′, n′)] = [(c
(−n)
~i′,σ−n(~i)
(αn(x))gg′, x, 1, 0)].
(e) If n < 0 < n′ < |n|, and ~i = (~i1, ~i2) with ~i1 ∈ J
−n−n′ and ~i2 ∈ J
n′, then
[(g, x,~i, n)] · [(g′, αn(x), ~i′, n′)] = [(c
(n′)
~i′,σn′ (
~i2)
(αn(x))gg′, x, ~i1, n+ n
′)].
(f) If n < 0 < n′ with |n| < n′, and ~i′ = (~i′1,
~i′2) ∈ J
n′ with ~i′1 ∈ J
−n and ~i′2 ∈ J
n+n′,
then
[(g, x,~i, n)] · [(g′, αn(x), ~i′, n′)] = [(c
(−n)
~i′1,σ−n(
~i)
(αn(x)) · g · g′, x, ~i′2, n+ n
′)].
(g) If |n′| > n > 0 > n′, and (~i′1,
~i′2) = ~i
′ ∈ J−n
′
with ~i′1 ∈ J
n, ~i′2 ∈ J
−n′−n, then
[(g, x,~i, n)] · [(g′, αn(x), ~i′, n′)] = [(c
(n)
~i,σn(~i′1)
(x) · gg′, x, ~i′2, n+ n
′)].
(h) If n > |n′| > 0 > n′, and (~i1, ~i2) = ~i ∈ J
n with ~i1 ∈ J
n+n′ and ~i2 ∈ J
−n′, then
[(g, x,~i, n)] · [(g′, αn(x), ~i′, n′)] = [(c
(−n′)
~i2,σ−n′ (
~i′)
(αn+n
′
(x)) · gg′, x, ~i1, n+ n
′)].
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Moreover for [(g, x,~i, n)] ∈ Λn ⊂ Λ, the inverse operation maps Λn to Λ−n and is given
by:
[(g, x,~i, n)]−1 = [(g−1, αn(x), σ|n|(~i),−n)].
Proof. We note if n = 0, then x = x′, and the definition
(g, x, 1, 0) · (g′, x′ = x,~i′, n′) = (gg′, x′ = x,~i′, n′)
preserves equivalence classes. Likewise, if n′ = 0, and x′ = αn(x), then for n ∈ Z the
definition
(g, x,~i, n) · (g′, x′ = αn(x), 1, 0) = (gg′, x,~i, n)
preserves equivalence classes.
For (a), suppose n, n′ > 0. For x ∈ U~i and x
′ ∈ U~i′ , suppose x
′ = αn(x). Then (5)
gives
x = α−n(x′) ∈ α−n(Uπ1(~i′) ∩ α
−1(Uπ2(~i′)) ∩ · · · ∩ α
−(n′−1)(Uπn′ (~i′)
))
= α−n(Uπ1(~i′)) ∩ α
−(n+1)(Uπ2(~i′)) ∩ · · · ∩ α
−(n+n′−1)(Uπn′ (~i′)
)).
It follows that
x ∈ [Uπ1(~i) ∩ · · · ∩ α
−(n−1)(Uπn(~i))] ∩ [α
−n(Uπ1(~i′)) ∩ · · · ∩ α
−(n+n′−1)(Uπn′ (~i′)
))].
This implies that
x ∈ Uπ1((~i,~i′)) ∩ · · · ∩ α
−(n−1)(Uπn((~i,~i′))) ∩ α
−n(Uπn+1((~i,~i′))) ∩ · · · ∩ α
−(n+n′−1)(Uπn+n′((~i,~i′))
),
i.e. x ∈ U(~i,~i′).
Now suppose that (g, x,~i, n) ∼ (h, x,~j, n) ∈ Λn and (g
′, x′ = αn(x), ~i′, n′) ∼ (h′, x′ =
αn(x), ~j′, n′) ∈ Λn′. We need to check that
(gg′, x, (~i, ~i′), n+ n′) ∼ (hh′, x, (~j, ~j′), n+ n′) ∈ Λn+n′.
Since (g, x,~i, n) ∼ (h, x,~j, n), we know that x ∈ U~i ∩ U~j and h = c
(n)
~i,~j
(x)g, by (6) that is
h = Πnk=1cπk(~i),πk(~j)(α
k−1(x))g.
Similarly, since (g′, αn(x), ~i′, n′) ∼ (h′, αn(x), ~j′, n′), we know that αn(x) ∈ U~i′ ∩ U~j′ and
h′ = c
(n′)
~i′,~j′
(αn(x))g′, i.e. h′ = Πn
′
k=1cπk(~i′),πk(~j′)(α
k−1(αn(x)))g′, that is,
h′ = Πn+n
′
k=n+1cπk(~i′),πk(~j′)(α
k−1(x))g′.
Combining equalities, we get
h · h′ = Πnk=1cπk(~i),πk(~j)(α
k−1(x))Πn+n
′
k=n+1cπk(~i′),πk(~j′)(α
k−1(x)) g · g′
= Πn+n
′
k=1 cπk((~i,~i′)),πk((~j,~j′))(α
k−1(x))g · g′.
By definition of the transition functions c
(n+n′)
(~i,~i′),(~j,~j′)
, this implies that
h · h = c
(n+n′)
(~i,~i′),(~j,~j′)
(x)g · g′.
Therefore we have shown that
(gg′, x, (~i, ~i′), n+ n′) ∼ (hh′, x, (~j, ~j′), n+ n′) ∈ Λn+n′.
Thus our proposed groupoid product is well-defined on equivalence classes.
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For (b), suppose n < 0 and n′ < 0, and x′ = αn(x). Also suppose that (g, x,~i, n) ∼
(h, x,~j, n) ∈ Λn and (g
′, x′ = αn(x), ~i′, n′) ∼ (h′, x′ = αn(x), ~j′, n′) ∈ Λn′. Then x ∈
W~i ∩W~j and α
n(x) ∈ W~i′ ∩W~j′. Also we have
h = c
(n)
~i,~j
(x)g and h′ = c
(n′)
~i′,~j′
(αn(x))g′.
Therefore (9) gives
h · h′ = c
(n)
~i,~j
(x)g · c
(n′)
~i′,~j′
(αn(x))g′
= Π
|n|
k=1[cπk(~i),πk(~j)(α
−k(x))]−1 · Π
|n′|
k=1[cπk(~i′),πk(~j′)(α
−k(αn(x)))]−1 · gg′
= Π
|n|
k=1[cπk((~i,~i′)),πk((~j,~j′))(α
−k(x))]−1 ·Π
|n′|
k=1[cπ|n|+k((~i,~i′)),π|n|+k((~j,~j′))(α
−k(α−|n|(x)))]−1 · gg′
= Π
|n|
k=1[cπk((~i,~i′)),πk((~j,~j′))(α
−k(x))]−1 · Π
|n|+|n′|
k=|n|+1[cπk((~i,~i′)),πk((~j,~j′))(α
−k(x))]−1 · gg′
= Π
|n+n′|
k=1 [cπk((~i,~i′)),πk((~j,~j′))(α
−k(x))]−1 · gg′
= c
(n+n′)
(~i,~i′),(~j,~j′)
(x) · gg′.
Therefore, in the case n < 0 and n′ < 0 we have again shown that
(gg′, x, (~i, ~i′), n+ n′) ∼ (hh′, x, (~j, ~j′), n+ n′) ∈ Λn+n′,
so that our proposed groupoid product is well-defined on equivalence classes in this case
as well.
For (c), suppose n > 0, n′ = −n < 0 and αn(x) = x′. Since n′ = −n < 0, (7) implies
that
x′ = αn(x) ∈ W~i′ = Wπ1(~i′) ∩ α(Wπ2(~i′)) ∩ · · · ∩ α
(|n′|−1)(Wπ|n′|(~i′)
).
Since {Wi = α(Ui)} and n
′ = −n, we have
αn(x) ∈ α(Uπ1(~i′)) ∩ α
2(Uπ2(~i′)) ∩ · · · ∩ α
n(Uπ|n|(~i′)).
This in turn implies the inclusion
x ∈ α−(n−1)(Uπ1(~i′)) ∩ α
−(n−2)(Uπ2(~i′)) ∩ · · · ∩ Uπn(~i′) = Uσn(~i′),
where σn is the “flip” involution given in (10). So we have α
n(x) ∈ W~i′ if and only if
x ∈ Uσn(~i′). Therefore, if x ∈ U~i, and α
n(x) ∈ W~i′ , then x ∈ U~i ∩ Uσn(~i′). By definition of
our bundle in (4), it follows that
(13) (g, x,~i, n) ∼ (c
(n)
~i,σn(~i′)
(x) · g, x, σn(~i′), n).
Now suppose that (g, x,~i, n) ∼ (h, x,~j, n) ∈ Λn and (g
′, x′ = αn(x), ~i′,−n) ∼ (h′, x′ =
αn(x), ~j′,−n) ∈ Λ−n.
The proposed formula gives us that the product of (h, x,~j, n) and (h′, x′ = αn(x), ~j′,−n)
should be equal to the equivalence class of (c
(n)
~j,σn(~j′)
(x) · h · h′, x, 1, 0).
Since (g, x,~i, n) ∼ (h, x,~j, n), we know that x ∈ U~i ∩ U~j and h = c
(n)
~i,~j
(x)g. Since
(g′, αn(x), ~i′,−n) ∼ (h′, αn(x), ~j′,−n), we know that αn(x) ∈ W~i′∩W~j′ and h
′ = c
(−n)
~i′,~j′
(αn(x))g′.
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Thus (9) and (10) give
h′ = Πnk=1[cπk(~i′),πk(~j′)(α
−k(αn(x)))]−1g′
= Πnk=1[cπk(~i′),πk(~j′)(α
n−k(x)))]−1g′
= Πnk=1[cπk(σn(~i′)),πk(σn(~j′))(α
k−1(x))]−1g′
= [c
(n)
σn(~i′),σn(~j′)
(x)]−1g′.
Then using transition function identities, we obtain
c
(n)
~j,σn(~j′)
(x) · h · h′ = c
(n)
~j,σn(~j′)
(x) · c
(n)
~i,~j
(x)g · [c
(n)
σn(~i′),σn(~j′)
(x)]−1g′
= c
(n)
~i,σn(~j′)
(x)[c
(n)
σn(~i′),σn(~j′)
(x)]−1 · g · g′
= c
(n)
~i,σn(~i′)
(x) · c
(n)
σn(~i′),σn(~j′)
(x) · [c
(n)
σn(~i′),σn(~j′)
(x)]−1 · g · g′
= c
(n)
~i,σn(~i′)
(x) · g · g′.
Thus (c
(n)
~j,σn(~j′)
(x) · h · h′, x, 1, 0) ∼ (c
(n)
~i,σn(~i′)
(x) · g · g′, x, 1, 0), and our proposed product is
well-defined on equivalence classes in this case as well.
For (d), suppose n < 0, n′ = −n > 0, and αn(x) = x′. Again we observe that x′ = αn(x)
implies α−n(x′) = x, and our reasoning in the proof of (c) shows that for positive integers
−n, x = α−n(x′) ∈ W~i if and only if x
′ = αn(x) ∈ Uσ−n(~i). It follows that x
′ = αn(x) ∈
U~i′ ∩ Uσ−n(~i). This implies that
(14) (g′, x′ = αn(x), ~i′,−n) ∼ (c
(−n)
~i′,σ−n(~i))
(αn(x))g′, αn(x) = x′, σ−n(~i),−n).
The proof that this formula is consistent on equivalence classes is proved in a manner
similar to that used in case (c).
For (e), suppose n < 0, n′ > 0 and |n| > n′. Since |n| = −n > n′, write −n = n′ +m
for m > 0, so that n = −n′ −m. Then Theorem 5.1 (b) gives
(g, x,~i, n) = (1G, x, ~i1,−m) · (g, α
−m(x), ~i2,−n
′),
where ~i = (~i1, ~i2) for ~i1 ∈ J
m and ~i2 ∈ J
n′. Then in order that the the groupoid product
be associative, we must have
(g, x,~i, n) · (g′, αn(x), ~i′, n′)
= (1G, x, ~i1,−m) ·
(
(g, α−m(x), ~i2,−n
′) · (g′, αn(x), ~i′, n′)
)
.
By Theorem 5.1 (d), the previous equation is equal to
(1G, x, ~i1,−m) · (c
(n′)
~i′,σn′(
~i2)
(α−n
′
(α−m(x))) · gg′, α−m(x), 1, 0)
= (c
(n′)
~i′,σn′ (
~i2)
(α−n
′−m(x)) · gg′, x, ~i1,−m)
= (c
(n′)
~i′,σn′ (
~i2)
(αn(x)) · gg′, x, ~i1, n+ n
′).
Thus for n < 0, n′ > 0 with |n| > n′, we have
(15) (g, x,~i, n) · (g′, αn(x), ~i′, n′) = ((c
(n′)
~i′,σn′ (
~i2)
(αn(x)) · g · g′, x, ~i1, n + n
′),
where (~i1, ~i2) = ~i for ~i1 ∈ J
m and ~i2 ∈ J
n′. We leave the proof that this formula for
multiplication remains consistent on equivalence classes to the reader as it is similar to
our earlier results.
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For (f), suppose n < 0 < n′ with |n| < n′, we write n′ = −n + m for some integer
m > 0, so that m = n+ n′. Then Theorem 5.1 (a) gives
(g′, αn(x), ~i′, n′) = (g′, αn(x), ~i′1,−n) · (1G, x,
~i′2, m),
where ~i′1 ∈ J
−n, ~i′2 ∈ J
m, and ~i′ = (~i′1,
~i′1) ∈ J
n′. Because we require our groupoid product
should be associative, and using Theorem 5.1 (d) and (11), we obtain
(g, x,~i, n) · (g′, αn(x), ~i′, n′) = (c
(−n)
~i′1,σ−n(
~i)
(αn(x)) · g · g′, x, ~i′2, n+ n
′).
One checks that this formula for multiplication remains consistent on equivalence classes,
just as above.
For (g), suppose |n′| > n > 0 > n′. Write −n′ = |n′| = n +m for some integer m > 0,
so that n + n′ = −m < 0. Note that ~i′ ∈ J−n
′
= Jn+m. Thus Theorem 5.1 (b) gives
(g′, αn(x), ~i′, n′) = (g′, αn(x), ~i′1,−n) · (1G, x,
~i′2,−m),
where ~i′1 ∈ J
n, ~i′2 ∈ J
m, where (~i′1,
~i′2) = ~i
′ ∈ J−n
′
.
Again using the fact that the groupoid product must be assoiciative and Theorem 5.1
(c), we have
(g, x,~i, n) · (g′, αn(x), ~i′, n′) = (c
(n)
~i,σn(~i′1)
(x) · gg′, x, ~i′2, n+ n
′).
Then one checks that this formula for multiplication remains consistent on equivalence
classes as before.
For (h), suppose n > |n′| > 0 > n′, and write n = |n′|+m = −n′ +m for some integer
m > 0 so that m = n+ n′. Then Theorem 5.1 (a) gives
(g, x,~i, n) = (1G, x, ~i1, m) · (g, α
m(x), ~i2,−n
′) = (1G, x, ~i1, n+ n
′) · (g, αn+n
′
(x), ~i2,−n
′),
where ~i1 ∈ J
m and ~i2 ∈ J
−n′ are chosen so that (~i1, ~i2) = ~i ∈ J
n.
The fact that our groupoid product must be associative once again together with The-
orem 5.1 (c) gives
(g, x,~i, n) · (g′, αn(x), ~i′, n′) = (c
(−n′)
~i2,σ−n′ (
~i′)
(αn+n
′
(x)) · gg′, x, ~i1, n+ n
′).
Then one checks that this formula for multiplication also remains consistent on equivalence
classes.
Also it is straightforward to show that the inverse of [(g, x,~i, n)] ∈ Λn is given by
[(g−1, αn(x), σ|n|(~i),−n)] using (c) and (d).
It remains to show that the product is associative and continuous. We prove associa-
tivity in a typical case leaving the remaining cases to the reader, since as in our earlier
discussion as regards consistency of multiplication formulas, it involves many cases.
Suppose that we have λ1 = (g1, x,~i,m), λ2 = (g2, α
m(x),~j, n) and λ3 = (g3, α
m+n(x), ~k, p).
Let us suppose that m < 0, n > 0, and p < 0 with |m| > n and n < |p|. We first compute
(λ1 · λ2) · λ3 = ([(g1, x,~i,m)] · [(g2, α
m(x),~j, n)]) · [(g3, α
m+n(x), ~k, p)].
Since m < 0 < n < |m|, write ~i = (~i1, ~i2) with ~i1 ∈ J
−n−m and ~i2 ∈ J
n, then formula (e)
gives:
[(g1, x,~i,m)] · [(g2, α
m(x),~j, n)] = [(c
(n)
~j,σn(~i2)
(αm(x)) · g1 · g2, x, ~i1, m+ n)].
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Note in this case m+ n < 0 so that we fall into case (b) and so
(λ1 · λ2) · λ3 = [(c
(n)
~j,σn(~i2)
(αm(x)) · g1 · g2, x, ~i1, m+ n)] · [(g3, α
m+n(x), ~k, p)]
= [(c
(n)
~j,σn(~i2)
(αm(x)) · g1g2g3, x, (~i1, ~k), m+ n + p)].
On the other hand, considering the case where |p| > n > 0 > p, (which is case (g) of the
Theorem), then, assuming (~k1, ~k2) = ~k ∈ J
−p, for ~k1 ∈ J
n and ~k2 ∈ J
−p−n, we have
λ1 · (λ2 · λ3) = [(g1, x,~i,m)] · ([(g2, α
m(x),~j, n)] · [(g3, α
m+n(x), ~k, p)])
= [(g1, x,~i,m)] · ([c
(n)
~j,σn( ~k1)
(αm(x))g2g3, α
m(x), ~k2, n+ p)]
we have m < 0 and n+ p < 0, so case (b) holds again and we obtain
= [(c
(n)
~j,σn( ~k1)
(αm(x)) · g1g2g3, x, (~i, ~k2), m+ n+ p)].
So to complete the proof of associativity, it suffices to show that
(16) [(c
(n)
~j,σn( ~k1)
(αm(x)) · g1g2g3, x, (~i, ~k2), m+ n+ p)]
= [(c
(n)
~j,σn(~i2)
(αm(x)) · g1g2g3, x, (~i1, ~k), m+ n + p)]
as elements of Λm+n+p.
Recall that for n < 0, (g, x,~i, n) ∈ Λn is equivalent to (h, x,~j, n) ∈ Λn if x ∈ W~i ∩W~j
and h = cn~i,~j(x)g. Thus, showing (16) amounts to showing that
c
(n)
~j,σn( ~k1)
(αm(x))c
(m+n+p)
(~i, ~k2),(~i1,~k)
(x) = c
(n)
~j,σn(~i2)
(αm(x)).
Using Equation (9) and the fact that both the first −m− n components and last −p− n
components of the two vectors in question are the same, one calculates:
c
(n)
~j,σn( ~k1)
(αm(x))c
(m+n+p)
(~i, ~k2),(~i1,~k)
(x)
= c
(n)
~j,σn( ~k1)
(αm(x))Πnl=1[c
(1)
πl(~i2),πl( ~k1)
(αm+n−l(x))]−1
= c
(n)
~j,σn( ~k1)
(αm(x))Πnl=1[c
(1)
πl( ~k1),πl(~i2)
(αm+n−l(x))]
= Πnl=1[c
(1)
πl(~j),πn+1−l( ~k1)
(αm+l−1(x))]Πnl=1[c
(1)
πl( ~k1),πl(~i2)
(αm+n−l(x))]
= Πnl=1[c
(1)
πl(~j),πn+1−l( ~k1)
(αm+l−1(x))]Πnl=1[c
(1)
πn+1−l( ~k1),πn+1−l(~i2)
(αm+l−1(x))]
= Πnl=1[c
(1)
πl(~j),πn+1−l( ~k1)
(αm+l−1(x))] · [c
(1)
πn+1−l( ~k1),πn+1−l(~i2)
(αm+l−1(x))]
= Πnl=1[c
(1)
πl(~j),πn+1−l(~i2)
(αm+l−1(x))] = Πnl=1[c
(1)
πl(~j),π1(σn(~i2))
(αl−1(αm(x)))]
= c
(n)
~j,σn(~i2)
(αm(x)).
Therefore the product is associative in this case, and in the other cases associativity is
similarly shown.
As for continuity, we note that the maps c
(n)
~i,~j
are continuous on their open domains, and
group multiplication is continous, and for each n > 0 the map from G×U~i×{
~i}×{n} to
Λn is continuous (being a quotient map), and for n < 0, the map fromG×W~i×{
~i}×{n} to
Λn is likewise continuous, and the map from G×X×{1}×{0} to Λ0 is a homeomorphism.
It follows that multiplication as defined in the formulas above is continuous. 
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Remark 5.2. In the case of QHMs, the circle bundle E over T2 can be obtained from
the symmetric C(T2)-bimodule M c first constructed by Rieffel in [34], and this will give
Λ1, by [17, Theorem 3.1]. We only need two open sets U1 and U2 to cover T
2 to form
E, and with transition functions {ci,j : Ui ∩ Uj → T}, the circle bundle E is given by
(
⊔2
i=1 T × Ui × {i})/∼, where (g, x, i) ∼ (gcij(x), x, j) for x ∈ Ui and g ∈ T. Then we
obtain Λn for each n ∈ Z as a circle bundle over T
2 using the refinement of the open
covers {Ui}i=1,2 described in the beginning of this section, and the twist groupoid Λ is
equal to
⊔
n∈Z Λn. The groupoid product of Λ can be obtained using Theorem 5.1, and
by the results of that Theorem it will be consistent on equivalence classes.
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