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Abstract 
 
This paper argues to include descriptions of theories alongside metadata descriptions of data. It 
compares several metadata infrastructure standards for interdisciplinary collaboration that include or 
exclude theory, and finds that metadata infrastructures for some “soft” sciences are more explicit about 
embedded theories than some “hard” sciences. This paper concludes by proposing to borrow an 
approach from social sciences for use in the hard sciences in order to explicitly address theoretical 
ambiguity embedded in seemingly hard data.  
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Introduction  
 
 Two contrasting ideals of theory and empirical data are thought to advance science. Observation 
of low-level empirical phenomena of the specific enables one to inductively develop theories of the broad. 
Application of broad theories enables one to deductively predict and generate low-level empirical 
phenomena. In reality, both happen simultaneously and iteratively within and amongst groups of 
scientists. (See, for example, Morse and Mitcham, 2002; a full review of the role of theory in the 
philosophy of science is beyond the scope of this paper.)  
 The term “metadata”—data about data—implies primacy of the data-driven inductive approach 
building theory from the ground up, without capturing the theory used to collect and record that data. This 
is not a trivial point since the motivation and context for data collection must be based in some theory 
(somewhere between a working theory in development and an established theory being applied). A 
(re)user of data must understand which theories have been used to decide which data to collect and how 
to collect and record that data. Prevalent theories, assumptions, and practices within a scientific field may 
differ between the times and contexts of data collection and intended data reuse.  
 A primary goal of a scientific metadata record is to enable any competent scientist to examine 
existing (or ongoing) data collected in a foreign context, in order to judge whether the data is suitable for 
local (re)use (Duval et al, 2002). Metadata might describe details such as units of measurement, 
instruments and procedures used, and geospatial coordinates, etc. In evaluating data, a potential (re)user 
of data must consider objective characteristics of the data including its accuracy, precision, and other 
indicators of quality.  
 This paper argues to include descriptions of theories alongside metadata descriptions of data. 
First it compares several metadata infrastructure standards for interdisciplinary collaboration that include 
or exclude theory. Second, it highlights the roles of theory in the few standards in which theory is 
considered. To conclude, this paper proposes to borrow an approach from social sciences to support 
sustainable data reuse in other sciences. This paper’s main contribution is to highlight the somewhat 
absent role of theory in metadata descriptions 
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Key concepts and definitions 
 
 The key concepts and definitions of this paper are outlined as follows, following their plain 
language meanings. To observe is to gather information about the state of some part of the universe 
according to some theory about what information is or is not interesting. To record is to create a durable 
inscription about the state of some part of the universe at some time. Thus, a dataset is a set of records 
of observations of the universe taken according to some common theory. A theory is an abstract 
description of the sets of expected or realized relationships in some part of the universe at some time that 
may be applicable to other parts or times or configurations. A (re)user is one who (re)uses a dataset 
collected in a previous or other context, in order to discover, develop, verify and/or apply some new 
theory or knowledge in accordance with scientific principles. Metadata is information that describes a set 
of data intended to provide context not found in the data itself; and information about containers of sets of 
data such as relational databases, spreadsheets, and indices. Metadata infrastructures (MIs) are the sets 
of human practices, tangible tools, and transistorized systems designed and used to store, process, 
retrieve, transmit metadata among suppliers and (potential) (re)users of data. Sustainability is the 
physical and social capacity to not only repeat a current practice on an ongoing basis, but to enable via 
that practice in support of new related practices. In this case, a sustainable MI would enable users to 
contribute datasets and metadata descriptions of their structures and contents, in order that a (re)user 
might be able to discover and evaluate such datasets for reuse in support of new theory development or 
applications. 
 While there are several interesting lines of work in the literature concerning theories of metadata 
(Lazinger, 2001; Greenberg, 2009) the role of theories in metadata remains comparatively unexplored. 
 
Goals of metadata 
 
 Metadata supports a way of working in which interesting parts of the universe are distilled into 
discreet and unambiguous data, which can be combined with other data, in order to connect and 
transform formerly independent data sources into some new work of science. With very few exceptions, 
naked data is not professionally recognized as a first-class science output. Thus, the discovery and 
synthesis of data helps to enhance the qualities of such data as science outputs.  
 Therefore, we might compare the discovery of metadata (observed and recorded by humans and 
their tools at some previous point in time)—from which one could gather data to generate and/or confirm 
hypotheses and/or theories—to the discovery of an empirical phenomena from which one could gather 
data to generate and/or confirm hypotheses and/or theories. In both, we start with some pre-existing 
phenomena over which we have insufficient substantial control, from which we attempt to observe 
patterns that are meaningful according to some nascent or mature theory. Such observations must be 
recorded into some more concise, portable, and enduring form that acts as a discreet pointer to some 
phenomena (usually in the past) that is no longer directly observable. 
 We might then manipulate the phenomena (or our observations of the phenomena) in various 
ways to observe how well the outcomes of such manipulations meet with our predictions about 
relationships within the system of manipulated things, observed things, and recorded things. 
 
Role and importance of theory to data (re)use 
 
 Not all environments can be observed or recorded unambiguously, so (re)users are forced to 
reanimate data with “metadata” (through included data standards) about how the data was observed and 
recorded, what the data was about, etc. For centuries, notebooks have served individual scientists by 
providing pointers: to one’s memories and experiences of an observation; to conditions of an observation 
which are salient according to some theory in use at the time; and to the outputs of observation 
instruments like microscopes, probes, simulation runs, or oneself through interventions at ethnographic 
field sites. Our reasons for observing phenomena direct our attention to some subset of observations to 
record and consider by some (implicit or explicit nascent or mature) scientific theory.  
 In as far as science is a social act—at least at the point of sharing an observation, knowledge, or 
discovery—a particular tree can be simultaneously: a part of an ecosystem, a member of a population of 
the same species, a host for other organisms, a food source for fungi, a blocker of light, a DNA sample, a 
climate record, an anchor in a game, a fire hazard to be cleared, an embodiment of spiritual forces, etc. 
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Similarly, a record of data about a tree (say, a photo, a core sample, a leaf, a height) might provide many 
meanings according to the theories from which it is considered and used. A social constructivist view of 
science would suggest that the tree and observations about it are not any of those things until we make it 
so for a particular extrinsic purpose.  
 
Challenges of theoretical ambiguity in metadata 
 
 Was this waterflea classified as a particular subspecies because its DNA sequence indicates that it 
is from that subspecies, because the classification was done before other visually similar subspecies were 
know to science or the classifier, because that detail was found to be important to accurately and reliably 
observe part-way through classifying specimens in a data set, because some theory says that subspecies 
features would become relevant to the conclusion, or for some other reason? 
 Without such details about theories driving the observations, it is difficult to judge whether a set of 
observations could be reused for a new specific scientific purpose. This problem is compounded by 
increasingly more data made available online without accompanying scientific articles or context about 
underlying theory. Silicon-based search tools can only act on information that has been explicitly recorded, a 
task for which data suppliers are not generally professionally or financially rewarded. A scientist could 
personally contact each supplier of potential data about its circumstances of collection, but then we would 
question what additional value is added by an MI’s extensive and elaborate fields.  
 The implicit goal of a good silicon-based MI, then, would be to remove or greatly reduce the human 
in the loop by which scientific data is discovered and shared. And for that, the MI would need to record and 
present something of the theories behind the data they describe. 
 
Comparison of metadata standards for presence of theory 
 
 This section presents a modest comparison of (meta-)data standards intended to facilitate 
exchange and reuse of scientific data. The list of standards reviewed is biased toward life science fields, 
reflecting the author’s other research interests in those fields. 
 
Method of comparison and rationale 
 
 This act of observation and recording embeds several theories and assumptions, which this 
paragraph attempts to make explicit. Metadata systems explicitly store fields that are deemed important by 
the standards’ authors. This is evidenced by the prose that accompanies such a standard. Under 
information theory (Shannon and Weaver, 1949), absent direct communication between someone who is 
communicating data into an archive, and someone who is retrieving data from an archive, the only 
information available to the receiver is from the signal conveyed by the archive. Communications theory 
adds that the receiver can infer but not know for sure some additional information about the sender and their 
circumstances through social and cultural means. Since a major purpose of metadata systems is to enable 
data to be discovered and reused by senders and receivers not known to each other, the observations 
made for this paper examine the presence and extent of data fields in metadata standards that explicitly 
refer to theory behind observations (or fields into which such information could be reasonably inserted). 
Since both a user and an implementer of metadata tools that follow that standard must have some 
knowledge about that standard in order to conform to it, it is expected that key concepts and relationships of 
a standard are contained within the technical part of the standard (such as human-readable XML schema or 
formal specification) and/or in the documents that support and explain the technical standard. 
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Table 1  
Accommodations for Theory in several scientific metadata standards 
 
Standard, 
introduction year 
Domain Theory in technical specification Theory in supporting research and 
documents 
Darwin Core, 1998 
(Biodiversity 
Information 
Standards, 2010) 
Biology Theory does not explicitly 
appear, standard subsets 
Dublin Core. 
Theory not explicitly discussed. 
Dublin Core, 1995 
(Dublin Core 
Metadata Initiative, 
n.d.) 
Networked 
resources 
Theory does not explicitly 
appear. 
Theory not discussed, does not 
appear in DCMI Abstract Model 
(DCMI, 2007). Some internal 
hypothesis testing about how to 
implement technical details (DCMI, 
2009) and refining the DCMI 
Abstract Model (DCMI, 2010). 
Ecological 
Metadata 
Language (EML), 
1997 (KNB, n.d. 1) 
Ecology Specification acknowledges 
theory exists, but neither 
facilitates or hinders its 
adequate description. See text 
following. 
Theory not explicitly discussed. 
Data models discussed. Various 
models (e.g., “Animal-habitat 
modeling”, “Digital elevation model”, 
“Model - Monte-Carlo Simulation”) 
appear as suggested search 
keywords. 
Federal 
Geographic Data 
Committee 
(FGDC), 1990 
Geospatial 
data 
Theory does not explicitly 
appear. Models are to be 
explicitly identified, for example, 
the geodetic model used to 
define locations on Earth 
(FGDC, 1998). 
Supporting research and 
documents refer to theories of 
interagency cooperation and 
governance, causal theory and 
learning theory (Nedović-Budić, 
2005), and various operational, 
economic, innovation and other 
theories. 
Directory 
Interchange 
Format (DIF), 
~1987 (Olsen, n.d.) 
Scientific 
data sets 
Theory does not appear in XML 
DIF schema (NASA, n.d. 1). 
Borrows “digital elevation models” 
from ISO Topic Categories (NASA, 
n.d. 2) 
Digital Object 
Identifier (DOI), 
1998 (DOI 
Foundation, 2012) 
Digital 
objects 
Theory does not explicitly 
appear. 
Theory not explicitly discussed. 
Music Encoding 
Initiative (MEI), 
2002 (MEI, n.d.) 
 
Music 
Theory does not explicitly 
appear. 
Musical notation model discussed. 
Text Encoding 
Initiative (TEI), 
1987 
Humanities, 
linguistics, 
social 
sciences 
Standard explicitly acknowledges need to be compatible with 
disciplinary theories (see text following). 
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Results 
 
 Table 1 presents several metadata standards showing the extent to which they address theory, 
ranging from not at all through detailed treatments. In most standards studied, “theory” appears neither 
within the standards’ technical specifications nor the supporting documentation. Likely synonyms and 
related terms such as “model” and “hypothesis” are also used infrequently. It is clear when those terms 
appear in reference to the kinds of disputable concepts scholars would refer to as theories, and when they 
appear in reference to (less interesting for this paper) conventions of notation. Repeatedly, “theory” referred 
to specific linguistic theories as in the Text Encoding Initiative (TEI), and to concepts that embed or are 
embedded in theories such as “goals, motivations, theory, hypotheses, strategy, statistical design, and 
actual work” as in EML. One would infer from the other (younger) standards’ lack of mention of “theory”, 
despite the clear presence of theory in the disciplines that complement those standards, that the authors of 
those other standards explicitly chose not to address theory in their standards. 
 Some metadata standards provide a field called “reference” to point to an external resource which 
could be cited as a theory (taxonomic identification, for example), but such external resources exist 
outside the standard so cannot be substantially searched related by it, can contain anything, and are 
inconsistent among themselves. They may or may not provide insight about their own relationships to the 
community. Similarly, categorization by “sub-discipline” and the like may conflict with international 
nomenclature for what is or is not within a discipline of a particular designation. Such references are a 
particular problem for data that has not been previously published since re-users of unpublished data 
might not be able to rely on publications to provide metadata about why and how data were collected, 
under what theories, etc. 
 Most of the above metadata standards avoid dealing with individual theories in their fields, or with 
theory at all. This consistent choice might itself reflect the application of some theory, but, frustratingly, 
standards documents themselves may only describe that a community process occurred to choose 
priorities, working groups, etc., not the reasoning or assumptions behind those processes. In short, a user 
of data described or representation in a standard could have little idea from the standards documentation 
alone why some observations and modes of observing are privileged above others. 
 However, there are two noticeable contrasts. TEI shows some explicit choices on how to handle 
theories to enable various (re)users of text to be able to ascertain which theories shape which data, while 
EML explicitly chose to acknowledge but not to theoretical diversity. 
 
Comparing TEI and EML 
 
 In interdisciplinary work, collaborators from other disciplines might only have lay knowledge in 
some of the fields from which they draw data. Such re-users must be given an adequate basis from which 
to judge the compatibility of potential data, and the theories they embed, with their own scientific research 
objectives, thereby sharing responsibility for the credibility of data used. 
 The Text Encoding Initiative Guidelines (TEI Consortium, 2012) express several views of an 
underlying theory of theories used in the fields TEI supports. It is cross-disciplinary and well aware of how 
the disciplines interact within and among themselves. It leaves room for debates about theory, and 
explicitly enables observations from competing theories to be recorded on equal ground. It enables the 
users to specify which theories are in use in observing, recording, and interpreting the data: 
 
“The use of the terms descriptive and interpretive about different types of 
encoding in the Guidelines is not intended to support any particular view on 
these theoretical issues,” (TEI, pg. xxvii, emphasis in original) 
 
 TEI is aware of the potential for a standard to limit work or presentation via an external theory, 
and it requires those (re)observing and (re)recording information to employ a similar awareness when 
working with both data and metadata: 
 
“Elements such as<metaphor tenor="…" vehicle="…"> … </metaphor> might 
well suggest themselves; but given the problems of deﬁnition involved, and the 
great richness of modern metaphor theory, it is clear that any such format, if 
predeﬁned by these Guidelines, would have seemed objectionable to some and 
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excessively restrictive to many. Leaving the choice of tagging terminology to 
individual encoders carries with it one vital corollary, however: the encoder must 
be utterly explicit, in the TEI header, about the methods of tagging used and the 
criteria and deﬁnitions on which they rest,” (TEI, pg. 198) 
 
 The above is expressed in a lengthy document expected to be understood by all users of the 
standard. TEI strongly encourages suppliers of metadata to fully describe the contexts of their data, and 
provides obvious and explicit facilities for doing so: 
 
“The <textDesc> element provides a full description of the situation within while 
a text was produced or experienced, and thus characterizes it in a way relatively 
independent of any a priori theory of text-types,” (TEI, pg. 468) 
 
 By contrast, EML apparently employed a different design intent, leaving the choice to provide 
context and theory up to users: 
 
“The field designDescription contains general textual descriptions of research 
design. It can include detailed accounts of goals, motivations, theory, 
hypotheses, strategy, statistical design, and actual work. Literature citations 
may also be used to describe the research design,” (KNB, 2012) 
 
 The expectation here is also that the standard should not unintentionally constrain or promote the 
standard’s application to datasets that engage particular theories, but neither does it make it particularly 
easy for one to encode goals and motivations and theory and hypotheses and strategy and statistical 
design and actual work and literature to provide a thoroughly complete description, since all of that is 
expected to be lumped together into the same kind of generic container. That non-structured combination 
also hinders automated discovery of comparable studies or data that engage similar theories, methods, 
etc. EML goes on to further mix citations and design descriptions, such that a user must search for 
citations in multiple fields, and to manually distinguish among citations for research design, goals, 
motivations, etc. The (meta)data supplier may also be induced to introduce unhelpful redundancy by 
supplying the same information in both the designDescription and citation fields: 
 
“The citation field is a citation to literature that describes elements of the 
research design, such as goals, motivations, theory, hypotheses, strategy, 
statistical design, and actual work,” (KNB, 2012) 
 
 But substantially the same information may be specified again in another way in EML: 
 
“The researchProject complex type describes the structure for documenting the 
research context of a dataset or another project. It can include research goals, 
motivations, theory, hypotheses, etc., as well as a description of research 
efforts that form the basis for other work.” (KNB, 2012) 
 
 On constraints, TEI seeks to enable new discoveries to open existing constraints on data in 
support of new theories: 
 
“It provides a mechanism by which the encoder can define constraints not only 
what it means to be a well-formed feature structure, but also valid feature 
structure, relative to a given theory stated in typed feature logic. These 
constraints may involve constraints on the range of a feature value, constraints 
on what features are valid within certain types of feature structures, or 
constraints that prevent the co-occurrence of certain feature-value pairs.” (TEI, 
pg. 567, emphasis added) 
 
 By contrast, EML seeks to limit the kinds of observations to those already known to existing work 
and theories: 
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“The bounds element in the [bounds element, BoundsGroup, 
BoundsDateGroup, or DateTimeDomain] contains the minimum and maximum 
dates of a [numeric or dateTime] attribute. These are theoretical or permitted 
values (ie. prescriptive), and not necessarily the actual minimum and maximum 
observed in a given data set (descriptive),” (KNB, n.d. 3) 
 
 Crucially, TEI is designed to support divergent theories within and among datasets (documents), 
and an open-ended “references”-like mechanism in the form of “anonymous” elements: 
 
“… three general purposes elements … may be used to mark and categorize 
both a span of text and a point within one. These elements have several uses, 
most notably to provide elements which can be given identifiers for use when 
aligning or linking to parts of a document... They also provide a convenient way 
of extending the semantics of the TEI markup scheme in a theory-neutral 
manner, by providing for two neutral or ‘anonymous’ elements to which the 
encoder can add any meaning not supplied by other TEI defined elements.” 
(TEI, pg. 495) 
 
 And it does so to reconcile ambiguity with primary concern for the users of the standard: 
 
“Texts may be described along many dimensions, according to many different 
taxonomies. No generally accepted consensus as to how such taxonomies 
should be deﬁned has yet emerged, despite the best efforts of many corpus 
linguists, text linguists, sociolinguists, rhetoricians, and literary theorists over the 
years. Rather than attempting the task of proposing a single taxonomy of text-
types (or the equally impossible one of enumerating all those which have been 
proposed previously), the closed set of situational parameters described above 
can be used in combination to supply useful distinguishing descriptive features 
of individual texts, without insisting on a system of discrete high level text-
types.” (TEI, pg. 469) 
 
 Indeed, TEI appears sufficiently established as a coordinator that it can set its own authoritative 
conventions for communicating data, metadata, and theory, beyond those arising from individual 
stakeholder communities. 
 
“… the terminology used in this document does not always closely follow 
conventional practice in formal logic, and may also diverge from practice in 
some linguistic applications of typed feature structures. In particular, the term 
‘interpretation’ when applied to a feature structure is not an interpretation in the 
model-theoretic sense, but is instead a minimally informative (or equivalently, 
most general) extension of that feature structure that is consistent with a set of 
constraints declared by an FSD. In linguistic application, such a system of 
constraints is the principal means by while the grammar of some natural 
language is expressed. There is a great deal of disagreement as to what, if any, 
model-theoretic interpretation feature structures have in such applications, but 
the status of this formal kind of interpretation is not germane to the present 
document.” (TEI, pg. 567) 
 
 By contrast, EML is highly concerned with reconciling ambiguity with primary concern for the 
technological information systems that instantiate the standard: 
 
“The information in numericDomain and in precision together constitute 
sufficient information to decide upon an appropriate system specific data type 
for representing a particular attribute. For example, an attribute with a numeric 
domain from 0-50,000 and a precision of 1 could be represented in the C 
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language using a 'long' value, but if the precision is changed to '0.5' then a 'float' 
type would be needed.” (KNB, n.d. 3) 
 
 Further in the TEI standard, we see topics and concerns that would be familiar to those using 
EML, including information presentation which explicitly accommodates differing degrees of practical or 
theoretical ambiguity: 
 
“Even in the same ﬁeld, the interests and theoretical perspectives of different 
transcribers may lead them to prefer different levels of detail in the transcript 
and different styles of visual display” (TEI, pg. 225) 
 
 “The distinction between <m> and <w> is provided as a convenience only; it 
may not be appropriate for all linguistic theories, nor is it meaningful in all 
languages. The intention is to provide a means for those cases where it is 
considered helpful to distinguish lexical from sub-lexical tokens, to complement 
the more general mechanism already provided by the <seg> element, …” (TEI, 
pg. 535) 
 
 EML’s approach to ambiguity is to embed within the standard a hierarchy of roles who are 
responsible for supplying, cleaning, and authorizing metadata and changes to it. Clearly, these two 
standards are developed with different practical goals in mind about data re-use. It also appears that 
these standards are developed from contrasting theories, or at least priorities, about the essential 
features of a metadata standard and infrastructure for their fields. 
 With respect to adoption in scientific communities, TEI lists 152 registered projects and sites 
worldwide (TEI, n.d.), 5,750 hits in Google Scholar, 127,000 hits in regular Google, and 13,600 hits in 
popular and technical books. EML lists 297 locations of datasets in the KNB Data Catalog (not directly 
comparable to TEI projects and sites), also worldwide (KNB, n.d. 2), 407 hits in Google Scholar, 10,900 
hits in regular Google, and 49 hits in popular and technical books. Although TEI as a standard has a 10-
year head start on EML as a standard, both are rooted in the personal computer revolution of the 1970s 
and 1980s.  
 The subject matter and scope of data accommodated by TEI—across humanities, linguistics, and 
social sciences—would appear to be far more diverse than relatively well behaved ecological data 
representable in data tables, specimen collections and annotations, images, and the like (along with aural 
and textual matter from social ecology). One might expect the “soft” sciences to develop a robust 
metadata system which clearly enables communications across diverse disciplines and theories. One 
might even expect the ecologists to invent their own version of a well-understood computer science or 
information systems tool (as they did with relational databases, and more recently, HCI). But one would 
not expect the inductive and grounded soft sciences to give comparably more explicit attention to theory 
than the hard deductive ecological sciences, especially since so much theory is built into the physical 
instrumentation and representation of their data. Somewhat ironically, ecological researchers find it easier 
to convey the essential details of their research projects and experiments in the form of a 30-second 
elevator speech (the text of which would be a routine case for TEI) than to record the same details in a 
16-section EML data entry tool. 
 And while TEI constructively handles particular theoretical debates and theory in general, as a 
metadata standard it is the exception rather than the rule. Its scholarly and widespread success suggest 
ways for other disciplines confronting data-sharing challenges.  
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Apparent core requirements/options for data about theory 
 
 In literary studies there is the concept of the “death of the author”. Not a literal death, but one in 
which an inscribed work may be fully interpreted without the reader or user having to know anything about 
the author who produced it. That is, literature is meant to be read, not written. 
 
"A narrator should not supply interpretations of his work; otherwise he would not 
have written a novel, which is a machine for generating interpretations." 
(Umberto Eco, postscript to The Name of the Rose) 
 
 Clearly, in science, we would want some way to express the degree to which suppliers of data 
and different uses of that data agree about the various interpretations and other aspects of that data, 
including its theories and its expressions. In particular, recording both agreements and disagreements 
about data, in both published works and in the metadata of the contributing sources themselves, would 
sustainably provide future re(users) of that data with more information and more relevant information 
about the offered data (this facility does not formally exist within the standards examined). As it stands, 
potential (re)users must independently rediscover the theories and assumptions built into data, and their 
(lack of) fitness or compatibility for particular purposes. Journal publications would only reveal such flaws 
for a small fraction of the possible combinations of offered data and new scientific inquiries. This is not a 
sustainable configuration overall. 
 A taxonomy of theories (and implicitly, a meta-theory) could certainly be developed and 
constantly maintained (perhaps similar to JEL classification codes from the economics literature), thereby 
enabling (meta-)data authors to be unambiguously explicit about the theories that go into their data (if 
they are actively aware of using such theories). However, that alone would not bring sustainability to the 
broader metadata enterprise since interactive contribution (by applying the standard to new data and 
metadata) would remain challenging for most potential users.   
 
Too much of a good (meta-)thing? 
 
 The most established, if not the oldest, metadata system in science has produced metadata in 
abundance describing all kinds of scientific data, spanning hundreds of thousands of collections of data, 
each referring to hundreds to hundreds of thousands of unique packages of data and supporting 
information, available in no other database. Yet, according to the metadata system itself, the vast majority 
of this data is never reused in a way that it detects. Indeed, it is considered an excellent outcome if a 
package is mentioned by only three other scientists in some fields, while excellence requires dozens of 
reuses in others! Most of the tens (or perhaps hundreds) of millions of such thoroughly described 
packages of information enter repositories never to be seen by human eyes again. 
 This metadata system, is of course, the current system of citations within scholarly publishing.  
 According to criteria assumed to be required for a metadata system to become successful, the 
scholarly citation system represents something of a best case for metadata. It has many of the conditions 
for which metadata champions advocate for their own strategies: broad adoption, broad coverage of all 
core and allied disciplines, a small number of highly versatile and time-tested standards, great freedom to 
adapt and localize for any research environment, well described data as verified by external [potential] 
users, clear chains of custody, a healthy tension between structure and innovation, etc.. 
 One major difference between the established scholarly citation system and the recent metadata 
systems is the (theoretical) ongoing ability to continuously curate and revise existing data in a metadata 
repository, compared to the unreliable ability to occasionally add new data to the literature. The absence of 
universal standards to describe publications did not stop the scientific publication metadata system from 
succeeding. However, the resulting repository of science resources is for the most part only searchable by 
superficial and inconsistent appearances of concepts and theories, rather than by their contents. (Searching by 
a ground-up approach is great for local inductive work, but inefficient for inductive or deductive work which 
would benefit most from accessing broad and diverse data sources across disciplines. A robust metadata 
system alone is insufficient to enable bringing diverse data sets together.) Such mutual unintelligibility cannot 
be sustainable, as demonstrated by increasingly complex search engines that work as much by brute force as 
by considering metadata required to keep pace with the perpetual stream of new publications.  
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 Another substantial difference is that the scholarly publication and citation system consists not of 
a single authoritative metadata infrastructure, but a patchwork of local and global systems that have been 
replicated and modified by users to the extent that systems like DOI have become required to describe 
both the published data and the descriptions of published data. Mere identical replication of metadata 
repositories or their contents appears insufficient to provide the same reuse value as non-identical 
federation of data and metadata according to several theories of how the data itself should be organized. 
 Extending the open ideals of metadata to provide users and non-author stakeholders with the 
ability to annotate and curate metadata would further leverage a potential strength of metadata to 
differentiate it from deficiencies of previous systems in which (difficult to scale) expert individuals and 
systems hold bottlenecking and gatekeeping roles. 
 
Sustainably designing in data about theory 
 
 It is through theory that can be developed from data, and through theory that can be refined or 
applied through data, that both scientists and practitioners can interact with most impact. As it stands, 
metadata standards facilitate framing new data in support of existing theories, while largely denying users 
ongoing read and write access to the theories embedded in the data itself. 
 In addition to tracking theory, enabling annotations, and working with existing metadata systems, 
design theory suggests that a good MI system would reflect, facilitate, or instill desirable patterns of 
activity among target stakeholder populations. 
 But to get there, we must be able to attach value(s) to (meta)data, in order to manage it 
sustainably. While the philosophical position that all data is valuable tends to occur across sciences, it 
alone provides few insights about which data to prioritize in terms of expansion or curation in the face of 
limited resource and time budgets. Without a theory to reliably connect metadata to future uses ahead of 
time (it is unclear that such a theory would be discoverable), we must still deal with the long tail in which 
most of the data will be cited or reused none of the time. And we have a responsibility to minimize mis-
interpretation of (meta)data that we open for all to use. 
 What new ways of organizing thoughts does metadata require in order to be maximally 
beneficial? What new ways of thinking do we require to mobilize underlying large data sets? How do we 
fit new kinds of data or discovery into old standard metadata containers? If we want to take those kinds of 
questions head on, it is inadequate for metadata systems to simply bring more of the same kinds of data 
together. We have been doing that quite efficiently through science letters and societies for centuries, and 
without having to adopt additional unwieldy software systems. Metadata systems must enable new kinds 
of science in order to be much more than a minor sideshow. They must also enable our observations of 
observations (e.g., viewing of our own or others’ recordings or notes) to scale beyond a particular 
analysis to those spatially, temporally, and cognitively displaced from the contexts of observation. 
 And in light of growing scope of science, and participation in science, how do we tell the important 
parts of stories that go into the making of a science paper in ways that are relevant to future users of that 
knowledge? If scientific inquiry obtains knowledge by developing testable explanations that predict results of 
future experiments and observations, what is a future experiment or observation in or across metadata, and 
how do we explicitly support those? As taxonomic debates have shown, an ontology can suggest what 
might be missing within a particular view, but it cannot alone demonstrate the ways in which the view’s 
underlying theory might be structurally incomplete. Similarly, requiring (re)users to apply inductive or 
deductive theory on unstructured open field data from increasingly vast databases in order to search for 
reusable data might not be the most optimal arrangement of humans and computers in that particular loop. 
 A useful start to several of these questions would a framework or tool or theory that would permit 
us to concisely and explicitly characterize the theories that go into a set of observations described by 
metadata. Developing a narrative of all the theories that compose a discipline’s theories for observation 
and recording might be a good start, while a historically aware exposition the individuals’ and discipline’s 
tacit theories about collected and shared data. This problem does not necessarily call for a systemics 
approach, nor for meta-theories of entire disciplines. We need only become sufficiently aware of the 
prevailing theories at the times of empirical observation, and later, observations of the recorded data, to 
state what those are in any work that draws upon re-observed data, and to be recorded in metadata 
systems alongside the data they describe or capture. 
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Conclusions 
 
 This paper has argued for the description of theory alongside descriptions of practical details 
concerning datasets sharable via metadata. It has compared the description of theory alongside metadata 
in several metadata systems. And it has outlined a requirement to explicitly describe the theories backing 
datasets in order to enable sustainable data reuse. Scaling up and out future combinations of human and 
silicon systems for interdisciplinary scientific investigation requires us to at least describe the theories that 
back our observations and records of ever diversifying new contexts. 
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