The objective of this work was to explore the potential of using subject's electroencephalogram (EEG) as a biometric identifier. EEG was collected from eight healthy male participants, while exposing them to the sequence of images displayed on the screen. The averaged, over EEG rhythms, estimates of power spectral density were used as the classification features for the artificial neural network and Euclidean distance-based classifiers. Prior the classification, Kruskal-Wallis test was performed on the power estimates to verify that they were statistically different between different individuals, who were performing identical tasks. Assuming the significance level of 0.075, Kruskal-Wallis analysis indicated that up to 96.42% of such estimates were statistically different between different participants and, therefore, can be used as the classification features for biometric authentication. When using average EEG spectral power as the classification features, the highest classification accuracy of 87.5% was achieved for α 1 EEG rhythm (8-10 Hz), while using the artificial neural network classifier, and for α 2 EEG rhythm (10-14 Hz), while using the Euclidean Distance classifier. The classification performance may be mediated by the type of visual stimulation (i.e., the image the subject perceives) and the statistical test may be instrumental for classification feature selection.
Introduction
Authentication and identification techniques are becoming increasingly important in a technology-oriented society. Obtaining access to a computer system or a mobile device, entering into a company building or a restricted area, applying for a visa for a country or entering into a country, using a bank card, as well as many other activities, require an authentication mechanism. Traditional methods of identification include token-based systems, such as use of a passport or driver license, and knowledge-based systems, such as passwords and PIN-codes. More advanced and emerging approaches for the authentication employ biometrics.
Biometrics is the science of measuring and analysing certain unique characteristics of a human body for authentication purposes. In biometrics, such characteristics are referred to as biometric identifiers. Since they are used to identify and label individuals, they must be distinctive and measurable (Jain et al., 2000 (Jain et al., , 2008 . Common examples include fingerprints, palm veins, face recognition, DNA, retina patterns, etc. The advantage of using biometrics for authentication is that the specific parts of our body are used for authentication, so we do not need to carry objects, such as identification cards, or to remember passwords (Weaver, 2006) . Also, biometrics is often considered to be more fraud-resistant than conventional techniques.
An emerging approach in authentication is the electroencephalogram (EEG)-based cognitive biometrics that utilises brain's electric response to specific stimuli (Palaniappan and Krishnan, 2004) . EEG reflects the electrical activity occurring due to the ionic current flows within the neurons of a functioning brain (Niedermeyer and da Silva, 2004) . The amplitude of the scalp EEG typically ranges between 10 and 100 μV. EEG is usually recorded from the brain via conductive electrodes placed on the head surface and then amplified, digitised, and displayed using a computer.
EEG contains frequency components that can be estimated using various approaches. Five rhythms (distinct harmonic oscillations) are commonly used to describe EEG (Ackerman and Gatewood, 1979) . Delta (δ) waves with frequency less than 4 Hz and amplitude less than 100 μV are normally detected during the deep and unconscious sleep but can also be found in waking stage. Theta (θ) waves with frequency range of approximately 4 to 8 Hz and amplitude of less than 100 μV are observed during some states of sleep and in states of quiet focus, such as meditation. Alpha (α) waves can be further divided into low alpha or α 1 with the frequency ranging between 8 and 10 Hz and high alpha or α 2 with frequencies between 10 Hz and 14 Hz. These are found to originate mainly from the occipital lobe during periods of relaxation. A healthy adult typically has stable alpha rhythm with amplitudes ranging from 10 μV to 20 μV. Beta (β) rhythm is also sub-divided into low beta or β 1 with frequency ranging from 14 to 20 Hz and high beta or β 2 with frequency ranging between 20 Hz and 30 Hz. Beta rhythm is usually associated with normal waking consciousness, often active, busy, or anxious thinking, and active concentration. The amplitude of beta waves is normally below 10 μV. The frequency of gamma (γ) waves varies between 30 Hz and 70 Hz. These are seen during the conscious waking state and the information exchange between brain regions. These components have low amplitudes of less than 2 μV (Ackerman and Gatewood, 1979) .
EEG-based biometrics is an emerging research area that can potentially improve the existing authentication mechanisms (Zhao et al., 2010) . Brain activity (and, therefore, EEG) of each person is unique, and EEG signals may be used as a potential Biometric identifier for authentication purposes (Palaniappan and Krishnan, 2004 ). An EEG-based biometric system may be more fraud-resistant than the conventional systems, since the brain activity cannot be accessed by others or replicated forcefully. Also, non-expensive portable and wireless EEG hardware is available. For instance, the Emotiv Epoc wireless neuroheadset is readily accessible and was used for recording EEG in this project.
Due to the complexity and variability of brain signals, biometrics based on EEG has not been explored exhaustively yet. One of the earliest reports was presented in 1999 by Poulos et al., who explored the possibility of distinguishing an individual from the rest using EEG signals. Their method was based on AR modelling of EEG and linear vector quantisation neural network. Authors reported classification accuracy from 72% to 80%. Another study reported by Paranjape et al. in 2001 also used AR modelling of EEG in combination with discriminant analysis. The classification accuracy was between 45% and 85% (Paranjape et al., 2001) .
The approach of combining EEG with authentication systems was presented by Thorpe et al. in 2005. An authentication system using thoughts of a person was proposed assuming that brain signals from an individual are unique even when thinking about the same items as others (Thorpe et al., 2005) . The method of using visual stimulation producing brain responses (known as visual evoked potentials) as means for biometric authentication of individuals was proposed by Zuquete et al. in 2010. To classify the features obtained from each individual, authors used a one-class classifier per subject. These classifiers were trained only with target class features (Zuquete et al., 2010) . In 2011, Ashby and co-workers were using a low-cost wireless 14 sensor Emotiv Epoc neuroheadset for attempting biometric authentication. The authors suggested that using such a headset can dramatically increase the chances of introducing this technology in consumer application (Ashby et al., 2011) . Marcel and Millan (2007) developed biometric authentication, while using Gaussian mixture model to process EEG recorded from subjects performing motor imagery tasks. Although the authors report low error rates, the experimental procedure (detecting the 'impostors') appears less practical. More recently, Kaur and Singh (2017) reported the biometric system utilising EEG recorded from 109 participants performing motor imagery tasks. The authors report classification accuracy of support vector machine and random forest classifiers in the excess of 96%, while using sample mean, standard deviation and root-mean-square of γ rhythm as classification features (Kaur and Singh, 2017) . La Rocca et al. (2014) reported classification accuracy reaching 100% using both power spectrum and functional connectivity. However, the authors have implemented the analysis of resting state EEG, where the instruction to rest may be a subject of the ambiguity. Campisi et al. (2011) have proposed biometrics utilising either AR or reflection coefficients evaluated for the judiciously selected triplets of EEG electrodes. Authors report the classification accuracy reaching 96% on the population of 48 participants, who were resting with their eyes closed (Campisi et al., 2011) .
Other projects reporting high classification accuracy (95%-98%) were utilising P300 components of event-related potentials (ERPs) (Palaniappan and Raveendran, 2002; Palaniappan, 2003; Palaniappan and Mandic, 2007) . However, while showing promising results, difficulties associated with extracting ERPs may be a limiting factor in adopting the proposed approach in practice.
On the other hand for practical applications, biometric systems with a small number of EEG channels may be of specific interest. Safont and co-workers reported a biometric system using Fp 1 and Fp 2 signal electrodes and the reference Fpz (Safont et al., 2012) . The authors achieved the correct classification of 93.8% on a relatively large subjects' population. The system, however, assumes a fusion of several types of classification features that must be selected for each subject. Riera and colleagues utilised AR and Fourier transform coefficients, together with mutual information, coherence, and cross-correlation as classification features achieving classification accuracy ranging from 87% to 98% on the population of 87 subjects at rest. EEG of two frontal channels (Fp 1 and Fp 2 and a reference) was used (Riera et al., 2008) . The authors indicate the use of several features as their innovation.
Another EEG system with the reduced number of channels (NeuroSky MindSet) was assessed by Chuang et al. (2013) . While using a single Fp 1 electrode (in addition to a reference), the rate of correct identifications reached 22% on the population of 15 subjects. While using the same NeuroSky MindSet for EEG acquisition, another work group reported the classification performance up to 87%, while using an AR model of a relatively high order (17) and the population of 13 participants resting with eyes closed (Dan at al., 2013) . Yang and Deravi (2014) recently utilised empirical mode decomposition and Hilbert-Huang transform (HHT) for EEG feature extraction. Using a single Cz electrode, an impressive accuracy of up to 99% was reported on the population over 100 subjects (Yang and Deravi, 2014) . However, the stability of EEG for the authentication has not being established (Yang and Deravi, 2017) .
Therefore, previously reported EEG-based biometric systems either show the classification accuracy is insufficient for practical applications or are based on sophisticated classification techniques. Attempting to improve the accuracy, while keeping the processing rather simple, was among the goals of the present project. While utilising the technique that is somewhat similar to that of Ashby and colleagues, the novelty of the present work is the introduction of the statistical analysis of variance in the feature selection process to assess whether the classification features are statistically different between the individuals. The latter would further justify the EEG-based biometrics.
Methods
Figure 1 presents the block diagram illustrating the structure of the proposed EEG-based biometric system.
One may conclude that the block diagram illustrated in Figure 1 represents a typical classification system that consists of the source of the classification features (the EEG collection module), and sub-systems implementing feature extraction, feature selection, and feature classification. The feature extraction sub-system includes pre-processing modules -such as common average reference (CAR) spatial filter, EEG segmentation, and DC removal -and post-processing that embraces power spectral density (PSD) estimation and averaging. The averaged PSD estimates are used as the classification features. The next sub-chapters present the detailed description of each module illustrated in Figure 1 starting with the EEG acquisition protocol.
Participants and EEG collection
The study was approved by the Lamar University Institutional Review Board (IRB). Eight healthy male subjects of age from 23 to 28 have participated in the experiments. All subjects reported normal or corrected to normal colour vision, were not tired or under the influence of any substances or medication. Participants were relaxed and seated in a reclining chair during the experiment. Recordings were performed in a private and quiet room with soft lighting. EEG was recorded while exposing the subjects to six different images and while using Emotiv Epoc neuroheadset that is a wireless EEG acquisition system. The headset and the positioning of its 14 sensors and two references, CMS and DRL, are illustrated in Figure 2 . EEG data were sampled at 128 Hz and stored in the laptop computer. During the data acquisition, subjects were presented with the images of familiar objects (or subjects) projected by a multimedia projector on the screen approximately 2 metres in front of the subjects. Each image was displayed for ten seconds followed by five seconds of black screen allowing participants to relax and blink their eyes. Participants were instructed to avoid eye blinks during the images presentation. The images included the statue of Jesus Christ, a roaring tiger, a red monkey, a smiling baby, natural scenery, and Barack Obama. EEG acquisition was performed twice for each participant. The recordings containing fewer artefacts were used in the project.
Feature extraction: EEG processing
The objective of EEG processing was to extract the features that would be unique for each person and, therefore, could be used for authentication. In this report, PSD estimates were assessed for this purpose. However, since EEG is highly non-stationary, the concept of power spectrum is not applicable to it (Das and Green, 2003) . On the other hand, short, sub-second long fragments of EEG, can be often viewed as locally stationary (Gonen and Tcheslavski, 2012) , thus data segmentation was implemented prior the PSD estimations.
Due to its miniscule amplitude, EEG is often contaminated by various physiological and environmental artefacts that should be reduced prior data processing. CAR spatial filter was applied to the EEG data to mitigate surface currents. The CAR filter was implemented by subtracting the instantaneous average of all EEG channels from every individual channel. EEG data were segmented into half-second non-overlapping fragments next. EEG often contains significant DC offsets that can be removed by subtracting the time-averaged value of the signal over a particular time frame from each sample of the signal (Reddy and Narava, 2013) . DC offsets were removed from each data segment.
Considering short duration of EEG segments for the analysis (64 samples), classical (i.e., DFT-based) spectral estimators could produce biased results and, therefore, were not considered. The modified covariance method, a technique relying on the AR modelling, was used to estimate PSD of EEG segments. This method produces statistically stable spectral estimates for short data sequences, while using an AR model minimising both forward and backward prediction errors (Zaknich, 2006 ).
An important consideration in AR modelling is the selection of the model order. Tests performed by Florian and Pfurtscheller suggested that a potentially optimal model order for modelling EEG spectra was p = 11, although rather insignificant spectral differences were observed for model orders between 9 and 13 (Florian and Pfurtscheller, 1995) . In present work, models of different orders were compared via the Akaike information criterion (AIC) and the final prediction error (FPE) to select a potentially optimal model order (Hayes, 1996) . We have concluded that a model order of 11 is suitable to provide detailed representation of the PSD for the EEG-based classification.
Next, spectral estimates were averaged over the following EEG rhythms: δ (0-4 Hz), θ (4-8 Hz), α 1 (8-10 Hz), α 2 (10-12 Hz), β 1 (12-20 Hz), β 2 (20-30 Hz), and γ (30-64 Hz) to obtain the average power within the rhythms. This average power was used as the classification features.
Selection of classification features: statistical test
Prior designing a classifier, the classification features (averaged PSD estimates in our case) that are statistically different between the individuals need to be determined for the use in classifier. The analysis of differences, the Kruskal-Wallis test, was performed for this purpose. The Kruskal-Wallis test is a rank-based non-parametric analysis that can be used to determine whether the statistically significant differences between two or more groups exist (Kruskal and Wallis, 1952; Theodorsson-Norheim, 1986 ). Non-parametric analysis was preferred to the more traditional parametric ANOVA, since the non-parametric method makes no assumptions regarding the distribution type of the variables and the average PSD were previously found not corresponding to the normal distribution (Gonen and Tcheslavski, 2012) .
Kruskal-Wallis test was performed on the average PSD estimates of EEG of eight subjects with the null hypothesis that the PSD of different subjects have equal medians, which we interpret as 'the PSD estimates are not unique for every subject'. The alternative hypothesis was that PSD of different subjects originate from distributions with different medians. Therefore, averaged PSD estimates from each subject were compared to the corresponding PSD estimates of all other subjects. Additionally, Kruskal-Wallis test was performed separately for EEG recordings corresponding to different visual stimuli. Percentages of 'unique PSD' estimates were evaluated for each EEG rhythm and each visual stimulus. If no statistically.
Classification
The average PSD estimates deemed as statistically different between different subjects were used next as the classification features. Two classifiers were evaluated: the artificial neural network (ANN) classifier and the Euclidean distance-based (ED) classifier.
An ANN is a system that emulates the operation of a biological neural system. Neural network includes artificial neurons to process information in the electronic network of neurons (Gershenson, 2003) . An ANN processes records one at a time, and 'learns' by comparing its classification of the record with the known association of that record. The errors from the initial classification of the first record are fed back into the network to modify the network algorithm, while achieving better classification in the second time. This process can be repeated for a number of iterations to achieve desired results (Eluyode and Akomolafe, 2013 ). An ANN was implemented following the work of Huang (2003) .
Euclidean minimum distance classification is a recognition technique based on matching an unknown input with predefined data patterns. Each class is represented by a prototype pattern vector. An unknown input is assigned to the class, to which it is closest in terms of Euclidean distance (Gonzalez and Woods, 2008) . Therefore, the Euclidean distance between the unknown input and each of the predefined prototypes should be evaluated.
Average PSD estimates for seven EEG rhythms were used as classification features for both ANN and ED classifiers. Since six visual stimuli were used and each stimulus was displayed for ten seconds, the PSD were estimated for half-second EEG segments, and the experiment was performed twice for each participant, 240 (6⋅10⋅2/0.5 = 240) classification features per subject were produced. The two-fold cross-validation was preformed next to evaluate the performance of each classifier. Figure 3 illustrates the PSD estimates for EEG of four arbitrarily selected subjects, evaluated for a half-second fragment of the EEG of channel O 1 , corresponding to the same visual stimulus. As seen in Figure 3 , PSD estimates for four subjects appear different from each other and, therefore, we may suggest that PSD has the potential to be used as an EEG feature that is unique for each person. Although the results in Figure 3 are shown for a single EEG channel (O 1 ), similar observations were made for other EEG electrodes, i.e., the average PSD estimates appear different for different subjects. To assess whether the observed differences are statistically significant, Kruskal-Wallis test was performed next on multiple pairs of average PSD estimates of EEG collected from eight different subjects and corresponding to six visual stimuli. Estimates for all available EEG channels were used; therefore, the average PSD were considered as 14-dimensional vectors. For instance, the averaged α 1 rhythm power was evaluated for each EEG segment by averaging PSD estimates between 8 Hz and 10 Hz for each EEG channel. Such averages were then treated as the coordinates of a 14-dimentional vector (since the EEG acquisition system has 14 channels) representing the averaged α 1 rhythm power of the specific EEG segment. Assuming the significance level of 0.075, the number of PSD estimates that were statistically different between different individuals was counted and the corresponding percentages were evaluated as Table 1 illustrates. As seen in Table 1 , the majority of EEG PSD estimates were deemed statistically different between participants, while assuming the significance level of 0.075. The latter indicates that PSD can be used as the unique EEG feature for biometric authentication. Next, Euclidean distance and ANN classifiers were implemented to attempt the subject authentication, while using the EEG average PSD as classification features. The classification was performed for all available features despite the results of the Kruskal-Wallis test (i.e., the feature selection block in Figure 1 was bypassed) to further justify its inclusion in the processor. The percentages of correct subject authentications are illustrated in Tables 2 and 3 for the ANN and ED classifiers, respectively. As seen in Tables 2 and 3 , the highest classification accuracy of 87.5% was achieved by both ANN and ED classifiers for EEG corresponding to the fourth stimulus (natural scenery) and for either α 1 (8-10 Hz) or α 2 (10-14 Hz) rhythm, respectively. The latter is consistent with the previous observation that the average α-rhythm EEG power is statistically different between different individuals (see Table 1 ). In other words, the features leading to better classification performance might be predicted from the results of Kruskal-Wallis test. Thus we may conclude that the inclusion of a statistical test for the selection of classification features is instrumental and may lead to choosing the quasi-optimal features for the classification step. Additionally, since such quasi-optimal features may be subject-specific, a statistical approach to feature selection may lead to more robust classification. The lowest, on the average, classification accuracy was observed for the delta rhythm (0-4 Hz) EEG for both ANN and ED classifiers.
Results
Incorporating the feature selection module and assuming 90% of the unique PSD estimates (see Table 1 ) as the threshold, the classification would be performed for the selected stimuli and EEG rhythms only. The corresponding classification accuracies are indicated in Tables 2 and 3 by the highlighted font. We observe that, as the result of statistical feature selection, features leading to the most accurate classification by the Euclidean classifier were implemented. However, other features resulting in lower accuracy were included also. For instance, no reliable classification was achieved for the high EEG rhythms (i.e., β 2 and γ), although such classification could have been predicted from the results shown in Table 1 . Perhaps, this may be attributed to a relatively small (and hence insufficient) size of the available training data. The latter may be alleviated by extending the stimuli exposure time during EEG collection.
On the other hand, one may argue that implementing only the selected classification features should result in limiting the information available to the classifier, which could not improve the classification performance. However, while the latter is correct in general, statistical selection of quasi-optimal features also results in a more computationally efficient procedure (due to reducing the computational load by restricting the analysis to fewer features) that will likely incorporate the features resulting in the most accurate classification. Since computational efficiency is highly important in real-time biometrics, statistical feature selection may be instrumental for the proposed applications.
Discussion
Based on the presented results, we conclude that human EEG can, potentially, be used for biometric authentication. Moreover, simple metrics, such as average PSD, may produce reasonably accurate classification of individuals.
We further conclude that the classification accuracy may be improved by selecting the appropriate EEG rhythm(s) and the visual stimulation. Our observation of specific visual stimuli leading to more pronounced differences, perhaps, may be attributed to the fact that the same stimulation (an image in our case) may evoke dissimilar emotions across different people. For instance, personal experience (Baumgartner et al., 2006) and gender (Bradley et al., 2001 ) may affect perception of images.
One limitation of the reported study is a small participant pool with only males included. We hypothesise that increasing the number of participants and collecting more data from each subject could better justify the incorporation of the proposed statistical feature selection approach. Additionally, the age of participants and their cultural background were similar. The latter might affect individuals' response to stimulation. Another important question to be addressed is the influence of EEG artefacts -especially movement-related contaminations -on the overall performance of the system. Finally, long-term statistical property of EEG is another aspect that needs to be addressed. The latter requires repeated EEG acquisitions from the same subject under similar conditions to verify that his/her EEG is still classified correctly. Therefore, the reported results should be viewed as preliminary, since EEG data need to be collected (and analysed) from a considerably bigger and more diverse participant's population, as well as with more diverse stimulation and under more diverse conditions, to make definite conclusions regarding the viability of EEG for biometric applications.
The results illustrated in Tables 2 and 3 were obtained for the individual visual stimulations. Perhaps, fusing the classification features extracted from EEG corresponding to several stimuli may further improve the classification accuracy. Also, since combining visual and audible stimulations may elicit stronger emotional response (Baumgartner et al., 2006) , simultaneous presentation of images and voice or music seems worth investigating as it may, potentially, improve the classification accuracy of EEG-based biometrics. We further hypothesise that specific EEG channels may contribute more towards the classification, although additional experiments with more EEG electrodes would be needed to verify this hypothesis. Finally, using EEG equipment with more channels and employing more advanced signal analysis techniques may, perhaps, lead to an improved classification performance.
Nevertheless, we conclude that human EEG may have a considerable potential for use in biometrics. We also conclude that the introduction of statistical analysis of differences may be instrumental for the classification feature selection and may potentially result in more robust and computationally efficient classification.
