Introduction {#s01}
============

Neutrophils are cells of the innate immune system that use chemotaxis to hunt and kill bacteria. To sense small differences in agonist concentration over a wide dynamic range ([@bib78]), components of the neutrophil chemotaxis signaling network adapt to the current level of stimulus ([@bib79]). Adaptation is a general feature of many sensory cascades that reset themselves after responding to a stimulus to measure changes in input rather than absolute levels of input. This behavior dramatically extends the dynamic range of sensory systems. For example, the instantaneous dynamic range of our visual system is five orders of magnitude, but adaptation can adjust this to bracket ambient luminance to enable 14 orders of magnitude in overall brightness detection ([@bib10]).

In the case of chemotaxis, adaptation causes a sustained step input of chemoattractant to generate only transient downstream signaling responses. After this rapid adaptation, cells are sensitive to further changes in agonist concentration ([@bib57]; [@bib58]). For many sensory cascades, adaptation occurs through stimulus-dependent negative feedback, typically by posttranslational modification of the receptor ([@bib73]; [@bib10]; [@bib48]). Such mechanisms, however, are dispensable for adaptation and chemotaxis in immune cells ([@bib2]; [@bib33]) and *Dictyostelium discoideum* ([@bib39]; [@bib71]). Furthermore, the observations that heterotrimeric G protein signaling is neither required for adaptation ([@bib58]) nor exhibits adaptation ([@bib37]) suggest that adaptation is generated further downstream via mechanisms that remain unknown.

For both neutrophils and *Dictyostelium*, a sustained increase of chemoattractant generates numerous transient downstream signaling responses such as phosphatidylinositol (3,4,5)-trisphosphate (PIP~3~) generation ([@bib12]), Rac and Ras activation ([@bib5]; [@bib38]), and actin polymerization ([@bib17]), all with half-lives on the order of 30--60 s. Which step or steps of the sensory cascade are responsible for this temporal signal processing? It is tempting to speculate that adaptation originates at the first step exhibiting a transient response and that these temporal dynamics are then passively propagated to downstream nodes. However, the presence of feedback in the signaling cascade complicates this analysis. In neutrophils, for example, PIP~3~ and active Rac (Rac-GTP, abbreviated as Rac\* in this study) promote actin polymerization, which in turn drives PIP~3~ and Rac\* activity via mutual positive feedback ([@bib66]; [@bib55]; [@bib36]). Consequently, pinpointing where adaptation is generated in the cascade is not as simple as identifying the most "upstream" signal that adapts after chemoattractant stimulation ([Fig. 1 A](#fig1){ref-type="fig"}).

Determining the steps from which adaptation initiates requires more sophisticated tools for bypassing receptor-based signaling to directly control the temporal dynamics of intermediate nodes within this network. Such an approach would enable signaling events transmitted between a given set of nodes to be isolated from parallel pathways and feedback loops that are engaged when cells are stimulated at the level of the receptor. As a result, signal-processing events could be dissected without the confounding effects that normally arise from the simultaneous activation of multiple interacting pathways.

To probe the source or sources of adaptation in neutrophil chemotactic signaling, we used light-responsive phytochrome proteins to modulate the temporal dynamics of signaling intermediates downstream of the receptor (in this study, phosphoinositide 3-kinase \[PI3K\] activity) in human neutrophil-like HL-60 cells. We demonstrate that local increases in PI3K activity suffice to repolarize cells and guide migration, underscoring the significance of PIP~3~-driven signaling events in orienting directed movement. We show that persistent optogenetically driven PIP~3~ production results in only transient activation of Rac. Using optogenetic stimulation and CRISPR-based gene knockout, we identified P-Rex1 as the primary stimulator of PIP~3~-driven Rac\* activation. In addition, we found that ArhGAP15 and actin polymerization both serve as negative regulators of Rac\* activity in this circuit. Each of these components plays only a minor role in Rac regulation downstream of chemoattractant; however, all play significant roles in sculpting Rac\* activity in response to PIP~3~ production. Our findings highlight the value of our optogenetics-based approach in uncovering protein function in pathways with significant feedback and redundancy.

Results {#s02}
=======

Optogenetics for controlling the timing of PIP~3~ production in neutrophils {#s03}
---------------------------------------------------------------------------

To simplify the analysis of adaptation in the neutrophil signaling network, we used optogenetic inputs to isolate and interrogate distinct signaling nodes downstream of the receptor. In this study, we focused on the phospholipid PIP~3~, which plays a prominent role in the neutrophil signaling network. PIP~3~ is sufficient to induce cell polarization in neutrophils ([@bib66]; [@bib36]), is necessary for neutrophil polarity in suspension ([@bib26]), and is required for neutrophil chemotaxis in vivo ([@bib74]).

Both PIP~3~ and Rac\* levels exhibit a transient increase in response to chemoattractant, but because of feedback interactions between PIP~3~ and Rac, it is not clear whether transient Rac activity is a cause or consequence of transient PIP~3~ generation. This question could be addressed by generating sustained PIP~3~ and testing whether Rac\* showed sustained or transient dynamics. For this purpose, we modified an optogenetic system we previously used for rapid, reversible control of PIP~3~ levels in mouse fibroblasts ([@bib59]) for use in human neutrophil-like HL-60 cells. This system relies on a photoswitchable protein, phytochrome B (PhyB), which interconverts between an "open" and "closed" conformation when illuminated with red (∼650 nm) or infrared (IR; ∼750 nm) light, respectively ([@bib47]; [@bib42]). While in the "open" state, PhyB binds phytochrome-interacting factor (PIF) with high affinity; conversely, switching PhyB into the "closed" state induces dissociation of PIF ([Fig. 1 B](#fig1){ref-type="fig"}). PhyB is photoswitchable only when bound to its chromophore, phycocyanobilin (PCB), which we exogenously supply to cells by incubating them in PCB-containing media. In our implementation, HL-60 cells were transduced with (a) membrane-bound PhyB-mCherry-CAAX (hereafter referred to as PhyB) and (b) iSH2-YFP-PIF, which contains the inter-SH2 domain of the p85 regulatory subunit of PI3K. iSH2 constitutively binds the catalytic subunit of PI3K ([@bib21]). When cells were illuminated with red light, iSH2-YFP-PIF recruited endogenous PI3K to the plasma membrane and catalyzed PIP~3~ production ([Fig. 1 B](#fig1){ref-type="fig"}). Hereafter, we refer to this complex, which contains the endogenous catalytic subunit of PI3K and exogenous iSH2-YFP-PIF, as "opto-PI3K." Illumination of cells with IR light reversed this process and terminated PIP~3~ production.

![**Probing neutrophil adaptation with optogenetic intracellular inputs.** (A) Schematic of major nodes and interactions within the neutrophil chemotactic signaling cascade. Gray curves indicate sustained inputs at specific points in the cascade, and orange curves indicate time-dependent behavior of downstream nodes. For a delivery of sustained input at the level of PIP~3~ production, Rac\* could either mimic PIP~3~ dynamics or exhibit a transient adaptive response. (B) Optogenetically driven PIP~3~ production by phytochrome-based recruitment of endogenous PI3K to the plasma membrane. In immunoblot-based assays, we monitored phospho-Akt and phospho-Pak levels as indirect readouts of PIP~3~ generation and Rac activation, respectively. For some assays, we also used MS to directly read out PIP~3~ generation as well as PAK-GST pulldown assays to directly assay Rac\* activation.](JCB_201604113_Fig1){#fig1}

HL-60 cells are an important model for eukaryotic chemotaxis ([@bib30]; [@bib3]), but only differentiated HL-60s (dHL-60s) can undergo robust polarization and directed migration. Because \<20% of dHL-60s retained PhyB expression upon differentiation ([Fig. 2 A](#fig2){ref-type="fig"}), we initially lacked the means to perform optogenetics-based experiments on populations of differentiated cells. However, we recently found that a shorter version PhyB greatly improved its expression in zebrafish ([@bib9]), and we reasoned that this modification might similarly improve expression in HL-60 cells. To this end, we transduced HL-60s with a truncated PhyB (referred to as "short-PhyB;" [Fig. 2 A](#fig2){ref-type="fig"}) that omits the PAS~2~ domain present in the PhyB construct used in our earlier mammalian experiments ([@bib42]; [@bib59], [@bib60]). Upon differentiation, nearly all dHL-60s retained expression of short-PhyB, a dramatic improvement over our original PhyB construct ([Fig. 2 A](#fig2){ref-type="fig"}). We thus used short-PhyB rather than our original PhyB construct to develop our opto-PI3K system for modulating PI3K activity in dHL-60s.

![**Development of opto-PI3K for probing neutrophil signaling.** (A, top) Domain layout of PhyB fusion proteins used in this study. "PhyB" is a truncation containing the first 917 residues of PhyB, and "short-PhyB" contains residues 1--621 of PhyB lacking the PAS~2~ domain. Both PhyB truncations are fused to mCherry-CAAX, as shown in [Fig. 1 B](#fig1){ref-type="fig"}. (Bottom) PhyB and short-PhyB expression were determined by measuring mCherry fluorescence via flow cytometry. Each bar represents the mean ratio of PhyB expression in differentiated versus undifferentiated neutrophil-like HL-60 cells. Short-PhyB was much better expressed than PhyB in dHL-60 cells. Data were obtained from at least three independent experiments. Error bars indicate SEM. \*\*\*, P \< 0.001 by unpaired *t* test. (B) Schematic of experiments shown in C. Whole-field illumination of cells using IR light maintains PhyB in the "OFF" state, causing opto-PI3K (shown in blue) to localize to the cytosol. In contrast, whole-field illumination using red light photoconverts PhyB to the "ON" state, and opto-PI3K translocates to the plasma membrane. This process is reversible (gray arrows). (C) dHL-60s expressing optogenetic components were plated in squeeze chambers. Cells were exposed to alternating rounds of red or IR light as indicated. Images depicting opto-PI3K localization are single focal planes obtained by spinning-disk confocal microscopy. Translocation of opto-PI3K from the cytosol to the plasma membrane was completely reversible, occurred within seconds of exposure to red/IR light, and could be repeated multiple times within the same cell. Cyan arrowheads indicate protrusions formed upon recruitment of opto-PI3K to the plasma membrane. (D) Quantification of percentages of dHL-60s with pseudopods when illuminated with either red or IR light. Cells were prepared as in C. Each point represents the percentage of cells with pseudopods at the indicated time pooled from four independent experiments. Error bars indicate SEM. \*\*, P \< 0.01 by paired *t* test. (E) dHL-60s expressing opto-PI3K components were either unstimulated (left), stimulated with 10 nM fMLP for 4 min (center), or treated with red light for 6 min (right) and then fixed and stained for F-actin with phalloidin. Images are single focal planes obtained via spinning-disk confocal microscopy. Bars, 20 µm. (F) Quantification of F-actin polarization phenotypes in dHL-60 cells prepared as described in E. Cells stimulated with opto-PI3K yield a similar degree of polarity as cells stimulated with chemoattractant. Error bars indicate SD. \*, P \< 0.05 by unpaired *t* test.](JCB_201604113_Fig2){#fig2}

To test the functionality of our optogenetics-based system in neutrophils, we prepared cells in nonadherent squeeze chambers ([@bib44]) where the effects of PI3K on cell polarity would be most pronounced ([@bib26]). We first verified that opto-PI3K was recruited to the plasma membrane upon red light exposure and dissociated back into the cytosol after illumination with IR light using confocal ([Fig. 2, B and C](#fig2){ref-type="fig"}; and Videos 1 and 2) and total internal reflection fluorescence (TIRF) microscopy (Fig. S1 A). These observations demonstrate our ability to control opto-PI3K both rapidly and reversibly.

We next analyzed the behavior of these cells upon repeated turn on and turnoff of opto-PI3K. Cells form pseudopodia ([Fig. 2 C](#fig2){ref-type="fig"}, cyan arrowheads, and Videos 1 and 2) when undergoing a turn-on switch from IR to red light (i.e., after recruitment of opto-PI3K to the plasma membrane). These observations are consistent with previous studies showing that uniform increases in PIP~3~ are sufficient to induce polarization in quiescent dHL-60s ([@bib66]; [@bib36]). Moreover, a turnoff switch from red to IR light frequently coincided with protrusion retraction and depolarization, with cells subsequently forming blebs. These optogenetically induced increases and decreases in cell polarity were rapid and reversible ([Fig. 2 D](#fig2){ref-type="fig"}). Opto-PI3K also produced a similar degree of actin polarization as cells stimulated with chemoattractant ([Fig. 2, E and F](#fig2){ref-type="fig"}).

Localized PI3K activity spatially directs neutrophil migration {#s04}
--------------------------------------------------------------

After establishing that global engagement of our opto-PI3K system induces neutrophil polarity ([Fig. 2, B--E](#fig2){ref-type="fig"}), we next tested whether this system sufficed to spatially direct neutrophil polarity and movement. Rather than illuminating the entire field of view with either red or IR light, we used a digital micromirror device (DMD) to project a small box of red light onto the trailing edge of a single neutrophil. IR light was simultaneously projected outside this box ([Fig. 3 A](#fig3){ref-type="fig"}). This local opto-PI3K engagement sufficed to repolarize neutrophils and trap them in the red box ([Fig. 3 B](#fig3){ref-type="fig"} and Videos 3 and 4). Importantly, these effects were dependent on incubating cells with the PhyB cofactor PCB (Fig. S1, B and C). Inverting this light pattern (i.e., projecting IR light into the box) resulted in cells polarizing and migrating away from the box ([Fig. 3 B](#fig3){ref-type="fig"} and Video 3). Our spatial experiments demonstrate that localized opto-PI3K activity suffices to control the direction of cell movement and can even overcome existing polarization to activate leading edge formation at the trailing edge. In contrast, previous optogenetic experiments controlling a downstream effector of PIP~3~ (Rac\*) for neutrophils in zebrafish found that local stimulation of Rac activity at the rear of polarized cells was insufficient to reorient polarity. However, localized Rac\* sufficed to steer/guide a neutrophil by a preexisting front ([@bib74]). In vitro, PIP~3~ activates not only Rac but also other GTPases like Arf to synergistically stimulate actin polymerization ([@bib40]). These observations suggest that Rac is sufficient to guide protrusion orientation/growth only where conditions are permissive for leading edge actin polymerization (e.g., within a preexisting protrusion which may contain other active GTPases), whereas PIP~3~ suffices to direct the entire polarization program in any location.

![**Localized increases in PI3K activity are sufficient to reorient neutrophil polarity.** (A) Schematic illustrating the experiments shown in B as well as in Fig. S1 (B and C). A square box (∼225 µm^2^) of red light was positioned over approximately the rear third of an actively migrating dHL-60 cell to locally activate PIP~3~ production while inhibiting it elsewhere with IR light (left). If localized PIP~3~ production is sufficient to drive neutrophil polarization, the cell should reorient its polarity axis and begin migrating into the box (center). Alternatively, if localized PIP~3~ production is insufficient, the cell should continue its trajectory away from the box (right). (B) Migrating dHL-60 cells in squeeze chambers were initially exposed to a pattern of red/IR light as depicted in A (top, representative cell). After 5 min, this pattern was "inverted" to suppress opto-PI3K activity in the 225 µm^2^ box but stimulate it everywhere else (middle). The mean cell area lying within the 225-µm^2^ box was plotted over time (bottom). Red/gray shading behind the plot indicates portions of the experiment where opto-PI3K activity was either restricted to or excluded from the 225-µm^2^ box, respectively. Each point represents a mean of 19 different cells measured on three different days. Bar, 20 µm. Error bars indicate SEM.](JCB_201604113_Fig3){#fig3}

Persistently elevated PIP~3~ produces only transient Rac activation {#s05}
-------------------------------------------------------------------

After verifying that opto-PI3K produced sufficient PIP~3~ to bias neutrophil polarity and motility, we next investigated the temporal dynamics of downstream effectors, particularly activation of Rac GTPase. We first tested whether we could alter the normally transient dynamics of PIP~3~ generation that are seen upon chemotactic stimulation. We used mass spectrometry (MS) to directly measure PIP~3~ levels in dHL-60s after stimulation with either chemoattractant or sustained red light. Similar to previously reported observations using mouse neutrophils ([@bib20]), cells treated with chemoattractant showed only a transient spike in PIP~3~ levels ([Fig. 4 A](#fig4){ref-type="fig"}, black curve). In contrast, opto-PI3K cells treated with red light for 10 min showed an increase of PIP~3~ at 1 min that remained elevated for the entire time course ([Fig. 4 A](#fig4){ref-type="fig"}, red curve). Continuous stimulation of cells using opto-PI3K maintained PIP~3~ at a high concentration and overcame the cellular mechanisms that normally lead to PIP~3~ adaptation in neutrophils when input is provided at the level of the receptor ([@bib56]).

![**Sustained PIP~3~ production generates transient Rac activation.** (A) dHL-60 cells expressing our optogenetic system for controlling PI3K were treated with either 10 nM fMLP (black curve) or red light (red curve) for 10 min. PIP~3~ levels in each sample were measured using MS. Chemoattractant drove transient increases in PIP~3~, whereas opto-PI3K drove sustained increases in PIP~3~. Each point represents a mean of three independent experiments. Error bars indicate SD. (B, top) Cells were placed under inactivating IR light for 5 min followed by exposure to activating red light for 10 min. Rac\* was isolated from total cell lysate at indicated time points via Pak pulldown and then quantified via immunoblot using an antibody targeting total Rac. (Middle) Cells were stimulated with 1,000 nM fMLP for 10 min. Samples were collected, processed, and analyzed as in the top panel. Both opto-PI3K and chemoattractant drove transient activation of Rac. (Bottom) Representative immunoblots of total Rac for experiments shown in top and middle panels. For top and middle panels, each point represents a mean of three independent experiments. (C and D, top) Cells were placed under inactivating IR light for 5 min followed by exposure to activating red light for 10 min (C) or treatment with 10 nM fMLP (D). Antibodies targeting phospho-Akt (S473), phospho-Pak, and total Pak were used as PIP~3~ readouts, Rac\* readouts, and loading controls, respectively. The kinetics of these indirect readouts were consistent with the kinetics of our direct readouts of PIP~3~ and Rac\*. Each point represents a mean of three independent experiments. Error bars indicate SEM. (C and D, bottom) Representative immunoblots. Molecular masses are given in kilodaltons.](JCB_201604113_Fig4){#fig4}

Using opto-PI3K to deliver a sustained increase in PIP~3~ levels, we next probed the temporal dynamics of Rac activation. We treated quiescent dHL-60s for 5 min with IR light (to ensure that opto-PI3K was in the "OFF" state) followed by 10 min of red light to keep opto-PI3K "ON." Similar experiments were performed in parallel in which dHL-60s were stimulated with chemoattractant rather than opto-PI3K. We measured Rac\* levels over this 10-min time course via PAK-GST pulldown assays to enrich for the GTP-bound pool of Rac ([@bib5]), which could then be detected via immunoblotting. If Rac\* simply mirrors PIP~3~, we would expect sustained PIP~3~ to drive sustained Rac activation because, in chemoattractant-treated cells, transient PIP~3~ produced transient Rac\* (compare black curves in [Fig. 4 A to Fig. 4 B](#fig4){ref-type="fig"}). Surprisingly, however, sustained PIP~3~ production resulted in only transient activation of Rac\* (compare red curves in [Fig. 4 A to Fig. 4 B](#fig4){ref-type="fig"}), indicating that the portion of the signaling network lying downstream of PIP~3~ is sufficient to produce adaptation in Rac activity.

As an independent means of assessing whether Rac\* responds transiently to constant PIP~3~ production, we performed additional experiments in dHL-60s with opto-PI3K, and we quantified phosphorylation of Akt at S473 as an indirect readout of PIP~3~ ([@bib1]; [@bib32]) and phosphorylation of Pak kinase, a Rac effector, as an indirect readout of Rac. In agreement with our direct measurements of Rac\* ([Fig. 4 B](#fig4){ref-type="fig"}), a step increase of PIP~3~ to cells produced only transient phosphorylation of Pak ([Fig. 4 C](#fig4){ref-type="fig"}). In contrast, for cells stimulated using chemoattractant, both phospho-Akt and phospho-Pak showed transient responses, as expected ([Fig. 4 D](#fig4){ref-type="fig"}). As phospho-Pak produced a stronger and more easily quantifiable signal than direct measurements of Rac\*, we used this readout as a reporter of Rac\* activity in subsequent experiments.

P-Rex1 is required for PIP~3~-driven Rac activation {#s06}
---------------------------------------------------

We sought to use our optogenetic assay to determine which guanine nucleotide exchange factors (GEFs) function downstream of PIP~3~ to activate Rac. Because of redundancy, elucidating the suite of Rac GEFs that operate in the full context of chemoattractant stimulation has been difficult. Mouse neutrophils lacking either P-Rex or Vav family GEFs showed only partially impaired Rac stimulation, whereas those lacking both P-Rex1 and Vav1 exhibit compounded defects ([@bib41]). Similarly, the GEFs Dock2 and Dock5 display partially overlapping roles in promoting Rac activity downstream of chemoattractant ([@bib65]). Importantly, chemoattractant receptors use different signaling intermediates to activate these GEFs. For instance, Gβγ and PIP~3~ stimulate P-Rex1 ([@bib69]), whereas Src and Syk family kinases stimulate Vav family GEFs ([@bib11]). Prior studies using dHL-60s showed that treatment of cells with PI3K inhibitors only partially impaired chemoattractant-dependent Rac\* activity, demonstrating that PIP~3~-independent pathways act in parallel to regulate Rac ([@bib27]; [@bib7]). These observations suggest that Rac regulation after optogenetic stimulation of intermediate nodes could operate in a less redundant fashion. Providing an input at the level of PI3K should activate only those Rac GEFs that specifically respond to increases in PIP~3~. Given that PIP~3~ serves as one of the primary activators of P-Rex1 ([@bib69]), we hypothesized that P-Rex1 might have a more pronounced role in Rac activation for input delivered at the level of PIP~3~ production using opto-PI3K rather than input delivered at the level of receptor via chemoattractant ([Fig. 5 A](#fig5){ref-type="fig"}).

![**P-Rex1 is a dominant GEF for PIP~3~-driven Rac activation.** (A) Schematics for experiments described in C--E. Stimulation using chemoattractant and opto-PI3K is represented by a red circle and red lightning bolt, respectively. Red lines indicate links in the cascade where Rac GEFs participate in signal transduction. By delivering an input specifically at the level of PIP~3~ (right), only PIP~3~-stimulated Rac GEFs (dark red line) should participate in Rac activation. (B) P-Rex1 antibody immunoblots of WT and *PREX1-null* cells. GAPDH was used as a loading control. (C) MS analysis of PIP~3~ in WT or *PREX1-null* cells. Cells were collected before treatment ("Unstimulated") after exposure to red light for 2 min ("opto-PI3K") or incubation with 10 nM fMLP for 1 min ("Chemoattractant") and were processed as described in [Fig. 4 A](#fig4){ref-type="fig"}. Each bar represents a mean of three independent trials. Loss of P-Rex1 did not significantly affect PIP~3~ production. Error bars indicate SD. n.s., P \> 0.05 by unpaired *t* test. For both WT and *PREX1-null* cells, the difference in PIP~3~ levels between unstimulated cells and cells stimulated with either fMLP or opto-PI3K is significant (P \< 0.05 by unpaired *t* test). (D and E) WT (black curves) or *PREX1-null* (red dashed curves) cells were treated with either red light (D) or 10 nM fMLP (E) for 10 min. Rac\* was measured as in [Fig. 4 C](#fig4){ref-type="fig"}. Each point represents a mean of three independent experiments. Rac activation was significantly decreased in *PREX1-null* cells. Error bars indicate SEM. \*, P \< 0.05 by unpaired *t* test. Immunoblots depict one representative experiment. Molecular masses are given in kilodaltons.](JCB_201604113_Fig5){#fig5}

To test the role of P-Rex in Rac activation, we used CRISPR-mediated genome editing to generate *PREX1-null* dHL-60 cells lacking P-Rex1 ([Figs. 5 B](#fig5){ref-type="fig"} and S2), the only P-Rex family member expressed in human neutrophils ([@bib23]). *PREX1-null* cells were then transduced with "short-PhyB" and "iSH2-YFP-PIF" for optogenetic control over PI3K. Using MS analysis as in [Fig. 4 A](#fig4){ref-type="fig"}, we compared PIP~3~ levels in unstimulated dHL-60s versus cells stimulated with either chemoattractant or opto-PI3K. Both types of input resulted in a three- to fourfold increase in PIP~3~ levels, indicating that loss of P-Rex1 did not affect PIP~3~ production ([Fig. 5 C](#fig5){ref-type="fig"}).

We next measured Rac\* in *PREX1-null* cells and observed only a weak Rac\* response to our opto-PI3K input ([Fig. 5 D](#fig5){ref-type="fig"}), indicating that P-Rex1 plays a dominant role in PIP~3~-stimulated Rac activation. In contrast with our observations in opto-PI3K-stimulated cells, both WT and *PREX1-null* cells treated with *N*-formylmethionine-leucyl-phenylalanine (fMLP) showed nearly identical timing and magnitude of phospho-Pak activity over the 10-min time course ([Fig. 5 E](#fig5){ref-type="fig"}). We also observed similar results in a *PREX1-null--2* line generated with a different guide RNA (gRNA; Fig. S3), indicating that the Rac\* activation defects we observed upon loss of P-Rex1 do not arise from off-target CRISPR editing or bottlenecks created during single-cell cloning. Collectively, our observations indicate that P-Rex1 is required for full activation of Rac\* downstream of PIP~3~, whereas other GEFs acting in PIP~3~-independent pathways can compensate for the loss of P-Rex1 when input is provided at the level of the receptor.

Actin assembly is required for proper turnoff of PIP~3~-driven Rac\* activity {#s07}
-----------------------------------------------------------------------------

After identifying P-Rex1 as a major regulator of PIP~3~-driven Rac activation, we next focused on identifying factors that are required for the termination of Rac activation after sustained production of PIP~3~. F-actin is generally thought of as being one of the most "downstream" nodes of the chemotaxis signaling network. However, F-actin provides feedback to multiple nodes lying within "upstream" portions of the cascade ([Fig. 6 A](#fig6){ref-type="fig"}, left; [@bib68]; [@bib36]; [@bib34]). To determine whether F-actin--dependent processes play a role in Rac turnoff, we first treated cells with latrunculin B to inhibit actin assembly (thus preventing actin-dependent feedback; [@bib19]) and then subjected these cells to a step increase of PIP~3~. In this context, optogenetics enabled us to bypass upstream receptor-based signaling, and pharmacology enabled us to bypass downstream feedback interactions from the actin cytoskeleton. Strikingly, with actin polymerization blocked, sustained increases in PIP~3~ produced sustained, rather than transient, increases in Pak phosphorylation, with a significantly higher amplitude of phospho-Pak levels ([Fig. 6 A](#fig6){ref-type="fig"}, right). However, when we stimulated latrunculin-treated cells with chemoattractant, we observed only a mild defect in Rac\* amplitude and turnoff, as assessed by phospho-Pak levels ([Fig. 6 B](#fig6){ref-type="fig"}). These results demonstrate that actin polymer plays a key role in terminating Rac\* after a persistent PIP~3~ input and that F-actin--dependent processes set both the amplitude and duration of PIP~3~-driven Rac\* activity.

![**Actin polymerization is essential for Rac turnoff downstream of opto-PI3K.** (A and B, left) Schematics for experiments described in right panels. Stimulation using chemoattractant and opto-PI3K is represented by red circles and red lightning bolts, respectively. (A and B, right) WT cells in the absence (black curves) or presence of an actin polymerization inhibitor (10 µM latrunculin B \[Lat-B\], blue dashed curves) were treated with red light (A) or 10 nM fMLP (B) for 10 min. Rac\* was measured as in [Fig. 4 C](#fig4){ref-type="fig"}. Each point represents a mean of four independent experiments. A loss of actin polymer significantly inhibited Rac turnoff downstream of opto-PI3K but had no significant effect on Rac activity for chemoattractant-stimulated cells. Error bars indicate SEM. \*, P \< 0.05 by unpaired *t* test. Immunoblots depict one representative experiment. Molecular masses are given in kilodaltons.](JCB_201604113_Fig6){#fig6}

During our analysis of the role of P-Rex1 in Rac activation, we noted that stimulation of *PREX1-null* cells with opto-PI3K still produced a small amount of Rac\* activity ([Fig. 5 D](#fig5){ref-type="fig"}). This observation suggests that other GEFs may function alongside P-Rex1 and play a secondary role in linking PIP~3~ production to Rac activation. To sensitize our ability to detect these GEFs, we used latrunculin to impair Rac turnoff. Under these conditions, *PREX1-null* cells, which had been defective in Rac\* activation in the presence of F-actin (Fig. S4; compare red and gray curves), now showed potent PIP~3~-driven phospho-Pak production in the absence of F-actin (Fig. S4, blue curve). Although multiple GEFs appear to function in parallel to activate Rac in response to PIP~3~ increases, P-Rex1 plays a dominant role when the normal Rac turnoff mechanisms are intact.

ArhGAP15 functions independently of actin assembly to turn off PIP~3~-driven Rac\* activity {#s08}
-------------------------------------------------------------------------------------------

After identifying the GEF P-Rex1 as a dominant regulator of PIP~3~-driven Rac activation, we next sought to determine the GTPase-activating proteins (GAPs) required for Rac\* turnoff. Similar to our rationale for focusing on P-Rex1, we reasoned that only a subset of Rac GAPs activated in response to chemoattractant would be engaged downstream of PIP~3~ production ([Fig. 7 A](#fig7){ref-type="fig"}). We focused on GAPs known to be active against purified Rac\* and whose recruitment to the plasma membrane depends on PI3K activity. The GAPs ArhGAP15 and SH3BP1 both satisfy these conditions ([@bib15]; [@bib53]; [@bib18]; [@bib52]).

![**ArhGAP15 is essential for Rac turnoff downstream of opto-PI3K.** (A) Schematics for experiments described in C and D. Stimulation using chemoattractant and opto-PI3K is represented by a red circle and red lightning bolt, respectively. Blue lines indicate links in the cascade where Rac GAPs participate in signal transduction. By delivering an input specifically at PIP~3~ (right schematic), only Rac GAPs that respond to PIP~3~ generation (dark blue lines) should participate in Rac\* deactivation. (B) Immunoblots of WT and *ARHGAP15-null* cells using an antibody targeting ArhGAP15. GAPDH was used as a loading control. Black lines indicate that intervening lanes have been spliced out. (C and D) WT (black curves) or *ARHGAP15-null* (blue dashed curves) cells were treated with either red light (C) or 10 nM fMLP (D) for 10 min. Rac\* was measured as in [Fig. 4 C](#fig4){ref-type="fig"}. Each point represents a mean of three independent experiments. A loss of ArhGAP15 inhibited Rac turnoff downstream of opto-PI3K but not for chemoattractant-stimulated cells. Error bars indicate SEM. \*, P \< 0.05 by unpaired *t* test. Immunoblots depict one representative experiment. Molecular masses are given in kilodaltons.](JCB_201604113_Fig7){#fig7}

To assess the roles of each of these GAPs in modulating PIP~3~-driven Rac\* activity, we used CRISPR-mediated gene editing to generate *ARHGAP15-null* ([Fig. 7 B](#fig7){ref-type="fig"}) and *SH3BP1-null* (Fig. S6 A) lines in HL-60s expressing our opto-PI3K components. When treated with opto-PI3K, *ARHGAP15-null* cells displayed significantly higher levels of Rac\* activity, which remained elevated throughout the 10-min time course ([Fig. 7 C](#fig7){ref-type="fig"}). In contrast, Rac\* activity in chemoattractant-treated cells was indistinguishable from WT cells ([Fig. 7 D](#fig7){ref-type="fig"}). To verify that loss of ArhGAP15 does not increase Rac\* through potentiation of PIP~3~ production, we quantified phospho-Akt levels by immunoblot to indirectly read out PIP~3~ levels in our samples and found that opto-PI3K activity was not significantly changed in *ARHGAP15-null* cells (Fig. S5). We also performed analogous experiments in our *SH3BP1-null* line; however, Rac\* activity in these cells was minimally perturbed compared with *ARHGAP15-null* cells, though there was a small but statistically significant elevation of Rac\* activity at the 0.5-min time point, suggesting a lesser role for this GAP (Fig. S6, B and C).

As our earlier experiments indicated that actin assembly is also a negative regulator of PIP~3~-driven Rac\* activity ([Fig. 6](#fig6){ref-type="fig"}), we next tested whether actin assembly and ArhGAP15 function through the same or independent pathways to turn off Rac\*. If actin assembly and ArhGAP15 function in the same pathway, disruption of both should produce similar defects in Rac\* activity when compared with disrupting either alone ([Fig. 8 A](#fig8){ref-type="fig"}, left). In contrast, if actin assembly and ArhGAP15 primarily function in nonoverlapping pathways, disruption of both should lead to compounded defects in Rac\* regulation ([Fig. 8 A](#fig8){ref-type="fig"}, right). We found that latrunculin-treated *ARHGAP15-null* cells produced significantly higher levels of phospho-Pak than latrunculin-treated WT cells ([Fig. 8 B](#fig8){ref-type="fig"}). Similarly, latrunculin-treated *ARHGAP15-null* cells showed more severe defects in Rac\* turnoff than nontreated *ARHGAP15-null* cells ([Fig. 8 C](#fig8){ref-type="fig"}). Collectively, these results indicate that actin assembly and ArhGAP15 function in parallel pathways to inhibit Rac\* activity.

![**ArhGAP15 and actin polymerization are parallel routes for Rac turnoff downstream of opto-PI3K.** (A) ArhGAP15 could act downstream of actin assembly (left) or in a parallel pathway (right) to inhibit Rac\*. (B) WT (black curve) and *ARHGAP15-null* cells (dark blue dashed curve) were first treated with an actin polymerization inhibitor (10 µM latrunculin B \[Lat-B\]) and then were treated with red light for 10 min. Rac\* was measured as in [Fig. 4 C](#fig4){ref-type="fig"}. Each point represents a mean of three independent experiments. (C) *ARHGAP15-null* cells in the absence (light blue dashed curve) or presence of 10 µM latrunculin B (dark blue dashed curve) were treated with red light for 10 min. Rac\* was measured as in [Fig. 4 C](#fig4){ref-type="fig"}. Each point represents a mean of three independent experiments. Our observation that disruption of ArhGAP15 and actin polymerization yielded compounded defects when combined suggests that they act in parallel pathways ([Fig. 8 A](#fig8){ref-type="fig"}, right). Error bars indicate SEM. \*, P \< 0.05 by unpaired *t* test. Immunoblots depict one representative experiment. Molecular masses are given in kilodaltons.](JCB_201604113_Fig8){#fig8}

Discussion {#s09}
==========

The signaling cascades for eukaryotic chemotaxis contain numerous positive and negative feedback loops, parallel pathways, and components that are reused in multiple circuits. As a result, it has been difficult to uncover the logic of individual modules within the signaling network. In this study, we used a combination of optogenetics, pharmacology, and CRISPR-based knockout to isolate and interrogate individual nodes in the cascade, with a focus on identifying the signaling steps that mediate neutrophil adaptation. We focused on the phospholipid PIP~3~ and the small GTPase Rac as each plays a prominent role in driving neutrophil chemotaxis. PIP~3~ is a particularly prominent regulator of the migration program; this lipid is critical for neutrophil migration in vivo ([@bib74]) and for polarization of neutrophils in suspension ([@bib26]). Furthermore, uniform increases in PIP~3~ stimulate cell polarization in neutrophils ([Fig. 2](#fig2){ref-type="fig"}; [@bib66]; [@bib36]), and localized PIP~3~ production is sufficient to guide and even repolarize neutrophil movement ([Fig. 3](#fig3){ref-type="fig"}).

PIP~3~ is one of the first steps where sustained chemoattractant inputs are converted to transient signaling outputs, but whether this adaptation originates at the level of PIP~3~ or other nodes is unknown. PIP~3~ is typically depicted as an upstream activator of Rac, but feedback interactions make it difficult to pinpoint which molecules act upstream or downstream in the actual signaling cascade ([@bib66]; [@bib36]; [@bib46]). By using our opto-PI3K input ([Fig. 1](#fig1){ref-type="fig"}), we initiated sustained PIP~3~ generation (bypassing the normally complex regulation of PI3K) and assayed the dynamics of Rac\* activation. We found that delivery of a sustained step increase in PIP~3~ levels resulted in only transient Rac\* activation ([Fig. 4](#fig4){ref-type="fig"}). This is a nonintuitive result: prior experiments using chemoattractant have shown that PIP~3~ and Rac\* levels closely follow one another in time ([@bib5]; [@bib12]; [@bib67]) and have led to models wherein PIP~3~ and Rac\* operate within an interdependent feedback loop. Using our opto-PI3K tool to deliver a step input of PIP~3~ to cells, we revisited these models and found that instantaneous PIP~3~ levels do not dictate instantaneous Rac\* levels. The history of activation matters, and sustained PIP~3~ produces only transient activation of Rac. Although we focused on temporal signal processing in this study, in future work, it will be interesting to investigate how spatial changes in PIP~3~ are converted to spatial changes in Rac\*.

Proper adaptation of Rac\* to PIP~3~ requires Rac activation primarily by the GEF P-Rex1 ([Figs. 5](#fig5){ref-type="fig"} and [9](#fig9){ref-type="fig"}) and Rac inhibition through both the GAP ArhGAP15 and actin polymerization ([Figs. 6](#fig6){ref-type="fig"}, [7](#fig7){ref-type="fig"}, [8](#fig8){ref-type="fig"}, and [9](#fig9){ref-type="fig"}). ArhGAP15 and actin polymerization function via independent pathways ([Fig. 9](#fig9){ref-type="fig"}, blue connectors) to ensure proper Rac\* turnoff in response to persistent PIP~3~ production. Whether ArhGAP15 is activated directly by PIP~3~ or responds to downstream signals is an open question. As ArhGAP15 directly binds PIP~3~ using its pleckstrin homology domain ([@bib53]), its GAP activity may be triggered by PIP~3~ production (i.e., it may function in an incoherent feedforward loop to turn off Rac\*). Alternatively (or additionally), as both Rac\* and ArhGAP15 bind the same domain of the Rac effector Pak ([@bib49]), full ArhGAP15 activity may rely on Pak-mediated negative feedback ([Fig. 9](#fig9){ref-type="fig"}, black dashed connectors), in which case ArhGAP15 stimulation could be triggered by Rac activation.

![**Model for PIP~3~-driven Rac regulation.** The Rac GEF P-Rex1 (red connector) is the major (though not only) PIP~3~-activated Rac GEF. Downstream of Rac\*, actin polymerization and ArhGAP15 function in parallel pathways (blue connectors) to inhibit Rac\*. ArhGAP15 activity may require Rac\* or be stimulated independently (black dashed arrows). Our data and previous studies are consistent with ArhGAP15 functioning in a negative feedback loop and/or an incoherent feedforward loop to regulate Rac ([@bib18]; [@bib49]). These interactions are masked by additional feedback and redundancy (gray arrows) when input is delivered at the level of the chemoattractant receptor but are revealed when input is delivered at the level of PIP~3~ production via optogenetics (red lightning bolt).](JCB_201604113_Fig9){#fig9}

How might actin assembly negatively regulate Rac activity? One attractive class of models involves actin-dependent GAP recruitment to the plasma membrane, as similar mechanisms have been reported in other systems ([@bib54]; [@bib45]). Additionally, as Rac\* activity is blocked by actin assembly--dependent increases in membrane tension ([@bib31]), loss of actin polymerization would disrupt or potentiate any Rac\* regulators whose activities are membrane tension--dependent. One possible candidate that could act in such a manner is phospholipase D2, a Rac2 GEF ([@bib43]) that functions in a membrane tension--sensing pathway to drive neutrophil polarization ([@bib22]). It is important to note that although the Rac\* regulators we identified in this study are PIP~3~ driven, these factors may not necessarily be exclusive to the PIP~3~ pathway, particularly for the effectors that may be responding to Rac activation or actin polymerization, which are shared by many chemoattractant pathways ([@bib6]; [@bib24]; [@bib26]).

Our observations that actin assembly serves as a potent negative regulator of PIP~3~-driven Rac\* activity run counter to previous studies wherein PIP~3~, Rac\*, and actin assembly have been generally proposed to operate within a mutual positive feedback loop ([@bib63]; [@bib66]; [@bib36]; [@bib72]; [@bib46]). One possible explanation for this discrepancy would be the existence of both positive and negative feedback from actin onto different upstream nodes of the chemotactic signaling cascade. For cells stimulated at the level of the receptor, latrunculin treatment would be expected to block all actin assembly--dependent regulatory pathways, including those that positively regulate Rac\* activity (like actin polymerization--stimulated PIP~3~ production). In this case, the lack of a defect in Rac\* for chemoattractant-stimulated cells could be caused by ablating the roles of actin assembly in both positive (PIP~3~) and negative (Rac based) feedback that may cancel each other out. However, when PIP~3~ levels were held high using opto-PI3K, we eliminated the role of actin assembly in stimulating PIP~3~ production, facilitating the isolation of actin assembly's inhibitory effects on Rac\* activity. Importantly, although we identify a global negative role for actin polymerization with regard to Rac activation, this is not incompatible with previous studies showing a local positive role of actin polymer for leading edge signals ([@bib64]; [@bib46]); indeed, this local positive global negative logic is central to many models of cell polarity.

Like many other signaling pathways, the chemotactic cascade exhibits significant redundancy in which knockout of individual effectors often results in no more than minor defects. However, simultaneous disruption of multiple such effectors produces far more profound phenotypes ([@bib70]; [@bib25]; [@bib14]; [@bib62]; [@bib50]; [@bib61]). Dissecting these pathways has typically relied on knocking out obvious homologues in tandem or performing enhancer/suppresser screens in the background of individual mutants. In this study, we used a complementary approach using optogenetics to activate downstream nodes of the chemotactic signaling network. The PIP~3~-driven components we identified through this strategy remain relevant in the context of the overall cascade despite their roles in Rac regulation being masked when input was provided at the receptor. Although knockout of P-Rex1 yielded a minimal phenotype on its own for chemoattractant-stimulated cells, it produced a significant phenotype when knocked out in tandem with Vav1; notably, Vav1 also gave minimal phenotypes on its own, supporting the idea of redundant activation of Rac through these two effectors ([@bib41]). Although we did not observe significant defects in chemoattractant-driven Rac activation for *ARHGAP15-null* cells in vitro, ArhGAP15 plays an important role in regulating neutrophil migration from bone marrow in mice in vivo ([@bib13]).

Although we have defined major players mediating Rac\* adaptation in response to PIP~3~, our findings do not preclude the possibility of additional adaptive circuits operating at distinct or overlapping portions of the network. For example, the bacterial chemotactic signaling cascade contains multiple independently adapting subcircuits. At the top of the cascade, the bacterial chemosensory receptors use posttranslational negative feedback to measure whether the cells are moving up or down agonist gradients ([@bib4]). More recent work has uncovered an additional adaptive circuit operating further downstream at the level of the flagellar motor proteins. This second adaptive circuit operates on a time scale of minutes (rather than seconds for the receptors) and is essential for ensuring that the signaling outputs are well tuned to the dynamic range of the inputs ([@bib76]; [@bib75]). Similarly, the PIP~3~--Rac circuit we identify in this study is likely not acting alone and may collaborate with other adaptive steps at the level of the receptor ([@bib8]) and other portions of the cascade ([@bib35]; [@bib68]; [@bib77]).

Our approach of using optogenetics to isolate and dissect a signaling module enabled us to uncover a temporal integration circuit whose logic was masked when inputs were provided at the level of the receptor. This strategy should prove powerful for deconvolving other signaling networks that contain redundant pathways and complex feedback interactions.

Materials and methods {#s10}
=====================

Cell culture {#s11}
------------

HL-60 cells were grown in RPMI 1640 media supplemented with [l]{.smallcaps}-glutamine and 25 mM Hepes (Mediatech) and containing 10% (vol/vol) heat-inactivated fetal bovine serum (Gibco). Cultures were maintained at a density of 0.2--1.0 million cells/ml at 37°C/5% CO~2~. dHL-60s were obtained by adding 1.5% (vol/vol) DMSO (Sigma-Aldrich) to actively growing cells followed by incubation for an additional 5 d. Note that unless otherwise stated, all experiments used dHL-60s expressing our optogenetic system for controlling PI3K activity. HEK293T cells (used to generate lentivirus for transduction of HL-60 cells) were grown in DMEM (Mediatech) containing 10% (vol/vol) heat-inactivated fetal bovine serum and maintained at 37°C/5% CO~2~.

Plasmids {#s12}
--------

Vectors for mammalian expression of PhyB-mCherry-CAAX (used in the experiments described in [Figs. 1](#fig1){ref-type="fig"} and [2](#fig2){ref-type="fig"}) and iSH2-YFP-PIF have been described previously ([@bib59]). To generate a vector expressing short-PhyB--mCherry-CAAX (used in experiments described in [Figs. 3](#fig3){ref-type="fig"} and [4](#fig4){ref-type="fig"}), PhyB-mCherry-CAAX was released from its pHR backbone via digestion with MluI and NotI. Short-PhyB (residues 1--621 of PhyB), mCherry, and the CAAX motif from KRas were then PCR amplified and ligated into the pHR backbone via Gibson assembly ([@bib29]). A gRNA with homology to exon 2 of *PREX1* (5′-GCATCGCATCCGGCAGAACG-3′) was cloned into the previously described LentiGuide-Puro backbone (52963; Addgene; [@bib51]). gRNAs used to generate our *PREX1-null--2* (5′-GCAACCATGAGAAAGCCCTG-3′), *ARHGAP15-null* (5′-AATTCTACCCGCCAAGGCAC-3′), and *SH3BP1-null* (5′-CAGGAACTCAGCGGTCTCCG-3′) cell lines were also cloned into LentiGuide-Puro. A vector expressing human codon--optimized *Streptococcus pyrogenes* Cas9 with a C-terminal tagBFP fusion was a gift from S. Qi (Stanford University, Stanford, CA).

Transduction of HL-60 cells {#s13}
---------------------------

HEK293T cells were seeded into six-well plates and grown until ∼80% confluent. For each well, 1.5 µg pHR vector (containing the appropriate transgene), 0.167 µg vesicular stomatitis virus--G vector, and 1.2 µg cytomegalovirus 8.91 vector were mixed and prepared for transfection using TransIT-293 transfection reagent (Mirus Bio) per the manufacturer's instructions. After transfection, cells were grown for an additional 3 d, after which virus-containing supernatants were harvested and concentrated ∼40-fold using a Lenti-X Concentrator (Takara Bio Inc.) per the manufacturer's instructions. Concentrated viruses were frozen and stored at −80°C until needed. For all transductions, thawed virus was mixed with ∼0.3 million cells in growth media supplemented with polybrene (8 µg/ml) and incubated overnight. Cells expressing desired transgenes were isolated by culturing in growth media supplemented with puromycin (1 µg/ml) or using FACS as appropriate.

Purification of PCB {#s14}
-------------------

25 mg of PCB (Santa Cruz Biotechnology, Inc.) was resuspended in ∼10 ml dry DMSO and purified by HPLC using an Atlantis Prep T3 OBD 5 µm, 19 × 100 mm column (Waters) equilibrated with solvent A (0.5% formic acid in water). The PCB solution was loaded onto the column at a flow rate of 15 ml/min and eluted with a gradient of 5% solvent B (0.5% formic acid in acetonitrile) for 5 min followed by 100% solvent B for 11 min. Samples were collected by hand, and those from the major peak were pooled together, lyophilized, and resuspended in dry DMSO. The concentration of PCB was determined by measuring the absorbance at 680 nm. The PCB was then diluted to 12.5 mM using dry DMSO and stored at −80°C in small aliquots.

Quantification of PhyB expression after differentiation {#s15}
-------------------------------------------------------

The percentage of undifferentiated HL-60 cells and dHL-60 cells 5 d after differentiation expressing PhyB-mCherry-CAAX was determined by flow cytometry using a FACSAria III (BD) to gate cells based on mCherry fluorescence. The fraction of dHL-60 cells retaining PhyB expression after differentiation was determined by the ratio of the percent mCherry-positive dHL-60s to the percent mCherry-positive undifferentiated HL-60s. An identical procedure was performed to measure the fraction of dHL-60 cells that retained short-PhyB--mCherry-CAAX expression after differentiation. For each condition, a minimum of 50,000 cells was analyzed.

F-actin staining {#s16}
----------------

dHL-60s 5 d after differentiation were concentrated to 1.5 million cells/ml and incubated in starvation media supplemented with 4 µM PCB for 45--60 min at 37°C/5% CO~2~. Cells were then illuminated with a 750-nm LED for 5 min followed by either (a) no additional treatment, (b) treatment with 10 nM fMLP for 4 min, or (c) illumination with a 650-nm LED for 6 min. Afterward, 0.5 ml of cells were fixed by the addition of 0.5 ml fixation buffer (280 mM KCl, 2 mM MgCl~2~, 4 mM EGTA, 40 mM Hepes, 0.4% BSA, 640 mM sucrose, and 7.4% formaldehyde \[wt/vol\], pH 7.5) and incubated at room temperature for 15--20 min. Cells were then pelleted, washed once with intracellular buffer (140 mM KCl, 1 mM MgCl~2~, 2 mM EGTA, 20 mM Hepes, and 0.2% BSA, pH 7.5), and resuspended in staining buffer (intracellular buffer + 66 nM rhodamine-phalloidin \[Thermo Fisher Scientific\] and 0.2% Triton X-100). After incubation at room temperature for 30 min, cells were pelleted and then resuspended in intracellular buffer. Cells were imaged by confocal microscopy on an Eclipse T*i* inverted microscope (Nikon) equipped with a CSU-X1 spinning disk (Yokogawa Electric Corporation), an MLC400B monolithic laser combiner with 405-, 488-, 561-, and 640-nm laser lines (Agilent Technologies), a 60× 1.4 NA Plan Apochromat objective (Nikon), and an iXon3 electron-multiplying charge-coupled device camera (Andor Technology). All microscope hardware was controlled using Nikon Elements. A user who was blinded to the experimental conditions scored the percentage of cells exhibiting polarized accumulation of filamentous actin.

Preparation of dHL-60s for live-cell imaging {#s17}
--------------------------------------------

Glass slides and \#1.5 coverslips (22 × 22 mm) were prepared by cleaning with methanol, drying, and coating with a solution of RPMI 1640 containing 2% (wt/vol) BSA for \>30 min followed by several washes with deionized water. dHL-60s 5 d after differentiation were serum starved in RPMI 1640 containing 4 µM PCB for \>45 min at 37°C/5% CO~2~ at a density of ∼1.0 million cells/ml. For control experiments, cells were similarly prepared, but PCB was omitted from all media. Approximately 400 µl of cells was pelleted and resuspended in ∼10 µl RPMI 1640 containing 0.2% (wt/vol) BSA and 10 mM EDTA. Approximately 3.5 µl of this suspension was sealed between a glass slide and coverslip using valap (a mixture of equal parts Vaseline, paraffin wax, and lanolin). We refer to this preparation as a "squeeze chamber."

Hardware setup for live-cell imaging {#s18}
------------------------------------

For experiments depicted in [Fig. 2 (B and C)](#fig2){ref-type="fig"}, cells were imaged by confocal microscopy using the imaging hardware setup described in the F-actin staining section. YPF-tagged opto-PI3K was imaged every 10 s using a 488-nm laser. Activation of opto-PI3K was achieved by illuminating cells in the entire field of view for 0.5 s using a 640-nm laser at each 10-s interval. Deactivation of opto-PI3K was accomplished by placing a 725-nm longpass filter (FSQ-RG9; Newport) in the transmitted light path (gently resting on top of the condenser) and illuminating cells with the halogen lamp. The lamp was used to continuously illuminate the cells at all times, except when actively imaging opto-PI3K. All imaging was performed at room temperature.

Hardware used for the experiments depicted in [Figs. 3](#fig3){ref-type="fig"} and S1 included an Eclipse T*i* inverted microscope equipped with a motorized laser TIRF illumination unit, a Borealis beam-conditioning unit (Andor Technology), a CSU-W1 Yokogawa spinning disk (Andor Technology), a 60× Plan Apochromat TIRF 1.49 NA objective (Nikon), an iXon Ultra electron-multiplying charge-coupled device camera, and a laser merge module (LMM5; Spectral Applied Research) equipped with 405-, 440-, 488-, 514-, and 561-nm laser lines. All hardware was controlled using Micro-Manager (University of California, San Francisco), and all experiments were performed at room temperature.

Activity of opto-PI3K was controlled via 630- (red) and 740-nm (IR) LEDs (Lightspeed Technologies), which transmitted light through a custom DMD (Andor Technology) at varying intensities by connecting the LEDs to the analogue outputs of a digital-to-analogue converter and setting the LED voltages using custom MATLAB code (MathWorks). A second IR LED of fixed intensity was attached to the DMD so that micromirrors not projecting red/IR light of varying intensities would instead continuously project light from this fixed-intensity source. Our microscope is equipped with two stacked dichroic turrets such that samples can be simultaneously illuminated with red/IR LEDs using a 620-nm shortpass dichroic filter (Chroma Technology Corp.) in the upper turret while also placing the appropriate dichroic (Chroma Technology Corp.) in the lower turret (for TIRF microscopy) or leaving it empty (for confocal microscopy).

Spatial control of opto-PI3K activity in live cells {#s19}
---------------------------------------------------

dHL-60s and imaging hardware were prepared as described in the two preceding sections. For the experiments depicted in [Figs. 3](#fig3){ref-type="fig"} and S1 (B and C), the DMD was configured so that a 100 × 100 array of micromirrors (illuminating a ∼225 µm^2^ area of the field of view located in roughly the center of the 800 × 600 array of the DMD) projected red/IR light from our computer-controlled LEDs, whereas the remaining micromirrors projected IR light from our fixed-intensity IR LED. Using our 514-nm laser, images of YFP-tagged opto-PI3K were acquired every 10 s for 10 min via confocal microscopy. At all times, cells were continuously illuminated with red/IR light from the DMD (see previous section for details). For the first 5 min of our 10-min time courses, our computer-controlled red and IR LEDs were set to 100% and 0% power, respectively, such that only red light was projected through the 100 × 100 array. This box was positioned over the rear third of an actively migrating dHL-60. During the second 5 min of the 10-min time courses, we swapped the orientation of opto-PI3K activity: our computer-controlled red and IR LEDs were set to 0% and 100% power, respectively, so that only IR light was projected through the 100 × 100 array and into the 225-µm^2^ box. The fixed-intensity IR LED was manually switched off so that the remainder of the field of view was "dark." It is important to note here that green light can activate opto-PI3K, though not as potently as red light ([@bib59]). Consequently, although we were imaging cells with our 514-nm laser, we were also simultaneously stimulating opto-PI3K activity in cells across the entire field of view (we note that opto-PI3K translocation to the membrane was observable under these conditions) except for the portion lying within the 225-µm^2^ box of IR light. For a cell partially overlapping this box, opto-PI3K would be confined to the portion of the cell lying outside the box. For control cells where PCB was not added to the media, cells were observed for only the first 5-min period where red light was directed into the 225-µm^2^ box and IR light was directed everywhere else.

For the experiments depicted in Fig. S1 A, the computer-controlled LEDs were placed beyond the DMD, but before the 620-nm shortpass filter, so that the entire field of view could be illuminated with red/IR light while simultaneously imaging using other wavelengths. Opto-PI3K and plasma membrane--bound PhyB-CAAX were imaged by TIRF microscopy using 514- and 561-nm lasers, respectively, every 10 s for a total of 15 min. The entire field of view was initially illuminated using only the IR LED. At 5 min, the IR LED was shut off while simultaneously switching on the red LED to stimulate opto-PI3K activity.

Image analysis {#s20}
--------------

ImageJ (National Institutes of Health), CellProfiler (Broad Institute), and Excel (Microsoft) were used for all image analysis. For the experiments depicted in Fig. S1, the percent change in opto-PI3K activity was determined by first using the TIRF footprint of the PhyB-CAAX channel to create a binary mask for the entire field of view. Within this mask, the ratio of the median opto-PI3K signal to the median PhyB-CAAX signal was plotted over time after background correction of each channel. All data are normalized relative to the 290-s time point, which was assigned a percent change of 0.

For the experiments depicted in Fig. S1 B, a 225-µm^2^ box of red light was positioned over the rear third of an actively migrating dHL-60 cell as described in the preceding section. Cells were observed every 10 s over a 5-min window and scored as "escaping" if, by the end of this observation window, the cell body and 225-µm^2^ box showed no overlap. The experiments depicted in [Figs. 3](#fig3){ref-type="fig"} and S1 C were initially set up identical to those described in Fig. S1 B. However, only cells that remained within the 225-µm^2^ box of red light for the first 5 min were scored. For each 10-s interval of the 10-min time course, the ratio of the area of the cell inside the 225-µm^2^ box to the area of the entire cell body was calculated.

Quantification of PIP~3~ by MS {#s21}
------------------------------

dHL-60s 5 d after differentiation were serum starved by incubation in starvation media (growth media lacking fetal bovine serum) for 45--60 min at 37°C/5% CO~2~ at a density of 2.0 million cells/ml. For light-based experiments, starvation media was additionally supplemented with 4 µM PCB. All time courses were performed at room temperature. For each time point, samples containing 0.6 million cells were added to ice-cold 1 M HCl, pelleted, and snap frozen in liquid N~2~. MS was used to measure inositol lipid levels essentially as previously described ([@bib16]) using a QTRAP 4000 (AB Sciex) mass spectrometer and using the lipid extraction and derivatization method described for cultured cells, with the modification that 10 ng C17:0/C16:0 PtdIns(3,4,5)P~3~ internal standard and 10 ng C17:0/C16:0 PtdIns internal standard were added to primary extracts and that final samples were dried in a speedvac concentrator rather than under N~2~. Measurements were conducted in triplicate on 0.6 million cells per sample. PIP~3~ response ratios were calculated by dividing the PIP~3~ response area by the PIP~3~ internal standard in each sample. To account for cell input variability, these PIP~3~ response ratios were then divided by the phosphatidylinositol response ratios (phosphatidylinositol response area divided by the phosphatidylinositol internal standard response area) determined for each sample.

Phospho-Akt and phospho-Pak time courses {#s22}
----------------------------------------

dHL-60s (5 d after differentiation) were serum starved by incubation in starvation media (growth media lacking fetal bovine serum) for 45--60 min at 37°C/5% CO~2~ at a density of 1.5 million cells/ml. All time courses were performed at room temperature. For light-based experiments, starvation media was additionally supplemented with 4 µM PCB.

For chemoattractant-based time courses (e.g., [Fig. 4 E](#fig4){ref-type="fig"}), 10 nM fMLP was then added to cells, and samples were collected at indicated time points by mixing 0.5 ml of cells with 0.5 ml ice-cold stop solution (20% TCA, 40 mM NaF, and 20 mM β-glycerophosphate). Samples were incubated at 4°C for 1--12 h, after which proteins were pelleted, washed once with 0.75 ml ice-cold 0.5% TCA, and solubilized in 2× Laemmli sample buffer (Bio-Rad Laboratories).

Light-based time courses were performed as described in the preceding paragraph with the following exception. After serum starvation, cells were illuminated with a 740-nm LED for 5 min followed by illumination with a 650-nm LED (Lightspeed Technologies) for 10 min.

Rac\* pulldown assays {#s23}
---------------------

Rac\* was isolated from whole-cell extracts using PAK-GST--coated beads essentially as previously described ([@bib5]). dHL-60s (5 d after differentiation) were serum starved by incubation in starvation media (growth media lacking fetal bovine serum) for 45--60 min at 37°C/5% CO~2~ at a density of 2.0 million cells/ml. For light-based experiments, starvation media was additionally supplemented with 4 µM PCB. After starvation, cells were pelleted by centrifugation at 180 *g* for 5 min and resuspended in mHBSS (150 mM NaCl, 4 mM KCl, 1 mM MgCl~2~, 10 mM glucose, and 20 mM Hepes, pH 7.2) at a density of 20.0 million cells/ml. For chemoattractant-based time courses, 1,000 nM fMLP was added to the cells, samples (10 million cells each) were collected at indicated time points, and then samples were lysed with ice-cold 2× lysis buffer (1× lysis buffer: 25 mM Tris-HCl, 150 mM NaCl, 5 mM MgCl~2~, 1% NP-40, 1 mM DTT, 5% glycerol, 1 mM PMSF, and cOmplete protease inhibitor cocktail \[Roche\]). Cell lysates were then centrifuged at 20,000 *g* for 1 min at 4°C, and supernatants were recovered, snap-frozen in liquid N~2~, and stored at −80°C. Light-based time courses were performed identically, with the exception that cells were pretreated with inactivating IR light for 5 min followed by stimulation with red light.

To perform the pulldown assays, samples were thawed in a room temperature water bath and placed on ice. For each sample, 600 µg of protein was added to 10 µg PAK-GST protein beads (Cytoskeleton, Inc.). Ice-cold 1× lysis buffer was then added to each sample to bring the total reaction volume to 0.9 ml. Samples were incubated at 4°C while rotating for 1 h, followed by centrifugation at 5,000 *g* for 1 min at 4°C to pellet the PAK-GST beads. The supernatant was discarded, beads were washed once with wash buffer (25 mM Tris-HCl, 30 mM MgCl~2~, and 40 mM NaCl, pH 7.5), pelleted, and then resuspended in 2× Laemmli buffer (Bio-Rad Laboratories).

Samples were subjected to SDS-PAGE followed by transfer onto PVDF membranes. Membranes were blocked for ∼1 h in a 1:1 solution of TBS (20 mM Tris and 500 mM NaCl, pH 7.4) and Odyssey blocking buffer (LI-COR Biosciences) followed by overnight incubation at 4°C with Rac1/2/3 antibody (2456; Cell Signaling Technology) diluted 1:500 in a solution of 1:1 TBST (TBS + 0.2% wt/vol Tween-20) and Odyssey blocking buffer. Membranes were then washed 3× with TBST and incubated for ∼1 h at room temperature with an HRP-conjugated goat anti--rabbit antibody (Thermo Fisher Scientific) diluted 1:10,000 in Odyssey blocking buffer. Membranes were then washed 3× with TBST and 1× with TBS followed by incubation with HRP substrate (SuperSignal West Dura; Thermo Fisher Scientific) for 5 min. Membranes were then dried and imaged via chemiluminescence on an Odyssey Fc (LI-COR Biosciences). Analysis was performed using Image Studio (LI-COR Biosciences).

Immunoblot assays {#s24}
-----------------

Protein samples in 2× Laemmli sample buffer (prepared from 0.5--1.0 million cells) were subjected to SDS-PAGE followed by transfer onto nitrocellulose membranes. Membranes were blocked for ∼1 h in a 1:1 solution of TBS (20 mM Tris and 500 mM NaCl, pH 7.4) and Odyssey blocking buffer followed by overnight incubation at 4°C with primary antibodies diluted 1:1,000 in a solution of 1:1 TBST (TBS + 0.2% wt/vol Tween-20) and Odyssey blocking buffer. Membranes were then washed 3× with TBST and incubated for ∼1 h at room temperature with secondary antibodies diluted 1:20,000 in Odyssey blocking buffer. Membranes were then washed 3× with TBST and 1× with TBS and then were imaged using an Odyssey Fc. Analysis was performed using Image Studio. For phospho-Pak and phospho-Akt immunoblots, the ratio of phospho-Pak to total Pak or phospho-Akt to total Akt was calculated. These values were then normalized by scaling each relative to the value of WT or non--latrunculin-treated cells at time point "1 min" for cells stimulated using opto-PI3K or "0.5 min" for cells stimulated with chemoattractant.

Primary antibodies used were phospho-Akt (Ser473; D9E) XP (4060; Cell Signaling Technology), phospho-PAK1 (Ser199/204)/PAK2 (Ser192/197; 2605; Cell Signaling Technology), Akt (pan; 40D4; 2920; Cell Signaling Technology), PAK2 (3B5; 4825; Cell Signaling Technology), PREX1 (D8O8D; 13168; Cell Signaling Technology), ARHGAP15 (N1N3; GeneTex), SH3BP1 (GeneTex), GAPDH loading control antibody (GA1R; Thermo Fisher Scientific), and monoclonal anti--β-tubulin D66 (Sigma-Aldrich). Secondary antibodies used were IRDye 680 RD goat anti--rabbit and IRDye 800 CW goat anti--mouse (LI-COR Biosciences).

Generation of knockout cell lines using CRISPR/Cas9 {#s25}
---------------------------------------------------

WT HL-60 cells were transduced with vectors containing puromycin-selectable gRNAs targeting *PREX1*, *ARHGAP15*, or *SH3BP1*. After selection, cells were then transduced with an *S. pyrogenes* Cas9 sequence fused to tagBFP. Cells expressing high levels of Cas9-tagBFP were collected using FACS, after which a heterogeneous population was obtained as assessed by immunoblot (representative example shown in Fig. S2 A) and sequencing of the genomic DNA flanking the Cas9 cut site (representative example shown in Fig. S2 B). These cells were then diluted into 96-well plates at a density of one cell/well to generate clonal lines, which were again verified by genomic DNA sequencing (representative example shown in Fig. S2 C) and immunoblot ([Figs. 5 B](#fig5){ref-type="fig"}, [7 B](#fig7){ref-type="fig"}, S3 A, and S6 A). Note that P-Rex1 protein was no longer detectable on the immunoblot in our clonal knockout line (compare [Figs. 5 B](#fig5){ref-type="fig"} and S2 A).

To verify that a particular clonal line arose from a single cell, we isolated genomic DNA and sequenced the portion flanking the gRNA annealing site. A variable number of bases were inserted/deleted after repair of Cas9-induced double-strand breaks, and sequencing chromatograms of regions flanking the Cas9 cut site contained multiple (mixed) peaks that corresponded with the slight differences in how the double-strand break at each gRNA-targeted locus was repaired (example shown in Fig. S2 B). As HL-60 cells are pseudodiploid ([@bib28]), each position on the chromatogram within the "mixed peaks" region should contain at most two distinct peaks, indicating a pair of edited loci (example shown in Fig. S2 C). Putative clones containing more than two peaks for a given position on their respective chromatograms could then be discarded, as they would have arisen from two or more cells seeding the same well of a 96-well plate.

Online supplemental material {#s26}
----------------------------

Fig. S1 shows how stimulation of dHL-60s using opto-PI3K drives polarization. Fig. S2 shows validation of CRISPR-mediated genome editing in HL-60 cells. Fig. S3 shows PIP~3~-dependent Pak phosphorylation in an independently generated *PREX1-null* cell line. Fig. S4 shows how actin depolymerization potentiates Rac activity in *PREX1-null* cells. Fig. S5 shows how *ARHGAP15-null* cells exhibit normal opto-PI3K--generated Akt phosphorylation. Fig. S6 shows how the GAP SH3BP1 plays a minor role in PIP~3~-driven Rac activation. Videos 1 and 2 show how recruitment of opto-PI3K to the plasma membrane (global red light illumination) and off of the plasma membrane (global IR light illumination) reversibly regulates cell polarity and pseudopod formation in neutrophil-like dHL-60 cells. Videos 3 and 4 show how subcellular spatial patterning of opto-PI3K activity regulates directional movement in neutrophil-like dHL-60 cells.

Supplementary Material
======================

###### Supplemental Materials (PDF)

###### Video 1

###### Video 2

###### Video 3

###### Video 4
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