A series of Navier-Stokes simulations of a complete Boeing 777-200 aircraft con gured for landing is obtained using a structured overset grid process and the OVERFLOW CFD code. At approach conditions, the computed forces for the 777 computation are within 1.5 of experimental data for lift, and within 4 for drag. The computed lift is lower than the experiment at maximum-lift conditions, but shows closer agreement at post-stall conditions. The e ect of sealing a spanwise gap between leading edge elements, and adding a chine onto the nacelle is computed at a high angle of attack. These additions make a signi cant difference in the ow o ver the wing near these elements. Detailed comparisons between computed and experimental surface pressures are shown. Good agreement is demonstrated at lower angles of attack, including a prediction of separated ow on the outboard ap. Introduction
system of a subsonic commercial aircraft is one of the most di cult problems in Computational Fluid Dynamics CFD. Even in two-dimensions 2D, stateof-the-art CFD codes fail to consistently predict, with su cient accuracy, trends with Reynolds number or trends with ap slat rigging changes. 1 High-lift oweld analysis is also a very important problem for commercial aircraft companies; the payo s for understanding it and designing a more e cient high-lift system for commercial jet transports are quite high. 2 Increases in lift coe cient CL and in lift-over-drag can lead to a simpler high-lift system, resulting in less weight and less noise, as well as increases in both payload and range.
The di culties in simulating high-lift ows come from the severe complexity of both the geometry and the ow eld. The complexity of the ow eld stems from the wing having multi-elements with very small gaps between them, leading to an interaction of various viscous ow phenomena. As stated by Meredith, 2 these ow phenomena include boundary-layer transition, shock and boundary-layer interactions, viscouswake i n teractions, con uent w akes and boundary layers, and separated ows. Since the uid dynamics is dominated by viscous e ects, only a high-delity simulation using the Navier-Stokes equations can provide the accuracy necessary to assist in aircraft design.
Under the Integrated Wing Design IWD element of the NASA Advanced Subsonic Technology AST Program, a signi cant e ort was focused on developing the CFD software tools required to perform pro-duction level CFD analysis of three-dimensional 3D high-lift systems on complete transport con gurations. One of the program milestones was to perform a CFD analysis of an entire high-lift aircraft from CAD to post-processed solution in 50 working days. This milestone was met with a simulation of a Boeing 777-200 landing con guration using an overset structured grid approach, and newly developed scripting software. 3 This accomplishment is a reduction by an order of magnitude in the CFD process time over what was possible three years earlier.
In addition to cycle time issues, a number of other challenges faced by the AST high-lift CFD team were put forth in a report. 4 These issues account for the fact that the current predictive accuracy of 3D NavierStokes methods for high-lift ows could not be readily assessed: there was a lack of su cient 3D experimental high-lift data; only a limited number of 3D high-lift simulations had been conducted, and the available simulations had been done on relatively simple geometries; such simulations required signi cant computational and labor resources; and most viscous computational approaches were not able to simulate the complex geometries found on a high-lift aircraft con guration.
The success of the development of new overset CFD tools, 3 together with the computational and labor resources of the AST program, has removed many of these obstacles. The result is the ability to perform viscous CFD simulations for a number of complex high-lift con gurations and compare them to experimental data, thus providing an accuracy assessment for Navier-Stokes applications to high-lift aircraft. In two companion papers, results are presented for the application of the overset CFD method to the ow o ver a High-Wing Transport aircraft with externally blown aps, 5 and the ow over a three-element trapezoidal wing. 6 The current w ork presents new results for the computed ow over a over a Boeing 777-200 aircraft con gured for landing. The current w ork attempts to validate the overset CFD approach for high-lift aircraft by comparing the computed results to experimental data obtained in the NASA Ames 12-Foot Pressure Wind Tunnel.
In the following sections, this paper presents the geometry and grids used in the current analysis, presents some initial results for the lift coe cient, shows the e ects of sealing a spanwise gap between two leadingedge components and the e ect of adding of a nacelle chine, and presents detailed pressure coe cient comparisons between computed and experimental data for several angles of attack.
Geometry and Grids
The computations simulate a 4.2-scale, full-span model of the Boeing 777-200 aircraft as tested in the NASA Ames 12-Foot Pressure Wind Tunnel. A photograph of this model is shown in Fig. 1 . The major aircraft components included in the computational and experimental models are the fuselage, the main wing, the inboard and outboard leading-edge slats, the Krueger slat, the inboard and outboard aps, the aperon, the ow-through engine nacelle and core-cowl, the engine strut, and the vertical tail. Although landing gear is shown in Fig. 1 , the CFD results were compared with experimental runs with the landinggear o . The experimental model also included a chine on the inboard side of the nacelle. Initially, CAD data for this component could not be found, and so was not included. The de nition of the chine was obtained later and then added to the computational model, as described in a later section. Other details of the model include steps" along the leading-edge of the main wing: the side-of-body SOB step, a step near the strut, and an outboard OB step near the wing tip. The surface grids for the SOB step and the OB step are shown in Figs. 2a and 2b , respectively. In order to simplify the individual component grid generation, the seals between the aps and aperon are omitted. In the experiment, the aps and aperon are partially sealed together. This is done using wax and or tape after the components are installed for each rigging. Thus, the CAD de nition of the components do not represent the actual wind-tunnel model in this regard. As shown in Fig. 3 , two small spanwise gaps about 0.5 of the mean aerodynamic chord are present b e t ween the ap elements in the computational model. It was anticipated that these small gaps would only have a minor e ect on the ow solution. The inboard end of the inboard ap is partially sealed against the fuselage in the wind-tunnel model. In contrast, It was expected that this seal would have a non-negligible e ect on the ow. Therefore, the sealing of the inboard ap against the fuselage was modeled in the computation.
At the leading edge, in the vicinity of the strut, Fig. 4 shows a close-up of the surface grids on the wing leading edge, the Krueger slat, and the inboard slat. Small gaps exist at either end of the Krueger for the CFD model whereas for the wind tunnel model, the spanwise ends of the Krueger were partially sealed against the strut and inboard slat with wax and tape. These small gaps allow the grid generation for each component to proceed independent of the placement of neighboring components. The ends of the ap and slat elements are resolved using wingcap grids that in previous work 7 have been shown to adequately resolve the geometry and near-body ow-eld. Both the leading-edge and trailing-edge brackets are omitted from the CFD model. Trailing-edge apbracket fairings are expected to have a larger impact on the ow than the brackets, and so the three largest ap-bracket fairings are included in the computational simulation: the outboard fairing on the inboard ap and the inboard and outboard fairings on the outboard ap. A closer view of the inboard fairing is shown in Fig. 5 . The fairings are positioned with and sealed against the underside of the wing, but are not connected to the ap surface. The entire grid-system for the Boeing 777-200 was generated on an SGI Octane workstation, with two R10000 195 MHz processors, 896MB of memory, and 13GB of disk space. The execution of the script system which runs the entire grid generation process from the original surface de nition to the nal grid system requires ve hours on this machine. The resulting grid system for the Boeing 777-200 aircraft con gured for landing consists of 22.4 million grid points within 79 overset zones. A view of the surface grids on the entire con guration is shown in Fig. 6 , which plots only every fourth grid line in each computational direction for clarity. An attempt was made to generate grids that would be adequate for all expected ow features based on previous high-lift CFD problems, most of which were simulations of two-dimensional multielement airfoils. Grid spacing of 10 ,6 times the mean aerodynamic chord is applied normal to the surface. This results in y + values on the order of 1.0 for the rst grid point o the surface. Also, the maximum grid-stretching ratio in the normal direction is limited to 1.25. A total of 5617 orphan points approximately 0.02 of the total points remained within the grid system after the overset process; averaging is used to update these points within the ow solver. An orphan point is a boundary point requiring interpolated solution data from a neighboring grid, but for which the software cannot nd a neighbor grid with adequate overlap. 
B777 Flow Simulation and Analysis

Flow Solver
The OVERFLOW 8;9 Navier-Stokes ow solver was used in all of the current computations. This code is written to be e cient for computing very largescale CFD problems on a wide range of supercomputer architectures. On vector supercomputers with very fast secondary memory devices, the OVERFLOW code includes an out-of-core memory management option, such that the total memory used is a function of the largest zone in the grid system, not the total number of grid points. The code is e ciently vectorized, and is written to execute simultaneously on multiple shared-memory processors. For cache-based multiple-processor machines, the code has been parallelized using both a shared memory algorithm, and with a Message-Passing Interface MPI library for non-shared memory systems. For more details, see the works by Jespersen 10 and Taft. 11 Approximately half of the current cases were run using the standard OVERFLOW, version 1.8b, while the rest of the cases were run using OVERFLOW-MLP version 1.8k. The former cases were run on a 16 processor Cray C90 computer, and the MLP version was run on an SGI ORIGIN 2000 machine with 256 processors.
All of the current O VERFLOW computations utilized the third-order Roe upwind-di erencing 12 option, and the Spalart-Allmaras turbulence model 13 with the ow assumed to be fully-turbulent. In the experimental investigation of the 777, no boundary-layer trips were used, and there was no measurement of transition locations. The prediction and modeling of transition for complex 3D geometries is beyond the capability o f the OVERFLOW code. The viscous terms in all three directions are computed, however the cross-derivative viscous terms were not included. These were not used because they add about 10 to the cost of the computation, and because previous test cases have shown that their use does not a ect the solution. The multigrid option 9 to the code was used with three levels. Each O VERFLOW case is run using a local time-step scale of 0.1, a minimum CFL number cuto for the locally varying time-stepping CFLMIN of 5.0, and a CFL number multiplier for the turbulence model CFLT of 4.0. Low Mach number pre-conditioning is not used because this option caused the code to become unstable for the 777 grid system. In these computations, the code was considered converged to a steady-state when the L2 norm of the right-hand side had dropped at least 2 or 3 orders of magnitude for each computational grid, and when the variation in the total lift coe cient w as less than 0.01 over the last 100 cycles.
Flow Conditions
The simulation conditions for the current analysis corresponded to data acquired during wind tunnel Run 421 in the NASA Ames 12-Foot Pressure Wind Tunnel. The model was con gured for landing as de ned by the Flaps-30 setting. The ow had a free-stream Mach number of 0.2, a total pressure of 4.5 atmospheres and a Reynolds number based on the mean aerodynamic chord of 5.8 million. The simulation was conducted in free-air; no wind-tunnel mounting hardware was modeled. The experimental data used for the comparisons was corrected for wind-tunnel wall and blockage interference, but excludes tare and interference corrections for the bi-pod mounting device.
Five solutions were computed using the grid system for the initial geometry. These were computed at angles of attack of 4, 8, 12, 16, and 20 
to the free-stream initial conditions, even though the change from the restarted solution is small. As a point of reference, the di erence in CL at = 8 degrees with the addition of the ap fairings was 1.8 lower, and the drag coe cient CD was 1.5 lower. Figure 7 shows the convergence history for CL for the cases computed at 4, 8, and 12 degrees angle of attack. Due to the proprietary nature of this data, the values cannot be included on the y-axis of this and other subsequent plots. These three cases converged in an average of 2160 cycles, and required an average of 194 C90 CPU hours per case. This convergence rate is fairly typical of all runs, however the cases at higher angles of attack usually require more cycles. The lift polars for the rst ve runs are plotted in Fig. 8 . The computed CL di ers from the experimental lift by less than 2 percent for the lower angles of attack. However, this gure shows that the computed ow stalls at a much lower angle of attack than the experiment. Further investigation of the solution at = 16 degrees shows that the Krueger slat experiences separated ow.
Krueger
Inboard Slat a. Close view of ow o ver Krueger.
b. View of inboard portion of wing. Fig. 9 . Mach contours and particle traces at = 1 6 for initial geometry. Figure 9 shows a close-up of the ow over the Krueger using both particle traces and Mach-number contours. The solid Mach-number contours are drawn in the range of 0.0 to 0.1, and show regions of slower ow. This gure shows how a v ortex is formed by o w traveling upward through the small gap between the Krueger and the inboard slat. This vortex ows over the top of the Krueger, lifting the ow o the surface of the Krueger, causing the ow to separate. In Fig. 9b , it can be seen that as this passes onto the upper surface of the wing, the adverse pressure gradient causes rapid expansion, creating a large stall region on top of the wing.
These results suggest that one source of the discrepancy between the computations and the experiment a t high angles of attack is the small spanwise gap in the computational model between the Krueger slat and the inboard slat. In the experiment, this gap is partially sealed using tape and wax; the exact experimental geometry is di cult to duplicate. In an e ort to seal this gap, the two elements were combined into a single inboard slat element, which creates the maximum amount of sealing possible. This modi cation required a slight rounding of the wing leading edge step. Figure 10 shows an image of the modi ed Krueger and inboard slat. A second grid system was built with this geometry modi cation and a ow case was run at an angle of attack of 16 degrees. The lift coe cient for this new run was only about 3 higher than the previous case, and so the result was not as dramatic as expected. At the time this case was run, a CAD representation of the nacelle chine was nally located, and so this piece of the geometry was added to the computational model. Figure 10 shows the chine mounted on the inboard side of the nacelle. A third grid system was built with the chine added to the second grid system, and another case was run at an angle of attack o f 1 6 degrees. This resulted in a CL which was about 5 higher than the rst grid system calculation at this angle of attack, which is still signi cantly lower than the experimental lift. A single grid was used to add the chine, which provided resolution for the near wake o f the chine, but did not provide extra resolution for the vortex as it convects downstream over the wing. While the wing grid has adequate o -body resolution for the slat wake, the chine vortex may not have adequate grid resolution. Figures 11 and 12 show plots of Mach-number contours and particle traces over the inboard region of the wing for these two geometry modi cations. Figure 11 includes just the sealing of the Krueger and slat spanwise gap, and Fig. 12 shows the ow after addition of the chine to this geometry. The sealing of the slats does reduce the amount o f l o w-speed ow over the wing aft of the strut, however it also increases the amount of separated ow at the wing root. The addition of the chine further reduces the amount of low-speed air aft of the strut and nacelle. The third geometry with the sealed slats and the chine was also used to compute the ow a t angles of attack of -5.5, -1.1, 4, 8, 12, and 20 degrees. The lift coe cient v ersus angle of attack is plotted in Fig. 13 for The pressure coe cient Cp data is presented here for the third geometry. The Cp data is plotted for spanwise locations of 13, 20, 30, 60, and 79; these locations are illustrated in Fig. 15 .
In
elements can be seen. The rst column in the plot is the slat, the second is the main wing, and the remaining columns are the aps. The CFD results are plotted with solid lines, and the experimental results are plotted with circles. Within each individual gure, the Cp scale is the same for all of the spanwise cuts. The computational results are compared with experimental data from the nearest corrected angle of attack available. The reason that many of the cases were computed at angles of attack not corresponding to a corrected experimental is that none of the experimental data was made available to the high-lift CFD team until after several cases were initially computed. Note that the only experimental data available for the leading-edge devices is on the Krueger at the 30 span station. In general, good agreement is seen between the experiment and the computations. One region in which there is consistently a di erence is on the inboard end of the leading inboard ap, on the upper-surface. Here, the computed suction peak is consistently higher than the experimental results, producing more lift in the computations on the leading inboard ap and the main wing than in the experiment. This location is very close to the rear bi-pod support in the experimental model, which includes a very large hole on the underside of the fuselage near this ap. This is a possible cause for this discrepancy. Other than this di erence, the agreement b e t ween the experiment and computation for = 4, 8, and 12 is excellent. In particular, the indication of ow separation on the outboard ap is seen at 60 span in both the experiment and the computation by a at section in the pressure curve o ver the aft portion of the upper surface at these angles of attack. Figure 20 shows the results at 16 degrees angle of attack. The inboard Cp data shows a picture consistent with Fig. 12 : the computed ow is stalled at the wing root. The experimental Cp data shows a much higher leading-edge suction peak, indicating that it has not stalled at the wing root. Figure 21 shows Cp data at 20 degrees angle of attack. This shows that in both the experiment and the computed ow, the wing is stalled at all the inboard sections, but still attached at the outboard sections. The computed upper surface pressures are consistently higher than the experiment, and thus the computed lift is too low.
The reason for this large discrepancy at higher angles of attack is not known at this time. Possible reasons for the early stalling of the CFD model include: a discrepancy between the computational and experimental geometries; inadequacies in the turbulence modeling; transition e ects; insu cient grid resolution in the wing-root region or at the inboard end of the inboard slat; and wind-tunnel e ects, including both wind-tunnel walls and bi-pod mounting e ects. The possibility of a di erence in the geometry is an issue, even though it is believed that the computational model of the inboard slat is trimmed at the same inboard plane as the experimental model, a small di erence in the spanwise extent of this element can greatly e ect the ow o ver the wing root. Given additional time and resources, the rst thing to try would be to extend the inboard slat spanwise so that it seals against the fuselage, which should maximize the lift generated by the inboard wing.
Summary and Conclusions
An overset approach has been used to compute the ow o ver an entire Boeing 777-200 aircraft con gured for landing. The computed results have been compared with experimental data acquired in the NASA Ames 12-Foot Pressure Wind Tunnel. Good agreement between the two is seen for the lift and drag coe cients at lower angles of attack: at approach conditions, the computational lift is within 1.5 of the experiment, and the computed drag is within 4. However, the computational model under-predicts the lift at higher angles of attack, and misses maximum lift by nearly 11. Several di erences between the experimental model and the computational geometry exist. Most of these di erences involve spanwise gaps between high-lift elements which are not present in the wind-tunnel model. The e ect of completely sealing the gap between the inboard slat and the Krueger slat was demonstrated, as was the e ect of adding the inboard chine. Both had a dramatic e ect on the ow over the wing aft of the strut and nacelle, but did not dramatically increase the lift as the ow o ver the wing root began to stall.
The current w ork represents a big improvement i n the ability to perform viscous CFD analysis of high-lift aircraft. The use of the overset-grid approach makes it possible to develop a grid system for a complete highlift aircraft in several working weeks, which can then be used to study design trades-o s with only a few days of work. The computational cost of computing numerous conditions, however, is substantial. The accuracy of the current approach is excellent a t l o wer angles of attack, but the inability to compute maximum lift will limit the usefulness of viscous CFD analysis as a production design tool. Further work needs to be done to understand the reason for the poor agreement at maximum-lift conditions. 
