Abstract-Recently, it has been shown that synthesis of some circuits is quite difficult for conventional methods. In this paper we present a method of minimization of multi-level logic networks which can solve these difficult circuit instances. The synthesis problem is transformed on the search problem. A search algorithm called Cartesian genetic programming (CGP) is applied to synthesize various difficult circuits. Conventional circuit synthesis usually fails for these difficult circuits; specific synthesis processes must be employed to obtain satisfactory results. We have found that CGP is able to implicitly discover new efficient circuit structures. Thus, it is able to optimize circuits universally, regardless their structure. The circuit optimization by CGP has been found especially efficient when applied to circuits already optimized by a conventional synthesis. The total runtime is reduced, while the result quality is improved further more.
INTRODUCTION
In present time, logic synthesis experiences a newborn interest of researchers. Most of the currently used gate-level synthesis algorithms and processes have been established in 1980's and they are being used in today's commercial tools. Various types of circuit decompositions [1, 2, 3, 4] , resynthesis processes [4, 5] and technology mapping [6, 7, 8] have been proposed at that time. Non-commercial open-source synthesis tools MIS [9] , SIS [10] and MVSIS [11] , implementing these algorithms were offered by Berkeley Logic Synthesis and Verification Group. Recently, their research shifted towards a different internal network representation: the And-Inverter Graphs (AIGs) [12] . These are more scalable than standard tabular (PLA) circuit nodes representations and new, more flexible synthesis and mapping algorithms may be applied upon these structures [13, 14, 15] . A synthesis tool ABC [16] implementing these algorithms came as a successor of SIS and MVSIS and its development still continues.
Basically, any present logic synthesis process is based on some kind of decomposition and resynthesis, followed by technology mapping. It has been shown that the decomposition shall satisfy the property of NPN-completeness [17] to reach satisfactory results, in terms of circuit area. A capability of XOR decomposition has been found essential for numerous circuits [18] . Unfortunately, the XOR decomposition is not implemented in ABC. We have found that a non-commercial tool BDS [19] performs all kinds of decompositions (AND, OR, XOR, MUX) efficiently.
Despite of all the late and recent developments in logic synthesis, current tools are not able to cope with newly emerging designs. Not only their ever-increasing size becomes a problem; there have been discovered very small circuits, for which synthesis tools produce extremely bad results [20] . Here the area of the synthesized circuits is of orders of magnitude higher than the optimum. Even though circuits presented in [20] were artificially constructed, their design is rather realistic, e.g., judging by their Rent's exponent. These circuits were originally constructed to test capabilities of look-up table (LUT) mappers. Lately we have found a huge class of real circuits for which synthesis crucially fails as well [21] . This failure is a problem of both academic (SIS, ABC) and commercial tools. If a large design is broken down to multiple smaller circuits and failures of this kind occur, we obtain an unacceptably large circuit without having any clue of the reason.
Summarized, up to our knowledge no available conventional synthesis process is able to efficiently discover disclosed structures and to create new, non-standard structures. The synthesis mostly fully relies on local optimizations [12] . Therefore, using some kind of global optimization may overcome drawbacks of present local synthesis algorithms. Genetic programming (GP) thus becomes an apparent option. The major feature of GP is that it does not employ any deterministic synthesis algorithm; all the optimizations are being done implicitly, without any structural biases.
In the area of evolutionary design various search-based algorithms have been proposed for circuit synthesis in the recent years. The main motivation was to discover novel circuit implementations that are unreachable by conventional synthesis methods. Cartesian Genetic Programming (CGP) is a method capable of efficient digital circuit synthesis purely on the basis of behavioral specifications [22, 23] . For example, CGP has discovered the implementations of small multipliers that require fewer gates than the best known conventional implementations (the mean gate number reduction is 18% [24] ). However, a common drawback is that CGP does not scale well because of a very time consuming evaluation of candidate circuits. Although there are many papers on synthesis of ordinary circuits using CGP [24, 32, 33] , the use of CGP for synthesis of conventionally hard to synthesize circuits was completely overlooked.
We present a method of circuit optimization/resynthesis using Cartesian genetic programming especially targeted to circuits that are difficult for conventional synthesis. Since the CGP is rather time-consuming, its most efficient application is as a post-synthesis. First, the circuit is processed by a standard synthesis, e.g., by ABC or BDS, and then it is further optimized by CGP. However, CGP reaches very good results even when starting from a non-optimized network. We show that CGP is able to implicitly perform many synthesis processes, like XOR decomposition. CGP is able to efficiently optimize circuits even having an artificially introduced "misleading" structure. The good structure is mostly discovered by CGP. As a result, CGP always significantly improves the processed network. We haven't found any conventional synthesis process reaching that quality results.
The paper is organized as follows: principles of the Cartesian Genetic Algorithm are presented in Section II., classes of hard-to-synthesize circuits are described in Section III. Details of the circuit optimization by CGP are given in Section IV. and experimental results in Section V. Section VI. concludes the paper.
II. CARTESIAN GENETIC PROGRAMMING
Cartesian Genetic Programming, introduced by Miller and Thompson [22] , is a widely-used method for evolution of digital circuits and programs. In CGP, a candidate circuit is modeled as an array of u (columns) and v (rows) of programmable elements (gates). The number of circuit inputs, n i , and circuit outputs, n o , is fixed. Each node input can be connected either to the output of a node placed in the previous L columns or to some of the circuit primary inputs. Feedback is not allowed in the basic version of CGP. Each node is programmed to perform one of n a -input functions defined in the set Γ (n f denotes |Γ|). As Figure 1 shows, while the size of the chromosome is always fixed, the size of phenotype is variable (i.e. some nodes are not used). Each node is encoded using three integers (x, y, z) where x denotes the index for the first input, y denotes the index for the second input and z is the function code. Every individual is encoded using u.v(n a + 1) + n o integers.
CGP operates with the population of 1+λ individuals (typically, λ = 4-20). The initial population is either randomly generated or seeded using a conventional design. Every new population consists of the best individual of the previous population and its λ offsprings created by a point mutation (h genes (integers) of the chromosome are randomly modified). In the case when two or more individuals have received the same fitness score in the previous generation, the individual which has not served as the parent will be selected as the new parent. This strategy is used to ensure the diversity of the population and is considered as a key attribute of CGP.
One of possible approaches to evaluation of a candidate individual (circuit) is to apply all possible assignments to the inputs and measure the number of resulting bits that are correct with respect to the specification. The higher number of correct resulting bits, the higher fitness score. Other approaches to fitness calculation utilize training/test sets or a kind of formal verification [25] . 
III. HARD TO SYNTHESIZE CIRCUITS

A. LEKO and LEKU Benchmarks
Up to the knowledge of the authors, circuits "difficult" for conventional and current synthesis processes were introduced in [20] for the first time, originally to test the performance of LUT (look-up table) mappers. Even commercial tools were not able to manage the "misleading" benchmarks structure; the results were more than 500-times the optimum size. These circuits were called LEKO (Logic Examples with Known Optimum) and LEKU (Logic Examples with Known Upper Bound) benchmarks. The LEKO benchmarks are constructed by multiple replicating a relatively small circuit having n inputs and n outputs (n=5, 6), given as a Boolean network of two-input nodes. Optimum mapping into look-up tables with 4 inputs (4-LUTs) is known. After the circuit replication, there is a path from each input to each output. It has been proven that the optimum mapping of the entire circuit retains the mapping of the core circuit. Hence, the optimum multiplied circuit size is equal to the respective multiple of the original circuit size.
The LEKU benchmarks are constructed by collapsing the LEKO circuits into two-level sum-of-product (SOP) descriptions, followed by technology mapping. As a result of this process, the circuit's original structure is completely obscured. Consequently, the circuit description (network) size grows up significantly, since the obtained SOP is very large. Technology mapping run upon the SOP just decomposes the huge AND and OR gates, producing a network of numerous 2-input NAND gates.
Since the LEKU circuits are functionally equivalent to the LEKO ones, their expected size is known. However, even better designs could be theoretically obtained, if the circuits were synthesized and mapped properly. Therefore, the LEKO size is the upper bound imposed on the size of the LEKU circuits.
B. Realistic LEKU Benchmarks
The Cong & Minkovich's LEKU circuits are basically constructed by intentionally introducing a bad structure into the replicated core circuit; the circuit is made artificially large. This process may be performed on other, realistic benchmark circuits as well. Collapsing a multi-level network into a two-level circuit completely destroys the original structure, which is then very difficult to be recreated. Processing the circuit by a global BDD [29] does the same job. The size of the circuit usually significantly grows up, as in the LEKU case.
C. Difficult Standard Benchmark Circuits
Designers have objected to the Cong & Minkovich's LEKU circuits [20] , since they are artificially constructed. However, we have discovered circuits from the standard LGSynth'93 benchmark set [27] , which are difficult to synthesize as well. Particularly, the capability of XOR decomposition is required to synthesize these circuits properly. Without using XOR decomposition, the synthesized circuits are sometimes more than 25-times larger. Unfortunately, the XOR decomposition is not performed in all the available tools (SIS, ABC), except of BDS [19] . Many commercial tools are missing this ability as well.
D. Parity Benchmark Circuits
Recently we have encountered a new class of hard-tosynthesize realistic circuits. These circuits are constructed by appending a XOR tree to the circuit's outputs, to obtain one parity bit [28] . The upper bound of the area is the sum of the original circuit size and the size of the XOR tree. The circuit may be then resynthesized, with the hope of decreasing its size. We have found that conventional synthesis tools are not able to minimize the circuit size efficiently, unless it is collapsed into a two-level SOP network and resynthesized [28] . This process fully resembles the construction of the artificial LEKU benchmarks. The results of the resynthesis are spun between two extreme cases: at the "good" end, the circuit size is significantly reduced with respect to the upper bound, at the other end the size explodes [21] . The reason for the size explosion is the same as for the LEKU benchmarks -the obtained SOP is too large and the subsequent synthesis is not able to rediscover the original circuit structure. The need for XOR decomposition has been emphasized even more in these experiments.
Tools not able to perform the XOR decomposition sometimes produced results 50-times larger than the upper bound.
E. Tautology and Near-Tautology Benchmarks
A different kind of artificially complex benchmarks can be created by generating large random SOPs. If the number of product terms in the SOP exceeds a particular threshold, the function turns into tautology. Notice that the SOP may be constructed of terms of higher dimensions, not only minterms. Functions described by SOPs with the number of terms near this tautology threshold are usually very simple -they are "near-tautologies". Two-level minimization [30] must be run in order to discover the true nature of functions described by these "big" SOPs. However, ABC and commercial tools do not do so. If this SOP (in form of a PLA or mapped into technology) is submitted to the synthesis, huge circuits are produced.
IV. NETWORK OPTIMIZATION BY CGP
CGP is used according to its definition in Section II. In this paper we always use v = 1 and L = u. This setting imposes no structural restrictions on generated combinational circuits. CGP is seeded using a solution obtained from a conventional synthesis method. Experience shows that some redundancy is beneficial to the search process [25] . When CGP is applied on the result of conventional synthesis, then u equals the number of gates of the circuit resulting from conventional synthesis. Γ contains the gates conventional synthesis gate library. The particular CGP parameters are given in Section V.
Various approaches to fitness calculation can be utilized. For small circuits (with up to approx. 15 inputs), the fitness value of a candidate circuit is defined as:
where B is the number of correct output bits obtained as a response for all possible assignments to the inputs, g denotes the number of gates utilized in a particular candidate circuit and u.v is the total number of gates available. The last term (u.v -g) is considered only if the circuit behavior is perfect, i.e. B = n o .2 ni ; otherwise the fitness value equals B.
For larger circuits where the complete truth table evaluation is intractable, the candidate circuit is verified against the reference circuit using a SAT-based combinational equivalence checking algorithm. In order to evaluate the SAT-instances produced by the verification algorithm effectively, we have used a well-known SAT solver Minisat [26] which can be embedded into a custom application. The result of the verification algorithm is a Boolean value. If the value is negative (i.e., the candidate circuit and the reference circuit are not functionally equivalent) then the fitness score is zero. If the value is positive, the fitness value equals g.
In this paper we have used the second approach since only a few investigated circuits have less than 15 inputs.
V. EXPERIMENTAL RESULTS
In this paper, optimization of combinational circuits given by a Boolean network of single-output internal nodes is considered. The nodes represent standard technology library gates. By network optimization we mean reducing the number of its nodes, thus reducing the area. The circuit delay is not considered, however it could be taken into account by modifying the CGP fitness function.
A. Experimental Setup
As for the synthesis process in ABC [16] , we have used an extended choice resynthesis script, see Fig. 2 , followed by technology mapping (ABC map command). All the circuits were mapped into the MCNC technology library [31] limited to 2-input gates only, for simplicity. The script was iterated 1000-times, to obtain better results.
fraig_store; resyn; fraig_store; resyn2; fraig_store; resyn2rs; fraig_store; share; fraig_store; fraig_restore As for the CGP-based optimization, we have used the following parameters. Each CGP node can implement one of the eight basic functions Γ = {ID, NOT, AND, OR, XOR, NAND, NOR, XNOR}, where ID denotes the identity function. According to the preliminary experiments, we have chosen λ=2 and h=1 since this setup provided the best results.
We have used the following scheme for all the experiments: in the first step, the optimized circuit is converted from the BLIF file format to the CGP representation described in Section II. Since each circuit consists of the Γ gates only, the number of CGP columns corresponds to the number of circuit gates. Then, 50 independent experiments (runs) are performed for each circuit. A single run of CGP is terminated after 5 hours. Finally, the best result (i.e. the circuit with the minimal number of gates) is identified and converted to the BLIF file format. This file is then processed by the ABC command sweep, in order to remove possible identity gates and inverters.
Note that the CGP is usually terminated when the predefined limit of generations is reached. However, this criterion is unpractical in this case as the time of the fitness evaluation depends on the structural properties of the optimized circuit rather than the number of inputs and gates. The limit has been chosen as a trade-off between the required runtime and the obtained results. There are circuits that require only a fraction of the predefined runtime as well as there are circuits that can be further optimized. However, the same stopping criterion problem occurs in the ABC synthesis as well.
B. Processed Circuits
We present all the results in one summary table, so that the reader will be able to better relate the corresponding data. However, particular observations are discussed in separate subsections.
To test the CGP capabilities, we have processed a set of hard-to-synthesize benchmarks. Each circuit was generated by a specific synthesis process. All benchmarks belong to the categories described in Section III. The circuits were mapped into 2-input gates, as described in the previous Subsection.
Details are shown in Table I . After the benchmark name the numbers of its inputs (n i ), outputs (n o ) are shown. The description of the benchmark follows. The origin of the circuit is given, with the respective class presented in Section III (A-E). The benchmark name is retained from its benchmark set, the suffix "_p" indicates the parity tree attached to its output (Subsection III.C), the suffix "_c" means that the circuit was collapsed into a two-level description and mapped. The size of the benchmark, in terms of numbers of two-input gates is shown in the "gates" column.
C. CGP Used as a Primary Optimization Process
First, we have compared the CGP optimization with ABC, when run as primary optimization processes. The results are shown in Table I . columns "ABC" and "CGP". The ABC synthesis script used and the CGP parameters are described in Subsection V.A. The area obtained by CGP, in comparison with ABC is shown in the "CGP vs. ABC" column. It can be seen that CGP almost always outperforms ABC, sometimes significantly. The ABC resynthesis completely fails in these cases, while CGP is able to implicitly discover beneficial circuit structures. It is most apparent in the tautology and neartautology examples. In cases where the difference between ABC and CGP is negligible, most probably the global optimum is approached by both methods.
There may be discussions regarding incomparable ABC and CGP runtimes. The ABC synthesis tool definitely requires less than 5 hours. However, repeating the ABC resynthesis script more than 1000 times usually does not bring any improvement; the synthesis quickly converges to a local minimum. So it was meaningless to repeat the resynthesis more times. The convergence curve for the in6_p_c benchmark is shown in Fig. 3 . This circuit was selected because it has the slowest convergence of all the processed circuits. On the other hand, CGP could yet produce better results, if it was run longer. The in6_p_c convergence curve, for a 5 hour run, is shown in Fig. 4 . 
D. CGP Used for a Post-Synthesis Optimization
Next, we have run the CGP to optimize circuits obtained by a conventional synthesis. Each of the presented benchmark categories requires a specific synthesis process, to obtain satisfactory results. Generally, it is the capability of XOR decomposition for C and D categories and collapsing for A, B, and E. We have processed the benchmarks by the respective processes and further minimized by the ABC script (V.A), to obtain the "best conventional solution". The numbers of gates are shown in Table I . "Best conv." column.
Then, we have processed these circuits by CGP. The results are shown in the "Best conv.+CGP" column and the percentage improvement achieved is shown next. It can be seen that the conventional solution was almost always improved. The average improvement was 20%.
E. Proof of Deep Local Minima
We have tried to further optimize the CGP optimized circuits, by running the ABC resynthesis script. Surprising results were obtained, see columns "CGP+ABC" and "Best conv.+CGP+ABC". The results were almost always deteriorated by ABC. This gives us a hint that CGP is able to find a very deep local minimum in the circuit size, to refine the structure so that no other synthesis can improve it further more.
VI. CONCLUSIONS
We have presented a circuit optimization method based on Cartesian genetic programming (CGP). Experiments have shown that a significant area improvement can be reached this way. CGP is able to implicitly discover "good" structures in circuits, for which conventional synthesis completely fails. As a result, CGP can be efficiently used as a primary circuit optimization process, which, as we have found by processing numerous benchmark circuits, universally produces good results, regardless the original circuit structure.
The main drawback of the CGP optimization is a long runtime required to obtain satisfactory results, especially for large circuits. However, for the cost of runtime, CGP is able to produce results that conventional synthesis is never able to reach. The long runtime drawback may be partially compensated by running CGP as a post-synthesis process. The original circuit is first maximally reduced by a conventional synthesis and then optimized by CGP. As a consequence, the circuit size can be further reduced.
