Generative Adversarial Networks (GANs) are powerful class of generative models in the deep learning community. Current practice on large-scale GAN training [1] utilizes large models and distributed large-batch training strategies, and is implemented on deep learning frameworks (e.g., TensorFlow, PyTorch, etc.) designed in a centralized manner. In the centralized network topology, every worker needs to communicate with the central node. However, when the network bandwidth is low or network latency is high, the performance would be significantly degraded. Despite recent progress on decentralized algorithms for training deep neural networks, it remains unclear whether it is possible to train GANs in a decentralized manner. In this paper, we design a decentralized algorithm for solving a class of non-convex non-concave min-max problem with provable guarantee. Experimental results on GANs demonstrate the effectiveness of the proposed algorithm. Abstract for: Smooth Games Optimization and Machine Learning Workshop (NeurIPS 2019), Vancouver, Canada.
Introduction
Generative Adversarial Networks (GANs) [5] are very effective in modeling high dimensional data such as images, but are notoriously known to be difficult to train. The recent progress on large-scale GAN training [1] suggests using distributed large-batch training techniques on large models. Their algorithm is based on centralized network topology, in which each worker computes the local stochastic gradient based on its local data and send it to the central node, and the central node aggregates the local stochastic gradients together, updates the model parameters by first-order methods and then sends the parameters back to each worker. The central node is the busiest node since it needs to communicate with each worker concurrently, which is the main bottleneck of centralized algorithms since it could lead to communication traffic jam when the network bandwidth is low or network latency is high. To address this issue, decentralized algorithms are usually considered as a surrogate when the cost of centralized communication is prohibitively expensive. In decentralized algorithms, instead, each worker only communicates with its neighbors and no central node is needed.
Decentralized algorithms are well-studied in the literature [21, 24, 25, 11] . However, all of them are designed for solving convex or non-convex minimization problems, and none of them are directly applicable for non-convex non-concave min-max problems such as GANs. This motivates us to consider the following question:
Is it possible to design decentralized algorithms for solving non-convex non-concave problems with provable guarantee?
In this paper, we give a positive answer to this question by designing the first decentralized algorithm for solving a class of non-convex non-concave min-max problem with theoretical guarantee, which is also verified by numerical experiments.
Our problem of interest is to solve the following stochastic optimization problem: min
where U, V are convex and compact sets, F (u, v) is possibly non-convex in u and non-concave in v, ξ is a random variable following an unknown distribution D. In the context of GANs, u and v stand for the parameters for generator and discriminator respectively.
If F (u, v) is convex in u and concave in v, there is a series of work [18, 16, 19, 17, 8, 4] providing algorithms and establishing non-asymptotic convergence to saddle point, i.e. the point
for any u ∈ U and any v ∈ V. However, when F (u, v) is non-convex in u and non-concave in v, finding the saddle point is NP-hard in general. In this case, recent works commonly resort to finding an -stationary point if the function is smooth, i.e., to find • We design and analyze an algorithm called Decentralized Parallel Optimistic Stochastic Gradient (DPOSG) and establish its non-asymptotic convergence.
• Our empirical studies demonstrate the effectiveness of the proposed algorithm. We demonstrate that DPOSG enjoys speedup compared with a single machine baseline when training WGAN-GP on CIFAR10 .
Preliminaries and Notations
We use · to denote the Euclidean norm. At every point x ∈ X , we only have access to a noisy observation of g, i.e., g(
, where ξ is a random variable. In the subsequent of this paper, we use the term stochastic gradient to stand for g(x; ξ).
Throughout the paper, we make the following assumption:
(iii). g(x) ≤ G for ∀x ∈ X .
(iv). There exists x * such that g(x), x − x * ≥ 0.
Remark: The Assumptions (i), (ii), (iii) are usually made in optimization literature and are standard. The Assumption (iv) is used frequently in previous works for analyzing algorithms for solving non-monotone variational inequalities [7, 14] . For nonconvex minimization problem, it has been shown that this assumption holds when using SGD for learning neural networks [10, 9, 28].
Decentralized Parallel Optimistic Stochastic Gradient
In this section, inspired by the algorithm in [7, 3] in the single-machine setting, we propose an algorithm named Decentralized Parallel Optimistic Stochastic Gradient (DPOSG), which only allows decentralized communications between workers and there is no central node as in the centralized setting which requires communication with each node concurrently in each iteration. Instead, information is only exchanged between neighborhood nodes in the decentralized setting.
Suppose we have M machines. Denote W ∈ R M ×M by a doubly stochastic matrix which satisfies
In distributed optimization literature, W is used to characterize the decentralized communication topology, in which W ij characterizes the degree of how node j is able to affect node i, and W ij = 0 means node i and j are disconnected.
Denote λ i (·) by the i-th largest eigenvalue of W , then we know that λ 1 (W ) = 1. In addition, we assume that max (|λ 2 (W )|, |λ M (W )|) < 1.
Denote z i k ∈ R d×1 (and x i k ∈ R d×1 ) by the parameters in i-th machine at k-th iteration, and both z i k and x i k have the same shape of trainable parameter of neural networks (the trainable parameters of discriminator and generator are concatenated together in GAN setting). Define
are concatenations of all local stochastic gradients and their corresponding unbiased estimates. The Algorithm is presented Algorithm 1.
Remark: In both line 3 and line 4, X k−1 W t is the weight averaging step, which can be implemented in parallel with stochastic gradient calculation step (evaluating g(ξ k−1 , Z k−1 ) and g(ξ k , Z k )). When we encounter a large batch in training deep neural networks, the running time spent on stochastic gradient calculation usually dominates that on the weight averaging step in every iteration, so the elapsed time in this case is almost the same as the time spent on the gradient calculation step. This feature makes our algorithm practical and numerically attractive.
To establish our convergence result, we need the following assumption.
Remark: Assumption 2 holds when we use normalization layers in the discriminators and the generator such as spectral normalization of weights [15] , that will keep the norms of the weights bounded. Regularization techniques such as weight decay also ensures that the weights of the networks remain bounded throughout the training. Theorem 1. Suppose Assumptions 1 and 2 hold. Denote m by the size of minibatch used in each machine to estimate stochastic gradient.
. Take η ≤ min
Remark: Our goal is to make sure 1 N N −1 k=0 E g(z k ) 2 ≤ 2 and Theorem 1 establishes a nonasymptotic ergodic convergence. In the single-machine setting, to find the -stationary point, the algorithm in [7] requires the minibatch size to be dependent on . However, in practice, it is not reasonable to assume m to be dependent on in single-machine setting since the machine has a memory limit. Handling such a large minibatch could incur some significant system overhead. When m is a constant independent of , then the algorithm in [7] cannot be guaranteed to converge tostationary point. In the multiple-machines setting, mM is the effective batch size, and we can choose m to be constant and M to be dependent on (since there is no restriction about choosing the number of machines M ). 
Empirical Studies
Software and Hardware PyTorch 1.0.0 is the underlying DL framework. We use the CUDA 10.1 compiler, the CUDA-aware OpenMPI 3.1.1, and g++ 4.8.5 compiler to build our communication library, which connects with PyTorch via a Python-C interface. The decentralized communicatino scheme in DPOSG is similar to that in [11] . In addition, we overlap the gradients computation with the weights exchanging and averaging to further improve runtime performance. An implicit barrier is enforced at the end of each iteration so that every learner advance in a lock-step. To compare speedup, we also implemented CPOSG. In CPOSG, conceptually every worker runs Optimistic Stochastic Gradient [3] and sends the model parameters to the central node in each iteration, and the central node takes the average of the model parameters and sends it back to each worker. Nvidia NCCL [20] , a state-of-the art allreduce implementation, is used as the communication mechanism in CPOSG. We develop and experiment our systems on a cluster which has 4 servers in total. Each server is equipped with 14-core Intel Xeon E5-2680 v4 2.40GHz processor, 1TB main memory, and 4 Nvidia P100 GPUs. GPUs and CPUs are connected via PCIe Gen3 bus, which has a 16GB/s peak bandwidth in each direction. The servers are connected with 100Gbit/s Ethernet.
Dataset, Models and Experimental Results
We conduct experiments on Wasserstein GAN with Gradient Penalty [6] on CIFAR10 data. The neural network architectures and hyperparameters are the same as in [6] . Figure 1 depicts the convergence rate of DPOSG, compared to the baseline using single machine (Optimistic Stochastic Gradient on a single machine [3] ) . The x-axis is the number of iterations, and the y-axis is the Inception Score (IS) [22] . Baseline was trained with a batch size of 256. We ran experiments with 4 learners (batch size 64 per learner), 8 learners (batch size 32 per learner) and 16 learners (batch size 16 per learner). Since the models on each learner are different at any time, the orange band shows the lowest IS of a learner and the highest IS of a learner when measured. DPOSG largely matches the baseline convergence. Figure 2 depicts the speedup comparison between CPOSG and DPOSG. We plot both the speedup for strong scaling where total problem size is fixed (i.e. total batch size is fixed to 256) and the speedup for weak scaling where problem size per learner is fixed (i.e., batch size 16 for all learners). DPOSG outperforms CPOSG when number of learners is large (e.g. 16). Our hardware platform runs on a very fast network (i.e., 100 Gbit/s Ethernet). DPOSG is expected to have even better performance than CPOSG when the network is slow [11, 12] .
Conclusion
We present DPOSG, a decentralized algorithm for a class of min-max problems with provable guarantees and verified by empirical studies. In the future, we plan to run benchmarks on commodity cloud systems where network speed is not as fast to further compare DPOSG and CPOSG. Also, we leave the development of the asynchronous version of DPOSG as proposed in [12, 26, 27] to future work.
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A Proof of Theorem 1
Denote · by the 2 norm or the matrix spectral norm depending on the argument. Denote · F by the matrix Frobenius norm.
Define e i = [0, . . . , 1, . . . , 0] , where 1 appears at the i-th coordinate and the rest entries are all zeros.
where (a) holds since i , j with i = j are mutually conditionally independent of each other, (b) holds because of Proposition 1. In addition, note that
(4) Then we try to bound I 1 and I 2 respectively.
(5) where (a) comes from Proposition 1.
By (5) and (2), then we have
Summing over k = 0, . . . , N − 1 on both sides of (6) yield
Rearrange the terms in (7), and we have (8) and (2) suffices to prove the lemma.
Based on Lemma 1 and by carefully choose the stepsize in the algorithm, we have the following Lemma 2.
Note that
18cM L 2 , and hence we have
where (a) holds by the definition of i k−1 and j k−1 , (b) holds by the triangle inequality of norm, (c) holds since j k−1 and i k−1 with i = j are conditionally mutually independent of each other and the fact that E x ≤ E x 2 .
. We have
Proof. Define e i = [0, . . . , 1, . . . , 0] , where 1 appears at the i-th coordinate and the rest entries are all zeros. Then we have
(12) where (a) holds since E [g(x; ξ)] = g(x), E g(x; ξ) − g(x) 2 ≤ σ 2 , g(x) ≤ G, and (b) holds by invoking Lemma 3.
, we can show that δ ≤ σ √ mM . Hence we can rewrite (12) as
√ mM and 4ηL < 1, and hence we have
So we know that
.
By taking η ≤ 1 6 √ 2L , we have 1 − 36η 2 L 2 ≥ 1 2 . Take expectation and divide N on both sides of (20) , and then employing Lemma 2 and Lemma 4, we have
By employing (16) and (21) and Lemma 2, we have
where (a) holds by (21) and Lemma 2. Divide η 2 on both sides and by basic algebras, we have 
