Artificial Neural Networks (ANNs) which is a branch of artificial intelligence is one of the frequently used classification algorithm to solve data mining problems in real applications [1] . Training process has great importance for the success of ANNs and several learning algorithms are proposed by researchers in the literature. The Back-propagation learning algorithm is generally used for the training process of ANNs in the literature. But BP learning algorithm may fall into local minimum and converges slowly which is caused by the neuron saturation in the hidden layer [2] . Recently, optimization algorithms have been widely used for the learning process of ANNs instead of BP learning algorithm by researchers. Various optimization algorithms with a global search feature are used to improve the performance of ANNs from being stuck to local minima problem. In [3] , tabu search algorithm is examined as an alternative to problematic backpropagation algorithm and when the results derived from seven test functions are investigated, it is found out that tabu search algorithm yielded significantly better results than backpropagation solutions. [4] investigated the performance of a variation of hill climbing algorithm on artificial neural network training and compared the results to the performance of simulated annealing and standard hill climbing algorithms. PSO algorithm that is adopted by [5] is one of the most important algorithms that have the interesting performance for training ANNs. Another study has been done by for training ANNs using Convexity Based Algorithm (CBA). The results of the study prove that the CBA fill in a critical gap in utilizing of the classification algorithms [6] . In [7] , researchers adopted a hybrid approach that combine PSO algorithm with gravitational search algorithm in order to solve the ANNs training problem. The new proposed training method reduced the problem of falling in local minima and slow convergence. The adopted method was compared to the other approaches. The results showed that the proposed method outperformed the others [7] . [8] considered taking advantage of both local search and global search algorithms. They merged PSO with the back-propagation algorithm. The statistical results proved PSO as a robust algorithm for training ANNs. The authors compared another method using modified differential evolution algorithm in order to train ANNs. In [9] , the researchers used an adaptive differential evolution algorithm to train ANNs. The aim of the calculation is to find optimal weights. Adopted algorithm compared with the other method for different classification problems [9] . (Das et al., 2014) [10] used PSO algorithm for training ANNs for solving the problem of equalization channel. The result showed that the proposed equalizer achieved better results than the fuzzy equalizers in all conditions [10] .
algorithm, for training ANNs. ANN-Bee colony algorithm was used for solving the problem predicting future hydropower generation values in Turkey. [12] adopted a hybrid approach including the idea of physics inspired gravitational search algorithm and biology inspired flower pollination algorithm. They combined these two algorithms to modify the velocity. The results for this adopted method presented to enhance the performance. Swarm intelligence algorithms which simulate behaviors of animals include many studies such as, [13] where, ant colony algorithm is used for learning ANNs. They proposed a developed ant colony algorithm in order to training FFNN. In [14] , the researcher used a developed bat algorithm for training ANNs. Bat algorithm depends on the optimal solution in the velocity adjustment. This method is also used in a real life problem and showed good results. The Krill Herd algorithm is utilized for learning process of ANNs in [15] . In this work, the authors translated the positon of all weights and biases from ANNs into the vector. Mirjalili et al. utilized a Multiverse method that simulates nature-animals algorithm to global optimization [16] . [17] proposed an algorithm using the Gaussian method and the fuzzy method to improve the synaptic weight to FFNN and enhance FFNN layers. Using the Gaussian method enhanced the PSO convergence. After that, fuzzy reasoning rule used to delete unnecessary weights in ANN's structure. The Iris data set is used to investigate the performance of the proposed method. Other PSO versions also developed to solve various problems; [18] adopted PSO classifier for detect possible damage in RC building. They adopted PSO method for detecting weights for the neural network model. In this study, pattern classification problem of ANNs is considered providing two approaches GA and BA. The performance of the algorithms is tested on benchmark classification data sets and the test results of the two algorithms are compared. In the first part of this article, ANNs classification algorithm is explained in a demonstrated way. In the second part, the ANNs is explained. In the third part, the BA is demonstrated. In the fourth part, the GA is displayed. The training of ANNs using BA and GA is explained in the fifth part. In the sixth part, experimental results are discussed. The paper is finalized with conclusions.
ARTIFICIAL NEURAL NETWROKS (ANNS)
Artificial intelligence is defined as the ability of a machine to carry out tasks related to higher cognitive processes like reasoning, meaning extraction, generalization and learning from past experiences which are generally supposed to be human-specific characteristics. Generally, ANNs is used on classification problems of data mining [1] . ANNs based on neurons which are the structure of biological nerve cells in our brain, they can learn and make decisions according to learned information mechanisms. ANNs is composed of artificial neuron cells connected to each other hierarchically as shown in Figure 1 .
Fig1.Structure of ANNs
At Figure 1, 1 , 2 , … , are known as inputs of ANNs, 1 , 2 , 3 , … , represent the nodes in the hidden layer, 1 , 2 , … , are known as outputs of ANNs and 1,1 , 1,2 , … , 1, are defined as weights. Each node output is calculated according to the following Equation (1) and the function of each output is calculated according to Equation (2) as shown below [20] :
where, nrepresents number of instances in the training data set, is the calculated output of the x th instance and is the target output of the x th instance. After the training process is over, the trained network can predict the target value of any unseen instance according to the last values of the weights.
BAT ALGORITH
The Bat Algorithm is a swarm intelligence optimization algorithm which was proposed by Yang in 2010, it is inspired by the behavior of the bats [22] . This algorithm utilizes the echo of the sound of the wounds which is called echolocation. Bats spread signals at a certain frequency and use echolocation for determining their location, communicate with each other, detect all kinds of objects even in completely dark environments, move without hitting them and distinguish any insects in the motion. They can identify the prey and barriers around their echolocation system. These values change the position of the bat in the frame again to get closer to the target. According to Yang, a bat algorithm takes place within the framework of the following rules [23] . 1. All wounds detect the location of the prey by echolocation. 2. The velocity (v), position (x), frequency (f), wavelength (r) and sound output (A) are the values of each wound. 3. They can adjust the wave length and sound output with using the frequency, velocity and position which are calculated according to the following equations (4), (5) and (6), respectively.
where, α is a random number in the range [0, 1], is the frequency value of i th bat, and are the minimum and maximum frequency values, respectively, is the new velocity of i th bat and * is the best solution in the population, is the new position i th bat. After selecting the best solution from the available solutions, a new solution is generated using local random walk by Equation (7). = + (7) where, represents a random number in the range [1,-1] and represents the average loudness of all bats in the time t. While the bats are finding the prey, the signal propagation rate (r) increases and the loudness (L) decreases.
, β is a constant number in the range [0,1] and γ is a constant positive number. When t → ∞, the loudness is → 0 and → 0 . The pseudo code of the bat algorithm is given in Figure 2 below [23] , [24] . 
GENETIC ALGORTIHM
The GA is developed by John in 1975 and influenced from the evolution and change in living beings and carried out this genetic evolution process to the computer environment [25] . The GA uses a search technique to find the optimal solutions and GA is classified under global search meta-heuristics, search for the best solution in a multi-dimensional search space. As the population passes from generation to generation, bad solutions disappear and good solutions are used to produce the best solutions. In each population, the smallest genetic unit carrying genetic information is known as the gene. When one or more genes come together the chromosomes occur [26] . This algorithm uses the three of the basic operations used in genetics: Chromosome Selection operations, Crossover operation and Mutation operation [27] . In chromosome selection operation, the best chromosomes are selected from individual ones to achieve a stronger population [28] . The roulette wheel selection, Boltzman selection, tournament selection and rank selection are the chromosome selection methods. The crossover and mutation operations are actually basic methods however they play an important role in a genetic change to maintain diversity in the population. In crossover operation, the structure of two selected chromosome is varied from one generation to the next. The single point crossover, two point crossover, uniform crossover and arithmetic crossover can be used for the crossover operation. Insert mutation, inversion mutation, scramble mutation, swap mutation, flip mutation, interchanging mutation, reversing mutation, uniform mutation and creep mutation are the mutation methods [28] . One of them can be used according to the encoding of chromosome of the type of the problem. The pseudo code of the GA is given below in Figure 3 .
Fig3.The pseudocoe of GA

TRAINING OF ANNS BY BA AND GA
In general, training of ANNs is carried out with the BP learning algorithm. In this work, the BA and GA optimization algorithms are used with global search capability to train ANNs by finding the optimum weights. The pseudo code of training ANNs with BA and GA optimization algorithms is given below in Figure 4 .
Fig4. The pseudocoe of training ANNs with BA and GA
It is seen in Figure 4 that the BA and GA are initialized with random populations. The fitness values of the individual solutions are calculated with MSE which is the fitness function of the optimization algorithms and the best solution is selected among these individual solutions which may be the result of the algorithm. Until the stopping criteria is met both algorithms are executed according to their structure which are explained in Section 3 and Section 4, respectively. 
THE EXPERIMENTAL RESULTS
GA and BA algorithms are implemented using Visual Studio C#.NET 2015 version for training ANNs. The structure of the ANNs represented by I-H-O, where Iis the number of input nodes at the same time it represents the number of attributes of the data set, H is the number of hidden nodes and O is the number of output nodes also it represents the number of classes of the data set. The number of weights in an ANNsstructure represents the number of problem dimension calculated by * + * + + [29] . For both BAandGA algorithms the initial weights are assigned as a random number in range [-10,10] . The number of population and the number of iterations are set to 30 and 5000, respectively. In addition to these common parameters, each algorithm has its own parameters. For BA, C 1 and C 2 are set to 1.48 [30] . For GA, mutation rate is set to 0.20, crossover rate is set 0.40 and roulette wheel selection is used for chromosome selection. All parameters of GA are determined empirically. In the experiments, 7 dataset are used from UCI machine learning repository whose properties are given in Table 1 
DA = Discrete Attributes, CA = Continuous Attributes, C = Classes, S = Samples
For determining the performance of the proposed algorithms for training ANNs, all experimental results are compared according to the criterion accuracy, sensitivity, specificity, precision and F-measure which are calculated according to the confusion matrix and are shown in Equations (9), (10), (11), (12) and (13) below.
where, TP is true positive, TN is true negative, FN is false negative and FP is false positive.
10-Fold Cross validation is used for classification. The experimental results of BA and GA are compared to BP learning algorithm which is given in Table 2 When we analyze the results given at Table 2 the BP and BA algorithms are showed a competitive performance. For datasets Glass, New Thyroid, Ionosphere and Balance Scale the BP algorithm yielded the best results for all criteria and showed the second best performance only for Iris dataset. If the results obtained by the BA algorithm are considered, the BA algorithm performed the best results 3 out of 7 datasets which are Iris, Breast Cancer and Diabetes. Besides, the BA algorithm yielded the second best results for the rest of the datasets. The results of GA showed that this algorithm obtained promising results for all of the datasets while GA did not produce the best results for any of the datasets. However for datasets Breast Cancer and Diabetes GA performed as the second algorithm.
CONCLUSIONS
In the literature, metaheuristic optimization algorithms and classical solution methods are available to train ANNs which is a hard optimization problems. The main problem with classical solution methods like BP learning algorithm is sticking into local minima. In order to overcome this problem, metaheuristic optimization algorithms are proposed. In this study, we proposed BA and GA to train ANNs. The experimental results showed that the BA yielded GA for all datasets. Moreover, the results of BA and BP are competitive. For future work, meta-heuristic methods may be used in hybrid for improving the accuracy of the classification.
