ing Paton (1994) . This is different from computationally motivated biology, where computing provides the source and inspiration for models in biology. The work described in this chapter is concerned with the former -biologically motivated computing applied to the field of Data Mining.
There has been much work done on the use of biological metaphors, for example neural networks, genetic algorithms and genetic programming. Recently, there has been increasing interest in using the natural immune system as a metaphor for computation in a variety of domains. This field of research, Immunological Computation (IC) or Artificial Immune Systems (AIS) has seen the application of immune algorithms to problems such as robotic control Ishiguro et al (1998) , simulating behavior in robots Lee et al (1997) , network oftrusion detection (Kim and Bentley, 1998) , fault diagnosis (Ishida, 1996) and machine learning Hunt and Cooke (1995) , , to name a few. The immune system is a rich source of inspiration as it displays learning, adaptability and memory mechanisms that could be applied to many different computational tasks. It is proposed that the immune system, abstracted at a high level, can be thought of as a naturally occurring learning machine Varela et al (1988) .
This chapter focuses on the use of these immune metaphor algorithms to the field of machine learning and data mining. The chapter begins with a look at the context of this work of relation to the field of data mining. Attention is then drawn to the salient features of the natural immune system that are used as inspiration to the field of AIS. The use of these features as metaphors is then detailed, by means of providing an overview of the current research within AIS, paying particular attention to a variety of machine learning algorithms inspired by the immune system. Observations are then made about the future direction for this work.
It is hoped that the reader will gain an appreciation for immunology and the way in which it can be utilized as an effective metaphor for computational techniques.
THE NATURAL IMMUNE SYSTEM
The immune system is a very complex "hunt and destroy" mechanism that works at the cellular level in our bodies. The immune system protects our bodies from infectious agents such as viruses, bacteria, fungi and other parasites. On the surface of these agents are antigens; it is these antigens that provoke an immune response. There are two types of immunity, innate and adaptive. Innate immunity Janeway (1993) is not directed in any way towards specific invaders into the body, but against any pathogens that enter the body. Certain blood proteins, called complement proteins, can bind to any other proteins, including those on bacteria. Immune system cells have the ability to inactivate this binding process, therefore removing the risk of the innate immune system attacking the bodies' cells. These proteins are able to kill off certain bacteria, but the innate immune system is by no means a complete solution to protecting the body.
Adaptive or acquired immunity however, allows the immune system to launch an attack against any invader that the innate system cannot remove. The adaptive system is directed against specific invaders, and is modified by exposure to such invaders. The adaptive immune system is made up of lymphocytes, which are white blood cells, more specifically B and T cells. These cells aid in the process of recognizing and destroying specific substances. Any substance that is capable of generating such a response from the lymphocytes is called an antigen or immunogen. Antigens are not the invading microorganisms themselves; they are substances such as toxins or enzymes in the microorganisms that the immune system considers foreign. Immune responses are normally directed against the antigen that provoked them and are said to be antigen-specific. The immune system generalizes by virtue of the presence of the same antigens in more than one infectious agent. Many immunizations exploit this by presenting the immune system with an innocuous organism, which carries antigens, which are present in more dangerous organisms. Thus the immune system learns to react to a particular pattern of antigen.
The immune system is said to be adaptive, in that when an adaptive immune response is elicited B cells undergo cloning in an attempt to produce sufficient antibodies to remove the infectious agent Tizzard (1988a,b) , Burnet (1959 ), Jerne, (1974b . When cloning, B cells undergo a stochastic process of somatic hypermutation Kepler and Perelson (1993) where an attempt is made by the immune system to generate a wider antibody repertoire so as to be able to remove the infectious agent from the body and prepare the body for infection from a similar but different infection, at some point in the future.
After the primary immune response, when the immune system first encounters a foreign substance and the substance has been removed from the system, a certain quantity of B cells remain in the immune system and acts as an immunological memory Smith et al (1998 ), Jerne (1974a . This is to allow for the immune system to launch a faster attack against the infecting agent, called the secondary immune response.
Primary and Secondary Immune Responses
A primary response Tizzard (1988a) is provoked when the immune system encounters an antigen for the first time. A number of antibodies will be produced by the immune system in response to the infection, which will help to eliminate the antigen from the body. However, after a period of days the levels of antibody begin to degrade, until the time when the antigen is encountered again. This secondary immune response is said to be specific to the antigen that first initiated the immune response and causes a very rapid growth in the quantity of B cells and antibodies. This second, faster response is attributed to memory cells remaining in the immune system, so that when the antigen, or similar antigen, is encountered, a new immunity does not need to be built up, it is already there. This means that the body is ready to combat any re-infection.
The amount of antibody is increased by the immune system generating a massive number of B cells through a process called clonal selection Burnet (1959) , this is now discussed in relation to the B-cell in the immune system.
B cells and their Antibodies
The B cell is an integral part of the immune system. Through a process of recognition and stimulation, B cells will clone, mutate to produce a diverse set of antibodies in an attempt to remove the infection from the body. The antibodies are specific proteins that recognize and bind to another protein. The production and binding of antibodies is usually a way of signalling other cells to kill, ingest or remove the bound substance de Castro (1999) . Each antibody has two paratopes and two epitopes that are the specialised part of the antibody that identify other molecules . Binding between antigens and antibodies is governed by how well the paratopes on the antibody matches the epitope of the antigen, the closer this match, the stronger the bind. Although it is the antibody strings that surround the B cell (figure 1) that are responsible for recognising and attaching to antigen invaders, it is the B cell itself that has one of the most important roles in the immune system. This is not the full story, as B cells are also affected by Helper T cells during the immune response Tizzard (1988b) . T cell paratopes are different from those on B cells in that they recognise fragments of antigens that have been combined with molecules found on the surfaces of the other cells. These molecules are called MHC molecules (Major Histocompatibility Complex). As T cells circulate through the body they scan the surfaces of body cells for the presence of foreign antigens that have been picked up by the MHC molecules. This function is sometimes called immune surveillance. These helper T cells when bound to an antigen secrete interleukins that act on B cells helping to stimulate them. 
Immune Memory
There are a variety of theories as to how immune memory is maintained, Tew and Mandel (1979) , Tew et al (1980) and Matzinger (1994) . The theory that is used greatly in AIS for inspiration is the theory first proposed by Jerne (1974a) and reviewed in Perelson (1989) called the Immune Network Theory. This theory states that B cells co-stimulate each other via idiotopes in such a way as to mimic antigens. An idiotope is made up of amino acids within the variable region of an antibody or T-cell. A network of B cells is thus formed and highly stimulated B cells survive and less stimulated B cells are removed from the system. It is further proposed that this network yields useful topological information about the relationship between antigens. For these reasons, this theory is examined in this chapter.
Immunological Memory via the Immune Network
Work of Jerne (1974a) proposed that the immune system is capable of achieving immunological memory by the existence of a mutually reinforcing network of B cells. These cells not only stimulate each other but also suppress the stimulation of connected B-Cells, though to a lesser degree. This suppression function is a mechanism by which to keep a control on the over stimulation of B cells in order to maintain a stable memory.
This network of B cells occurs due to the ability of paratopes, located on B cells, to match against idiotopes on other B cells. The binding between idiotopes and paratopes has the effect of stimulating the B cells. This is because the paratopes on B cells react to the idiotopes on similar B cells, as it would an antigen. However, to counter the reaction there is a certain amount of suppression between B cells to act as a regulatory mechanism. Figure 2 shows the basic principle of the immune network theory. Here B-cell 1 stimulates three other cells, B cells 2, 3 and 4 and also receives a certain amount of suppression from each one. This creates a network type structure that provides a regulatory effect on neighboring B cells. The immune Figure 2 -Jernes' idiotypic network hypothesis network acts as a self-organising and self-regulatory system that captures antigen information ready to launch an attack against any similar antigens.
Attempts have been made at creating a model for the immune system Farmer et al (1986) , Carneiro and Stewart (1995) to better understand its complex interactions. Work of Farmer et al (1986) created a model to capture the essential characteristics of the immune network as described in Jerne (1974a) and identify memory mechanisms in it, whereas the work of Carneiro and Stewart (1995) observed how the immune system identifies self and non-self.
Both work by Farmer et al (1986) and Perelson (1989) investigated Jernes' work of more depth and provide an insight into some of the mechanisms involved in the production and dynamics of the immune network. This section will summarise the salient features at a level appropriate for using the ideas as a metaphor for learning.
It is noted that this theory is somewhat contentious in the Immunological field. This however, is not a problem for Computer Scientists when creating a metaphor based algorithm. This is because it is the inspiration from the immune system that they seek, they do not seek to model it. Therefore, abstractions can be made from these models and fitted into the respective areas of computer science. Coutinho (1980) first postulated the idea of completeness of the repertoire. He stated that if the immune systems antibody repertoire is complete then antibodies with immunogenic idiotopes can be recognised by other antibodies and therefore an idiotypic network will be created.
Repertoire and Shape Space
However, in order to understand completeness, we must first understand the concept of shape space. Shape space (figure 3) follows this theory; the immune system of a given person can be represented by a two dimensional circle of volume V. This circle represents the finite number of gene combinations possible on an antibodies paratopes. Each antibody (A) can recognise a given number of genetic combinations and therefore can recognise a volume (V e ) of antigenic epitopes (x) in shape space. Therefore, it is conceivable that the repertoire of antibodies can be deemed complete if they cover the entire volume of the shape space.
In modelling shape space Perelson noted one thing, that there is a trade off between good stability prop- Perelson (1989) . A diagrammatic representation of shape space.
erties and good controllability properties. They also noted that the immune system is controlled by the same stability-controllability trade-off. As a general principle, they believed the immune system should be stable but not too stable. If this is the case, the immune system can remain insensitive to small random disturbances but yet be responsive to antigen challenge Jerne (1974a) . Perelson argues that the repertoire will be complete if the following three hypotheses are satisfied: 1) Each antibody can recognise a set of related epitopes, each of which differs slightly in shape. The strengths of binding may differ for different epitopes and is accounted for by differences in affinity.
2) The antibodies in the repertoire have shapes that are randomly distributed throughout shape space.
3) The repertoire size is of order 10 6 or greater.
Learning within the Immune Network
It has been proposed that the immune network can be thought of as being cognitive Varela et al (1988) and exhibits learning capabilities. The authors proposed four reasons as to why they consider immune systems to be cognitive: (i) they can recognise molecular shapes; (ii) they remember history of encounters; (iii) they define the boundaries of molecular self, and (iv) they can make inferences about molecular species they have yet to encounter. Taking these points, the paper explores cognitive mechanisms of the immune system and proposes that the immune network can be thought of as a cognitive network, in a similar way to a neural network.
The work suggests that the immune network is capable of producing patterns over the entire network and that there is a self-regulatory mechanism working that helps to maintain this network structure. These emerging patterns within the immune network are characterised by increasing numbers of B cells that when in a response to an antigen undergo clonal selection. The authors use the term metadynamics of the immune system; see also Bersini and Valera (1990) . This can essentially be taken to mean the following. The immune system continually produces new antibodies and B cells that are a diverse representation of the invading antigen population. A large variety of new B cells will be produced, but not all will be a useful addition to the immune system and many will never enter into the dynamics of the immune system (interact with other B cells in the network) and will eventually die. The authors produced a simple model using these ideas and found that there are oscillations in many of the variables within their system, in particular the number of B cells that are produced. There would often be rapid production of B cells, followed by a sharp decline in number, which the authors argue, is what you expect to see in the natural immune system. Coupled with this oscillatory pattern, the authors observed that a certain core and stable network structure did emerge over time. This structure emerges due to a topological self-organisation within the network, with the resulting network acting to record the history of encounters with antigens. Therefore, the authors concluded that the immune system is an excellent system for learning about new items and can support a memory of encounters by the use of complex pattern matching and a self-organising network structure and can thus be thought of as being cognitive.
Following on from work of Bersini and Valera (1990) , work of Bersini and Valera (1994) provides an effective summary of work done on exploring the dynamics and metadynamics of the immune system. They claim that the metadynamics of the immune system allows the identity of the immune system to be preserved over time, but still allows itself to adapt to new situations. In this paper, the authors propose seven general principles that can be extracted from the immune system that could be applied to creating a controlling system for the area of adaptive control but they hope, to other fields as well.
Clonal Selection Principle
When antibodies on a B-cell bind with an antigen, the B-cell becomes activated and begins to proliferate. New B-cell clones are produced that are an exact copy of the parent B-cell, but then undergo somatic hypermutation and produce antibodies that are specific to the invading antigen. The clonal selection principle Burnet (1978) is the term used to describe the basic properties of an adaptive immune response to an antigenic stimulus. It establishes the idea that only those cells capable of recognizing an antigenic stimulus will proliferate, thus being selected against those that do not. Clonal selection operates on both T-cells and B-cells.
The B-cells, in addition to proliferating or differentiating into plasma cells, can differentiate into long-lived B memory cells. Memory cells circulate through the blood, lymph and tissues, probably not manufacturing antibodies Perelson et al (1978) . However, when exposed to a second antigenic stimulus they commence differentiating into large lymphocytes capable of producing high affinity antibody.
USING THE IMMUNE SYSTEM METAPHOR
The immune system is a valuable metaphor as it is self-organising, highly distributed and has no central point of control. Work summarised above reveals many interesting avenues for use of the immune system as a metaphor for developing an algorithm for use in data mining. These can be summarised as follows:
• Using the idea of self-organisation. Self-organisation is the ability of a natural or artificial system to adapt its internal structure to structures sensed in the input of the system. In the case of the natural immune system, the immune network adapts to new antigens it comes across and ultimately can be said to represent the antigens.
• The metaphor of B cells and antigens. B cells and their associated antibodies
represent the antigens that they are exposed to. This leads to the possibility of using the B-cell and antigen to represent data. Antigens are exposed to B cells to elicit a response, i.e. capture the patterns contained within.
• The primary and secondary immune response. It has been shown that more B cells are produced in response to continual exposure to antigens. This suggests that to learn on data using the immune system metaphor, the data may have to be presented a number of times in order for the patterns to be captured.
• Using the idea of clonal selection. As B cells become stimulated they clone in order to create more antibodies to remove the antigen from the system. This causes clusters of B cells that are similar to appear. Clusters indicate similarity and could be useful in understanding common patterns in data, just as a large amount of specific B cells in the immune system indicate a certain antigen.
• Adaptation and diversification. Some B-cell clones undergo somatic hypermutation. This is an attempt by the immune system to develop a set of B cells and antibodies that cannot only remove the specific antigen, but also similar antigens. By using the idea of mutation a more diverse representation of the data being learnt is gained than a simple mapping of the data could achieve. This may be of benefit and reveal subtle patterns in data that may be missed. Additionally, through the use of more directed mutation and selection the immune system is capable of extracting more specific patterns.
• The use of a network structure. The immune network represents an effective way of achieving memory.
• Metadynamics. The oscillations of immune system variables, such as antibody concentration and B-cell population, as discussed in Varela (1988) indicate that a stable network representative of the data being learnt could be possible.
SUMMARY
Immunology is a vast topic. Therefore, this chapter has introduced only those areas of immunology that are pertinent to this chapter. The immune system is a highly adaptive, distributed and self-organising system that is a rich source of inspiration to many. Through a process of matching between antibodies and antigens and the production of B cells through clonal selection Burnet (1959) and somatic hypermutation Kepler and Perelson (1993) , an immune response can be elicited against invading antigen and the antigen removed from the system. In order to remember which antigens the immune system has encountered, some form of immunological memory must be present. The pioneering work of Jerne (1974a) , which first introduced the concept of a network of B cells supporting each other to form immunological memory, is central to much of the work of AIS at present. Work of Farmer et al (1986) took a formal approach to work by Jerne (1974a) and created a simple equation that defined B-cell stimulation in the immune network.
This theoretical immunology has been simulated by other people Perelson (1989) and Varela et al (1988) where it was suggested that the immune network possesses some kind of learning and cognitive abilities. This leads many people to speculate that the immune system is an excellent learning system and that there are many mechanisms by which one could exploit the immune system for application to computer science. Work of the field of AIS, attempts to capitalise on the immunology described in this chapter to create an effective immune algorithms for data mining.
IMMUNOLOGICAL METAPHORS
There are a number of reasons why the immune system is of interest to Computer Scientists Dasgupta (1998) , based on the basic principles given in the previous section. These can be summarised as follows:
• Recognition: The immune system has the ability to recognise and classify a vast number of different patterns and respond accordingly. Additionally, the immune system can differentiate between a foreign substance and its own immune system cells, therefore maintaining some sense of self.
• Feature Extraction: Through the use of Antigen Presenting Cells (APC) the immune system has the ability to extract features of the antigen by filtering molecular noise from the antigen before being presented to the lymphocytes.
• Diversity: Through the process of somatic hypermutation, a diverse range of antibodies is created in response to an antigen, ensuring that not only the invading antigen is destroyed, but also the immune system is prepared for an attack by a slight variation of the same antigen.
• Learning: Through the interaction within the immune network, the immune system can be said to be a learning mechanism, adapting to antigens as they are presented by the creation of antibodies and ultimately removing them from the system. The mechanism of somatic hypermutation also allows the immune system to fine-tune its response to an invading pathogen.
• Memory: The immune system maintains a memory of its encounters with antigens • Distributed detection: There is inherent distribution within the immune system. There is no one point of overall control; each lymphocyte is specifically stimulated and responds to new antigens.
• Self-regulation: Immune systems dynamics are such that the immune system population is controlled by local interactions and not by a central point of control. It is for the above reasons at least that the immune system has generated interest in applying some of these properties to Data mining research. This section now examines some of these applications.
Learning with Artificial Immune Systems
Given the ability of the immune system to learn about new antigens and adapt to them, it was felt that the immune system would act as an excellent metaphor for machine learning. It was suggested earlier by theoretical immunologists that there were many mechanisms that could be used Varela et al (1988) , Perelson (1989) and some of these have been discussed previously.
BACKGROUND RESEARCH FOR IMMUNE INSPIRED MACHINE LEARNING
The term machine learning covers a wide range of topics. Essentially, machine-learning techniques are computational methods that can be applied to data in order to learn or discover something new about that data, or alternatively, to predict an answer, based on some previous knowledge. Machine learning can be split into two categories, supervised and unsupervised techniques. Supervised techniques, such as Neural Networks, are used for example, when one wishes to predict the classification of unseen items. Data is used to train a network with the ability to classify similar types of data into predefined classes. Unsupervised learning is the discovery of those classes in the first instance.
Some of the first work to be attempted at applying immune system metaphors to machine learning was performed by Cooke and Hunt (1995) , Hunt and Cooke (1995) and . In these three papers, the authors describe their attempts to create a supervised machine learning mechanism to classify DNA sequences as either promoter or non-promoter classes, by creating a set of antibody strings that could be used for this purpose. Work had already been done on this classification problem using different approaches such as C4.5 Quinlan (1993) , standard Neural networks and a nearest neighbor algorithm Kolodner (1993) . The authors claimed that their Artificial Immune System (AIS) achieved an error rate of only 3% on classification, which, when compared to the other established techniques yielded superior performance. The system created used mechanisms such as B cells and B-cell stimulation, immune network theory, gene libraries, mutation and antibodies to create a set of antibody strings that could be used for classification.
Central to the work was the use of the Immune Network theory Jerne (1974a) . The system maintained a network of B cells, with two B cells being connected if they share an affinity for each other over a certain threshold. Each B-cell object contained a matching element, a library of genes for the creation of new antibodies, the DNA sequence, a number of intermediate DNA sequences and a record of the stimulation level. The system also used an antigen model, which is a string representation of DNA sequences to be learnt. These were presented to the matching 12 + 2 6 + 2 2 + 2 2 + 2 2 => 88 elements (paratopes) of the B-cell objects. Initially, a random selection of the training data was extracted to create the B-cell network. The remainder is used as antigen training items. Antigens are then randomly selected from the training set and randomly presented to areas of the B-cell network where an attempt was made to bind the antigen with the closest two B cells and surrounding B cells up to a certain distance away in the network. If the bind was successful, then the B-cell was cloned and mutated. The matching mechanism employed can be seen in figure 4 . If the match is above a certain threshold then the antibody will bind to the antigen. The strength of this bind then directly determines how stimulated the B cell becomes.
A variety of mutation mechanisms were used in the system, including mimicking gene selection, folding, transcription and translation steps to random point mutation. Once a new B-cell had been created an attempt was made to integrate it into the network at the closest B cells. If the new B-cell could not be integrated, it was removed from the population. If no bind was successful, then a B-cell was generated using the antigen as a template and was then incorporated into the network. The algorithm for the system is shown:
Algorithm from the AIS created to recognise promoter sequence DNA Hunt and Cooke (1995) Load antigen where N is the number of antibodies, n is the number of antigens, c is rate constant that depends on the number of comparisons per unit of time and the rate of antibody production stimulated by a comparison, a is the current B-cell object, xe j represents the jth B cell's epitope, xp j represents the jth B cell's paratope and y represents the current antigen. This equation takes into account matches between neighbors (both stimulation and suppression) and antigens. The antigen training data are being presented with a set for a number of times, once this has completed the antibodies are saved and can be used for classification. The authors claimed a certain amount of success for their technique, claiming a 90% success rate (on average) for classification of unseen items.
Based on work of Hunt and Cooke (1995) , work of took the application to case base reasoning and attempted to apply it directly to data mining. As the immune system creates generality in the fight against infection, the authors used this as inspiration to create the idea of a general case that would attempt to identify trends in data, as opposed to simply the data themselves. By introducing the idea of a generalised case, the authors created a system that could help in the customer-profiling domain; specifically, identifying people who are likely to buy PEPs. PEPs are Personal Equity Plans which were tax-free savings accounts available at the time. Each B-cell object contained customer profile data, such as marital status, ownership of cars and bank account details etc. The authors claim 90% accuracy on identifying potential customers, but the benchmarking for these results is unclear, as are any real data to back up such claims. The authors employed a number of threshold values to tune algorithm performance. It was found that dramatic differences in the threshold values were needed for different applications, ranging from 50 to 1500. The actual scale of this figure is unclear; this was a major drawback of the proposed algorithm since what is really desirable is an independent value that should not be predefined.
This algorithm was then applied to fraud detection, , and Neal et al (1998) . Work of simply proposed the idea that an AIS could be used to create a visual representation of loan and mortgage application data that could in some way aid the process of locating fraudulent behavior. An attempt at creating such a system was proposed by Hunt et al (1998) . This system, called JISYS, called for the creation of a network of B-cell objects where each B-cell represented a loan application. A number of predefined initial parameters were required, some of which had been apparent in earlier research, such as setting the stimulation threshold (determining when a B-cell should clone), setting the match threshold (defining how good a match had to be before a bind between B-cell and antigen could occur) and setting the maximum number of links that a B-cell could have in the immune network. This work did not differ substantially from that described in apart from the application and the inclusion of more sophisticated string matching techniques, such as trigram matching and the inclusion of weighting in order of the importance various fields in the B-cell object, taken from the weighted nearest neighbor idea Kolodner (1993) . No real results were presented for this system.
Advances were made in the follow-on work of Neal et al (1998) where results for fraud detection were presented. Known fraudulent patterns were placed in simulated loan application data to see if the JISYS system could produce a network of B-cell objects that could help a user identify these areas. The results from JISYS were positive, with the system identifying all known fraudulent patterns within the data and discovering other interesting relationships between other data items. This led to the notion that this algorithm was perhaps better suited to unsupervised learning, discovering patterns in data. However, it was acknowledged that the algorithm was very domain-specific and deviated from immunological metaphors.
RECENT ADVANCES IN IMMUNE INSPIRED DATA MINING Generic Unsupervised Learning Algorithms
Timmis et al (2000) developed an Artificial Immune System (AIS) inspired by the immune network theory, based on work undertaken by . This was undertaken in order to create an algorithm that was not domain dependant. Previous work had been shown to be quite domain dependant, but there was the potential of exploiting these metaphors across many different classes of problems. In order to achieve this the authors proposed a domain independent algorithm, based on immune system metaphors.
The proposed AIS consisted of a set of B cells, a set of antigen training data, links between those B cells and cloning and mutation operations that are performed on the B cell objects. The systems ability to extract meaningful clusters was tested on the well-known Fisher Iris data set, Fisher (1936) . These clusters are visualised in a specially developed tool Timmis (2001) and can be used for exploratory analysis. It is proposed by the authors that these clusters could then be used to create a rule set, which in turn could be used for classification.
Each B cell in the AIS represented an individual data item that could be matched (by Euclidean distance) to an Antigen or another B cell in the network (following the theory that the immune network has some sort of feedback mechanism). The links between the B cells were calculated by a measure of affinity between the two matching cells, based on Euclidian distance. A link was created between the two B-cells if the affinity between the two was below a certain threshold, the NAT, (Network Affinity Threshold). The NAT is calculated as the average distance between all items in the data set being learnt. A B cell also has a certain level of stimulation that is related to the number and to the strength of links a cell has. The AIS also had a cloning mechanism that produced randomly mutated B cells from B cells that became stimulated above a certain threshold. The network was trained by repeatedly presenting the training set to the network.
The AIS produced some encouraging results when tested on the Fisher Iris data set. The proposed system successfully produced three distinct clusters, which when presented with a known data item could be classified. However, although the clusters were distinct there was still a certain amount of connection between Iris Virginica and Iris Versicolor. The AIS also experienced an uncontrolled population explosion after only a few iterations, suggesting that the suppression mechanism (culling 5% of the B cell) could be improved.
This work was then taken further in . In this paper the authors raise and address a number of problems concerning the work of Timmis et al (2000) . A number of initial observations were clear: The network underwent an exponential population explosion; the NAT eventually became so low that only very similar, if not identical clones can ever be connected; the number of B cells removed from the system lags behind the number created to such an extent that the population control mechanism was not effective in keeping the network population at a sensible level; the network grew so large that they become difficult to compute each iteration with respect to time; the resultant networks were so large, they were difficult to interpret, and were really too big to be a sensible representation of the data. With these concerns in mind, the authors proposed a new system called RLAIS (Resource Limited Artificial Immune System). This was later renamed AINE (Artificial Immune Network).
To summarize work of AINE is initialised as a network of ARB objects (Artificial Recognition Balls); T Cells, again, are ignored. Links between ARBs are created if they are below the Network Affinity Threshold (NAT), which is the average Euclidean distance between each item in the data set. The initial network is a cross section of the data set to be learnt, the remainder makes up the antigen training set. Each member of this set is matched against each ARB in the network, again, with the similarity being calculated on Euclidean distance. ARBs are stimulated by this matching process and by neighboring ARBs in the network. Again, a certain amount of suppression is included in the ARB stimulation level calculation. The stimulation level of an ARB determines the survival of the B Cell. The stimulation level also indicates if the ARB should be cloned and the number of clones that are produced for that ARB. Clones undergo a stochastic process of mutation in order to create a diverse network that can represent the antigen that caused the cloning as well as slight variations. There exists a number of parameters to the algorithm, those being: network affinity scalar; mutation rate and number of times the training data is presented to the network. Each one of these can be used to alter the algorithm performance Timmis (2000b) .
Basic AINE algorithm Initialise where pd is defined as the distance between the ARB and the antigen in the normalised data space, such that 0 ≤ pd ≤ 1, and dis x the distance of the xth neighbor from the ARB. The population control mechanism that replaced the 5% culling mechanism, forces ARBs to compete for survival based on a finite number of resources that AINE contains; the more stimulated an ARB, the more resources it can claim. Once an ARB no longer claims any B cells, it is removed from the AIN. Previously, always 5% was removed, with AINE this is not the case, a predetermined number is not set for removal and the amount removed depends on the performance of the algorithm. This gives rise to a meta-dynamical system that eventually stabilises into a diverse core network structure that captures the main patterns contained within the data. This stability within AINE allows for the creation of a termination condition. Over a period of time, a core network emerges that captures the main patterns within the data set. The authors propose that AINE is a very effective learning algorithm, and on test data so far, very encouraging results have been obtained. The authors have tested the system on a simulated data set and the Iris data set. With the Iris data set, three distinct clusters can be obtained, unlike the original AIS proposed. Additionally, the networks produced by AINE are much smaller than the original system. In effect, AINE is acting as a compression facility, reducing the complexity of the networks, as to highlight the important information, or knowledge, that can be extracted from the data. More results pertaining to AINE can be found in Timmis (2000a) .
The output from AINE can be considered as a disconnected graph, which is called an Artificial Immune Network (AIN). Data regarding the contents of each ARB is recorded, along with a list of all links in the network and the affinity between the connected ARBs. The networks evolved by AINE are ideally suited to visualisation. By visualising these networks, the user can build up a good impression of the topological make up of the data, enabling them to identify areas of similarity within the data and perform a more informed exploration of the results. Timmis (2001) proposes a tool called aiVIS, which allows for the effective visualisation of these networks and allows the user to interact with the networks to gain a fuller understanding of the data. Similar to work above has been undertaken by de Castro and von Zuben (2000) . In this work the authors propose a system called aiNet, the driving force of which is data clustering and filtering redundant data. This work will not be explored in depth in this chapter, as there is a whole chapter in this book detailing this work.
A simple artificial immune system shell has been created that has been tested on various benchmark machine learning data sets Immune Networks (2001) . At the time of writing, however, results and details of algorithms used were not available.
Supervised Learning with Immune Metaphors
Use was made of the immune network theory to produce a pattern recognition and classification system Carter (2000) . This system was known as Immunos-81. The author's aim was to produce a supervised learning system that was implemented based on high levels of abstraction on the workings of the immune system. The algorithm can be seen below.
His model consisted of, T cells, B cells, antibodies and an amino-acid library. Immunos-81 used the artificial T cells to control the production of B cells. The B cells would then in turn compete for the recognition of the "unknowns". The aminoacid library acts as a library of epitopes (or variables) currently in the system. When a new antigen is introduced into the system, its variables are entered into this library. The T cells then use the library to create their receptors that are used to identify the new antigen. During the recognition stage of the algorithm T cell paratopes are matched against the epitopes of the antigen, and then a B cell is created that has paratopes that match the epitopes of the antigen.
Immunos-81 was tested using two standard data sets, both of these from the medical field. The first set was the Cleveland data set, which consists of the results of a medical survey on 303 patients suspected of having coronary heart disease. This data set was then used as a training set for the second data set; a series of 200 unknown cases. Immunos-81 achieved an average classification rate of 83.2% on the Cleveland data set and approximately 73.5% on a second data set. When compared to other machine learning techniques, Immunos-81 performed very well. The best rival was a k-nearest neighbour classifier Wettschereck et al (1997) , which averaged 82.4% on the Cleveland data set, other classification algorithms Gennari et al (1989) managed 78.9% and using C4.5 only 77.9% accuracy was obtained. The authors therefore argue that Immunos-81 is an effective classifier system, the algorithm is simple and the results are transparent to the user. Immunos-81 also has the potential for the ability to learn in real-time and be embeddable. It has proved to be a good example of using the immune system as a metaphor for supervised machine learning systems.
Simulated Annealing using Immune Metaphors
Simulated annealing is a search algorithm based loosely on the metaphor of the gradual cooling of a liquid until it freezes. Simulated annealing helps to prevent search algorithms becoming stuck in local maximum points in the search space. This is achieved by a varying the amounts of randomness in gradually decreasing amounts within the search space.
A novel approach at creating a simulated annealing algorithm based on the immune metaphor has been proposed by deCastro and von Zuben (2001) and applied to the problem of initialising feed forward neural networks (NN). The initialisation of NN weight vectors is an important one, as the wrong initial choice could lead to a poor local minima being discovered by the network. To search the entire area for potential solutions is an unacceptably large computational overhead, so methods are created in order to reduce that search area. The authors argue that the correlation between the quality of initial network weights and the quality of the output from the network can be likened to the quality of the initial antibody repertoire and the quality of the immune response. The authors successfully extract the metaphors of creating antibody diversity and the idea of shape space to propose an algorithm called SAND (Simulated ANnealing for Diversity). The aim of the algorithm is to generate a set of initial weight vectors to be used in a NN that are diverse enough to reduce the likelihood of the NN's convergence to a local optimum. In SAND an antibody is considered to be a vector of weights of a given neuron in a single layer of the network. By the use of an energy function that maximises the distance (based on Euclidean distance) between antibodies a diverse population of antibodies, and thus weight vectors, emerges. The authors make comparisons to other similar algorithms such as BOERS Boers and Kuiper (1992) , WIDROW Nguyen and Widrow (1990) and found that if the SAND algorithm was used to create the initial weight vectors, the NN required a reduced number of epochs on which to train. The authors claim to have shown that NN which have a more diverse and well distributed set of initial weight vectors yield faster convergence rates and SAND is a viable alternative to other established techniques.
SUMMARY
This chapter has introduced the idea of using the mammalian immune system as inspiration for creating machine-learning algorithms that can be used in the process of data mining. Salient features of the immune system were explained, such as B cells, immune response, immunological memory and the immune network theory. It was shown how research into modeling the immune system, in some way, acted as a catalyst for this area of research; highlighting areas of the immune system that could possibly be used for computational systems. Reasons why the immune system is a good metaphor were also explored, in order to create these Artificial Immune Systems (AIS).
A review was then presented of the most recent work of the field of AIS in relation to data mining. This included both unsupervised and supervised machine learning techniques, and other techniques used as part of the data mining process.
OBSERVATIONS FOR THE FUTURE
The field of AIS is rapidly expanding; in terms of Computer Science, the field is very new. There appears to be a growing rise in the popularity of investigating the mammalian immune system as a source of inspiration for solving computational problems. This is apparent not only in the increasing amount of work of the literature, but also the creation of special sessions on AIS at major international conferences and tutorials at such conferences.
This chapter has outlined some of the major algorithms in the field of machine learning and data mining. Other work on AIS has not been covered by this chapter, and it is acknowledged by the authors that there is a large body of work emerging. The authors feel that whilst these algorithms are a promising start to a very exciting field of research, it is clear that these algorithms need further and more detailed testing and examination. It is hoped that this chapter will go some way into acting as a catalyst for other researchers to use these ideas and put them to the test. This field is very promising, as the algorithms created offer the flexibility of being distributed, adaptable and in some cases self organising to allow for patterns in data to emerge and create a diverse representation of the data being learnt. The strengths of the algorithms are clear, but as yet issues such as scalability and areas where they are have greater potential, have yet to be addressed.
