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ON A SINGULAR EIGENVALUE PROBLEM AND ITS
APPLICATIONS IN COMPUTING THE MORSE INDEX OF
SOLUTIONS TO SEMILINEAR PDE’S
A.L. AMADORI, F. GLADIALI
Abstract. We investigate nodal radial solutions to semilinear problems of type{
−∆u = f(|x|, u) in Ω,
u = 0 on ∂Ω,
where Ω is a bounded radially symmetric domain of RN (N ≥ 2) and f is a real
function. We characterize both the Morse index and the degeneracy in terms of
a singular one dimensional eigenvalue problem, and describe the symmetries of
the eigenfunctions. Next we use this characterization to give a lower bound for
the Morse index; in such a way we give an alternative proof of an already known
estimate for the autonomous problem and we furnish a new estimate for He´non
type problems with f(|x|, u) = |x|αf(u). Concerning the real He´non problem,
f(|x|, u) = |x|α|u|p−1u, we prove radial nondegeneracy and show that the radial
Morse index is equal to the number of nodal zones.
1. Introduction
In this paper we want to give a formula to compute, and also estimate, the Morse
index and characterize the degeneracy of radial solutions of semilinear problems of
type
(1.1)
{ −∆u = f(|x|, u) in Ω,
u = 0 on ∂Ω,
where Ω is a bounded radially symmetric domain of RN , with N ≥ 2 and f :
[0,∞) × R → R is a real function. Both of our aims will be attained considering
a singular eigenvalue problem associated to problem (1.1) and estimating its eigen-
values, in particular its radial eigenvalues. In this way from one side we obtain,
with a different proof, some already known estimates on the Morse index as well as
the characterization of the degeneracy of radial solutions to autonomous problems,
namely
(1.2)
{ −∆u = f(u) in Ω,
u = 0 on ∂Ω,
together with a formula which allows to compute the Morse index of u knowing its
singular radial eigenvalues. From the other side we obtain a new estimate on the
Morse index of radial solutions to non-autonomous problems of He´non type
(1.3)
{ −∆u = |x|αf(u) in Ω,
u = 0 on ∂Ω,
where α is a real parameter, together with the characterization of the degeneracy and
a formula to compute the Morse index of u knowing its radial singular eigenvalues.
1
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The knowledge of the degeneracy and of the Morse index of a solution u has
important applications. Let us recall that the degeneracy points, associated with a
change in the Morse index, give existence of other solutions that can be obtained by
bifurcation and can give rise to the so called symmetry breaking phenomenon. In the
variational setting, indeed, there is a direct link between the second derivative of the
functional associated to (1.1) and the quadratic form related to its linearization, and
a change in the Morse index immediately produces a change in the critical groups,
giving existence of bifurcating solutions; we refer to [9] for the definition of critical
groups, and their relation with the Morse index. But also when the problem does
not have a variational structure, as for instance when f is supercritical, a change
in the Morse index implies a bifurcation result, via the Leray Schauder degree (see
[6]). An application of this type can be found in [1], dealing with positive solutions
of the He´non problem in the ball.
Moreover the knowledge of the Morse index in symmetric spaces turns useful in the
case of multiple bifurcation to distinguish solutions as can be seen in [23] and [5]
dealing respectively with positive and nodal solutions for the Lane Emden problem
in an annulus. It can also give existence of different solutions by minimizing the
functional associated with (1.1) in that symmetric spaces, as done in [22], dealing
with the Lane-Emden problem in the disk. Our approach discloses information on
the symmetries of the corresponding eigenfunctions and hence on the Morse index
and degeneracy in symmetric spaces of functions. The symmetries that one can
contemplate are the symmetries of the Spherical Harmonics, which are indeed the
symmetries of the eigenfunctions of the Laplace Operator in a radially symmetric
domain.
Let us outline the set of assumptions which shall be in use. Since we are not
interested in existence of solutions to (1.1), we do not impose any restriction on the
possible growth of the nonlinearity f(|x|, u) but only some regularity, and, with the
intention to keep the range of feasible nonlinearities as wide as possible, we shall
take as underlying hypothesis that
H.1 the function f(r, u) : [0,∞) × R → R is continuous w.r.t. r and for all r ≥ 0
the function t 7→ f(r, t) belongs to W 1,1loc (R)
However, it is well known that problem (1.1) admits nodal solutions, and also
nodal radial solutions, whenever the right-hand side f(x, t) satisfies, as an example
(f1) f ∈ C1(Ω× R,R) , f(x, 0) = 0 ∀x ∈ Ω;
(f2) ∃p ∈
(
2, 2N
N−2
]
, resp. p ∈ (2,∞) in case N = 2, such that |fu(x, t)| ≤ C(1 +
|t|p−2) for all x ∈ Ω, t ∈ R;
(f3) fu(x, t) > f(x, t)/t for all x ∈ Ω, t 6= 0;
(f4) there exists R > 0 and θ > 2 such that 0 < θF (x, t) ≤ tf(x, t) for all x ∈
Ω, |t| ≥ R;
where F (x, t) =
´ t
0 f(x, s) ds is a primitive of f . These assumptions have been
introduced in [10] where the least energy nodal solution has been studied, see also
[13]. When f is odd in t then for any k > 2 there exist solutions u to (1.1) with at
least k nodal domains, which are the connected components of {x ∈ Ω : u(x) 6= 0},
see [10, Theorem 1.2]. Finally, in a radially symmetric domain Ω, under some
assumptions very similar to the previous ones in [11] (and in [29] in the case of the
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ball) it has been proved that for every integer k there exists a pair of radial solutions
u+k , u
−
k , with u
−
k (0) < 0 < u
+
k (0) having precisely k nodes, which are the zeros of u.
Here we do not require the existence assumptions in (f1), (f2), (f3), (f4) since we
want to deal also with some problems of the type (1.3), where the existence of radial
solutions is established under less restrictive growth conditions than (f2), namely
when f(x, t) can be supercritical in t. We will return on this subject in Section 5.2.
Taken u a weak solution to (1.1), one may consider the associated linearized
operator
Lu(w) := −∆w − fu(|x|, u)w
and the quadratic form
Qu(w) :=
ˆ
Ω
(|∇w|2 − fu(|x|, u)w2) dx.
In order to give sense to the linearized operator Lu and the quadratic form Qu
under the unique assumption H.1 we will consider weak solutions u ∈ H10 (Ω) to
(1.1) such that
H.2 fu(|x|, u) ∈ L∞(Ω).
Recall that under the assumptions (f1), (f2), (f3), (f4) any weak solution u belongs
to C1,β(Ω) by elliptic regularity, see [10] and then H.2 is trivially satisfied. In any
case we will see that assumption H.2 implies that the radial solution u belongs to
C2(Ω).
Given a solution u we will denote by m the number of the nodal domains, namely
the connected components of {x ∈ Ω : u(x) 6= 0}. For a radial solution this coincides
with the number of its zeros (or nodes) in the interval (0, r] when Ω = Br(0) is the
ball of radius r, or in the interval (a, b] when Ω is the annulus of interior radius a
and exterior radius b. Let us recall that a weak solution u to (1.1) is said degenerate
if the linearized equation namely{ −∆w − fu(|x|, u)w = 0 in Ω,
w = 0 on ∂Ω,
admits a nontrivial weak solution w ∈ H10 (Ω), equivalently if the linearized operator
Lu admits 0 as an eigenvalue in H
1
0 (Ω). The Morse index of u, that we denote
hereafter by m(u), is instead the maximal dimension of the subspace of H10 (Ω) in
which the quadratic form Qu is negative defined, or equivalently, since Lu is a linear
compact operator, is the number of the negative eigenvalues of Lu in H
1
0 (Ω), counted
with multiplicity. Then both of our aims, Morse index and degeneracy, are described
in terms of the eigenvalues of the linear compact operator Lu, where, by assumption,
fu(|x|, u) ∈ L∞(Ω). As u is radial, we can consider the linearized operator Lu and the
quadratic form Qu restricted to some subspace H
1
0,G(Ω) of H
1
0 (Ω) given by functions
which are invariant by the action of a subgroup G of the orthogonal group O(N).
Then we can say that u is G-degenerate if Lu admits 0 as an eigenvalue in H10,G(Ω)
and the G-morse index of u is the number, counted with multiplicity, of the negative
eigenvalues of Lu in H
1
0,G(Ω). Finally when G = O(N) we say that u is radially
degenerate if Lu admits 0 as an eigenvalue in H
1
0,rad(Ω) (the subspace of H
1
0 (Ω)
given by radial functions) and the radial Morse index of u is the number, counted
with multiplicity, of the negative eigenvalues of Lu in H
1
0,rad(Ω).
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The study of the Morse index of nodal radial solutions has been tackled for the
first time by Aftalion and Pacella, in [7], dealing with autonomous problem of the
type (1.2) with f ∈ C1. They proved that the linearized operator Lu has at least
N negative eigenvalues whose corresponding eigenfunctions are non radial and odd
with respect to xi. Adding the first eigenvalue, which is associated to a radial,
positive eigenfunction, one gets at least N + 1 negative eigenvalues. The paper [8]
proved a similar estimate, precisely that m(u) ≥ (m − 1)(N + 1), requiring that f
is merely continuous, but assuming some properties similar to (f2) and (f3). Next
[16] established the following lower bound
Theorem (2.1 in [16]). Let f ∈ C1(R), and u be a classical radial solution to (1.2)
with m nodal zones. Then
mrad(u) ≥ m− 1, m(u) ≥ (m− 1)(1 +N).
If in addition f fulfills (f3), then
mrad(u) ≥ m, m(u) ≥ m+ (m− 1)N.
All the mentioned estimates are obtained using the directional derivatives of the
solution u, namely ∂u
∂xi
, to obtain information on the eigenfunctions and eigenvalues
of Lu, since Lu
(
∂u
∂xi
)
= 0 and cannot be adapted to deal with nonautonomous
nonlinearities.
For what concerns nonautonomous problems of He´non type (1.3) we quote a recent
paper by Dos Santos and Pacella [18] which proved that any nodal radial solution
in a planar domain satisfies m(u) ≥ 3 for any α > 0 and m(u) ≥ 3+α when α is an
even integer. Under the additional assumption (f3), also the paper [18] furnishes an
improved estimates claiming that m(u) ≥ m+2 for any α > 0 and m(u) ≥ m+2+α
when α is an even integer. The proof relies on a suitable transformation which relates
solutions to (1.3) to solutions of an autonomous problem of type (1.2), to which [16,
Theorem 2.1] can be applied.
Here we improve the results in [18] in two different directions: from one side we
provide a higher lower bound in the planar case, from the other we include the case
of higher dimensions. Letting
[
α
2
]
= max
{
n ∈ Z : n ≤ α2
}
stand for the integer
part of α2 , and Nj =
(N+2j−2)(N+j−3)!
(N−2)!j! for the multiplicity of the j
th eigenvalue of
the Laplace-Beltrami operator, our estimates state as follows:
Theorem 1.1. Let f(r, t) = rαf(t) with α ≥ 0 satisfy H.1, and u be a radial weak
solution to (1.3) with m nodal zones, satisfying H.2. Then
mrad(u) ≥ m− 1,(1.4)
m(u) ≥ mrad(u) + (m− 1)
1+[α
2
]∑
j=1
Nj ≥ (m− 1)
1+[α
2
]∑
j=0
Nj(1.5)
=

(m− 1)(1 +N) if 0 ≤ α < 2, or
(m− 1)
(
1 +N +
[α
2
]∑
j=1
Nj
)
if α ≥ 2.
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If in addition f fulfills (f3), then
mrad(u) ≥ m,(1.6)
m(u) ≥ mrad + (m− 1)
1+[α
2
]∑
j=1
Nj ≥ m+ (m− 1)
1+[α
2
]∑
j=1
Nj(1.7)
=

m+ (m− 1)N if 0 < α < 2, or
m+ (m− 1)
(
N +
[α
2
]∑
j=1
Nj
)
if α ≥ 2.
Let us already remark an immediate but interesting consequence of estimate (1.5).
Corollary 1.2. Let f(r, t) = rαf(t) with α > 0 satisfy H.1, and u be a radial weak
solution to (1.3) with m ≥ 2 nodal zones, satisfying H.2. Then the Morse index of
u goes to infinity as α→ +∞.
This result holds only for sign-changing solutions and indeed cannot be true in
the case of positive ones, as shown in [1] where the positive solution has Morse index
one for every value of α > 0, for some particular choice of the function f .
Coming back to Theorem 1.1, for α = 0 (1.3) reduces to the autonomous problem
(1.2) and the estimates (1.5) and (1.7) give back the ones already obtained in [16,
Theorem 2.1], in a slightly different set of assumptions. When α > 0 the proof of
Theorem 1.1 is based on another transformation of the radial variable which, like
the one in [18] brings radial solutions to problem (1.3) into solutions of a suitable
autonomous o.d.e., and singular radial eigenfunctions of the linearized operator Lu
into suitable singular eigenfunctions of the linearized problem associated with the
previous o.d.e. The estimates on the Morse index in Theorem 1.1 come from some
estimates on the eigenvalues associated with the o.d.e. In this perspective we aim
to give another proof of [16, Theorem 2.1] (more precisely to prove Theorem 1.1 for
α = 0) without relying on the use of the directional derivatives, but only on the
estimates on suitable radial eigenvalues. The main difference in our approach is the
fact that we consider not the standard eigenvalue problem for the operator Lu, but
a singular eigenvalue problem which was already used in some recent papers as [21]
in dimension 2 and [15] in higher dimensions. In particular we will use the radial
derivative ∂u
∂r
to obtain estimates on the radial part of the eigenvalues.
In this perspective in Section 2 we recall the main properties of standard eigen-
values and eigenfunctions associated to a compact operator, recalling the proof of
the main points since we want to extend them to the case of the singular eigenvalue
problem. Let us be more specific. As a preliminary we take a linear operator
Law := −∆w − a(x)w,
and the related quadratic form
Qa(w) :=
ˆ
Ω
(|∇w|2 − a(x)w2) dx,
and we address to a very classical linear eigenvalues problem:
(1.8) Λi := min
{
Qa(w)´
Ω w
2(x) dx
: w ∈ H10 (Ω) \ {0}, w ⊥ ψ1, . . . , ψi−1
}
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where the orthogonality condition w ⊥ ψj stands for the orthogonality in L2(Ω).
Even if it will not be mentioned every time, we shall always take as an underlying
assumption:
H.0 the function a ∈ L∞(Ω).
When the function a is radial, we also look at its radial version
(1.9) Λradi := min
{
Qa(w)´
Ωw
2(x) dx
: w ∈ H10,rad(Ω) \ {0}, w ⊥ ψrad1 , . . . , ψradi−1
}
.
which is related to the Sturm-Liouville problem
(1.10)
{
−
(
rN−1
(
ψradi
)′)′ − rN−1a(r)ψradi = rN−1Λradi ψradi for r ∈ (0, R)
(ψradi )
′(0) = 0, ψradi (R) = 0,
if Ω is a ball centered at the origin, or
(1.11)
{
−
(
rN−1
(
ψradi
)′)′ − rN−1a(r)ψradi = rN−1Λradi ψradi for r ∈ (a, b)
ψradi (a) = ψ
rad
i (b) = 0,
if Ω is an annulus centered at the origin.
In Section 3 instead we introduce a singular eigenvalue problem associated to La.
Letting L := {v : Ω → R : v measurable and s.t. ´Ω |x|−2v2 dx < ∞} we define
H0 := H10 (Ω) ∩ L and H0,rad := H10,rad(Ω) ∩ L and
(1.12) Λ̂i := inf
{
Qa(w)´
Ω |x|−2w2(x) dx
: w ∈ H0 \ {0}, w⊥ψ̂1, . . . , ψ̂i−1
}
,
where the orthogonality stands for the orthogonality in L, and its radial version
(1.13) Λ̂radi := inf
{
Qa(w)´
Ω |x|−2w2(x) dx
: w ∈ H0,rad \ {0}, w⊥ψ̂rad1 , . . . , ψ̂radi−1
}
.
This last minimization problem is related to a Sturm-Liouville problem which is sin-
gular when Ω = B is the unit ball centered at the origin, and whose weak formulation
is
(1.14)
{
−
(
rN−1(ψ̂radi )
′
)′ − rN−1a(r)ψ̂radi = rN−3Λ̂radi ψ̂radi for r ∈ (0, 1)
ψ̂radi ∈ H0,rad.
When Ω is an annulus the problems (1.12), (1.13) and (1.14) are regular and equiv-
alent to the eigenvalue problems studied in Section 2. Indeed it is easy to see that
there is a strict correspondence between nonpositive eigenvalues of (1.8) and of
(1.12) (and similarly for their symmetric and radial versions). See, for instance,
[4], where this fact has been exploited to investigate the Lane-Emden problem in
annular domains. For these reasons in all the following we shall only consider Ω to
be the unitary ball which is the main interesting case.
In view of the application to He´non type problems (1.3), it is needed a parametric
version of the ”radial” spacesH10,rad andH10,rad which do not need N to be an integer,
that we denote by H10,M and H0,M for any M ≥ 2.
For any radial function a and M ≥ 2 we look at the quadratic form
Qa,M (w) =
ˆ 1
0
rM−1
(|w′|2 − a(r)w2) dr.
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Next we introduce some generalized ”radial” eigenvalues defined by
(1.15) νi := min
w∈H10,M
w 6=0
w⊥M{ψ1,...,ψi−1}
Qa,M (w)´ 1
0 r
M−1w2(r) dr
and some generalized ”radial” singular eigenvalues ν̂i as
(1.16) ν̂i := inf
w∈H0,M
w 6=0
w⊥M{ψ1,...,ψi−1}
Qa,M(w)´ 1
0 r
M−3w2(r) dr
.
Since when M = N is an integer the spaces H0,M and H0,M give back the radial
spaces H10,rad(B) and H0,rad (and their Banach and Hilbert structures coincide), in
that case the eigenvalues (1.15) and (1.16) coincide with the radial eigenvalues (1.9)
and (1.13), respectively.
The singular problems (1.12),(1.13) and (1.16) have been studied before in [21]
for N = 2 (or M = 2 in (1.16)) and [15] when N ≥ 3 (or M > 2 in (1.16)). Here
we present a sharp condition under which the minima in (1.12), (1.13) are attained:
indeed compactness can be restored as far as Λ̂i, Λ̂
rad
i <
(
N−2
2
)2
. The same result
holds for (1.16) as far as ν̂i <
(
M−2
2
)2
(see Propositions 3.1, 3.11). Next the singular
eigenvalues and eigenfunctions enjoy the basic properties of regular eigenvalues and
eigenfunctions: in particular the radial singular eigenvalues are simple and the eigen-
function related to the ith eigenvalues has exactly i nodal domains (see Properties
1–5 in Subsection 3.1).
The singular problems turn useful because they have the same number of negative
eigenvalues of the regular problems (see Propositions 3.4 and 3.12), but they can
be decomposed along the spherical harmonics into radial and angular part (see
Proposition 4.1). The eigenvalue 0 deserves a particular care: in dimensionN ≥ 3 (or
M > 2) can be dealt with as the negative eigenvalues, while in dimensionN =M = 2
the situation is slightly different (see Proposition 4.2). The reason is that when
N ≥ 3 (or M > 2) the weighted spaces H0 and H0,M coincide with H10 (B) and
H10,M thanks to Hardy inequality, while in dimension N = M = 2 the inclusion is
strict.
Afterwards we turn to the semilinear equation (1.1) and show that the Morse
index of any solution u is equal to the number of negative singular eigenvalues
of (1.12) with a(x) = fu(|x|, u), counted with multiplicity. Moreover when u is
radial its radial Morse index is given by the number of negative singular radial
eigenvalues Λ̂rad defined in (1.13) with a(x) = fu(|x|, u). This, together with a
general decomposition result in Section 4, brings to explicit formulas to compute
the Morse index and evaluate the degeneracy of radial solutions in terms of the
singular Sturm-Liouville problem. To give a precise statement we let λj := j(N +
j − 2) be the eigenvalues of the Laplace-Beltrami operator in the sphere, Nj =
(N+2j−2)(N+j−3)!
(N−2)!j! their multiplicity, and Yj their eigenfunctions. Moreover in the
following two statements we will denote by Λradi , Λ̂i and Λ̂
rad
i the eigenvalues defined
in (1.9), (1.12) and (1.13) respectively with a(x) = fu(|x|, u).
Proposition 1.3. Assume H.1 and take u a radial weak solution to (1.1) satisfying
H.2, and mrad = mrad(u) its radial Morse index. Then the Morse index of u is
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given by
m(u) =
mrad∑
i=1
∑
0≤j<Ji
Nj where
Ji =
√(
N −2
2
)2
− Λ̂radi −
N −2
2
.
(1.17)
Besides the negative singular eigenvalues are Λ̂ = Λ̂radi + λj and the related eigen-
functions are
(1.18) ψ(x) = ψ̂radi (r)Yj(θ),
where ψ̂radi is an eigenfunction related to Λ̂
rad
i .
Proposition 1.4. Assume H.1 and take u a radial weak solution to (1.1) satisfying
H.2 When N ≥ 3 u is radially degenerate if and only if Λ̂radk = 0 for some k ≥ 1,
and degenerate if and only if, in addition,
(1.19) Λ̂radk = −j(N − 2 + j) for some k, j ≥ 1.
Otherwise if N=2 u is radially degenerate if and only if Λradk = 0 for some k ≥ 1,
and degenerate if and only if, in addition, (1.19) holds.
Besides in any dimension N ≥ 2, any nonradial function in the kernel of Lu can
be written as in (1.18), where ψ̂radk is an eigenfunction related to an eigenvalue Λ̂
rad
k
satisfying (1.19).
Formulas like (1.17) and (1.19) have already been exploited to compute explicitly
the Morse index in some particular cases, as for instance in [23] and [4] dealing with
the Lane-Emden problem. Further in many situations where the problem admits a
limit problem they allow to compute the Morse index of the solutions for that values
of the parameter which are near to the limit. This is the case of [16], dealing with
the Lane-Emden problem, in the unit ball, namely{ −∆u = |u|p−1u in B,
u = 0 on ∂B
whose existence range is p ∈ (1, pN ) with pN = 2∗N − 1 = N+2N−2 if N ≥ 3. They
proved that, if up is the radial solution with m zeros then
m(up) = m+N(m− 1)
when p is close enough to the critical value pN . Hence the bound from below
obtained in [16, Theorem 2.1] is actually optimal. See also [17] for the study of
the 2-dimensional case. In [16] and [17] the difficulty coming from singularity at
the origin has been bypassed by approximating the ball by annuli with a small
hole. This trick forces to make very accurate estimates to control the approximation
parameter, especially when dealing with asymptotic estimates and, in our opinion
it is not needed if one uses the singular eigenvalues and (1.17).
Moreover formula (1.17) enables to give some estimate on the Morse index of radial
nodal solutions without requiring any information on the nonlinear term f and this is
done in Section 5, where Theorem 1.1 is proved. The strength of our approach shows
up because the arguments valid to deal with the autonomous problem (1.2) can be
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generalized to He´non type problems (1.3) in any dimension and with relatively small
effort. Actually the transformation
t = r
2+α
2 , w(t) = u(r),
is used to pass from a radial solution u of (1.3) in the ball to a solution w of
(1.20)
−
(
tM−1w′
)′
= tM−1
(
2
2+α
)2
f(w), 0 < t < 1,
w′(0) = 0, w(1) = 0,
with M = 2(N+α)2+α .
Problem (1.20) is not really the radial version of an autonoumous problem (1.2)
unless the parameter M is an integer. Anyway the study performed in Sections 2, 3
allows to manage this situation and obtain some characterizations of the Morse index
and the degeneracy of a radial solution in terms of the generalized radial singular
eigenvalues. In the following statements we will denote by ν̂i (resp., νi) the singular
(resp., standard) eigenvalues defined as in (1.16) (resp., (1.15)) with M = 2(N+α)2+α
and a(r) =
(
2
2+α
)2
fu(w(r)).
Proposition 1.5. Let f(r, t) = rαf(t) with α ≥ 0 satisfy H.1, and u a radial weak
solution to (1.3) satisfying H.2. Denoting by mrad its radial Morse index, then the
Morse index of u is given by
m(u) =
mrad∑
i=1
∑
0≤j<Ji
Nj , where
Ji =
2 + α
2
√(M − 2
2
)2
− ν̂i − M − 2
2
 .(1.21)
Proposition 1.6. Let f(r, t) = rαf(t) with α ≥ 0 satisfy H.1, and u a radial weak
solution to (1.3) satisfying H.2. When N ≥ 3 then u is radially degenerate if and
only if
ν̂k = 0 for some k ≥ 1,
and degenerate if and only if, in addition,
(1.22) ν̂k = −
(
2
2 + α
)2
j(N − 2 + j) for some k, j ≥ 1.
Otherwise if N = 2 then u is radially degenerate if and only if
νk = 0 for some k ≥ 1,
and degenerate if and only if, in addition, (1.22) holds.
Besides in any dimension N ≥ 2, any nonradial function in the kernel of Lu can be
written as
ψ(x) = ψ̂k(|x|
2+α
2 )Yj(θ)
where ψ̂k is an eigenfunction related to an eigenvalue ν̂k satisfying (1.22).
Holding formula (1.21), the same arguments used to prove Theorem 1.1 for α = 0
remain valid for α > 0.
Formulas like (1.21) and (1.22) have already been exploited to compute the Morse
index of a solution to (5.33), see [20] and [21], in the particular case of a positive
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solution, when the contribution to the Morse index and degeneracy is due to the
unique singular negative eigenvalue ν̂1. In particular in [21] ν̂1 is explicitly known.
We conclude our paper by dealing with the particular case of power-type non-
linearity f(r, t) = rα|t|p−1t, i.e. with the He´non problem
(1.23)
{ −∆u = |x|α|u|p−1u in Ω,
u = 0 on ∂Ω,
By investigating the radial singular eigenvalues related to (5.33) we are able to
show that
Theorem 1.7. Let α ≥ 0 and u a radial solution to (1.23) with m nodal zones.
Then u has radial Morse index m and is radially non-degenerate.
Theorem 1.7 includes also the Lane-Emden problem (α = 0). For that prob-
lem both the radial non-degeneracy and the value of the radial Morse index had
already been obtained in [26] with a completely different approach. Their proof
adapts to deal with some non-autonomous problems of type (1.1) with f(|x|, u) =
K(|x|)|u|p−1u, but their assumptions on K(|x|) do not include the He´non problem,
K(|x|) = |x|α with α > 0, and they only handle variational problems (i.e. subcricti-
cal exponents).
Finally we mention that Theorem 1.7 and Proposition 1.5 together with some
estimates on the singular generalized eigenvalues ν̂k in Section 5.3 and the asymptotic
of the radial solution u to (1.23) allows to show that
Theorem 1.8. Let u be a radial solution to (1.23) with m nodal zones in Ω =
B1(0) ⊂ RN with N ≥ 3. Then there exists p⋆ ∈ (1, N+2+2αN−2 ) such that for any
p ∈ [p⋆, N+2+2α
N−2 ) we have
m(up) = m
1+[α2 ]∑
j=0
Nj as α > 0 is not an even integer, or
m(up) = m
[α2 ]∑
j=0
Nj + (m− 1)N1+[α2 ] if α = 0 or it is an even number.
Theorem 1.8 is a consequence of the fact that ν̂i → −(M − 1) as p→ N+2+2αN−2 for
i = 1, . . . ,m, together with some general estimates obtained here in Lemma 5.11. In
dimension 2 instead the situation is different. Actually for a solution with two nodal
zones we have ν̂2 → −1 but ν̂1 → −β2, where β ≃
√
26.9 has been characterized
in [24]. Consequently the asymptotic behaviour of the Morse index is described by
next Theorem
Theorem 1.9. Let u be a radial solution to (1.23) with 2 nodal zones in Ω =
B1(0) ⊂ R2. For all α ≥ 0 except the sequence αn = 2(nβ − 1) there exists p⋆ > 1
such that for any p > p⋆ we have
m(up) = 4 + 2
[(
1 + α2
)
β
]
+ 2
[
α
2
]
as α > 0 is not an even integer, or
m(up) = 2 + 2
[(
1 + α2
)
β
]
+ 2
[
α
2
]
if α = 0 or it is an even integer.
In the case α = 0, Theorems 1.8 and 1.9 give back the asymptotic Morse index
of the Lane-Emden problem computed in [16] and [17], respectively. Their proofs
for α > 0 require careful estimates on the asymptotic behaviour of the solution u as
well as of the asymptotic of the eigenfunctions associated with ν̂i that we defer to
the papers [2] and [3].
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List of notations
In the following Ω denotes a generic open subset of RN , while B = {x ∈ RN :
|x| < 1} is the unit ball. We shall make use of the following functional spaces:
C10 (Ω) := {v : Ω→ R : v differentiable , ∇v continuous and
the support of v is a compact subset of Ω},
L2(Ω) := {v : Ω→ R : v measurable with
ˆ
Ω
v2dx < +∞},
H1(Ω) := {v ∈ L2(Ω) : v has first order weak derivatives ∂iv in L2(Ω)},
H10 (B) := {v ∈ H1(B) : v(x) = 0 if |x| = 1},
H1rad(B) := {v ∈ H1(B) : v radial },
H10,rad(B) := H
1
0 (B) ∩H1rad(B),
L2M := {v : (0, 1)→ R : v measurable and s.t.
ˆ 1
0
rM−1v2dr < +∞},
H1M := {v ∈ L2M : v has a first order weak derivative v′ in L2M},
H10,M :=
{
v ∈ H1M : v(1) = 0
}
,
L := {v : B → R : v measurable and s.t
ˆ
B
|x|−2w2 dx <∞},
H := H1(B) ∩ L, H0 := H10 (B) ∩ L, H0,rad := H ∩H10,rad(B),
LM := {v : (0, 1)→ R : v measurable and s.t
ˆ 1
0
rM−3w2 dr <∞},
HM := H1M ∩ LM , H0,M := H10,M ∩ LM .
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2. Preliminaries on standard eigenvalues and eigenfunctions
In this section we recall some well known properties of the classical eigenvalues
and eigenfunctions that we need in the applications and that we want to extend to
the singular case. In this perspective we also give the proof of the main points, since
we need them for the singular problem.
Let a : B → R be any function in L∞(B). For any w ∈ H10 (B) we denote by
La(w) : H
1
0 (B)→ R the linear operator defined by
(2.1) La(w)ϕ :=
ˆ
B
∇w∇ϕ− a(x)wϕ dx.
For simplicity we will write
Law := −∆w − a(x)w,
as in the introduction, meaning that w ∈ H10 (B) and (2.1) is considered in its weak
formulation. Further we denote by Qa : H
1
0 (B) → R the quadratic form associated
to La, namely
(2.2) Qa : H
1
0 (B)→ R, Qa(w) =
ˆ
B
|∇w|2 − a(x)w2 dx
When a(x) ≤ 0, for any g ∈ L2(B) we let Ta(g) : L2(B) → L2(B) to be defined by
Ta(g) = w ∈ H10 (B) if w is the unique weak solution to Law = g in B with Dirichlet
boundary conditions, namely if w ∈ H10 (B) satisfiesˆ
B
∇w∇ϕdx−
ˆ
B
a(x)wϕdx =
ˆ
B
gϕdx for any ϕ ∈ H10 (B)
Ta is a linear selfadjoint positive and compact operator, due to the compact embed-
ding of H10 (B) into L
2(B). By the spectral theory of positive compact selfadjoint
operators there exists a nonicreasing sequence of eigenvalues µj > 0 such that µj → 0
as j →∞, and the corresponding eigenfunctions ψj ∈ H10 (B) form an Hilbert basis
for L2(B) (see, for instance, [14]). Then the values Λj :=
1
µj
are called eigenval-
ues for the linear operator La and form a sequence 0 < Λ1 < Λ2 ≤ . . . such that
Λj →∞ as j →∞. The eigenfunction ψi ∈ H10 (B) corresponding to Λi, called i-th
eigenfunction of La, is a weak solution to
(2.3)
{ −∆ψi − a(x)ψi = Λiψi in B
ψi = 0 on ∂B.
When a(x) is positive somewhere in B we have that a(x)−Γ ≤ 0 for some Γ > 0 and
we can repeat the previous argument for the positive operator Ta−Γ. This produces
a sequence of values −Γ < Λ1 < Λ2 ≤ . . . such that Λj → ∞ as j → ∞, called
eigenvalues for La and the corresponding eigenfunctions ψi ∈ H10 (B), which form an
Hilbert basis for L2(B), weakly solve (2.3). Summarizing for every a(x) ∈ L∞(B)
the linear operator La admits a sequence of eigenvalues Λi and an Hilbert basis of
eigenfunctions ψi.
Remark 2.1. Since a(x) ∈ L∞(B) and ψ ∈ H10 (B), then a(x)ψ + Λψ ∈ Lq(B)
for any q ∈ (1,∞) when N = 2 and for any q ∈ (1, 2N
N−2 ] when N ≥ 3. This
implies by elliptic Lq estimates that ψ ∈W 2,q(B) with q as before, and bootstrapping
that ψ ∈ W 2,q(B) for any q in any dimension N . Then, choosing q large enough
the Morrey’s Theorem implies that ψ ∈ C1,β(B¯) for some 0 < β < 1 (see [19,
Theorem 8.34] for the elliptic regularity). Moreover Schauder estimates imply that
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when a(x) ∈ C0,α(B) for some α > 0 then ψi ∈ C2,α(B) so that it is also a classical
solution to (2.3), corresponding to Λi.
These classical eigenvalues Λi can be defined using their min-max characterization,
namely the first eigenvalue is
(2.4) Λ1 := min
w∈H10 (B)
w 6=0
Qa(w)´
B
w2(x) dx
The infimum is attained at a function ψ1 ∈ H10 (B) that is a weak solution to (2.3)
corresponding to Λ1 and hence belong to C
1,β(B¯). Next iteratively, for i ≥ 2
(2.5) Λi := min
w∈H10 (B)
w 6=0
w⊥{ψ1,...,ψi−1}
Qa(w)´
B
w2(x) dx
= min
W⊂H10 (B)
dimW=i
max
w∈W
w 6=0
Qa(w)´
B
w2(x) dx
where the orthogonality condition w ⊥ ψj stands for the orthogonality in L2(B) and
ψj is a function that attains Λj for j = 1, . . . , i − 1. Again, the infimum in (2.5) is
attained at a function ψi ∈ H10 (B) that is a weak solution to (2.3) corresponding to
Λi and hence belong to C
1,β(B¯).
Let us recall some useful properties of eigenvalues and eigenfunctions which are
well known and whose proof is by now classical (see, for instance, the book [14]).
We recall also the proofs of these properties since we need to extend them to the
singular case.
Property 1. The first eigenvalue Λ1 is simple and the first eigenfunction ψ1 is
strictly positive (or negative) in B.
Proof. Substituting ψ1 with |ψ1| in (2.4) one obtains that also |ψ1| attains Λ1 and
so satisfies (2.3) corresponding to Λ1. The C
1,β regularity of ψ1 then implies that ψ1
does not change sign in B for any first eigenfunction. Then we can assume ψ1 ≥ 0
in B. The strict positiveness of ψ1 is due to the strong maximum principle applied
to the linear operator −∆− (a(x) +Λ1). The fact the Λ1 is simple is a consequence
of the positiveness of ψ1. Indeed, since La is a linear operator if ψ1 and ψ2 solve
(2.3) corresponding to Λ1 then also aψ1+ bψ2 solves (2.3) for any a, b ∈ R, and then
minimizes (2.5). As before this means that also aψ1 + bψ2 has one sign in B for
every a, b ∈ R and this is not possible. 
Property 2. Eigenfunctions related to different eigenvalues are orthogonal in L2(B).
Proof. The assertion follows from the weak formulation of (2.3). Indeed assume ψi
and ψj are eigenfunctions related respectively to Λi and Λj with Λi 6= Λj . Using ψj
as test function in the weak formulation of the equation satisfied by ψi and using ψi
as test function in the weak formulation of the equation satisfied by ψj we obtain
Λi
ˆ
B
ψiψj dx =
ˆ
B
∇ψi∇ψj − a(x)ψiψj dx = Λj
ˆ
B
ψiψj dx
which implies
(Λi − Λj)
ˆ
B
ψiψj dx = 0.

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This suggests that any eigenfunction related to an eigenvalue Λi > Λ1 changes
sign in B (recall that ψ1 > 0) and so it has at least two nodal domains, namely
subdomains of B where ψi does not change sign.
Property 3. The i-th eigenfunction ψi has at most i nodal domains.
Proof. We have already shown that this is true for i = 1. Assume i > 1, let Dk be a
nodal domain of ψi and let wk be the function that coincides with the eigenfunction
ψi in Dk and is zero elsewhere. Of course wk ∈ H10 (B) for any k. If the number
of nodal domains of ψi overpasses i, let us choose i among them. It is possible to
choose i coefficients c1 . . . ci (not all null) such that the function w =
i∑
k=1
ckwk is
orthogonal in L2(B) to all the previous eigenfunctions ψ1, . . . ψi−1. Besides using
wk as a test function in the weak formulation of (2.3) one sees thatˆ
Dk
(|∇wk|2 − aw2k) dx = Λi ˆ
Dk
w2kdx
and then, since the functions wk have disjoint supports
Qa(w)´
B
w2dx
=
j∑
k=1
c2k
´
Dk
(|∇wk|2 − aw2k) dx
j∑
k=1
c2k
´
Dk
w2kdx
= Λi,
namely w attains the minimum in (2.5). It follows that w weakly solves (2.3) in
B. On the other hand w is null in Di+1 ⊂ B, Di+1 6= ∅ and therefore it must be
identically zero by the unique continuation principle. 
2.1. Eigenvalues with symmetries and Sturm-Liouville problems. In the
applications it can be useful to consider functions a(x) with some symmetries. Since
we are in a radially symmetric domain if G is any subgroup of the orthogonal group
O(N) of RN we say that a function w(x) is G-invariant (or G-symmetric) if
w(g(x)) = w(x) ∀ x ∈ B ∀ g ∈ G.
Obviously w is radially symmetric if it is G-symmetric with G = O(N).
When the function a(x) is G-symmetric for some subgroup G ⊂ O(N), we can
consider the linear operator Law restricted to some symmetric space. To this end
we let
(2.6) H10,G(B) := {w ∈ H10 (B) : w is G-invariant}
and we can restrict the operator La in (2.1) to the space of G-invariant functions
w. Then, if a(x) is G-invariant we can define the G-invariant eigenvalues of La to be
defined as in (2.5) with H10,G(B) instead of H
1
0 (B). By the principle of symmetric
criticality an eigenfunction ψGi which attains Λ
G
i belongs to H
1
0,G(B) and weakly
solves (2.3) related to the eigenvalue ΛGi . Reasoning as in the beginning of the
previous Section withH10,G(B) instead ofH
1
0 (B) one sees that when a(x) G-invariant,
then the linear operator La admits a sequence of eigenvalues Λ
G
i such that Λ
G
i → +∞
as i → ∞, and an Hilbert basis of eigenfunctions ψGi that belong to C1,β(B¯) by
elliptic regularity.
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The properties of the eigenvalues Λi mentioned above continue to hold for these
symmetric eigenvalues ΛGi . The Property 3 can be stated in the following way: The
i-th eigenfunction ψGi has at most i-nodal domains up to any transformation g ∈ G.
Moreover we have:
Property 4. If a(x) is G-invariant, with respect to some subgroup G of O(N) then
also ψ1 is G-invariant.
Proof. Since ψG1 > 0, and it is a positive eigenfunction of the linear operator La,
then ψG1 = ψ1 and Λ1 = Λ
G
i . 
We are interested in particular in the radial symmetry. So, if G = O(N) and hence
a(x) is radial we can define the radial eigenvalues Λradi of La according to (1.9)
where by H10,rad(B) we denote the subspace of H
1
0 (B) given by radial functions and
the corresponding radial eigenfunctions ψradi , that weakly solve the Sturm-Liouville
problem (1.10). For what we said before La admits a sequence of eigenvalues Λ
rad
i ,
such that Λradi → +∞ as i→∞, and an Hilbert basis of eigenfunctions ψradi for the
subspace of L2(B) given by radial functions.
For future use we need to extend this notion of radial eigenvalues and eigenfunc-
tions to non integer dimension. We therefore take any M ≥ 2 and introduce the set
L2M made up by measurable functions v : (0, 1)→ R such thatˆ 1
0
rM−1v2dr < +∞.
It is a Hilbert space endowed with the product
〈v,w〉M =
ˆ 1
0
rM−1v w dr,
which yields the orthogonality condition
v ⊥M w ⇐⇒
ˆ 1
0
rM−1v w dr = 0.
Next we denote by H1M its subspace made up by that functions v which have weak
first order derivative in L2M , so that the norm
‖v‖M =
(ˆ 1
0
rM−1
(
v2 + |v′|2) dr) 12
is bounded. Further by [12, VIII.2] any function in v ∈ H1M is almost everywhere
equal to a function v˜ ∈ C(0, 1] which is differentiable almost everywhere with
(2.7) v˜(r2)− v˜(r1) =
ˆ r2
r1
v′(r)dr.
Therefore we may assume w.l.g. that any v ∈ H1M is continuous in (0, 1] and satisfies
(2.7). This allows to introduce the set
(2.8) H10,M =
{
v ∈ H1M : v(1) = 0
}
.
The spaces H1M and H
1
0,M can be seen as generalizations of the spaces of radial
functions because when M = N is an integer then H1N is actually equal to H
1
rad(B)
by [25, Theorem 2.2]. Next we want to generalize the radial eigenvalues in the space
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H10,M . To this end, for any a(r) ∈ L∞(0, 1), we extend the Sturm-Lioville problem
(1.10) to
(2.9)
{
− (rM−1ψ′i)′ − rM−1a(r)ψi = rM−1νiψi for r ∈ (0, 1)
ψ′i(0) = 0, ψi(1) = 0
where now M ≥ 2 can assume any real value. By weak solution to (2.9) we mean
ψi ∈ H10,M such that for every ϕ ∈ H10,Mˆ 1
0
rM−1
(
ψ′iϕ
′ − aψiϕ
)
dr = νi
ˆ 1
0
rM−1ψiϕdr.
(2.10)
Whenever there exist νi and ψi 6= 0 that satisfy (2.10), we call νi generalized radial
eigenvalue and ψi generalized radial eigenfunction. Moreover when M = N is an
integer νi = Λ
rad
i are the radial eigenvalues. First we deal with the regularity and,
in doing so, we also point out that these generalized radial eigenfunctions enjoy the
typical behaviour of the radial functions at r = 0, i.e. they have null derivative,
although any explicit condition is not imposed at r = 0. This justifies the choice of
(2.10) as a definition of weak solution to (2.9).
Proposition 2.2. If ψi satisfies (2.10) then ψi ∈ C1[0, 1] with ψ′i(0) = 0.
Proof. For simplicity of notations we’ll write ψ and ν instead of ψi and νi.
Since ψ ∈ H10,M it is continuous on (0, 1] and (2.7) becomes
(2.11) ψ(r) = −
ˆ 1
r
ψ′(t)dt.
Starting from the weak formulation (2.10) it is straightforward to check that
(2.12) tM−1ψ′(t) = −
ˆ t
0
sM−1 (a(s) + ν)ψ(s)ds
for almost every t ∈ (0, 1). Actually choosing a test function ϕε such that 0 ≤ ϕε ≤ 1,
−c/ε ≤ ϕ′ε ≤ 0 and
ϕε(r) =

1 0 ≤ r ≤ t− ε,
1− r − t+ ε
2ε
|r − t| ≤ ε− ε2,
0 t+ ε ≤ r ≤ 1,
gives (ˆ t−ε+ε2
t−ε
+
ˆ t+ε
t+ε−ε2
)
rM−1ψ′ϕ′εdr −
1
2ε
ˆ t+ε−ε2
t−ε+ε2
rM−1ψ′dr =
ˆ t−ε
0
rM−1(a+ ν)ψdr +
(ˆ t−ε+ε2
t−ε
+
ˆ t+ε
t+ε−ε2
)
rM−1(a+ ν)ψ ϕεdr
− 1
2ε
ˆ t+ε−ε2
t−ε+ε2
rM−1(r − t)(a+ ν)ψdr + 1
2
ˆ t+ε−ε2
t−ε+ε2
rM−1(a+ ν)ψdr.
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(2.12) follows by sending ε→ 0. Indeed let us remark that the functions rM−1(a(r)+
ν)ψ(r) and rM−1ψ′(r) are in L1(0, 1) because clearly
ˆ 1
0
rM−1|(a+ ν)ψ|dr ≤
(ˆ 1
0
rM−1(a+ ν)2dr
) 1
2
(ˆ 1
0
rM−1ψ2dr
) 1
2
≤ ‖a‖∞ + |ν|√
M
(ˆ 1
0
rM−1ψ2dr
) 1
2
,
ˆ 1
0
rM−1|ψ′|dr ≤
(ˆ 1
0
rM−1dr
) 1
2
(ˆ 1
0
rM−1|ψ′|2dr
) 1
2
≤ 1√
M
(ˆ 1
0
rM−1|ψ′|2dr
) 1
2
.
Therefore by the absolute continuity of the integralˆ t±ε∓ε2
t±ε
rM−1(a+ ν)ψ ϕεdr → 0,
ˆ t+ε−ε2
t−ε+ε2
rM−1(a+ ν)ψdr → 0,
and ˆ t−ε
0
rM−1(a+ ν)ψdr →
ˆ t
0
rM−1(a+ ν)ψdr.
Moreover also ˆ t±ε+∓ε2
t±ε
rM−1ψ′ϕ′εdr → 0
because by Holder inequality we have
ˆ t±ε+∓ε2
t±ε
rM−1|ψ′ϕ′ε|dr ≤
(ˆ t±ε+∓ε2
t±ε
rM−1|ϕ′ε|2dr
) 1
2
(ˆ t±ε+∓ε2
t±ε
rM−1|ψ′|2dr
) 1
2
whereˆ t±ε+∓ε2
t±ε
rM−1|ϕ′ε|2dr ≤
C
ε2
ˆ t±ε+∓ε2
t±ε
rM−1dr =
C
Mε2
∣∣(t± ε∓ ε2)M − (t± ε)M ∣∣ = O(1),
while ˆ t±ε+∓ε2
t±ε
rM−1|ψ′|2dr → 0
by the absolute continuity of the integral again, as rM−1|ψ′|2 ∈ L1(0, 1). On the
other hand, denoting by
ffl b
a
f(r)dr the (integral) mean value of f for almost every t
we have
1
2ε
ˆ t+ε−ε2
t−ε+ε2
rM−1ψ′dr = (1− ε)
 t+ε−ε2
t−ε+ε2
rM−1ψ′dr → tM−1ψ′(t),
1
2ε
ˆ t+ε−ε2
t−ε+ε2
rM−1(r − t)(a+ ν)ψdr = 1− ε
2
 t+ε−ε2
t−ε+ε2
rM−1(r − t)(a+ ν)ψdr → 0,
which concludes the proof of (2.12).
Besides, since the right term of (2.12) is continuous, it also follows that ψ′ is con-
tinuous on (0, 1] and then (2.11) implies that ψ ∈ C1(0, 1). If ψ′(r) has a finite limit
as r→ 0, then from (2.11) it follows that ψ(r) is continuous also at r = 0 and next
de L’Hopital Theorem implies that ψ ∈ C1[0, 1]. So we can conclude the proof by
checking that ψ′(r)→ 0 as r → 0.
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As a preliminary step we prove that ψ(r) is bounded at r = 0. Inserting (2.12)
inside (2.11) gives
(2.13) |ψ(r)| ≤ (‖a‖∞ + |ν|)
ˆ 1
r
t1−M
ˆ t
0
sM−1|ψ(s)|ds dt,
which allows to start a bootstrap argument starting from the Radial Lemma 6.2. In
the following computations the symbol C will denote a constant that may vary from
line to line. To begin with we take M = 2 and insert (6.2) inside (2.12), so that
|ψ(r)| ≤ C
ˆ 1
r
t1−M
ˆ t
0
sM−1| log s| 12ds dt ≤ C
ˆ 1
r
t1−M
ˆ t
0
sM−
3
2 ds dt = C
ˆ 1
r
t
1
2 dt < +∞.
Otherwise if M > 2 the same computation gives
|ψ(r)| ≤ C
ˆ 1
r
t1−M
ˆ t
0
s
M
2 ds dt = C
ˆ 1
r
t
4−M
2 dt.
If M < 6 we the proof is ended. If M = 6 we get |ψ(r)| ≤ C| log r| and putting this
estimate inside (2.13) allows to conclude similarly to the case M = 2. Otherwise
if M > 6 we have improved anyway the first estimate by |ψ(r)| ≤ C(1 + r−M−62 ).
Putting this new estimate inside (2.13) gives |ψ(r)| ≤ C ´ 1
r
(1 + t
8−M
2 )dt and itera-
tively |ψ(r)| ≤ C ´ 1
r
(1 + t
4n−M
2 )dt which eventually gives the statement.
Finally we write ψ′(r) =
rM−1ψ′(r)
rM−1
. From (2.12) it readily follows that rM−1ψ′(r)→
0 as r → 0+, so we can use de L’Hopital theorem to compute
lim
r→0
ψ′(r) = lim
r→0
rM−1ψ′(r)
rM−1
= lim
r→0
−r (a(r) + ν)ψ(r)
M − 1 = 0
because ψ is bounded. 
Remark 2.3. Mimicking the computations in the concluding part of the proof of
Proposition 2.2 one can see that ψ′(r) = o(rγ) for any γ < 1. Indeed
lim
r→0
ψ′(r)
rγ
= lim
r→0
rM−1ψ′(r)
rM−1+γ
=
Hopital
lim
r→0
r1−γ(a+ ν)ψ
M − 1 + γ = 0.
Hence rM−3|ψ′|2 → 0 as r → 0 and so ´ 10 rM−3|ψ′|2dr < +∞. Besides rM−1ψ′ has
a weak derivative rM−1(a+ ν)ψ ∈ L∞(0, 1). Next ψ′′ = (a+ ν)ψ − M−1
r
ψ′ on (0, 1)
in weak sense andˆ 1
0
rM−1|ψ′′|2dr =
ˆ 1
0
rM−1|(a+ ν)ψ − M − 1
r
ψ′|2dr
≤ C1
ˆ 1
0
rM−1ψ2dr + C2
ˆ 1
0
rM−3|ψ′|2dr < +∞,
showing that ψ′ ∈ H1M . In particular the equation in (2.9) is satisfied a.e.
Whenever a(r) ≤ 0, for any g ∈ L2M we define Ta(g) : L2M → L2M as Ta(g) = w if
w ∈ H10,M satisfiesˆ 1
0
rM−1w′ϕ′ dr −
ˆ 1
0
rM−1a(r)wϕ dr =
ˆ 1
0
rM−1gϕ dr for any ϕ ∈ H10,M .
Ta is a linear selfadjoint positive operator, and it is compact because H
1
M is com-
pactly embedded in L2M (see Lemma 6.4). Then it admits a sequence of eigenvalues
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νi such that νi →∞ as i→∞ and the corresponding eigenfunctions ψi ∈ H10,M form
a basis for L2M . The same is true in the case that a(r) > 0 somewhere in (0, 1) as we
explained previously. These generalized radial eigenvuales νi can be characterized
using their variational formulation
ν1 := min
w∈H10,M
w 6=0
Qa,M (w)´ 1
0 r
M−1w2(r) dr
,
where
(2.14) Qa,M : H
1
0,M → R, Qa,M (w) =
ˆ 1
0
rM−1
(|w′|2 − a(r)w2) dr.
and for i ≥ 2
(1.15) νi := min
w∈H10,M
w 6=0
w⊥M{ψ1,...,ψi−1}
Qa,M (w)´ 1
0 r
M−1w2(r) dr
= min
W⊂H10,M
dimW=i
max
w∈W
w 6=0
Qa,M (w)´ 1
0 r
M−1w2(r) dr
.
where ψj is an eigenfunction corresponding to νj for j = 1, . . . , i − 1. Using this
characterisation it is easy to prove that Properties 1-3 hold still for these generalized
eigenvalues νi.
An exhaustive tractation of classical Sturm-Liouville theory can be found, for in-
stance, in the book [31]. Despite the singularity at the origin, problem (2.9) inherits
the main properties of the Sturm Liouville eigenvalue problem and in particular the
following important one.
Property 5. Each generalized radial eigenvalue νi is simple and any i-th eigenfunc-
tion has exactly i nodal domains. In particular if a(x) is radial each radial eigenvalue
Λradi is simple and any i-th eigenfunction ψ
rad
i has exactly i nodal domains.
To prove Property 5 it is needed to make sure that the well known Sturm Sepa-
ration Theorem and Sturm-Picone Comparison hold also in this weak setting. This
fact is a consequence of the following Picone-type identity.
Lemma 2.4 (Picone identity). Let ψi, ψj weakly solve (2.9) corresponding to νi, νj
respectively. Then(
rM−1
(
ψ′iψj − ψiψ′j
))′
= rM−1(νj − νi)ψiψj(2.15)
for all r ∈ [0, 1]. If, in addition, r is such that ψj(r) 6= 0, then at that r(
rM−1
(
ψ′iψj − ψiψ′j
) ψi
ψj
)′
= rM−1(νj − νi)ψ2i + rM−1
(
ψ′i − ψ′j
ψi
ψj
)2
.(2.16)
Proof. By Proposition 2.2 the function
ξ(r) = rM−1
(
ψ′iψj − ψiψ′j
)
is continuous on [0, 1]. Let us check that formula (2.15) holds in the sense of distri-
butions. Indeed for any ϕ ∈ C10 (0, 1) we have that ϕψi, ϕψj ∈ C10 (0, 1) (remembering
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that ψi, ψj ∈ C1[0, 1] by Proposition 2.2) and using them as test functions in (2.9)
gives
ˆ 1
0
ξϕ′dr =
ˆ 1
0
rM−1ψ′iψjϕ
′dr −
ˆ 1
0
rM−1ψ′jψiϕ
′dr
=
ˆ 1
0
rM−1ψ′i (ψjϕ)
′ dr −
ˆ 1
0
rM−1ψ′j (ψiϕ)
′ dr = (νi − νj)
ˆ 1
0
rM−1ψiψjϕdr
and this implies that ξ has a weak derivative which is (νj − νi)rM−1ψiψj . So [12,
VIII.2] yields that
ξ(t)− ξ(r) = (νj − νi)
ˆ t
r
sM−1ψiψjds,
for almost any 0 < r < t ≤ 1. Since both terms are continuous in [0, 1], the previous
equality actually holds for every 0 ≤ r < t ≤ 1. Eventually (2.15) follows recalling
that also the integrand in the r.h.s. is continuous, afterwards (2.16) is elementary
calculus. 
With Lemma 2.4 in hand, Property 5 can be proved reasoning as for classical
eigenfunctions and any restriction does not come from the singularity at r = 0. For
the sake of completeness we report here a detailed proof, which will be a guide to
deal with singular eigenfunctions, in the following section.
Proof of Property 5. First we prove that each eigenvalue is simple. Assume by con-
tradiction that νi = νj for some i 6= j and denote by ψi and ψj their respective
eigenfunctions, that we can take orthogonal in the sense that ψi ⊥M ψj. In par-
ticular ψi and ψj are linearly independent. On the other hand (2.15) yields that
rM−1(ψiψ
′
j −ψ′iψj) is constant, and therefore it must be identically zero, since both
ψi and ψj are null at r = 1 by definition of H
1
0,M . But this clearly yields the
contradiction that the ratio ψi/ψj must be constant.
Next we check that the eigenfunction ψi has exactly i nodal domains. Notice that
by Property 3 in the space H10,M instead of H
1
0 (B) any generalized radial eigenfunc-
tion ψi has at most i-nodal domains. In particular ψ1 is positive and so it has 1
nodal domain while ψ2 changes sign and so it has 2 nodal domains. The proof can
be completed by taking that ψi has exactly i nodal zones and showing that ψi+1 has
one nodal domain more than ψi, for i ≥ 2.
Let 0 < s1 < . . . si−1 < 1 be the internal zeroes of ψi and si = 1 such that ψi(sk) = 0
for k = 1, . . . , i. To begin with we show that ψi+1 vanishes at some point in-
side (sk−1, sk) for k = 2, . . . , i. To fix idea we take that ψi(r) > 0 on (sk−1, sk),
which also implies ψ′i(sk−1) > 0 and ψ
′
i(sk) < 0. If ψi+1 does not vanishes inside
(sk−1, sk) we may assume without loss of generality that ψi+1(r) > 0 in (sk−1, sk)
and ψi+1(sk−1), ψi+1(sk) ≥ 0. Integrating (2.15) on (sk−1, sk) gives
sM−1k ψ
′
i(sk)ψi+1(sk)− sM−1k−1 ψ′i(sk−1)ψi+1(sk−1) = (νi+1 − νi)
ˆ sk
sk−1
rM−1ψiψi+1dr.
But this is not possible because the l.h.s. is less or equal than zero by the just made
considerations, while the r.h.s. is strictly positive as νi+1 > νi by the first part of
the proof.
The same computation also shows that ψi+1 has a zero also in (0, s1), since r
M−1(ψ′iψi+1−
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ψiψ
′
i+1) clearly vanishes at r = 0 by Proposition 2.2. In this way we have proved
that ψi+1 has at least i zeros in (0, 1) which gives i+ 1 nodal zones as desired. 
3. The singular eigenvalue problem
Now we address to a singular eigenvalue problem for the linear operator La.
Letting a(x) ∈ L∞(B) as before, we consider the problem
(3.1)
{
−∆ψi − a(x)ψi = Λ̂i|x|2ψi in B \ {0}
ψi = 0 on ∂B,
which is not well defined in the space H10 (B), in general, because of the singularity
at the origin. It is therefore needed to introduce the Lebesgue space
(3.2) L : {w : B → R, measurable and s.t
ˆ
B
|x|−2w2 dx <∞},
which is a Hilbert space with the scalar product
´
B
|x|−2ηϕ dx, so that
(3.3) η⊥ϕ ⇐⇒
ˆ
B
|x|−2ηϕ dx = 0 for η, ϕ ∈ L.
Next
(3.4) H := H1(B) ∩ L and H0 := H10 (B) ∩ L.
are Banach spaces with the norm ‖w‖2H =
´
B
|∇w|2 + |x|−2w2 dx. In dimension
N ≥ 3 the space H0 coincides with H10 (B) due to the Hardy inequality, while in
dimension 2 the space H0 is strictly contained in H10 (B), consider for example the
function w(x) = 1 − |x|2. Indeed in dimension 2 every continuous function w ∈ H
satisfies w(0) = 0 since |x|−2 /∈ L1(B).
Eventually by weak solution to (3.1) we mean ψi ∈ H0 such that
(3.5)
ˆ
B
∇ψi∇ϕ dx−
ˆ
B
a(x)ψiϕ dx = Λ̂i
ˆ
B
ψiϕ
|x|2 dx
for every ϕ ∈ H0. We call Λ̂i eigenvalue of (3.1) if there exists a nontrivial function
ψi that satisfies (3.5), next such ψi will be called eigenfunction.
Analogously to the classical case one can try to produce an eigenvalue by mini-
mizing the quotient
(3.6) Λ̂1 := inf
w∈H0
w 6=0
Qa(w)´
B
|x|−2w2(x) dx
This method can fail: for instance when a(x) ≡ 0 the infimum in (3.6) is (N−22 )2
and it is not attained due to the lack of compactness of the embedding of H10 (B)
into L, see [21, Proposition 2.2]. Anyway as soon as the infimum in (3.6) is strictly
less than
(
N−2
2
)2
the compactness is restored and Λ̂1 is attained at a function ψ1
which belongs to the space H0 and is a a weak solution to (3.1) corresponding to
Λ̂1.
Proposition 3.1. When Λ̂1 <
(
N−2
2
)2
then Λ̂1 is attained at a function ψ1 ∈ H0
which satisfies (3.5) and therefore is a weak solution to (3.1). Next ψ1 ∈ C1,γloc (B¯\{0})
for some 0 < γ < 1 and it is a classical solution to (3.1) in B \ {0} when a(x) ∈
C0,β(B) for some β > 0.
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This statement has been proved for N = 2 in [21, Proposition 2.1], and for N ≥ 3
and Λ1 < 0 in [15, Proposition 5.4]. Here we report a unified proof which is valid
also for 0 ≤ Λ1 <
(
N−2
2
)2
.
Proof. Let us consider a minimizing sequence wn ∈ H0, normalized such thatˆ
B
w2n = 1
By definition
(3.7)
ˆ
B
|∇wn|2 − a(x)w2n = β̂n
ˆ
B
|x|−2w2n
with β̂n ց Λ̂1 as n→∞. We first check that
(3.8)
ˆ
B
|∇wn|2 ≤ C.
Actually if β̂n ≤ 0 then (3.7) immediately yieldsˆ
B
|∇wn|2 ≤
ˆ
B
a(x)w2n ≤ ‖a‖∞
ˆ
B
w2n = C.
Otherwise if β̂n ≥ 0 definitely it means that N ≥ 3 and we can use the Hardy
inequality to get ˆ
B
|∇wn|2 − a(x)w2n ≤ β̂n
4
(N − 2)2
ˆ
B
|∇wn|2
which implies(
1− β̂n 4
(N − 2)2
) ˆ
B
|∇wn|2 ≤
ˆ
B
a(x)w2n ≤ ‖a‖∞
ˆ
B
w2n = C
and then (3.8) follows because β̂n <
(
N−2
2
)2
. By (3.8) it follows that, up to a
subsequence, wn ⇀ w weakly in H
1
0 (B) and strongly in L
2(B), in particular
(3.9) lim
n→∞
ˆ
B
a(x)w2n =
ˆ
B
a(x)w2.
Moreover we also have that
(3.10)
ˆ
B
|x|−2w2n ≤ C.
Actually if Λ1 6= 0 this follows because by (3.7)ˆ
B
|x|−2w2n =
1
β̂n
ˆ
B
|∇wn|2 − a(x)w2n ≤
1
|β̂n|
ˆ
B
|∇wn|2 + ‖a‖∞|β̂n|
ˆ
B
w2n ≤ C
by (3.8), (3.9). Otherwise if Λ1 = 0, then necessarily N ≥ 3 and Hardy inequality
implies that ˆ
B
|x|−2w2n ≤
4
(N − 2)2
ˆ
B
|∇wn|2 ≤ C
by (3.8).
Next we check that w minimizes the quotient in (3.6), namely
(3.11)
ˆ
B
|∇w|2 − a(x)w2 − Λ̂1
ˆ
B
|x|−2w2 ≤ 0.
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When Λ̂1 < 0 it suffices to apply Fatou’s Lemma and getˆ
B
|∇w|2 − a(x)w2 − Λ̂1
ˆ
B
|x|−2w2 ≤ lim inf
n→∞
(ˆ
B
|∇wn|2 − βn|x|−2w2n
)
−
ˆ
B
a(x)w2
= lim inf
n→∞
ˆ
B
a(x)w2n −
ˆ
B
a(x)w2 = 0
by (3.9). Otherwise, when Λ̂1 ≥ 0 (and therefore N ≥ 3) we have thatˆ
B
|∇w|2 − a(x)w2 − Λ̂1
ˆ
B
|x|−2w2 ≤
Fatou and (3.9)
lim inf
n→∞
( ˆ
B
|∇wn|2 − a(x)w2n
)
− Λ̂1
ˆ
B
|x|−2w2 = lim inf
n→∞
βn
ˆ
B
|x|−2w2n − Λ̂1
ˆ
B
|x|−2w2
≤ lim inf
n→∞
(βn − Λ̂1)
ˆ
B
|x|−2w2n + Λ̂1
(
lim inf
n→∞
ˆ
B
|x|−2w2n −
ˆ
B
|x|−2w2
)
≤
Fatou
lim inf
n→∞
(βn − Λ̂1)
ˆ
B
|x|−2w2n ≤
(3.10)
C lim
n→∞
(βn − Λ̂1) = 0.
Eventually, as w minimizes the quotient in (3.6), for any φ ∈ H0 the function
F (t) :=
Qa(w + tφ)´
B
|x|−2 (w + tφ)2 dx
has a minimum at t = 0 and this implies that w = ψ1 is a weak solution to (3.5).
Next standard elliptic estimates give the stated regularity as in Remark 2.1. 
When Λ̂1 <
(
N−2
2
)2
and it is attained at a function ψ1 ∈ H0, (since H0 ⊂ L) we
can then define
Λ̂2 := inf
w∈H0 w 6=0
w⊥ψ1
Qa(w)´
B
|x|−2w2(x) dx.
Iteratively if Λ̂i−1 <
(
N−2
2
)2
and ψi−1 is an eigenfunction that attains it, we can
define
(1.12) Λ̂i := inf
w∈H0 w 6=0
w⊥{ψ1,...,ψi−1}
Qa(w)´
B
|x|−2w2(x) dx
These numbers Λ̂i <
(
N−2
2
)2
are eigenvalues of (3.1) indeed we have
Proposition 3.2. Whenever the value Λ̂i defined in (1.12) satisfies Λ̂i <
(
N−2
2
)2
then it is attained at a function ψi ∈ H0, which is a weak solution to (3.1) corre-
sponding to Λ̂i and that satisfies ψi⊥{ψ1, . . . , ψi−1}.
Proof. Reasoning as in the proof of Proposition 3.1 one can see that a minimizing
sequence wn converges to a function w weakly in H
1
0 (B), strongly in L
2(B) and
pointwise a.e. (up to a subsequence). Moreover (3.10) assures that there exists a
subsequence of wn, that we denote wnk that converges to w also weakly in L, via
the Banach-Alaoglu Theorem. Then we have
0 = lim
k→∞
ˆ
B
|x|−2wnkψj =
ˆ
B
|x|−2wψj
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for j = 1, . . . , i− 1, meaning that w⊥{ψ1, . . . , ψi−1}. Then, as before it follows that
Λ̂i is attained and w = ψi is a weak solution to (3.1) corresponding to Λ̂i in the
sense of (3.5). 
By Proposition 3.2 the numbers Λ̂i defined in (1.12) are eigenvalues of problem (3.1)
in the sense that there exists a weak solution to (3.1) corresponding to Λ̂i when they
satisfy Λ̂i <
(
N−2
2
)2
. Also the converse is true indeed it is easy to prove that
Lemma 3.3 (Variational characterization). The eigenvalues of problem (3.1) which
are less than
(
N−2
2
)2
coincide with the numbers Λ̂i defined in (1.12).
Moreover these eigenvalues Λ̂i satisfy:
Property 1. The first eigenvalue Λ̂1 is simple and the first eigenfunction ψ1 is
strictly positive (or negative) in B \ {0}.
Property 2. Eigenfunctions related to different eigenvalues Λ̂i are orthogonal in L.
This implies that any eigenfunction related to an eigenvalue Λ̂i > Λ̂1 changes sign
in B (recall that ψ1 > 0 in B \ {0}). Next
Property 3. The i-th eigenfunction ψi has at most i nodal domains.
The proof of these properties readily follows as in the case of the standard eigen-
values which is reported in Section 2.
The following relation links the negative eigenvalues of (2.3) and (3.1); we will use
it in the sequel in order to compute the Morse index of solutions to problem (1.1).
Proposition 3.4. The number of negative eigenvalues Λi according to (2.5) coin-
cides with the number of negative eigenvalues Λ̂i defined in (1.12) corresponding to
the same function a(x).
Proof. This result is proved in Lemma 2.6 in [21] for the case of dimension 2 and in
Lemma 5.6 in [15] for higher dimensions and uses the fact that the quadratic form Qa
in (2.2) is negative defined both in the space spanned by the singular eigenfunctions
related to negative singular eigenvalues ψ̂1, . . . , ψ̂K or in the space spanned by the
regular eigenfunction ψ1, . . . , ψH related to negative eigenvalues. This imply that
H = K. 
Observe that this result is true as far as one consider the eigenvalues which are
strictly negative and cannot be true for the zero eigenvalue as observed in [22, Lemma
4.3] in the case of dimension 2.
Remark 3.5. Proposition 3.4 together with the variational characterization of the
standard eigenvalues Λi in (2.5) imply that the number of negative singular eigen-
values Λ̂i coincides with the maximal dimension of a subspace of H
1
0 (B) in which
the quadratic form Qa defined in (2.2) is negative defined.
In dimension N ≥ 3 a similar relation holds also for the eigenvalue zero. This fact
will be useful to characterize the degeneracy of a solution to a semilinear PDE.
Proposition 3.6. When N ≥ 3, Λi = 0 if and only if Λ̂i = 0 for the same index i.
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Proof. Let us first remark that when N ≥ 3 H0 = H10 (B) by Hardy inequality. So
if Λ1 = 0 (respectively, Λ̂1 = 0), then
inf
H10 (B)
Qa = 0,
which also means that Λ̂1 = 0 (resp., Λ1 = 0), so that both Λ1 = 0 and Λ̂1 = 0.
If i ≥ 2, Λi = 0 and Λi−1 < 0, we denote by ψi the eigenfunction realizing the
minimum in (2.5) for Λi and by Ŵ the subspace generated by the first i− 1 eigen-
functions of (1.12), that we denote by now as ψ̂i, . . . , ψ̂i−1, and that we can choose
to be orthogonal in L. By the variational characterization of the eigenfunctions
(3.12)
ˆ
B
∇ψi∇ϕdx−
ˆ
B
aψi ϕdx = 0
for any ϕ ∈ H10 (B). Moreover the quadratic form Qa is negative defined on Ŵ .
Indeed if ψ̂ =
∑i−1
j=1 ajψ̂j then
Qa(ψ̂) =
ˆ
B
|∇ψ̂|2 − a(x)ψ̂2 =
i−1∑
j=1
a2j
ˆ
B
|∇ψ̂j |2 − a(x)ψ̂2j+
i−1∑
j,k=1 j 6=k
ajak
ˆ
B
∇ψ̂j∇ψ̂k − a(x)ψ̂jψ̂k
Using the weak formulation (3.5) we have
Qa(ψ̂) =
i−1∑
j=1
a2j Λ̂j
ˆ
B
|x|−2ψ̂2j +
i−1∑
j,k=1 j 6=k
ajakΛ̂j
ˆ
B
|x|−2ψ̂jψ̂k
=
i−1∑
j=1
a2j Λ̂j
ˆ
B
|x|−2ψ̂2j < 0
by the orthogonality conditions and since Λ̂j < 0 for any j by Proposition 3.4.
Further, again by Proposition 3.4
inf
{
Qa(w) : w ∈ H0, w 6= 0 w⊥Ŵ
}
≥ 0 = Qa(ψi).
If ψi⊥Ŵ it follows that ψi realizes the minimum and therefore it is also an eigen-
function for Λ̂i = 0. On the other hand if ψi is not orthogonal to Ŵ (according to
(3.3)) we could write ψi = v + w with v ∈ Ŵ \ {0} and w⊥Ŵ , so that Qa(v) < 0
and Qa(w) ≥ 0. On the contrary Qa(v) = Qa(w) because
Qa(v) = Qa(ψi) +Qa(w)− 2
(ˆ
B
∇ψi∇wdx−
ˆ
B
aψiwdx
)
where one can see that both Qa(ψi) and
´
B
∇ψi∇wdx−
´
B
aψiwdx are null by using
respectively ψi and w as a test function in (3.12). This proves ψi⊥Ŵ and Λ̂i = 0.
If also Λi+1 = 0, let ψi+1 the solution to (3.12) realizing the minimum in (2.5) for
Λi+1. One can check as in the previous case that ψi+1⊥Ŵ , and by construction
ψi+1 ⊥ ψi, but possibly
k =
ˆ
B
ψiψi+1
|x|2 dx 6= 0.
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We therefore set ψ˜i+1 = ψi+1−kψi. It is clear that ψ˜i+1⊥ψi, and also that ψ˜i+1⊥Ŵ
(because both ψi and ψi+1 are ⊥Ŵ ). On the other hand by linearity ψ˜i+1 solves
(3.12), and so it realizes the minimum in (1.12) assuring that Λ̂i+1 = 0.
We therefore see that Λ̂j = 0 whenever j is such that Λj = 0. Similarly one can
check that Λj = 0 whenever j is such that Λ̂j = 0: it suffices to switch the symbols
⊥ and ⊥ (and the respective scalar product and projection). 
3.1. Eigenvalues in symmetric spaces and singular Sturm-Liouville prob-
lems. As we did in Subsection 2.1, when a(x) possess some symmetries, we can
consider singular eigenvalues with symmetries restricting the definition of Λ̂i in
(1.12) to the spaces H ∩ H10,G(B) (see (2.6)) for some subgroup G of the orthog-
onal group O(N). The analogous of Propositions 3.1, 3.2 and Lemma 3.3 hold
for these symmetric singular eigenvalues Λ̂Gi , so that they are attained whenever
Λ̂Gi <
(
N−2
2
)2
, the corresponding eigenfunction ψGi is a weak solution to (3.1) and
belong to C1,γloc (B¯ \ {0}), and conversely if (3.1) has a nontrivial weak solution in
H ∩H10,G(B) for some Λ̂Gi <
(
N−2
2
)2
, then that number is an eigenvalue according
to the definition (1.12) (restricted to H ∩H10,G(B)).
The Properties 1,2 and 3 are still satisfied where Property 3 reads as: The i-th
eigenfunction ψGi has at most i-nodal domains up to any transformation g ∈ G.
Moreover we have
Property 4. If a(x) is G-invariant, with respect to some subgroup G of O(N) and
Λ̂G1 <
(
N−2
2
)2
then Λ̂1 = Λ̂
G
1 and the first eigenfunction ψ1 is G-invariant.
The proof follows exactly as in Subsection 2.1 and we omit it.
Finally we can extend to these eigenvalues with symmetry also Proposition 3.4
and Proposition 3.6 getting:
Proposition 3.7. The number of negative eigenvalues with symmetry ΛGi , according
to their definition in Subsection 2.1, coincides with the number of negative singular
eigenvalues with symmetry Λ̂Gi . Moreover, when N ≥ 3, ΛGi = 0 if and only if
Λ̂Gi = 0, for the same index.
In particular, when G = O(N) and a(x) is radial, we let
H0,rad := H ∩H10,rad(B)
and we can define Λ̂rad1 as in (3.6) with H0,rad instead of H0. For what we have
said before, Λ̂rad1 is attained when Λ̂
rad
1 <
(
N−2
2
)2
and the function ψrad1 ∈ H0,rad
that attains it weakly solves (1.14). As before, whenever Λ̂radi−1 <
(
N−2
2
)2
, and it
is attained by a function ψradi−1 ∈ H0,rad that weakly solves (1.14), we can define
the subsequent radial singular eigenvalue as in (1.13). Again it is attained when
Λ̂radi <
(
N−2
2
)2
and the corresponding eigenfunction weakly solves (1.14). The
Properties 1, 2, 3 still hold and
Proposition 3.8. The number of negative radial eigenvalues Λradi , according to their
definition in Subsection 2.1, coincides with the number of negative radial singular
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eigenvalues Λ̂radi . Moreover when N ≥ 3 Λradi = 0 if and only if Λ̂radi = 0, for the
same index.
For future use we broaden the notion of radial singular eigenvalues, as we did in
Subsection 2.1 for the standard radial eigenvalues. With this aim, for any M ∈ R,
M ≥ 2, we define the Banach space
(3.13) LM : {w : (0, 1) → R, measurable and s.t
ˆ 1
0
rM−3w2 dr <∞}
with the scalar product
´ 1
0 r
M−3ηϕ dr, so that
(3.14) η⊥Mϕ ⇐⇒
ˆ 1
0
rM−3ηϕ dr = 0 for η, ϕ ∈ LM .
Then we define the Banach spaces
(3.15) HM := H1M ∩ LM and H0,M := H10,M ∩ LM ,
where H1M and H
1
0,M have been defined in (2.7) and (2.8).
For any a(r) ∈ L∞(0, 1) we look at the weak formulation of the (singular) Sturm-
Liouville problem
(3.16)
{
− (rM−1ψ′)′ − rM−1a(r)ψ = rM−3ν̂iψ for r ∈ (0, 1)
ψ ∈ H0,M
with ν̂i ∈ R. A weak solution to (3.16) is ψ ∈ H0,M such that
(3.17)
ˆ 1
0
rM−1
(
ψ′iϕ
′ − a(r)ψiϕ
)
dr = ν̂i
ˆ 1
0
rM−3ψiϕdr
for any ϕ ∈ H0,M . We say that ν̂i is a generalized radial singular eigenvalue if there
exists ψi ∈ H0,M \ {0} that satisfies (3.17). Such ψi will be called a generalized
radial singular eigenfunction. If M = N is an integer then H1N is actually equal to
H1rad(B) by [25, Theorem 2.2], so H
1
0,N = H
1
0,rad(B), H0,M = H0 and ν̂i = Λ̂radi are
the radial singular eigenvalues according to the previous definition.
It is worthwhile to spend few words describing the regularity and the behavior of
the generalized radial singular eigenfunction near at r = 0.
Proposition 3.9. Let ψ be a weak solution to (3.16) with M ≥ 2 and ν̂ < 0. Then
ψ ∈ C[0, 1] ∩ C1(0, 1] and, letting θ = 2−M+
√
(M−2)2−4ν̂
2 , it satisfies
(3.18) ψ(r) = O
(
rθ
)
and ψ′(r) = O
(
rθ−1
)
as r → 0
Proof. The first estimate in (3.18) has been proved for classical solutions in [20] and
[22] in the case M = 2 and in Lemma 5.9 in [15] in the case M > 2. In both cases
it is a consequence of the local estimate
(3.19) rM−1ψ′(r) =
{
O(1) when M > 2
O(log r) when M = 2
as r → 0,
which is obtained directly from (3.16) integrating on (r, 1). Let us sketch here how
to obtain (3.19) for weak solutions. For every a, b ∈ [0, 1], a < b and for every ε > 0
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sufficiently small, let us consider a function ϕε,a,b ∈ C∞(0, 1) such that
(3.20) ϕε,a,b :=
{
0 if 0 < r < a+ ε, b− ε < r ≤ 1
1 if a+ 2ε < r < b− 2ε,
with 0 ≤ ϕε ≤ 1 and |ϕ′ε(r)| ≤ Cε , see Proposition 2.2. By definition ϕε,a,b ∈ C∞0 (0, 1)
for every ε small enough.
Since ψ ∈ H1M , the function rM−1ψ′ belongs to L1(0, 1) and therefore almost every
r ∈ (0, 1) is a Lebesgue point for rM−1ψ′. Let t ∈ (0, 1) be one of such Lebesgue
point fixed once and for all. If r¯ ∈ (0, t) is another Lebesgue point of rM−1ψ′, we
choose a = r¯, b = t and use ϕε := ϕε,r¯,t as test function in (3.17), gettingˆ 1
0
rM−1ψ′ϕ′ε dr =
ˆ 1
0
rM−1
(
a(r) +
ν̂
r2
)
ψϕε dr.
Observe then that ˆ 1
0
rM−1a(r)ψϕε dr =
ˆ t−ε
r¯+ε
rM−1a(r)ψϕε dr
and that in the interval (r¯ + ε, t− ε)
|a(r)ψϕε| ≤ |a(r)ψ| ≤ C sup
[ r¯2 ,1]
|ψ(r)| ≤ C
for a constant C that depends on r¯ but is independent on ε as ψ ∈ C(0, 1] since
ψ ∈ H1M . We can then pass to the limit in the above integral as ε→ 0 getting thatˆ 1
0
rM−1a(r)ψϕε dr →
ˆ t
r¯
rM−1a(r)ψ dr.
Moreover, in the same way, since |rM−3ψϕε| ≤ |rM−3ψ| and rM−3ψ ∈ L1( r¯2 , 1) we
have that ˆ 1
0
rM−3ψϕε dr =
ˆ t−ε
r¯+ε
rM−3ψϕε →
ˆ t
r¯
rM−3ψ dr
Finally ˆ 1
0
rM−1ψ′ϕ′ε dr =
ˆ r¯+2ε
r¯+ε
rM−1ψ′ϕ′ε dr +
ˆ t−ε
t−2ε
rM−1ψ′ϕ′ε dr
by definition of ϕε. Passing to the limit and using |ϕ′ε| ≤ Cε we obtainˆ 1
0
rM−1ψ′ϕ′ε dr → r¯M−1ψ′(r¯)− tM−1ψ′(t).
Putting together these estimates we obtain for almost every r¯ ∈ (0, t) that
(3.21) r¯M−1ψ′(r¯) = tM−1ψ′(t) +
ˆ t
r¯
rM−1a(r)ψ dr + ν̂
ˆ t
r¯
rM−3ψ dr.
Similarly (3.21) holds also for almost every r¯ ∈ (t, 1): it suffices to take ϕε := ϕε,t,r¯
and argue in the same way. Eventually ψ ∈ C1(0, 1], because the r.h.s. of (3.21) is
continuous, and (3.19) follows since
ˆ 1
r¯
rM−3ψ dr ≤
(ˆ 1
r¯
rM−3 dr
) 1
2
(ˆ 1
0
rM−3ψ2 dr
)1
2
≤
{
C when M > 2,
C (1 + log r¯) when M = 2.
To complete the proof of the first statement in (3.18) we let ϕε := ϕε,rn,R for some
rn, R ∈ (0, 1) and use ξε := rθϕε as test function in (3.17). Then, letting ε → 0
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and reasoning as before we obtain estimate (2.23) in [20] or (A.32) of [15] depending
on M . The rest of the proof follows as in the papers [20] and [15] and we omit it.
Estimates (3.18) and (3.21) then imply that ψ ∈ C[0, 1] ∩ C1(0, 1] and prove the
regularity of ψ.
Finally, once we have that ψ = O(rθ) as r → 0 with θ > 0, we also have that
rM−3ψ ∈ L1(0, 1). We can then repeat the previous argument testing the weak
equation for ψ with ϕε,a,b with a = 0 and b = r¯, getting that
r¯M−1ψ′(r¯) = −
ˆ r¯
0
rM−1a(r)ψ dr − ν̂
ˆ r¯
0
rM−3ψ dr
Inserting the estimate ψ = O(rθ) in this last identity we obtain also the second
estimate in (3.18) concluding the proof. 
Remark 3.10. If M > 2 and ψ ∈ H0,M = H10,M is a weak solution to (3.16) with
ν̂ = 0, then actually ψ solves (2.9) with ν = 0 and Proposition 2.2 provides an
estimate similar to (3.18), i.e
(3.22) ψ(r) = O(1) and ψ′(r) = o(1) as r → 0.
As before, one can deal with the minimization problem
ν̂1 := inf
w∈H0,M w 6=0
Qa,M (w)´ 1
0 r
M−3w2(x) dr
,
which can be iterated as
(1.16) ν̂i := inf
w∈H0,M w 6=0
w⊥M{ψ1,...,ψi−1}
Qa,M (w)´ 1
0 r
M−3w2(x) dr
.
Here the quadratic form Qa,M is as in (2.14). Taking advantage from the Hardy
inequality in the space H1M,0 (see Proposition 6.5) and repeating the arguments of
Propositions 3.1, 3.2 and Lemma 3.3 one can see that
Proposition 3.11. When the infimum in (1.16) is ν̂i <
(
M−2
2
)2
, then ν̂i is attained
at a function ψi ∈ H0,M which satisfies (3.17) and therefore is a weak solution to
(3.16). Viceversa the eigenvalues of problem (3.16) which are less than
(
M−2
2
)2
coincide with the numbers ν̂i defined in (1.16).
In force of the variational characterization in Proposition 3.11 and of the regularity
of eigenfunctions pointed out in Proposition 3.9, one can repeat the argument used
in Subsection 2.1 to show that the main properties of the eigenvalues and of the
related eigenfunctions still hold until ν̂i <
(
M−2
2
)2
, in particular:
Property 1. The first eigenvalue ν̂1 is simple and the first eigenfunction ψ1 is
strictly positive (or negative) in (0, 1).
Property 2. Eigenfunctions related to different eigenvalues ν̂i are orthogonal in
LM .
Then any eigenfunction related to an eigenvalue ν̂i > ν̂1 changes sign in (0, 1).
Property 3. The i-th eigenfunction ψi has at most i nodal domains.
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Also the analogous of Propositions 3.4 and 3.6 continue to hold:
Proposition 3.12. Let νi be the generalized radial eigenvalues defined in (1.15) and
ν̂i be the generalized singular eigenvalues as defined in (1.16). Then the number of
negative eigenvalues νi coincides with the number of negative eigenvalues ν̂i corre-
sponding to the same function a(r). Moreover if M > 2, νi = 0 if and only if ν̂i = 0
for the same index i.
The proof of these properties follows exactly as in the previous case and so we
omit it.
Remark 3.13. Proposition 3.12 and Remark 3.5 together with the variational char-
acterization of the standard eigenvalues νi in (1.15) imply that the number of negative
singular eigenvalues ν̂i coincides with the maximal dimension of a subspace of H
1
0,M
in which the quadratic form Qa,M defined in (2.14) is negative defined.
Some more care is needed to show that Property 5 holds also for the generalized
radial singular eigenvalues and eigenfunctions, namely
Property 5. Each generalized radial singular eigenvalue ν̂i is simple and any i-th
eigenfunction has exactly i nodal domains. In particular if a(x) is radial each radial
singular eigenvalue Λ̂radi is simple and any i-th eigenfunction ψ
rad
i has exactly i nodal
domains.
The proof of this property relies, as in the previous case, on a Picone identity
which holds also in this contest, but only for r ∈ (0, 1]. It can be established
repeating the proof of Lemma 2.4, and can be stated as follows:
Lemma 3.14 (Picone identity). Let ψi, ψj weakly solve (3.16) corresponding to ν̂i, ν̂j
respectively. Then(
rM−1
(
ψ′iψj − ψiψ′j
))′
= rM−3(ν̂j − ν̂i)ψiψj(3.23)
for all r ∈ (0, 1]. If, in addition, r is such that ψj(r) 6= 0, then at that r(
rM−1
(
ψ′iψj − ψiψ′j
) ψi
ψj
)′
= rM−3(ν̂j − ν̂i)ψ2i + rM−1
(
ψ′i − ψ′j
ψi
ψj
)2
.(3.24)
We next show which changes are needed to prove Property 5 in the singular
framework.
Proof of Property 5. The same arguments used in Subsection 2.1 to check Property
5 for the generalized radial eigenvalue νi, together with (3.23) yield that each eigen-
value ν̂i is simple. Next we show that ψi has exactly i nodal domains, by proving
that it has i − 1 zeroes in (0, 1). As noticed before ψ1 > 0 on (0, 1) provided that
ν̂1 <
(
M−2
2
)2
. If also ν̂2 <
(
M−2
2
)2
its eigenfunction ψ2 is orthogonal to ψ1 in the
sense (3.14) and so, using also Property 3, it has exactly 1 zero in (0, 1).
Assume now that ψi has i− 1 zeros in (0, 1), we want to show that ψi+1 has i zeroes
in (0, 1) concluding the proof. If a, b ∈ (0, 1] are two consecutive zeros of ψi we can
argue as in Subsection 2.1 (but using Lemma 3.14 instead of Lemma 2.4 ) getting
that ψi+1 has at least one zero in (a, b). This means, letting s ∈ (0, 1) be the smallest
positive zero of ψi, that ψi+1 has at least i−1 zeros inside (s, 1). It remains to show
that ψi+1 has another zero in (0, s). To this end we denote by σ the first zero of
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ψi+1 in (0, 1) and assume by contradiction that σ ≥ s. Let w be the function which
coincides with ψi in [0, s] and is null elsewhere; using it as a test function in (3.17)
we see that ˆ σ
0
rM−1
(|w′|2 − a(r)w2) dr = ˆ s
0
rM−1
(|w′|2 − a(r)w2) dr
= ν̂i
ˆ s
0
rM−3w2dr = ν̂i
ˆ σ
0
rM−3w2dr.
Therefore
min
w∈H0,M (0,σ)
w 6=0
´ σ
0 r
M−1
(|w′|2 − a(r)w2) dr´ σ
0 r
M−3w2(r) dr
≤ ν̂i,
which means that the first eigenvalue of (3.16) settled in (0, σ) instead of (0, 1) is
less or equal than ν̂i, and therefore strictly less that ν̂i+1. On the other hand ψi+1
is an eigenfunction related to the eigenvalue ν̂i+1 for this restricted problem, and
since it has fixed sign on (0, σ) it follows by Properties 1 and 2 that ν̂i+1 actually
is the first eigenvalue. The contradiction implies that ψi+1 admits another zero in
(0, s) showing that it has i zeroes in (0, 1) and concluding the proof. 
4. Decomposition of the singular eigenvalues
Now we want to explain the motivations which lead to study the singular eigen-
value problem (3.1) and (3.16) instead of (2.3) and (1.10).
Let us recall that the Spherical Harmonics that we denote by Yj are the eigenfunc-
tions of the Laplace-Beltrami operator on the sphere SN−1 . Of course the operator
(−∆SN−1)−1 is positive compact and selfadjoint in L2(SN−1) and as before it admits
a sequence of eigenvalues 0 = λ1 < λ2 ≤ λj and eigenfunctions Yj(θ) (where θ is
the system of coordinates on the sphere induced by the spherical coordinates in the
space RN ) which form an Hilbert basis for L2(SN−1). Namely they satisfy
(4.1) −∆SN−1Yj(θ) = λjYj(θ) for θ ∈ SN−1
the eigenvalues λj are given by the well known values
(4.2) λj := j(N + j − 2) for j = 0, 1, . . .
each of which has multiplicity
(4.3) Nj :=
{
1 when j = 0
(N+2j−2)(N+j−3)!
(N−2)!j! when j ≥ 1
and the eigenfunctions Yj(θ) are usually called Spherical Harmonics. These eigen-
functions Yj(θ) are bounded in L
∞(SN−1) by standard regularity theory. Ob-
serve that N0 = 1 with corresponding eigenfunction Y0(θ) = c with c constant,
and in dimension 2, Nj = 2 for any j ≥ 1 with corresponding eigenfunctions
Yj(θ) = aj cos jθ + bj sin jθ.
The previous notations allow to prove the following decomposition result which
will be useful in the sequel.
Proposition 4.1. Let a(x) be any radial function in L∞(B). The singular eigen-
values Λ̂i <
(
N−2
2
)2
defined in (1.12) can be decomposed in radial and angular part
as
(4.4) Λ̂i = Λ̂
rad
k + λj
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where the equality holds for some i, k ≥ 1 and j ≥ 0. Moreover if Λ̂i <
(
N−2
2
)2
satisfies (4.4) for some j, k, then the functions
(4.5) ψi(x) = ψ
rad
k (r)Yj(θ)
are solutions to (3.1) corresponding to Λ̂i. Finally every solution to (3.1) corre-
sponding to Λ̂i <
(
N−2
2
)2
has the expression (4.5) for some k ≥ 1 and j ≥ 0 such
that (4.4) holds.
Proof. Assume that ψ ∈ H0 is an eigenfunction related to a singular eigenvalue
Λ̂ <
(
N−2
2
)2
. Since H0 ⊆ H10 (B) we can decompose ψ along spherical harmonics
Yj(θ) namely
ψ(r, θ) =
∞∑
j=0
ψj(r)Yj(θ) for r ∈ (0, 1) , θ ∈ SN−1
where
(4.6) ψj(r) :=
ˆ
SN−1
ψ(r, θ)Yj(θ) dσ(θ)
and if ψ is non zero then at least one component ψj(r) is non zero for some j ≥ 0.
Of course ψj(1) = 0 for every j, moreover ψj ∈ H0,N because
ˆ 1
0
rN−3ψ2j dr =
ˆ 1
0
rN−3
(ˆ
SN−1
ψ(r, θ)Yj(θ) dσ(θ)
)2
dr
≤
Jensen
ˆ 1
0
rN−3
ˆ
SN−1
(ψ(r, θ)Yj(θ))
2 dσ(θ) dr
≤ ‖Yj‖2∞
ˆ 1
0
ˆ
SN−1
rN−3ψ2(r, θ) dσ(θ) dr = ‖Yj‖2∞
ˆ
B
|x|−2ψ2(x) dx <∞
since ψ ∈ H0 and
ˆ 1
0
rN−1
(
ψ′j
)2
dr =
ˆ 1
0
rN−1
(ˆ
SN−1
ψ′(r, θ)Yj(θ) dσ(θ)
)2
dr
≤
Jensen
ˆ 1
0
rN−1
ˆ
SN−1
(
ψ′(r, θ)Yj(θ)
)2
dσ(θ) dr
≤ ‖Yj‖2∞
ˆ 1
0
ˆ
SN−1
rN−1
(
ψ′(r, θ)
)2
dσ(θ) dr = ‖Yj‖2∞
ˆ
B
|∇ψ|2 dx.
By (4.6), for every ϕ ∈ H0,N we have
1ˆ
0
rN−1ψ′jϕ
′ dr =
1ˆ
0
ˆ
SN−1
rN−1
∂ψ
∂r
Yj(θ)ϕ
′drdσ(θ) =
1ˆ
0
ˆ
SN−1
rN−1
∂ψ
∂r
∂Yj(θ)ϕ
∂r
drdσ(θ)
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and using that ψ solves (3.1) then
= −
1ˆ
0
ˆ
SN−1
rN−3∇θψ · ∇θ(Yj(θ)ϕ) drdσ(θ) +
1ˆ
0
ˆ
SN−1
rN−1a(|x|)ψYj(θ)ϕ drdσ(θ)
+Λ̂
1ˆ
0
ˆ
SN−1
rN−3ψYj(θ)ϕ drdσ(θ)
= −
1ˆ
0
rN−3 dr
ˆ
SN−1
∇θ(ψϕ) · ∇θYj(θ) dσ(θ) +
1ˆ
0
rN−1a(r)ϕψj dr + Λ̂
1ˆ
0
rN−3ϕψj dr
= −λj
1ˆ
0
rN−3ϕ dr
ˆ
SN−1
ψYj(θ) dσ(θ) +
1ˆ
0
rN−1a(r)ϕψj dr + Λ̂
1ˆ
0
rN−3ϕψj dr
=
1ˆ
0
rN−1a(r)ϕψj dr +
(
Λ̂− λj
) 1ˆ
0
rN−3ϕψj dr(4.7)
meaning that ψj is a weak solution to (1.14) corresponding to Λ̂− λj .
From (4.7) and the characterization of the radial singular eigenvalues in Propo-
sition 3.11 we have that the value Λ̂ − λj, which is strictly less than
(
N−2
2
)2
, is a
radial singular eigenvalue for La as defined in (1.13), namely
Λ̂− λj = Λ̂radk
for some k ≥ 1.
The reverse implication holds as well, namely if Λ̂radk + λj <
(
N−2
2
)2
for some
radial singular eigenvalue Λ̂radk with associated eigenfunction ψ
rad
k ∈ H0,rad and for
one eigenvalue λj of Laplace Beltrami, then the function Ψ := ψ
rad
k (r)Yj(θ) belongs
to H0. Indeed
ˆ
B
Ψ2
|x|2 dx =
ˆ 1
0
rN−3
(
ψradk
)2
dr
ˆ
SN−1
Y 2j (θ) dσ(θ) ≤ C
and
ˆ
B
|∇Ψ|2 dx ≤C
1ˆ
0
rN−1
((
ψradk
)′)2 ˆ
SN−1
Y 2j (θ) dσ(θ)
+
1ˆ
0
rN−3
(
ψradk
)2
dr
ˆ
SN−1
|∇θYj|2 dσ(θ) ≤ C.
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Moreover Ψ weakly solves (3.1) corresponding to Λ̂ = Λ̂radk + λj < 0. Indeed let
ϕ ∈ H0 then ˆ
B
∇Ψ∇ϕdx =
ˆ
B
∂Ψ
∂r
∂ϕ
∂r
+
1
r2
∇θΨ∇θϕdx
=
ˆ
SN−1
Yj(θ) dσ(θ)
1ˆ
0
rN−1
(
ψradk
)′ ∂ϕ
∂r
dr +
1ˆ
0
rN−3ψradk dr
ˆ
SN−1
∇θYj∇θϕdσ(θ)
=
ˆ
SN−1
Yj(θ) dσ(θ)
1ˆ
0
rN−1
(
a(r) +
Λ̂radk
r2
)
ψradk ϕdr +
1ˆ
0
rN−3ψradk drλj
ˆ
SN−1
Yj(θ)ϕdσ(θ)
=
ˆ
B
a(|x|)Ψϕ + Λ̂
rad
k + λj
|x|2 Ψϕdx

When N ≥ 3 the decomposition in (4.4) holds as well in the case that La admits
0 as an eigenvalue. The case N = 2 is more delicate because in that case a regular
eigenfunction does not necessarily belong toH0. Neverthless a similar decomposition
continues to hold, indeed we have the following:
Proposition 4.2. Let a(x) be any radial function in L∞(B). When N = 2 the
equation La = 0 admits a solution if and only if either
(4.8) Λ̂radk = −λj
for some j, k ≥ 1 and the corresponding solutions have the expression in (4.5), or
La = 0 has a radial solution in H
1
0,N (i.e. 0 is a radial eigenvalue as defined in
(1.9)).
Proof. Let w ∈ H10 (B) solves (2.3) with Λ = 0. By Remark 2.1 then w ∈ C1,β(B¯).
Projecting w along the spherical harmonics Yj = Aj cos jθ + Bj sin jθ, j ≥ 0 for
θ ∈ [0, 2π] and for suitable constants Aj, Bj ∈ R gives a sequence
(4.9) wj(r) :=
ˆ 2π
0
w(r cos θ, r sin θ)
(
Aj cos jθ +Bj sin jθ
)
dθ
defined for r ∈ (0, 1] and, by the regularity of w
lim
r→0
wj(r) = w(0, 0)
ˆ 2π
0
(
Aj cos jθ +Bj sin jθ
)
dθ
so that limr→0wj(r) = 0 for any j ≥ 1, while limr→0w0(r) = w(0, 0) meaning that
w0 does not belong to H0,N .
In any case by the regularity of w for any ϕ ∈ H10,N we have thatˆ 1
0
rN−1w′0ϕ
′ dr =
ˆ 1
0
rN−1ϕ′
ˆ 2π
0
∂
∂r
w(r cos θ, r sin θ) dθ dr
=
ˆ 1
0
ˆ 2π
0
rN−1
(
− 1
r2
∂w
∂θ
∂ϕ
∂θ
+ a(r)wϕ
)
dθ dr =
ˆ 1
0
rN−1a(r)w0(r)ϕ dr
meaning that w0 is a weak solution to (1.10) corresponding an eigenvalue Λ
rad
i = 0
for some i ≥ 1.
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When j ≥ 1 by (4.9) and the regularity of w we have
∂
∂r
wj(r) =
∂
∂r
ˆ 2π
0
w(r cos θ, r sin θ)
(
Aj cos jθ +Bj sin jθ
)
dθ
=
ˆ 2π
0
∂
∂r
w(r cos θ, r sin θ)
(
Aj cos jθ +Bj sin jθ
)
dθ
=
ˆ 2π
0
[ ∂w
∂x1
cos θ +
∂w
∂x2
sin θ
](
Aj cos jθ +Bj sin jθ
)
dθ
so that
lim
r→0
∂
∂r
wj(r) =
ˆ 2π
0
[ ∂w
∂x1
(0, 0) cos θ +
∂w
∂x2
(0, 0) sin θ
](
Aj cos jθ +Bj sin jθ
)
dθ
which implies ∣∣∂wj
∂r
(r)
∣∣ ≤ C and |wj(r)| ≤ Cr.
Then wj ∈ H0,N and then, reasoning as in (4.7) gives that wj is a weak solution to
(3.16) corresponding to −λj. This proves (4.8).

5. Morse index and degeneracy of solutions to semilinear problems
In this section we consider the semilinear problem
(5.1)
{ −∆u = f(|x|, u) in B,
u = 0 on ∂B,
and we address to the main topics of this paper, namely Morse index and degeneracy
of solutions to (5.1). Let us recall that a weak solution u to (5.1) is a function
u ∈ H10 (B) s.t.
(5.2)
ˆ
B
(∇u∇ϕ− f(|x|, u)ϕ) dx = 0
for any test function ϕ ∈ C∞0 (B) and therefore for any ϕ ∈ H10 (B). As explained in
the introduction we assume that f satisfies H.1 and, in order to apply the general
results stated in Sections 3 and 4 for eigenvalues and eigenfunctions of a linear
compact operator we consider weak solutions u that satisfies H.2, namely such that
fu(|x|, u(x)) ∈ L∞(B). In this framework the linearized operator
Lu(w) := −∆w − fu(|x|, u)w(5.3)
and the associated quadratic form
Qu(w) :=
ˆ
B
(|∇w|2 − fu(|x|, u)w2) dx(5.4)
fall within the analysis performed in the previous sections, as a(x) = fu(|x|, u(x))
satisfies H.0. In the remaining of this section Λi, Λ
rad
i , Λ̂i, and Λ̂
rad
i stand for
the eigenvalues defined respectively in (1.8), (1.9), (1.12), and (1.13), with a(x) =
fu(|x|, u(x)). We will denote by m the number of the nodal domains of u and we
recall that a weak solution u is said degenerate if the linearized equation Luw = 0
admits a nontrivial weak solution w ∈ H10 (B), equivalently if Λi = 0 for some
index i. The Morse index of u, that we denote hereafter by m(u), is instead the
maximal dimension of the subspace of H10 (B) in which the quadratic form Qu is
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negative defined, or equivalently, since Lu is compact, is the number, counted with
multiplicity, of Λi < 0. As u is radial, we can consider the linearized operator Lu
and the quadratic form Qu restricted to some symmetric space H
1
0,G(B), see (2.6),
where G stands for a subgroup of the orthogonal group O(N). Then we can say
that u is G-degenerate if ΛGi = 0 for some index i and the G-morse index of u is
the number, counted with multiplicity, of the negative eigenvalues ΛGi . Finally when
G = O(N) we say that u is radially degenerate if Λradi = 0 for some index i and the
radial Morse index is number, counted with multiplicity, of the negative eigenvalues
Λradi .
Since we are in the framework of Sections 3 and 4, Propositions 3.4, 3.7 and 3.8
directly yield the following statement
Proposition 5.1. Assume H.1 and take u a radial weak solution to (5.1) satisfying
H.2. The Morse index of u is given by the number, counted with multiplicity, of
negative singular eigenvalues Λ̂ defined in (1.12) with a(x) = fu(|x|, u).
In the same way, if G is any subgroup of the orthogonal group O(N) and u is G-
symmetric, its radial Morse index restricted to the space of G-symmetric functions
is given by the number of negative singular radial eigenvalues Λ̂G which have G-
symmetric eigenfunctions.
In particular if u is radial, then its radial Morse index is given by the number of
negative singular radial eigenvalues Λ̂rad defined in (1.13) with a(x) = fu(|x|, u).
Besides Proposition 1.3 can be proved starting from the decomposition stated in
Propositions 4.1 and 4.2.
Proof of Proposition 1.3. By Proposition 3.4 the Morse index of u can be computed
by summing the multiplicity of the negative singular eigenvalues Λ̂i defined in (1.12)
with a(x) = fu(|x|, u(x)). Besides when u is radial Proposition 4.1 applies so that
Λ̂i < 0 iff Λ̂i = Λ̂
rad
k +λj for some radial singular eigenvalue Λ̂
rad
k < 0 and the related
eigenfunctions are described by formula (1.18). Hence the multiplicity of Λ̂i is equal
to Nj (the multiplicity of λj as an eigenvalues of the Laplace-Beltrami operator
recalled in (4.3)) because all the radial singular eigenvalues Λ̂radk are simple by the
Property 5 recalled in Subsection 3.1. Formula (1.17) readily follows remembering
(4.2). 
Eventually Proposition 1.4 is a plain consequence of Propositions 4.1 (for N ≥ 3)
and 4.2 (for N = 2).
As a corollary of the decomposition of the radial singular eigenvalues we obtain
also a formula to compute the Morse index and characterize the degeneracy in sym-
metric spaces. To this end we let G be any subgroup of the orthogonal group O(N).
Corollary 5.2. Assume H.1, take u be a weak solution to (5.1) satisfyng H.2 and
mrad its radial Morse index. Then the G-Morse index of u is given by
mG(u) =
mrad∑
i=1
∑
j<Ji
NGj where
Ji =
√(
N −2
2
)2
− Λ̂radi −
N −2
2
(5.5)
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where NGj stands for the multeplicity of the j
th eigenvalue of the Laplace-Beltrami
operator in H10,G. Moreover u is G-degenerate if and only if it is radially degenerate
or
(5.6) Λ̂radk = −j(N − 2 + j) for some k, j ≥ 1
for some j such that NGj 6= 0.
Here NGj stands for the number of the j
th-spherical harmonics which are G-
invariant and, depending on G, can be zero for many values of j.
In the remaining of this section we shall use the general formula obtained in
Proposition 1.3 to estimate the Morse index of radial solutions. In particular in
Subsection 5.1 we focus on autonomous nonlinearities and deduce Theorem 1.1 for
α = 0, while in Subsection 5.2 we relate the generalized He´non problems (1.3) to an
autonomous o.d.e. and prove Theorem 1.1 for α > 0, and at last in Subsection 5.3
we improve the obtained results in the case of the actual He´non problem and prove
Theorem 1.7.
Before going on, let us recall what is meant for classical radial solutions and the
relation between weak and classical solutions.
Thanks to the equivalence between H10,rad(B) and H
1
0,N , a weak radial solution to
(5.1) is nothing else than u ∈ H10,N such that
(5.7)
ˆ 1
0
rN−1u′ϕ′dr =
ˆ 1
0
rN−1f(r, u)ϕ dr
for any ϕ ∈ H10,N . Besides a classical radial solution is u ∈ C[0, 1] ∩ C2[0, 1) which
satisfies
(5.8)
{
−u′′ − N−1
r
u′ = f(r, u) as 0 < r < 1,
u′(0) = 0, u(1) = 0.
Under assumption H.2 a solution to (5.7) satisfies in fact (5.8) and is a classical
radial solution to (5.1) indeed.
Lemma 5.3. Assume H.1, then any weak radial solution to (5.1) satisfying H.2 is
classical. Moreover u ∈ C2[0, 1], u′′(0) = − 1
N
f(0, u(0)) and u′ ∈ HN .
Proof. Assumptions H.1 and H.2 implies that along a solution u
|f(|x|, u)| = |f(|x|, 0) +
ˆ u
0
fu(|x|, t) dt| ≤ |f(|x|, 0)| + C|u| ≤ C +C|u|
since f is continuous in both variables. This inequality together with the same
arguments used in the proof of Proposition 2.2 ensure that
(5.9) u′(t) = −t1−N
ˆ t
0
sN−1f(s, u(s)) ds
which implies, since u is continuos in (0, 1) that u ∈ C1(0, 1). Next
u(r) = u(1) −
ˆ 1
r
u′(t) dt = −
ˆ 1
r
tN−1
ˆ r
0
sN−1f(s, u(s)) dsdt
and then
|u(r)| ≤ C
ˆ 1
r
tN−1
ˆ r
0
sN−1(1 + u(s)) dsdt
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which, together with the Radial Lemma (see [27] or Lemma 6.2 here), proves that
u is bounded in r = 0 and then u ∈ C0[0, 1). We do not give the details since are
exactly the same as in the proof of Proposition 2.2. This is enough to prove that
u′(r) has a limit as r → 0, by (5.9), so that u ∈ C1[0, 1) and u′(0) = 0. Beside
rN−1u′ has a weak derivative rN−1f(r, u) ∈ C0(0, 1) so that the same arguments of
Remark 2.3 ensure u′ ∈ H1N and in particular u′ ∈ HN and
(5.10) u′′(r) = −N − 1
r
u′ − f(r, u) for r ∈ (0, 1)
which easily implies that u ∈ C2(0, 1) since f is continuous. Finally from (5.9) and
by the l’Hopital theorem we have
lim
r→0+
u′′(r) = lim
r→0+
N − 1
rN
ˆ r
0
sN−1f(s, u(s)) ds− f(r, u)
= lim
r→0+
N − 1
N
f(r, u)− f(r, u) = − 1
N
f(0, u(0))
which shows that u admits a second derivative in r = 0 and assures u ∈ C2[0, 1).
The regularity at r = 1 follows in a similar way. 
It is an easy consequence of this Lemma that if u is a classical solution then the
regularity stated above holds as well and whenever f(0, s) = 0 then u′′(0) = 0.
5.1. Autonomous nonlinearities. We focus here on autonomous semilinear prob-
lems:
(5.11)
{ −∆u = f(u) in B,
u = 0 on ∂B.
First we prove some qualitative properties of a solution u to (1.2) which holds
whenever f satisfies suitable assumptions. To this end let us denote by 0 < r1 <
· · · < rm = 1 the zeros of u in [0, 1], so that u(ri) = 0, and
M0 = sup{u(r) : 0 < r < r1},
Mi = max{|u(r)| : ri ≤ r ≤ ri+1},
for i = 1, . . . ,m− 1 and by [k] the integer part of k. Then we have:
Lemma 5.4. Let u be a weak solution to (5.11) with m nodal zones which is positive
in the first one (starting from 0). Assume f satisfies f(u)/u > 0 as u 6= 0, then u
is strictly decreasing in its first nodal zone so that
u(0) =M0.
Moreover it has a unique critical point si in the nodal set (ri, ri+1) for i = 1, . . . m−1
with
M0 >M2 > . . .
M1 >M3 > . . . .
In particular 0 is the global maximum point and s1 is the global minimum point. If,
in addition f is odd, then
M0 >M1 > . . .Mm−1.
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Proof. By (5.9), recalling that we are assuming u > 0 in (0, r1), we have
u′(r) = −r1−N
ˆ r
0
sN−1
f(u)
u
u ds < 0
for any r ∈ (0, r1). Then u is strictly decreasing in the first nodal zone, so that
M0 = u(0). We multiply equation (5.10) by u′ and integrate to compute
(5.12)
1
2
(
u′(r)
)2
+ (M − 1)
ˆ r
0
(u′(s))2
s
ds = F (u(0)) − F (u(r))
where F (s) =
´ s
f(t)dt is a primitive of f . Since the l.h.s. is strictly positive, it
follows that F (u(0)) > F (u(r)) for any r ∈ (0, 1], meaning that u(0) 6= u(r) for
any r ∈ (0, 1]. This implies that M0 = u(0) > u(r) for any r ∈ (0, 1] so that 0 is
the global maximum point of u. The very same computation (integrating between
ri, r) shows that |u| is strictly increasing in any nodal region until it reaches a critical
point si, and then it is strictly decreasing. At any critical point si, we have u(si) 6= 0
by the unique continuation principle. And using that f(u)/u > 0 whenever u 6= 0
then u′′(si) = −f(u(si)) 6= 0 so that u can have only one strict maximum point
(resp. minimum) in each nodal set where it is positive (resp. negative). Further the
previous argument also shows that M0 >M2 > . . . and that M1 >M3 > . . . . If,
in addition f is odd, then F is even and (5.12) shows that F (u(0)) > F (|u(r)|) for
any r ∈ (0, 1] from which it follows that M0 >M1 > . . .Mm−1. 
Next Proposition establishes some bounds for the radial singular eigenvalues of
the linearized operator Lu in (5.3).
Proposition 5.5. Assume H.1 and take u a weak radial solution to (5.11), satis-
fying H.2 with m nodal zones. Then
Λ̂radi < −(N − 1) as i = 1, . . . m− 1.(5.13)
If, in addition, f(u)/u > 0 as u 6= 0, then
0 > Λ̂radi > −(N − 1) as i = m, . . .mrad(u)(5.14)
where mrad(u) denotes the radial Morse index of the solution u.
Proof. Let ζ = u′ ∈ C1[0, 1] ∩ HN by Lemma 5.3. Since u ∈ C2[0, 1] and satisfies
(5.10) pointwise, a trivial computation shows that
(5.15)
ˆ 1
0
rN−1ζ ′ϕ′ dr =
ˆ 1
0
rN−1fu(u)ζϕ dr − (N − 1)
ˆ 1
0
rN−3ζϕ dr
for any ϕ ∈ C10 (0, 1). Moreover the computations in Lemma 2.4 can be repeated
obtaining that
(5.16)
(
rN−1
(
ψ′iζ − ψiζ ′
))′
= −(N − 1 + Λ̂radi )rN−3ψiζ for r ∈ (0, 1)
whenever ψi is an eigenfunction for (1.14) with a = f(u) related to Λ̂
rad
i <
(
N−2
2
)2
.
It is clear that ζ has at least m zeros in [0, 1] (one in each nodal domain of u): let
0 ≤ t0 < t1 · · · < tm−1 ≤ 1 be such that ζ(ti) = 0. Because u is a nontrivial solution
to (5.8) we can take t0 = 0, and certainly tm−1 < 1 by the unique continuation
principle. For k = 1, . . . m − 1, let ζk be the function that coincides with ζ on
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[tk−1, tk] and is null elsewhere. Certainly ζk ∈ H0,N ⊂ H10,N , and can be used as test
function in (5.15) giving
(5.17)
ˆ 1
0
rN−1
(
(ζ ′k)
2 − fu(u)ζ2k
)
dr = −(N − 1)
ˆ 1
0
rN−3ζ2kdr < 0.
Recalling that ζk have contiguous supports and so they are orthogonal both in L
2
N
and in LN , (5.17) implies in the first instance that the radial Morse index of u is at
leastm−1. Next Proposition 3.8 assures that also Λ̂radi < 0 as i = 1, . . . m−1. Let us
check that actually Λ̂radi < −(N−1). First Λ̂radi 6= −(N−1), otherwise (5.16) should
imply that ψi and ζ are proportional, which is not possible as ψi(1) = 0 6= ζ(1). Next,
taking advantage from the identity (5.16), we can repeat the same arguments used to
prove the last part of Property 5 in Subsection 3.1 to show that, if Λ̂radi > −(N −1),
then ψi must have at least one zero between any two consecutive zeros of ξ meaning
that ψi must have at least m − 1 internal zeros, contradicting Property 3. This
concludes the proof of (5.13).
Further when f(u)/u > 0 as u 6= 0, then u has only one critical point in any nodal
region by Lemma 5.4. This means that the function ζ has exactly m zeros, and
only m − 1 internal zeros. The inequality (5.14) is obtained by comparing ζ and
ψm, which has m nodal zones by Property 5. As before certainly Λ̂
rad
m 6= −(N − 1),
and if Λ̂radm < −(N − 1) then ζ must have at least m internal zeros, obtaining a
contradiction.

Now the statement of Theorem 1.1, in the particular case α = 0, follows by
combining Proposition 5.5 with the general formula (1.17). Even if is already known,
we spend some words on it here and present a short proof which uses the radial
singular eigenvalues. This type of reasoning turns out to be useful in dealing with
nonautonomous nonlinearities of He´non type (1.3), which will be the subject of
Subsection 5.2.
Proof of Theorem 1.1 for α = 0. Combining Proposition 5.5 with Propositions 5.1
and 1.3 gives (1.4), (1.5). Moreover under assumption (f3) it is easy to see that the
radial Morse index is at least equal to the number of nodal zones. Let 0 < r1 < r2 <
. . . rm = 1 be the zeros of u, D1 = Br1 , Di = Bri \Bri−1 its nodal domains, and wi
be the function that coincides with u in Di and is zero elsewhere. Using wi as a test
function in the weak formulation of (5.11) gives
Q(wi) =
ˆ
B
(|∇wi|2 − fu(u)w2i )dx =
ˆ
Di
(
f(u)
u
− fu(u)
)
u2dx < 0.
Because wi ∈ H10,rad have contiguous support, testing them in the Rayleigh quotient
(1.9) with a(x) = fu(u) yields (1.6). Eventually (1.7) follows inserting (1.6) into
(1.5). 
We conclude this part with some comments on estimates (5.13) and (5.14), which
are important in providing the bound (1.5) on the Morse index of u. Indeed they
imply that the parameters Ji appearing in (1.17) satisfy Ji > 1 for i = 1, . . . ,m− 1
and Ji < 1 for i = m, . . . ,mrad(u). It means that the eigenvalues Λ̂
rad
i for i =
m, . . . ,mrad(u) give only the radial contribution (corresponding to j = 0) to the
Morse index of u, while the eigenvalues Λ̂radi for i = 1, . . . ,m − 1 give always also
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the contribution corresponding to j = 1. When we are in a variational setting
(as for instance when (f2) is satisfied) then by [10] one can minimize the functional
associated with (5.11) on a nodal Nehari set to produce a nodal least energy solution
which has two nodal domains and Morse index 2. So the estimate (1.5) proves that
the least energy nodal solution is not radial, as already noticed in various papers
like [7] and [8].
But estimate (5.13), together with (5.5), gives information also on the Morse index
of u in symmetric spaces H10,G . In particular
mG(u) ≥ (m− 1) + (m− 1)NG1 or
mG(u) ≥ m+ (m− 1)NG1 under assumption (f3).
Here NG1 stands for the multiplicity of the first eigenvalue of the Laplace-Beltrami
operator in H10,G . The minimization technique on the Nehari set can be performed
also in H10,G, ending with a nodal solution u which belongs to H
1
0,G and has 2 nodal
domains andmG(u) = 2. The previous estimate then tells us that the minimal energy
nodal and G-symmetric solution is not radial whenever NG1 6= 0. On the contrary it
can be radial if one consider symmetries which are typical of the spherical harmonics
of higher order, namely corresponding to an eigenvalue λk with k ≥ 2. As an example
of symmetries for which NG1 = 0 we can quote the subgroups O(k) × O(N − k) of
O(N) for k = 2, . . . , N − 2 in dimension N ≥ 4, and the group generated by the
rotations of angles 2π/k with k integer, k ≥ 3 in dimension 2. Other types of
symmetries for which NG1 = 0 can be easily deduced looking at the explicit form of
the Spherical Harmonics in [5] (see (2.17) for N = 3 and the subsequent one when
N ≥ 4).
5.2. He´non type nonlinearities. In this section we deal with He´non type nonlin-
earities
(5.18)
{ −∆u = |x|αf(u) in B,
u = 0 on ∂B,
where α > 0 is a real parameter and f satisfies H.1.
In the radial setting problem (5.18) is related to an autonomous one by means of
the transformation
(5.19) t = r
2+α
2 , w(t) = u(r),
which has been introduced in [20] and maps any radial solution u of (5.18) into a
solution w of
(5.20)
−
(
tM−1w′
)′
=
(
2
2+α
)2
tM−1f(w), 0 < t < 1,
w′(0) = 0, w(1) = 0
where
M =M(N,α) :=
2(N + α)
2 + α
∈ [2, N ].(5.21)
A weak solution to (5.20) is a function w ∈ H10,M such that
(5.22)
ˆ 1
0
tM−1w′ϕ′dt =
(
2
2 + α
)2 ˆ 1
0
tM−1f(w)ζ dt
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for any test function ϕ ∈ H10,M . Similarly a classical solution is w ∈ C[0, 1]∩C1[0, 1)∩
C2(0, 1) which satisfies pointwise (5.20). Notice that now the same computations of
Lemma 5.3 implies that w ∈ C2[0, 1] and w′′(0) = − 1
M
(
2
2+α
)2
f(w(0)).
WhenM is an integer then w is a weak radial solution for an autonomous problem
of type (5.11) in dimension M with
(
2
2+α
)2
f instead of f . This is always the case
when N = 2 since M(2, α) = 2 for every α, so that in the plane there is a complete
correspondence between He´non problems of type (5.18) and autonomous problems
of type (5.11). In any case the change of variables (5.19) creates a one-to one
correspondence between radial solutions to (5.18) and solutions to the ODE (5.20),
both in classical and in weak sense.
Proposition 5.6. Let u and w be related as in (5.19), M = M(N,α) as in (5.21)
and F (u) =
´ u
0 f(s)ds. Then u ∈ H10,N if and only if w ∈ H10,M withˆ
B
|x|αF (u) dx = 2 + α
2
ωN
ˆ 1
0
tM−1
(
2
2 + α
)2
F (w) dt,
ˆ
B
|∇u|2 dx = 2 + α
2
ωN
ˆ 1
0
tM−1|w′|2 dt,
(5.23)
where ωN denotes the measure of S
N−1. Moreover u is a (weak or classical) radial
solution to (5.18) if and only if w is a (weak or classical) solution to (5.20).
Proof. Performing the change of variables (5.19) it is immediate to check the first
equality in (5.23) becauseˆ
B
|x|αF (u)dx = ωN
ˆ 1
0
rN−1+αF (u(r))dr =
2
2 + α
ωN
ˆ 1
0
tM−1F (w) dt
=
2 + α
2
ωN
ˆ 1
0
tM−1
(
2
2 + α
)2
F (w) dt.
It is also easy to see that u has a weak derivative u′ ∈ L1loc(0, 1) if and only if the
same holds for w with
(5.24) u′(r) =
2 + α
2
r
α
2w′
(
r
2+α
2
)
a.e.
Actually for any smooth function φ ∈ C∞0 (0, 1), performing the change of variables
(5.19) and writing ϕ(t) = φ(r) one sees that
−
ˆ 1
0
u(r)φ′(r)dr = −
ˆ 1
0
w(t)ϕ′(t)dt =
w has weak derivative
ˆ 1
0
w′(t)ϕ(t)dt
=
ˆ 1
0
2 + α
2
r
α
2w′
(
r
2+α
2
)
φ(r)dr.
In particularˆ 1
0
rN−1
(
u′(r)
)2
dr =
(
2 + α
2
)2 ˆ 1
0
rN−1+α
(
w′(r
2+α
2 )
)2
dr =
2 + α
2
ˆ 1
0
tM−1
(
w′(t)
)2
dt
which implies at once the second equality in (5.23) and the fact that u′ ∈ L2N if and
only if w′ ∈ L2M .
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We go on and check that actually u ∈ H10,N if and only if w ∈ H10,M . If u ∈ H10,N
then w ∈ H10,M since we also have thatˆ 1
0
tM−1w2(t)dt =
2 + α
2
ˆ 1
0
rN−1+αu2(r)dr ≤ 2 + α
2
ˆ 1
0
rN−1u2(r)dr < +∞.
On the other hand if w ∈ H10,M then u has a weak derivetive and fulfills (2.7) with
u(1) = 0 and Jensen’s inequality gives
ˆ 1
0
rN−1u2(r)dr =
ˆ 1
0
rN−1
(ˆ 1
r
u′(ρ) dρ
)2
dr ≤
ˆ 1
0
rN−1(1− r)
ˆ 1
r
(
u′(ρ)
)2
dρ dr
=
ˆ 1
0
ˆ ρ
0
rN−1(1− r)dr (u′(ρ))2 dρ ≤ 1
N
ˆ 1
0
ρN−1
(
u′(ρ)
)2
dr
=
2 + α
2N
ˆ 1
0
tM−1
(
w′(t)
)2
dt < +∞.
Now the equivalence between (5.18) and (5.20) in weak sense is straightforward.
Assume for instance that w(t) is a weak solution to (5.20) and take any φ ∈ H10,N .
The previous arguments assures that u(r) = w(t) ∈ H10,N and ϕ(t) = φ(r) ∈ H10,M
and both couples satisfy (5.24). Therefore
ˆ 1
0
rN−1u′(r)φ′(r)dr =
(5.24) for both u and φ
(
2 + α
2
)2 ˆ 1
0
rN−1+αw′(r
2+α
2 )ϕ′(r
2+α
2 )dr
=
(5.19)
2 + α
2
ˆ 1
0
tM−1w′(t)ϕ′(t)dt =
w solves (5.20)
2
2 + α
ˆ 1
0
tM−1f (w(t))ϕ(t)dt
=
(5.19)
ˆ 1
0
rN−1+αf (u(r))φ(r)dr,
which shows that u is a weak solution to (5.18). Similarly one can see that when
u(r) is a weak solution to (5.18) then w(t) is a weak solution to (5.20). Besides
(5.18) and (5.20) are equivalent also in classical sense. Indeed when u ∈ C2(B¯) is
a classical radial solution to (5.18), then u ∈ H10,N so that w ∈ H10,M and w is a
weak solution to (5.22). By Lemma 5.3 then w ∈ C2[0, 1] with w′(0) = 0 so that it
satisfies (5.20). The opposite implication holds similarly. 
The transformation (5.19) is useful also in computing the Morse index and ex-
amining the degeneracy of radial solutions to (5.18). By Propositions 1.3 and 1.4
such issues are related to the radial singular eigenvalues Λ̂radk characterized by the
Sturm-Liouville problem (1.14) with a(r) = rαfu(u) and, when N = 2, also to the
radial standard eigenvalues Λradk characterized by (1.9) or (1.10). Performing the
change of variable (5.19) inside (1.14) and repeating the argument of Proposition
5.6 brings to Sturm-Liouville problem of type (3.16) with M given by (5.21) and
a(t) =
(
2
2+α
)2
fu(w(t)), i.e.
(5.25)
{
− (tM−1φ′)′ − ( 22+α)2 tM−1fu(w(t))φ = tM−3ν̂φ for t ∈ (0, 1)
φ ∈ H0,M .
It is easily seen that
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Lemma 5.7. Λ̂radi <
(
N−2
2
)2
is a radial singular eigenvalue for the linearized oper-
ator Lu if and only if
(5.26) ν̂i =
(
2
2 + α
)2
Λ̂radi <
(
M − 2
2
)2
is an eigenvalue for (5.25). Further ψi ∈ HN is an eigenfunction related to Λ̂radi if
and only if ψi(r) = φi(t), where φi ∈ HM is an eigenfunction for problem (5.25)
related to ν̂i.
Proof. By the first part of the proof of Proposition 5.6 ψi ∈ H10,N if and only if φi ∈
H10,M with ψ
′
i(r) =
2+α
2 r
α
2 φ′i
(
r
2+α
2
)
. Assume that ψi ∈ H0,N is an eigenfunction
related to Λ̂radi <
(
N−2
2
)2
. Taking ϕ ∈ H10,M , letting ϕ(t) = ϕ˜(r) ∈ H10,N and
performing the change of variables (5.19) we have(
2
2 + α
)2
Λ̂radi
ˆ 1
0
tM−3φiϕdt =
2
2 + α
Λ̂radi
ˆ 1
0
rN−3ψiϕ˜dr
=
2
2 + α
ˆ 1
0
rN−1
(
ψ′iϕ˜
′ − rαfu(u)ψiϕ˜
)
dr
=
2
2 + α
ˆ 1
0
rN−1
((
2 + α
2
)2
rαφ′i
(
r
2+α
2
)
ϕ′
(
r
2+α
2
)
− rαfu(u)φi
(
r
2+α
2
)
ϕ
(
r
2+α
2
))
dr
=
ˆ 1
0
tM−1
(
φ′iϕ
′ −
(
2
2 + α
)2
fu(w)φiϕ
)
dt,
which shows at once that φi ∈ H0,M and that it solves (5.25) with ν̂ =
(
2
2+α
)2
Λ̂radi .
The opposite implication follows similarly. 
Remark 5.8. Remembering the decomposition of the singular eigenvalues Λ̂i in
Proposition 4.1, Lemma 5.7 also implies that the singular eigenvalue problem asso-
ciated with to the linearized operator Lu, namely{
−∆ψi − |x|αfu(u)ψi = Λ̂i|x|2ψi in B \ {0}
ψi = 0 on ∂B,
admits as singular eigenvalues
Λ̂i =
(
2 + α
2
)2
ν̂k + λj ,
and the corresponding eigenfunctions are
(5.27) ψi(x) = φk
(
r
2+α
2
)
Yj
(
θ
)
where φk is the eigenfunction to (5.25) associated with ν̂k. This gives information
also on the symmetric Morse index since the symmetries of the eigenfunctions are
exactly the symmetries of the Spherical Harmonics.
Putting together Lemma 5.7 and Proposition 3.12 yields
Proposition 5.9. Assume H.1 and let u be a weak radial solution to (5.18) satis-
fying H.2. Then its radial Morse index is the number of negative eigenvalues of the
Sturm-Liouville problem (5.25).
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Similarly from Lemma 5.7 and Proposition 1.3 it clearly follows Proposition 1.5.
Proposition 1.6 can be deduced recalling Propositions 4.1 and 4.2.
Proof of Proposition 1.6. When N ≥ 3 it is known by Proposition 4.1 that u is
radially degenerate if Λ̂k = 0 for some index k, and degenerate if Λ̂k = −j(N−2+j).
So Lemma 5.7, together with Remark 5.8, gives the statement.
When N = 2 instead, Proposition 4.2 comes into play and u is radially degenerate
if and only if Λk = 0 for some index k. In that case it is easily seen (via the
transformation 5.19) that the generalized radial eigenvalue problem
(5.28)
{
− (tM−1φ′)′ − ( 22+α)2 tM−1fu(w(t))φ = tM−1νφ for t ∈ (0, 1)
φ′(0) = 0, φ(1) = 0
admits ν = 0 as an eigenvalue, namely w is degenerate. Moreover, recalling also
Propositions 5.9 and 3.12, 0 must be the kth eigenvalue for (5.28). For what concerns
nonradial degeneracy, the claim follows like in the case N ≥ 3. 
As in the previous case Propositions 1.5 and 1.6 gives informations also in the
symmetric case, namely:
Corollary 5.10. Assume H.1 and take u a radial weak solution to (5.18) satisfying
H.2. If mrad stands for its radial Morse index, then the G-Morse index of u is given
by
mG(u) =
mrad∑
i=1
∑
j<Ji
NGj where
Ji =
2 + α
2
√(
M − 2
2
)2
− ν̂i − M − 2
2
(5.29)
and NGj stands for the multiplicity of the j
th eigenvalue of the Laplace-Beltrami
operator in H10,G. Moreover u is G-degenerate if and only if it is radially degenerate
or
(5.30) ν̂k = −
( 2
2 + α
)2
j(N − 2 + j) for some k, j ≥ 1
for some j such that NGj 6= 0.
Notice that Here NGj stands for the number of the j
th-spherical harmonics which
are G-invariant and, depending on G, can be zero for many values of j.
Eventually Proposition 1.5 allows to compute the Morse index of a radial solution
to a non-autonomus problem of He´non type by investigating the eigenvalues of (5.25),
i.e. a Sturm-Liouville problem which has the same shape of the one related to the
corresponding autonomous problem. The only difference is that now the parameter
M is not necessarily an integer. On the other hand the proof of Proposition 5.5
in the previous subsection only makes use of ODE arguments and of the results of
Subsection 3.1, which do not need M to be an integer. Therefore we also have that
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Lemma 5.11. Let u be a bounded radial weak solution to (5.18) with m nodal zones.
Then
ν̂i < −(M − 1) as i = 1, . . . m− 1.(5.31)
If, in addition, f(u)/u > 0 when u 6= 0, then
0 > ν̂i > −(M − 1) as i = m, . . . mrad(u).(5.32)
Let us complete the proof of Theorem 1.1
Proof of Theorem 1.1. By (5.31), via Proposition 5.9, it is clear that the radial Morse
index of u is at least m − 1, i.e. (1.4) holds. Next putting the estimate (5.31)
inside (1.21) gives (1.5). Moreover under the additional assumption (f3) the same
arguments used in the previous subsection for α = 0 apply also to He´non type
problems so that (1.6) holds, and then in turn estimate (1.5) is improved to (1.7). 
Estimates (5.31) and (5.32) are the analogous of (5.13) and (5.14) in the case
of the Henon type problems. In particular estimate (5.31) produces (like (5.13))
a bound from below on the Morse index of u which highlights the role of α and
proves that the Morse index of u always converges to +∞ as α → ∞. Indeed for
i = 1, . . . ,m− 1 it implies that Ji > 1 but also that Ji > k for α > 2(k − 1).
Further estimate (5.31), together with (5.29), gives information also on the Morse
index of u in symmetric spaces H10,G . In particular
mG(u) ≥ (m− 1) + (m− 1)NG1 + (m− 1)
∑[α
2
]
j=1N
G
1+j or
mG(u) ≥ m+ (m− 1)NG1 + (m− 1)
∑[α
2
]
j=1N
G
1+j under assumption (f3).
Here NGk stands for the multiplicity of the k-th eigenvalue of the Laplace-Beltrami
operator in H10,G. As an easy consequence then radial solutions with two nodal
domains in the plane can not have symmetric Morse index 2 unless NGj = 0 for
j = 1, . . . , 1 +
[
α
2
]
. This is the case, as an example, of the group G generated by
the rotations of angles 2π
k
with k > 1 +
[
α
2
]
(because in that case NGj = 0 for
j = 1, . . . , 1 +
[
α
2
]
).
Estimate (5.32) instead is not useful in providing a bound for the Morse index of
u differently from (5.14). Indeed, while (5.14) implies that the eigenvalues Λ̂i for
i = m, . . . ,mrad(u) give to the Morse index only the radial contribution, (5.32)
implies that the same eigenvalues can give a larger contribution or not depending on
their respective values. In any case formula (5.32) is optimal since there are cases
in which ν̂m → −(M − 1) and then the eigenvalue Λ̂m gives a contribution to the
Morse index corresponding to Jm > 1, but also to Jm > k when α > 2(k − 1), as
well as there are cases in which ν̂m → 0. Formula (5.32) is important in computing
the exact Morse index of solutions.
5.3. Power type nonlinearity: the standard Lane-Emden and He´non equa-
tions. We focus here on the particular case f(|x|, u) = |x|α|u|p−1u where α ≥ 0 and
p > 1 are real parameters. For α > 0 we have the He´non problem
(5.33)
{ −∆u = |x|α|u|p−1u in B,
u = 0 on ∂B,
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but all the following discussion applies also to the case α = 0, i.e. to the Lane-Emden
problem
(5.34)
{ −∆u = |u|p−1u in B,
u = 0 on ∂B.
Remark 5.12. A minor variation on the discussion of previous subsection shows
that u is a (weak or classical) radial solution to (5.33) if and only if
(5.35) v(t) =
(
2
2 + α
) 1
p−1
u(r), t = r
2+α
2
solves (in weak or classical sense)
(5.36)
{
− (tM−1v′)′ = tM−1|v|p−1v, 0 < t < 1,
v′(0) = 0, v(1) = 0,
where M = 2(N+α)2+α ∈ [2, N ] has been introduced in (5.21).
Moreover the radial singular eigenvalues for the linearized operator Lu are
(5.37) Λ̂radi =
(
2 + α
2
)2
ν̂i <
(
N − 2
2
)2
where ν̂i <
(
M−2
2
)2
are the eigenvalues of the singular Sturm-Liouville problem
(5.38)
{
− (tM−1φ′)′ − tM−1p|v|p−1φ = tM−3ν̂φ for t ∈ (0, 1)
φ ∈ H0,M .
Further ψi ∈ H0,N is an eigenfunction related to Λ̂radi if and only if ψi(r) = φi(t),
where φi ∈ H0,M is an eigenfunction for problem (5.38) related to ν̂i.
In particular when N ≥ 3 u is radially degenerate if and only if ν̂ = 0 is an eigenvalue
for (5.38), and it is degenerate if
(5.39) ν̂k = −
(2 + α
2
)2
j(N − 2 + j) for some j, k ≥ 1.
The corresponding solutions of the equation Lu = 0 are as in (5.27). Otherwise
when N = 2 u is radially degenerate if and only if v is degenerate, namely the
equation
(5.40)
{
− (tM−1ψ′)′ − tM−1p|v|p−1ψ = tM−1νψ for t ∈ (0, 1)
ψ′(0) = 0, ψ(1) = 0
admits ν = 0 as an eigenvalue. Remembering also Propositions 3.8 and 3.12, in any
dimension Λradi = 0 if and only if ν = 0 is the i
th eigenvalue for (5.40).
Finally by Proposition 4.2 u is degenerate if (5.39) holds and the corresponding
solutions of the equation Lu = 0 are as in (5.27).
Trivially the just mentioned characterizations apply also to the Lane-Emden problem
(5.34), for which the transformation (5.35) reduces to the identity.
In view of Remark 5.12 the statements of Propositions 5.9, 1.5 and 1.6 continue
to hold when the eigenvalue problem (5.25) is replaced by (5.38). It is also clear that
f(u) = |u|p−1u satisfies the assumptions of Proposition 5.5, so that the eigenvalue
problem (5.38) has at least m negative eigenvalues, if v (equivalently, u) has m
nodal zones. In the particular case of power nonlinearity the previous analysis can
be pushed forward.
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To begin with, let us recall how a solution to (5.36) with m nodal zones can be
produced provided that
(5.41)
p ∈ (1,+∞) when M = 2,
p ∈ (1, pM ) with pM = M+2M−2 when M > 2 .
Let us remark that, when M > 2 is given by (5.21) with N ≥ 3, then pM = N+2+2αN−2
is the threshold for the existence of solutions to the He´non problem (5.33). Let
E(v) = 1
2
ˆ 1
0
rM−1|v′|2dr − 1
p+ 1
ˆ 1
0
rM−1|v|p+1dr,
be the energy functional associated to (5.36) which is defined on H10,M for the em-
bedding of H10,M into L
2∗M
tM−1
as p satisfies (5.41), see Lemma 6.4. Then, critical
points of E are solutions to (5.36) and lie on the Nehari manifold
N =
{
v ∈ H10,M :
ˆ 1
0
rM−1|v′|2dr =
ˆ 1
0
rM−1|v|p+1dr
}
The compactness of the previous embedding implies also that the minimum of E on
N is attained and produces for every p a couple of solutions v− < 0 < v+ to (5.36)
such that v+ = −v−, so that (5.36) admits a unique (by [28]) positive solution. By
such minimality property one can also deduce that its radial Morse index is at most
one and since (f3) is satisfied, then it is exactly one, by (1.6).
Moreover, since the nonlinear term f(u) = |u|p−1u is odd then problem (5.36)
admits infinitely many nodal solutions. In particular for every positive integer m,
one can produce a solution v to (5.36) with
(5.42) v(0) > 0
which has exactlym nodal zones, namely such that there are 0 < t1 < t2 < . . . tm = 1
with
v(r) > 0 as 0 < r < t1, v(ti) = 0,
(−1)iv(r) > 0 as ti < r < ti+1,
as i = 1, . . . m− 1. It can be done by the so called Nehari method (see, for instance,
[11]), i.e. by introducing the spaces
H10,M (s, t) = {v ∈ H1M : v(s) = 0 = v(t)},
the energy functionals
Es,t(v) = 1
2
ˆ t
s
rM−1|v′|2dr − 1
p+ 1
ˆ t
s
rM−1|v|p+1dr,
and the Nehari sets
Ns,t =
{
v ∈ H10,M (s, t) :
ˆ t
s
rM−1|v′|2dr =
ˆ t
s
rM−1|v|p+1dr
}
,
and solving the minimization problem
(5.43) Λ(t1, · · · tm−1) := min
{
m∑
i=1
inf
N (ti−1,ti)
E : 0 = t0 < t1 < · · · < tm = 1
}
.
Afterwards it can be checked that choosing t0, t1, . . . tm which realize (5.43) and
gluing together, alternatively, the positive and negative solution in the sub-interval
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(ti−1, ti), gives a nodal solution to (5.36). Requiring (5.42) is sufficient to identify v
by the uniqueness results in [28].
Next, let us point out some qualitative properties of the solution to (5.36). To
state them we need some more notations and write
M0 = sup{v(t) : 0 < t < t1},
Mi = max{|v(r)| : ti ≤ r ≤ ti+1},
0 = t0 < t1 < s1 < t2 < . . . tm−1 < sm−1 < tm = 1,
where ti are the zeros of v, any si is the extremal point of v restricted to the nodal
region (ti, ti+1), and Mi the respective extremal value.
Lemma 5.13. Let v be a weak solution to (5.36) with m nodal zones which is positive
in the first one (starting from 0). Then v ∈ C2[0, 1] with
v(0) =M0, v′(0) = 0.
Besides v is strictly decreasing in its first nodal zone and si is the only critical point
in the nodal set (ti,p, ti+1,p) for i = 1, . . . m− 1 with
M0 >M1 > . . .Mm−1.
In particular 0 is the global maximum point.
The proof follows by Lemma 5.4.
Eventually we end up with te following statement
Proposition 5.14. For any m > 1 problem (5.33) admits, for every p ∈ (1,+∞)
when N = 2 or for every p ∈ (1, N+2+2α
N−2 ) when N > 2, a unique radial solution
u which is positive in the origin and has m nodal regions. Further u is strictly
decreasing in its first nodal zone and it has a unique critical point σi in any nodal
zone (ri−1, ri). Moreover
u(0) > |u(σ1)| > . . . |u(σm−1)|
and 0 is the global maximum point.
Concerning positive solution (m = 1), existence and uniqueness has been estab-
lished in the celebrated works by Ni [27] and Ni, Nussbaum [28], respectively.
Before proving 1.7, we point out some useful property of an auxiliary function.
Lemma 5.15. Let v be a weak solution to (5.36) with m nodal zones and
(5.44) z = r v′ +
2
p− 1v.
The function z has exactly m zeros in (0, 1).
Proof. By Lemma 5.3 the function z belongs to H10,M ∩C1[0, 1], and it is easily seen
that solves
(5.45)
(
rM−1z′
)′
+ prM−1|v|p−1z = 0
in the sense of distributions. Next, as clearly prM−1|v|p−1z is at least continuous on
[0, 1], the same reasoning of Lemma 5.3 prove that z solves (5.45) pointwise.
Because of (5.42) z(0) = v(0) > 0, z(t1) = t1v
′(t1) ≤ 0 and similarly (−1)iz(ti) =
(−1)itiv′(ti) ≥ 0. Actually the unique continuation principle guarantees that (−1)iz(ti) =
(−1)itiv′(ti) > 0, i.e. z has alternating sign at the zeros of v and therefore it has an
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odd number of zeros in any nodal zone of v. The claim follows because z can not
have more than one zero in any nodal zone.
To see this fact, it is needed to look back to the Nehari construction of the nodal
solution v. By construction w0(x) := v(|x|) as |x| ≤ t1 is the unique positive radial
solution to (5.33) settled in the ball Ω = {x ∈ RN : |x| < t1} and therefore the
generalized radial eigenvalue problem
(5.46)
{
− (tM−1φ′)′ − tM−1p|v|p−1φ = tM−1νφ for t ∈ (0, t1)
φ′(0) = φ(t1) = 0
has exactly one negative eigenvalue ν1.
Similarly for i = 1, . . . m − 1 wi(x) := (−1)iv(|x|) as ti ≤ r ≤ ti+1 is the unique
positive radial solution to (5.33) settled in the annulus Ω = {x ∈ RN : ti < |x| <
ti+1} and then it realizes the minimum of Eti,ti+1 . Again it follows that the related
generalized radial eigenvalue problem
(5.47)
{
− (tM−1φ′)′ − tM−1p|v|p−1φ = tM−1νφ for t ∈ (ti, ti+1)
φ(ti) = φ(ti+1) = 0
has exactly one negative eigenvalue ν1.
Now, let assume by contradiction that z has three or more zeros between ti and
ti+1, and let φ2, ν2 respectively the second generalized radial eigenfunction and
eigenvalue of (5.46) or (5.47) settled in (ti, ti+1). We have seen that ν2 ≥ 0, and by
the analogous of Property 5 of Subsection 2.1 in the interval (ti, ti+1) for i ≥ 0 φ2
has exactly one zero in (ti, ti+1). If z has three or more zeros between ti and ti+1,
then we can reason exactly as in the proof of Property 5 of Subsection 2.1 and we
prove that φ2 has at least two zeros in the same interval obtaining a contradiction.
To see this we take that z(r) > 0 on (s1, s2) with z(s1) = z(s2) = 0, which also
implies z′(s1) > 0 and z
′(s2) < 0. If φ2 does not vanishes inside (s1, s2) we may
assume without loss of generality that φ2(r) > 0 in (s1, s2) and φ2(s1), φ2(s2) ≥ 0.
Repeating the computations in Lemma 2.4 we get that
(5.48)
(
rN−1
(
z′φ2 − zφ′2
))′
= ν2r
N−1zφ2 as ti < r < ti+1.
Integrating (5.48) on (s1, s2) gives
sM−12 z
′(s2)φ2(s2)− sM−11 z′i(s1)φ2(s1) = ν2
ˆ s2
s1
rM−1zφ2 dr.
But this is not possible because the l.h.s. is less or equal than zero by the just made
considerations, while the r.h.s. is greater or equal than zero as ν2 ≥ 0. The only
possibility is that ν2 = 0 and φ2(s1) = φ2(s2) = 0, but again this is not possible
since it implies, by uniqueness of an eigenfunction, that φ2 and z are multiples and
this does not agree with φ2(ti) = 0 6= z(ti). 
We are now in the position to prove Theorem 1.7: u has radial Morse index m
and it is radially non-degenerate
Proof of Theorem 1.7. First mrad(v) ≥ m by (1.6).
The proof is completed if we show that Λradm+1 > 0. Denoting by νi the eigenvalues
of (5.40), it is equivalent to show that νm+1 > 0. Indeed if Λ
rad
m+1 < 0 then also
Λ̂radm+1 < 0 by Proposition 3.4, so ν̂m+1 < 0 via Remark 5.12 and then in turn
νm+1 < 0 by Proposition 3.12. If instead Λ
rad
m+1 = 0, then again νm+1 = 0 by Remark
5.12. We therefore assume by contradiction that νm+1 ≤ 0 and denote by ψm+1 the
SINGULAR EIGENVALUE PROBLEM 51
corresponding eigenfunction, which, by Property 5 in Subsection 2.1 admits m zeros
inside the interval (0, 1) and then m+1 nodal zones. Then we want to prove that the
function z introduced in (5.44) has at least one zero in any nodal interval of ψm+1.
This fact contradicts Lemma 5.15, since z has m zeros in (0, 1) and concludes the
proof. Let (sk, sk+1) be a nodal zone for ψm+1 and suppose by contradiction that
z has one sign in this interval. Without loss of generality we can assume ψm+1 > 0
in (sk, sk+1), which also implies ψ
′
m+1(sk) > 0 and ψ
′
m+1(sk+1) < 0. If z does not
vanishes inside (sk, sk+1) we may assume without loss of generality that z(r) > 0 in
(sk, sk+1) and z(sk), z(sk+1) ≥ 0. The arguments in the proof of Lemma 2.4 yield
(5.49)
(
rM−1
(
ψ′m+1z − ψm+1z′
))′
= −νm+1rM−1ψm+1z,
and integrating on (sk, sk+1) gives
sM−1k+1 ψ
′
m+1(sk+1)z(sk+1)− sM−1k ψ′m+1(sk)z(sk) = −νm+1
ˆ sk+1
sk
rM−1ψm+1z dr.
Observe that the the r.h.s. is strictly positive if νm+1 < 0 and equal to zero if
νm+1 = 0, while the l.h.s. is less or equal than zero by the assumptions on z and
ψm+1. The only possibility is that νm+1 = 0 and z(sk) = z(sk+1) = 0. So (5.49)
implies that ψm+1 and z are multiples and it is not possible since ψm+1(1) = 0 6=
z(1). 
Remark 5.16. Inspecting all the arguments used in this subsection one can easily
see that they apply also to the case α = 0, i.e. to the Lane-Emden problem. In that
particular case the transformation (5.35) is the identity, and the presented proof of
Theorem (1.7) is an alternative proof of [26, Proposition 2.9].
6. Appendix: some useful properties of the spaces H1M and H
1
0,M
For any M ∈ R, M ≥ 2, and q ≥ 1 we denote by LqM the set of measurable
functions v : (0, 1)→ R such thatˆ 1
0
rM−1|v|qdr < +∞.
Clearly L2M is a Hilbert space endowed with the product
〈v,w〉M =
ˆ 1
0
rM−1v w dr,
which yields the orthogonality condition
v ⊥M w ⇐⇒
ˆ 1
0
rM−1v w dr = 0.
Next we denote by H1M the subspace of L
2
M made up by that functions v which have
weak first order derivative in L2M , so that the norm
‖v‖M =
(ˆ 1
0
rM−1
(
v2 + |v′|2) dr) 12
is bounded. Further by [12, VIII.2] any function in v ∈ H1M is almost everywhere
equal to a function v˜ ∈ C(0, 1] which is differentiable almost everywhere with
(6.1) v˜(r2)− v˜(r1) =
ˆ r2
r1
v′(r)dr.
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Therefore we may assume w.l.g. that any v ∈ H1M is continuous in (0, 1] and satisfies
(6.1). This allows to introduce the set
H10,M =
{
v ∈ H1M : v(1) = 0
}
.
Moreover if M = N is an integer then H1N actually is equal to H
1
rad(B) by [25,
Theorem 2.2 (2)], and therefore H10,N = H
1
rad,0(B). Most of the general properties
of the Sobolev spaces H1rad(B) and H
1
0,rad(B) are valid also in H
1
M and H
1
0,M . Let
us recall the ones which turn useful in our computations.
Lemma 6.1 (Poincare´ inequality). Let M ≥ 2; for any v ∈ H10,M we have
ˆ 1
0
tM−1v2(t)dt ≤ 1
M − 1
ˆ 1
0
tM−1
(
v′(t)
)2
dt.
Proof. By (6.1) we have
ˆ 1
0
tM−1v2(t)dt =
ˆ 1
0
tM−1
(ˆ 1
t
v′(s)ds
)2
dt
≤
ˆ 1
0
tM−1(1− t)
ˆ 1
t
(
v′(s)
)2
ds dt ≤
ˆ 1
0
tM−2
ˆ 1
t
(
v′(s)
)2
ds dt
=
ˆ 1
0
(
v′(s)
)2 ˆ s
0
tM−2dt ds =
1
M − 1
ˆ 1
0
sM−1
(
v′(s)
)2
ds.

Lemma 6.2 (Radial Lemma). Let M ≥ 2; for any v ∈ H10,M we have
(6.2) |v(t)| ≤

(ˆ 1
0
rM−1
(
v′(r)
)2
dr
) 1
2 t−
M−2
2√
M − 2 if M > 2,(ˆ 1
0
rM−1
(
v′(r)
)2
dr
) 1
2
|log t| 12 if M = 2.
Proof. By (6.1) we have
|v(t)| ≤
ˆ 1
t
|v′(s)|ds ≤
(ˆ 1
t
s1−Mds
) 1
2
(ˆ 1
0
rM−1
(
v′(r)
)2
dr
) 1
2
which gives, for M > 2,
=
1√
M − 2
(
1
tM−2
− 1
) 1
2
(ˆ 1
0
rM−1
(
v′(r)
)2
dr
) 1
2
≤ 1√
M − 2
(´ 1
0 r
M−1 (v′(r))2 dr
) 1
2
t
M−2
2
,
or, when M = 2
= |log t| 12
(ˆ 1
0
rM−1
(
v′(r)
)2
dr
) 1
2
.

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Lemma 6.3 (Sobolev embedding). LetM > 2 and 2∗M =
2M
M−2 . The space H
1
M(0,+∞)
is continuously embedded in L
2∗M
M (0,+∞) and the best constant
SM = min
v∈H1
M
(0,+∞)
´ +∞
0 t
M−1 (v′(t))2 dt(´ +∞
0 t
M−1v2
∗
M (t)dt
) 2
2∗
M
is achieved by any Talenti’s bubble U(t) =
(
a+ bt2
)−M−2
2 .
The just stated Sobolev embedding has been established in the seminal paper by
Talenti [30]. If M is an integer, the embedding of H1M = H
1
rad(B) into L
q(B) is
compact for every q < 2∗M for M > 2 and for any q if M = 2. The same arguments
can be repeated for any M to obtain
Lemma 6.4 (Compact Sobolev embedding). Let M > 2 and 2∗M =
2M
M−2 . The
space H10,M is continuously embedded in L
2∗
M
M and compactly embedded in L
q
M for
any q < 2∗M . Otherwise if M = 2 then H
1
0,M is compactly embedded in L
q
M for any
q.
Proof. By Lemma 6.3 H10,M is continuously embedded in L
q
M for any q ≤ 2∗M if
M > 2. Moreover if M = 2 Lemma 6.2 implies that H10,M is continuously embedded
in any LqM since ˆ 1
0
t|v|qdt ≤ ‖v‖qM
ˆ 1
0
t| log t| q2 dt <∞.
Besides it is easy to see that for any M ≥ 2 H1M is compactly embedded in C[ε, 1]
for any ε ∈ (0, 1). Indeed by (6.1) if r1, r2 > ε we have
|v(r1)− v(r2)| ≤
ˆ r2
r1
|v′(t)|dt ≤
Holder
(ˆ r2
r1
t1−Mdt
) 1
2
‖v‖M ≤ ε
1−M
2 ‖v‖M
√
|r1 − r2|
and the claim follows by the Ascoli Theorem. Now, let vn be a bounded sequence in
H1M : up to a subsequence it converges locally uniformly to a function v, and Fatou’s
Lemma ensures that v ∈ L2∗MM , or v ∈ LqM for any q if M = 2. It is left to check that
vn → v in LqM for q < 2∗M , or for any q if M = 2. We take first M > 2, and q < 2∗M .
For any fixed ε ∈ (0, 1) we compute
ˆ 1
0
tM−1|vn − v|qdt =
ˆ ε
0
tM−1|vn − v|qdt+
ˆ 1
ε
tM−1|vn − v|qdt
and using (6.2) to control the first integral and the fact that vn → v in C[ε, 1] for
the second one gives
≤C
ˆ ε
0
tM−1−
q(M−2)
2 dt+
1− εM
M
(
sup
[ε,1]
|vn − v|
)q
=CεM−
q(M−2)
2 +
1− εM
M
(
sup
[ε,1]
|vn − v|
)q
.
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Therefore, choosing first ε and then n, the quantity
´ 1
0 t
M−1|vn− v|qdt can be made
arbitrarily small. In a similar way, if M = 2 and q > 1 we haveˆ 1
0
t|vn − v|qdt =
ˆ ε
0
t|vn − v|qdt+
ˆ 1
ε
t|vn − v|qdt
≤C
ˆ ε
0
t| log t| q2dt+ 1− ε
2
2
(
sup
[ε,1]
|vn − v|
)q
and the conclusion follows. 
Lemma 6.5 (Hardy inequality). If M > 2, then(
M − 2
2
)2 ˆ 1
0
tM−3v2dt ≤
ˆ 1
0
tM−1|v′|2dt
for any v ∈ H10,M .
Proof. For any v ∈ H10,M the function u(t) = t
M−2
2 v(t) is continuous on (0, 1] with
u(1) = 0, differentiable a.e. and bounded by the Radial Lemma 6.2, since M > 2.
Hence (
M − 2
2
)2 ˆ 1
0
tM−3v2dt−
ˆ 1
0
tM−1|v′|2dt
= −
ˆ 1
0
t|u′|2dt+ M − 2
2
ˆ 1
0
(u2)′dt
≤ −
ˆ 1
0
t|u′|2dt− M − 2
2
lim inf
t→0
u2(t) ≤ 0.

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