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The motion of a naturally straight inextensible ﬂexible elastic hanging rod is formulated
and then linearized about the straight solution. To solve this equation by separation
of variables, an eigenvalue problem is derived. When the stiffness of the rod is small,
the eigenvalue equation is a singular perturbation problem. This paper is devoted to
solving this eigenvalue problem by boundary layer analysis when the stiffness is suitably
small, especially on the analytic approximate solutions of the ﬁrst several eigenvalues and
eigenfunctions. The ﬁrst three eigenvalues are also compared with the numerical results
computed by a ﬁnite difference method. The excellent agreement shows the eﬃciency of
the boundary layer analysis.
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1. Introduction
This paper concerns a boundary layer analysis for solving the eigenvalue problem of a hanging rod. Following the termi-
nologies in Antman [2], Mahadevan and Keller [12], the motion of a naturally straight inextensible ﬂexible elastic hanging
rod is formulated and then linearized about the straight solution. This paper is then pertained to study the linearized prob-
lem. To solve the linearized equation by variable-separation method and consider the solution in the form of time-harmonic
vibration, an eigenvalue problem is derived. When the stiffness of the rod is small, the eigenvalue equation is a singular
perturbation problem, which can be solved by boundary layer analysis (also called matched asymptotic expansions, see for
example [5,9,11,16]).
Eigenvalue problems occur frequently in vibration analysis of mechanical structures. The eigenvalues are used to deter-
mine the natural frequencies of vibration, and the eigenfunctions determine the shapes of these vibrational modes, thus
very important in studying or designing of mechanical devices and equipments [13,15]. The orthogonality properties of the
eigenfunctions allows decomposition of the differential equations so that the system can be represented as linear summa-
tion of the eigenfunctions, and truncation to the ﬁrst several leading terms can always be taken as a good and practical
analytic approximation [3,10,14].
This paper is devoted to solving this eigenvalue problem by boundary layer analysis, especially on the analytic ap-
proximate solutions of the ﬁrst several eigenvalues and eigenfunctions when the stiffness is suitably small. The ﬁrst three
eigenvalues are also compared with the numerical results computed by a ﬁnite difference method. The excellent agreement
shows the eﬃciency of the boundary layer analysis.
2. Formulation of the motion of hanging rod
We formulate the motion of a naturally straight inextensible ﬂexible elastic rod, with one end hinged and the other free.
We are mostly interested in the bending motion and neglect the extensional, twisting or shearing deformations, which are
assumed to be small compared to the bending deformation in our problem.
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plane {y = 0} in 3-dimensional space. Let r(s, t) = (x(s, t),0, z(s, t)) denote the position of the mass point at arc length s
measured from the hinged end at time t . The boundary condition on the hinged end is given by
x(0, t) = 0, z(0, t) = 0, xs(0, t) = 0. (1)
At the point s on the center line of the rod, we deﬁne an orthogonal triad di(s, t), i = 1,2,3, where d1 and d2 lie along the
principal axes of the cross-section of the rod and d3 = d1 × d2 is the tangent direction of the rod. From this deﬁnition, we
also know that
rs = d3,
where (·)s = ∂∂s (·). The cross-section of the rod is characterized by the orientation of di(s, t), i = 1,2,3 related to a ﬁxed
frame ei , i = 1,2,3.
Note that the tangent direction can be represented as
d3 = (cosφ,0, sinφ),
where the parameter φ is the angle from x-axis to the rod and
xs = cosφ, zs = sinφ. (2)
By taking the principal normal vector in {y = 0} plane, i.e.,
d1 = (− sinφ,0, cosφ),
we can determine the co-normal vector
d2 = d3 × d1 = (0,−1,0).
Next, take the derivatives of the triad, we have the spatial change rates of the directions, which can be written as
dis = k× di, i = 1,2,3,
where k is the vector of strains given by
k = κ1d1 + κ2d2 + τd3.
Direct calculation shows that
κ1 = τ = 0, κ2 = φs. (3)
Now we are ready to formulate the motion of the rod. The equations of motion are governed by the balance of forces and
couples. Note that in mechanics, a couple is a system of forces with a resultant moment but no resultant force [6]. Its effect
is to create rotation without translation, or more generally, without any acceleration of the center of mass. The resultant
moment of a couple is called a torque. Denote the stress resultant vector n(s, t) and the couple resultant vector m(s, t) at
any cross-section with center s and time t by
n= (n1,n2,n3), m= (m1,m2,m3),
where n1 and n2 are the shear forces, m1 and m2 are the bending moments along the principle axis, n3 is the tensile force
and m3 is the twisting moment. The balances of forces and couples at each cross-section yield the equations of motion
(Antman [2], Mahadevan and Keller [12]){
ns + ρAg= ρArtt ,
ms + rs × n= 0, (4)
where g = −ge3 is the body force per unit length and rtt denotes the acceleration relative to an inertial frame. Here ρ is
the density of the rod and A is the area. In analogy with Bernoulli–Euler beam theory, for a slender rod, we assume that
the couple resultant m(s, t) is related to the vector of strains by the linear equation
m(s, t) = E I(κ1d1 + κ2d2)+ G Jτd3, (5)
in which E is Young’s modulus, I = A2/4π is the moment of inertia of the cross-section (assumed to be circular), G is
the shear modulus of the material of the rod and J is the polar moment of inertia of the rod cross-section. Substitute (3)
into (5), we have
m1 ≡m3 ≡ 0, m2 = −E Iφs,
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is only in {y = 0} plane and neglect the twisting at the beginning of this section. Note that r(s, t) = (x(s, t),0, z(s, t)), the
second component of rtt vanishes thus
n2 ≡ 0.
Now summarize the above derivation, note (2) and (4), the equations of motion can be rewritten as⎧⎪⎪⎪⎨
⎪⎪⎪⎩
xs = cosφ, zs = sinφ,
n1s = ρAxtt ,
n3s = ρAg + ρAztt ,
E Iφss = n1 sinφ − n3 cosφ.
(6)
We should further give boundary conditions at the free end. At the end s = L, the stress and the couple should vanish,
thus
n1(L, t) = n3(L, t) =m2(L, t) = 0. (7)
The system (6) with boundary conditions (1) and (7) models the motion of a hanging rod. To study this problem, we readily
noticed that this system has a straight solution
xo = 0, φo = −π/2, no1 = 0, no3 = ρAg(s − L).
To determine the natural frequencies of the rod, we perturb the equations about the straight solution by set
x = xo +  x˜, φ = φo + φ˜, n1 = no1 + n˜1, n3 = no3 + n˜3,
where  is a small parameter. Linearize the system (6) and the boundary conditions (1), (7) about the straight solution
(xo, φo,no1,n
o
3), we have⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
x˜s − φ˜ = 0,
n˜1s − ρAx˜tt = 0,
E Iφ˜ss + n˜1 + no3φ˜ = 0,
x˜(0, t) = x˜s(0, t) = 0,
φ˜s(L, t) = φ˜ss(L, t) = 0,
from which we can get the equation for x˜:
E I x˜ssss + ρAg
[
(s − L)x˜s
]
s + ρAx˜tt = 0 (8)
with boundary conditions{
x˜(0, t) = x˜s(0, t) = 0,
x˜ss(L, t) = x˜sss(L, t) = 0.
(9)
Notice that [4] has considered a linearized system similar to (8)–(9) without derivation of the governing equations. The prob-
lem considered in [4] has a different stress term, the “dominant-balance argument” leads to different “distinguished limits”
thus the corrections to the leading order terms of the eigenvalues and eigenfunctions are different. Note also that [4] con-
sidered only ﬁrst order modiﬁcation of the eigenvalues, our analysis in a different presentation gives the explicit formula of
the second order modiﬁcation of the eigenvalues.
To analyze our problem, we introduce dimensionless length s = s/L, dimensionless time t = t/T and dimensionless
displacement x˜ = x˜/L, rescale the equation, omit the underline, therefore (8) can be rewritten as
E I
ρAgL3
x˜ssss +
[
(s − 1)x˜s
]
s +
L
gT 2
x˜tt = 0.
Denote the dimensionless stiffness by η2 = E I
ρAgL3
and use dimensionless parameter α = L
gT 2
, we have
η2 x˜ssss +
[
(s − 1)x˜s
]
s + αx˜tt = 0.
We can similarly rewrite the boundary condition (9) in dimensionless form thus{
x˜(0, t) = x˜s(0, t) = 0,
x˜ss(1, t) = x˜sss(1, t) = 0.
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v(s)exp(iβt), thus⎧⎪⎨
⎪⎩
η2v ′′′′ + [(s − 1)v ′]′ = λ2v,
v(0) = v ′(0) = 0,
v ′′(1) = v ′′′(1) = 0,
(10)
where λ = α1/2β . This is an eigenvalue problem whose eigenvalues λ’s depend on the parameter η. We study this eigenvalue
problem for η small.
When the stiffness η2 is small, we can determine the solutions by expanding the solution with respect to the stiffness.
The limiting case of zero stiffness is that of a perfect ﬂexible string, for which the problem has previously been solved
by [7,8]. That solution provides the starting point for our analysis. This perturbation is singular [4,5,9,11], with singular
behaviour occurs because the highest-order derivative in (10) disappears when η = 0.
In a singular perturbation problem, also called a layer-type problem [5,9], there are one or more thin layers at the
boundary or in the interior of the domain where the regular perturbation procedure fails. Often, this failure is due to the
fact that small coeﬃcient η multiplies the highest derivative in the differential equation, therefore the leading approximation
obeys a lower-order equation that cannot satisfy all the prescribed boundary conditions [16].
Singular perturbation is an important mathematical subject with a fairly long history and a strong promise for continued
important applications throughout science. We will study the eigenvalue problem by boundary layer analysis in detail in
next section. In Section 4, we will compare the ﬁrst several eigenvalues predicted by boundary layer analysis to the nu-
merical results computed by a ﬁnite difference method. The excellent agreement shows the eﬃciency of the boundary layer
analysis.
3. Boundary layer analysis for the eigenvalue problem
To explain the appearance of the boundary layers, we start from the leading-order term of the equation by letting
η → 0+ in the original problem (10), then we have
[
(s − 1)v ′0
]′ = λ20v0. (11)
For the motion of the perfectly ﬂexible string, we should require v(0) = 0 and the solution to be regular at the free end
s = 1, thus the physical solution of (11) must be a constant multiple of the Bessel function (Keller [7,8]):
v0(s) = J0(2λ0
√
1− s ). (12)
Requiring this solution to satisfy the approximate boundary condition v0(0) = 0 yields
J0(2λ0) = 0.
It is well known [1] that J0 has an inﬁnite increasing sequence of positive roots jn , n = 1,2, . . . , from which one can get
the eigenvalues of the perfect ﬂexible string, i.e., the n-th eigenvalue λ0,n , denoted also by λ0 without confusion, equals
jn/2, n = 1,2, . . . .
For the perturbed problem with small η, we expect the eigenvalues λ’s are close to λ0’s. Thus we seek λ in the form of
perturbation series in power of η,
λ = λ0 + ηλ1 + η2λ2 + · · · , (13)
where λ1, λ2 etc. are to be determined.
If we replace λ0 by λ in the solution (12), the boundary conditions of (11) will be failed. So we expect boundary layers
occur at both s = 0 and s = 1, to adjust the leading order solution to the imposed boundary conditions.
Now we use boundary layer analysis to determine the approximate eigenvalues and eigenfunctions. By the standard
procedures [3,5,9], we expand the solution in the outer region (outside the boundary layer) and two inner regions (in-
side the boundary layer) near the two ends with respect to proper parameters characterizing the thickness of the layers.
The coeﬃcients in the expansions are determined by comparing similar orders in the matching region (overlapping region).
3.1. The outer expansion
In the outer region (outside the boundary layers), we expand v(s) in powers of η:
v(s) ∼ v0(s) + ηv1(s) + η2v2(s) + · · · , η → 0+, (14)
substitute this expansion into (10) and equate the coeﬃcients of each order, we have the equations
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(s − 1)v ′0
]′ = λ2v0,[
(s − 1)v ′1
]′ = λ2v1,[
(s − 1)v ′2
]′ = λ2v2 − v ′′′′0 ,
· · · .
Notice that there is no singularity at the free end, without loss of generality, we can take
v0 = J0(2λ
√
1− s ), v1 = C1 J0(2λ
√
1− s ),
where J0 is the Bessel function of order zero and C1 is a constant to be determined. By variation of parameters, we can see
that v2 has the similar form as v0, say,
v2 = C2(s) J0(2λ
√
1− s ),
thus we can write
v(s) ∼ J0(2λ
√
1− s )(1+ ηC1 + η2C2(s) + · · ·). (15)
3.2. The inner expansion near s = 0
In the neighborhood of s = 0, we introduce the inner variable X = s/δ and inner solution Y (X) = v(s), thus Eq. (10)
becomes
η2
δ4
Y ′′′′ + 1
δ
(
XY ′
)′ − 1
δ2
Y ′′ = λ2Y , (16)
where δ is the thickness of the boundary layer to be determined by “distinguished limits”, i.e., the “dominant-balance
argument” [3]. By the dominant-balance argument, we compare all terms in (16) and balance the leading order terms, set
aside the higher order terms.
We will next ﬁnd the scale δ by dominant-balance argument and then consider the inner expansion of Y (X) in power
series of δ,
Y (X) ∼ Y0(X) + δY1(X) + δ2Y2(X) + · · · , η → 0+, (17)
notice that the boundary conditions are now
Yi(0) = 0, Y ′i (0) = 0, i = 0,1,2, . . . . (18)
To balance the leading order terms, the ﬁrst case is η
2
δ4
∼ 1
δ
. Then Eq. (16) becomes
δ
[
Y ′′′′ + (XY ′)′]− Y ′′ = λ2δ2Y ,
use the inner expansion (17) and notice the boundary conditions (18), direct calculation shows that the only solution is the
trivial solution Y = 0.
The second case, take η
2
δ4
∼ 1. Eq. (16) can be rewritten as
δ
(
XY ′
)′ − Y ′′ = δ2(λ2Y − Y ′′′′),
also use the inner expansion (17) and the boundary conditions (18), we get the trivial solution Y = 0 again.
The third case, 1
δ
∼ 1 or 1
δ2
∼ 1, i.e., δ ∼ 1, which reproduce the outer solution, but not the boundary layer.
The only possible case to produce boundary layer is η
2
δ4
∼ 1
δ2
, i.e., δ ∼ η, called the distinguished limit. By taking δ = η in
Eq. (16), we have
Y ′′′′ − Y ′′ + η(XY ′)′ = η2λ2Y ,
and the inner expansion (17) reads
Y (X) ∼ Y0(X) + ηY1(X) + η2Y2(X) + · · · , η → 0+, (19)
then we have⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Y ′′′′0 − Y ′′0 = 0,
Y ′′′′1 − Y ′′1 = −
(
XY ′0
)′
,
Y ′′′′2 − Y ′′2 = −
(
XY ′1
)′ + λ2Y0,
(20)· · ·
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⎪⎪⎪⎪⎪⎪⎩
Y0 = A0
(
eX − X − 1)+ B0(e−X + X − 1),
Y1 = − A0
4
(
X2 − 3X)eX + B0
4
(
X2 + 3X)e−X − A0 − B0
2
X2
− 3
4
(A0 + B0)X + A1
(
eX − X − 1)+ B1(e−X + X − 1),
Y2 = · · · .
(21)
3.3. Matching in the region η  s  1
In the matching region s  1, we need to expand the outer solution (15) with respect to s. First, J0(2λ
√
1− s ) can be
expanded as
J0(2λ
√
1− s ) = J0(2λ) − λ J ′0(2λ)s +
[
λ2 J ′′0(2λ) −
λ
2
J ′0(2λ)
]
s2
2
+ O (s3).
Note the expression of λ in (13), each term in the above formula containing λ can be expanded in power series of η, thus
we have⎧⎪⎪⎪⎨
⎪⎪⎪⎩
J0(2λ) = 2λ1 J ′0(2λ0)η +
[
4λ21 J
′′
0(2λ0) + 4λ2 J ′0(2λ0)
]η2
2
+ O (η3),
J ′0(2λ) = J ′0(2λ0) + 2λ1 J ′′0(2λ0)η + O
(
η2
)
,
J ′′0(2λ) = J ′′0(2λ0) + 2λ1 J ′′′0 (2λ0)η + O
(
η2
)
,
then
J0(2λ
√
1− s ) = 2λ1 J ′0(2λ0)η +
[
4λ21 J
′′
0(2λ0) + 4λ2 J ′0(2λ0)
]η2
2
+ O (η3)− λ0 J ′0(2λ0)s
− [2λ0λ1 J ′′0(2λ0) + λ1 J ′0(2λ0)]ηs + O (η2s)+
[
λ20 J
′′
0(2λ0) −
λ0
2
J ′0(2λ0)
]
s2
2
+ O (ηs2).
Substitute the above expansion into (15), we have
v(s) = 2λ1 J ′0(2λ0)η +
[
2λ21 J
′′
0(2λ0) + 2λ2 J ′0(2λ0) + 2C1λ1 J ′0(2λ0)
]
η2 − λ0 J ′0(2λ0)s
− [2λ0λ1 J ′′0(2λ0) + λ1 J ′0(2λ0) + C1λ0 J ′0(2λ0)]ηs +
[
λ20 J
′′
0(2λ0) −
λ0
2
J ′0(2λ0)
]
s2
2
+ O (s3, ηs2, η2s, η3). (22)
In the overlapping region, we consider the intermediate limit
s → 0+, η → 0+, X = s/η → +∞.
No term in (22) can match the exponential grow terms in (19) and (21), thus it requires that the corresponding coeﬃcients
must vanish, which leads to
Ai = 0, i = 0,1, . . . .
Then the ﬁrst two terms in (19) can be taken as
Y0 + ηY1 ∼ B0X − B0 + B0
2
s2
η
− 3
4
B0s + B1s − B1η,
which must match the lower order term in (22) thus requires
B0 = 0, B1 = −λ0 J ′0(2λ0), −B1 = 2λ1 J ′0(2λ0).
The above constraints lead to
λ1 = 1
2
λ0. (23)
Furthermore, one can readily simplify Y0 and Y1 as
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Y1 = B1
(
e−X + X − 1).
Now recall the equation in (20) for Y2, we have
Y2 = B1
4
(
X2 + 3X)e−X + B1
2
X2 − 3
4
B1X + B2
(
e−X + X − 1).
Thus the ﬁrst-three-term-approximation to Y reads
Y0 + ηY1 + η2Y2 ∼ B1s − B1η + B1
2
s2 +
(
B2 − 3
4
B1
)
sη − B2η2,
to match the outer solution (22), we ask⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
[
2λ21 J
′′
0(2λ0) + 2λ2 J ′0(2λ0) + 2C1λ1 J ′0(2λ0)
]= −B2,
−[2λ0λ1 J ′′0(2λ0) + λ1 J ′0(2λ0) + C1λ0 J ′0(2λ0)]= B2 − 34 B1,
λ20 J
′′
0(2λ0) −
λ0
2
J ′0(2λ0) = B1.
(24)
Notice that the Bessel function satisﬁes
4λ20 J
′′
0(2λ0) + 2λ0 J ′0(2λ0) + 4λ20 J0(2λ0) = 0 and J0(2λ0) = 0,
then the relations in (24) lead to
λ2 = 1
2
λ0, B1 = −λ0 J ′0(2λ0), B2 = −
(
3
4
+ C1
)
λ0 J
′
0(2λ0). (25)
Recall the expansion of λ in the form (13), the ﬁrst and second order correction to λ0, λ1 and λ2, can be given by (23)
and (25). We summarize the above results to get the main theorem of this paper.
Theorem 3.1. Denote any eigenvalue of the approximation problem (11) by λ0 . When η and ηλ0 are suitably small, the eigenvalues
of (10) can be represented by λ0 in its dependence on the perturbation parameter η as
λ ∼ λ0
(
1+ 1
2
η + 1
2
η2
)
+ · · · . (26)
Furthermore, in the outer region, the corresponding eigenfunction can be represented by
vout(s) ∼ J0(2λ
√
1− s )(1+ C1η),
and, in the inner region near s = 0, the eigenfunction can be given by
Y (X) ∼ −λ0 J ′0(2λ0)
(
e−X + X − 1)η + · · · ,
where the inner variable X = s/η, and the parameter C1 is an arbitrarily chosen constant.
Remark 3.1. We can ask C1 to be a non-zero constant to include the ﬁrst order correction to the eigenfunction. The constant
C1 can be arbitrarily chosen is based on the concept that f (s) + c · f (s) is still the eigenfunction if f (s) is an eigenfunction
of one problem for arbitrary constant c. Take C1 and C˜1 for instance, write
f (s) = J0(2λ0)(1+ C1η), f˜ (s) = J0(2λ0)(1+ C˜1η),
we can rewrite
f˜ (s) = J0(2λ0)
(
1+ C1η + (C˜1 − C1)η
)= f (s)
(
1+ η(C˜1 − C1)
1+ ηC1
)
.
The different choice of C1 in outer solution will affect the second order term of the inner solution by the relation B2 =
−( 34 + C1)λ0 J ′0(2λ0) and also affect the matching condition at the free end (see the next subsection). However, the constant
C1 can be uniquely determined if we add a further normalization condition to the eigenfunction.
Remark 3.2. In Theorem 3.1, we require η suitably small such that the thickness of the boundary layer is small. The outer
solution near s = 0 should be small to match the boundary condition v(0) = 0, which requires λ close to λ0, thus J0(2λ)
should not be roughly away from 0. This requires that the leading order correction term 12ηλ0, to the eigenvalue λ0, should
be small.
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solution in the region η  1− s  1.
3.4. The inner expansion near s = 1
To complete the construction of approximation of the eigenfunction, we further investigate the boundary layer at the
free end. In the region near s = 1, we introduce the inner variable X¯ = 1−s
δ
and set Y¯ ( X¯) = v(s), putting them into the
original equation (10) yields
η2
δ4
Y¯ ′′′′ − 1
δ
X¯ Y¯ ′′ − 1
δ
Y¯ ′ = λ2Y¯ . (27)
To determine the thickness of the boundary layer, we use again the concept of distinguished limits: there are three cases to
consider, δ ∼ 1, η2
δ4
∼ 1 or η2
δ4
∼ 1
δ
. The ﬁrst case reproduces the outer solution but not the boundary layer. For the second
case, η
2
δ4
∼ 1, the dominant term is X¯ Y¯ ′′ + Y¯ ′ = 0, which gives the solution
Y¯ ∼ ln( X¯),
but cannot be matched to the outer expansion as X¯ → ∞ in the intermediate limits. So the only possible case to produce
boundary layer is the third case. We take δ = η 23 , Eq. (27) becomes
Y¯ ′′′′ = ( X¯ Y¯ ′)′ + η2/3λ2Y¯ . (28)
It suggests us to expand the inner solution as
Y¯ ( X¯) ∼ Y¯0( X¯) + η2/3 Y¯2/3( X¯) + ηY¯1( X¯) + η4/3Y¯4/3( X¯) + η2Y¯2( X¯) + · · · , η → 0+,
substituting this expansion into Eq. (28) yields,⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
Y¯ ′′′′0 =
(
X¯ Y¯ ′0
)′
,
Y¯ ′′′′2/3 =
(
X¯ Y¯ ′2/3
)′ + λ2Y¯0,
Y¯ ′′′′1 =
(
X¯ Y¯ ′1
)′
,
Y¯ ′′′′4/3 =
(
X¯ Y¯ ′4/3
)′ + λ2Y¯2/3,
· · · .
(29)
Note that the boundary conditions v ′′(1) = 0 and v ′′′(1) then reads
Y¯ ′′i (0) = 0, Y¯ ′′′i (0) = 0, i = 0,2/3,1,4/3,2, . . .
then we solve (29) recursively. Firstly we solve the equation for Y¯0. Integrate the ﬁst equation in (29) to get
Y¯ ′′′0 = X¯ Y¯ ′0 + constant,
by the boundary condition Y¯ ′′′0 (0) = 0, the constant above vanishes thus
Y¯ ′′′0 = X¯ Y¯ ′0.
Take Y¯ ′0 as a new function Z(X) which leads to Airy’s equation
Z ′′ = X¯ Z .
The solution can be represented by
Z( X¯) = aAi( X¯) + bBi( X¯),
and then
Y¯0( X¯) = a
X¯∫
0
Ai(τ )dτ + b
X¯∫
0
Bi(τ )dτ + c0,
where Ai( X¯) and Bi( X¯) are Airy functions [1]. Since Bi( X¯) increase exponentially as X¯ → ∞, we require b = 0 in above.
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Y¯0 = c0. (30)
Airy’s function does not appear in Y¯0, but it will appear in higher order terms.
Similarly we can solve the equations for Y¯2/3, Y¯1 etc.:
Y¯2/3 = −c0λ2 X¯ + c2/3, Y¯1 = c1, . . . . (31)
3.5. Matching in the region η  1− s  1
The Bessel function has the expansion
J0(x) ∼
∑ (−1)n
(n!)2
(
x
2
)2n
,
thus we can represent the outer solution
J0(2λ
√
1− s ) ∼ 1− λ2(1− s) + λ
4
4
(1− s)2 − · · · .
Take the same expansion of λ as before and write down the lower order terms of the outer solution,
v(s) ∼ 1− λ20(1− s) + C1η + · · · . (32)
From (30) and (31),
Y¯0 + η2/3Y¯2/3 ∼ c0 − c0λ20(1− s) + c2/3η2/3 + c1η + · · · .
To match (32), we require
c0 = 1, c2/3 = 0, c1 = C1, . . . . (33)
Remark 3.3. We choose c2/3 = 0 for convenience. We can also choose arbitrary c2/3 to include the η2/3 term, in which case
we should also revise (14) and (19) to include the η2/3 term. The η2/3 term in each of the expansion is independent of the
leading order term and the ﬁrst power of η term. In the same fashion as Remark 2.1, it will not affect our analysis.
Substituting (33) into (30) and (31), we have
Y¯0 = 1, Y¯2/3 = −λ2 X¯, Y¯1 = C1, . . . .
Theorem 3.2. In the region near s = 1− , i.e., 1− s = 0+ , the eigenfunction of the perturbed problem can be represented as
Y¯ ∼ 1− λ20(1− s) + C1η + · · · (34)
where the coeﬃcient C1 is chosen as before.
This theorem gives a corrected solution in the inner region near s = 1− . Thus the two theorems in this section give an
approximate solution to the original eigenvalue problem.
4. Numerical results and discussion
Recall the approximate eigenvalues are related to the zeros of J0(2λ0). The ﬁrst three zeros of Bessel function J0(x) are
well known, see for example [1], then λ0 = x/2 can be easily calculated as
λ0 = 1.202412424293522, 2.760028526437657, 4.326798527846133.
Take the approximate formula (26):
λ = λ0
(
1+ 1
2
η + 1
2
η2
)
,
we can calculate the approximate eigenvalues for small η. We also computed the eigenvalues by a ﬁnite difference method
for the same problem, denoted by λ˜, the comparison of the two set of results is as follows:
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1st 1.268545107629666 1.286872819174516 −1.424
2nd 2.911830095391728 3.650902621962927 −20.244
3rd 4.564772446877670 7.897967886013476 −42.203
.
.
.
.
.
.
.
.
.
.
.
.
η = 0.01 λ λ˜ Relative error (%)
1st 1.208484607036205 1.208639168878396 −0.012788
2nd 2.773966670496167 2.789869033840682 −0.5700
3rd 4.348648860411756 4.485944608916970 −3.060576
.
.
.
.
.
.
.
.
.
.
.
.
η = 0.001 λ λ˜ Relative error (%)
1st 1.203014231711881 1.202952383055307 0.0051414
2nd 2.761409920715139 2.761475016147008 −0.0023573
3rd 4.328964090509320 4.331530172768000 −0.0592419
.
.
.
.
.
.
.
.
.
.
.
.
The comparison shows the eﬃciency on prediction of the fundamental eigenvalues by the boundary layer analysis when η
and ηλ0 are small.
We note that there are some arbitrary constants in the approximate eigenfunctions, since truncation to ﬁnite orders of
an inﬁnite system doesn’t yield a closed system. The arbitrary constants might be determined if we turn to higher order
terms, or restrict a further normalization condition to the eigenfunction. However, the strict analysis remains to be done.
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