We introduce the use of Crystal Graph Convolutional Neural Networks (CGCNN), Fully Connected Neural Networks (FCNN) and XGBoost to predict thermoelectric properties. The dataset for the CGCNN is independent of Density Functional Theory (DFT) and only relies on the crystal and atomic information, while that for the FCNN is based on a rich attribute list mined from Materialsproject.org. The results show that the optimized FCNN is three layer deep and is able to predict the scattering-time independent thermoelectric powerfactor much better than the CGCNN (or XGBoost), suggesting that bonding and density of states descriptors informed from materials science knowledge obtained partially from DFT are vital to predict functional properties.
experimental values accurately. This leads to non-systematic errors, which can be quite substantial [5] . Nowadays, a variety of machine learning (ML) algorithms provide an alternative to costly and complex DFT calculations, providing similarly accurate results in a fraction of time [6] . Machine learning can be a powerful tool for material scientists, since it is capable of unravelling underlying and previously unknown correlations between a priori unrelated material descriptors [6] . Deployment of ML algorithms in materials science is an emerging area of research [7] . Some of them include the prediction of the stability of crystal structures [8, 9] as well as crystal properties like melting points in binary mixtures [10] , vibrational entropies and free energies of crystalline compounds [11] , band gaps of a specific type of materials e.g. perovskites [12] , as well as the discovery of new materials, for instance metallic glasses [13] , lead-free hybrid organic-inorganic perovskites [14] or new molecules for organic flow battery electrolytes [15] .
In this work, we explore a hitherto unexplored idea of using materials descriptors to directly predict functional properties. Considering thermoelectrics (TE) as an example, we use Crystal Graph Convolutional Neural Networks (CGCNN) to infer functional thermoelectric property of materials in an attempt to bypass computationally expensive DFT calculations. We compare this approach to using DFT-derived features with a Fully Connected Neural Network (FCNN) or gradient boosting.
Background on Thermoelectrics
The performance of a TE material is determined by its figure of merit, ZT = S 2 σT /κ, where S, σ, T , and κ are the Seebeck coefficient, electrical conductivity, temperature and thermal conductivity, respectively. Traditionally, full Boltzmann Transport Equations (BTE) [16] can be used to predict the Seebeck and electrical conductivity, however these have many inherent assumptions and can also be time-consuming as integration over the full Brillouin Zone is required. The input used in these calculations is the material's band-structure. A full BTE calculation implemented using DFT calculations as input [17] cannot serve as a comprehensive prediction tool since estimation of relaxation times of charge carriers is computationally expensive and an even harder challenge. Hence, using a constant relaxation time approximation (CRTA), typically, DFT band-structure inputs are used along with linearized BTE calculations to predict S 2 σ/τ 0 (henceforth called the power factor) where τ 0 is the constant relaxation time. Note, this deviates from convention where power factor includes the relaxation time, but we call it such for ease of interpretability. Accounting for the complexity of the band-structure in the BTE calculations [32] and high-throughput screening to estimate relaxation time and power factor [3] are state-of-the-art, but no ML tools have been used for this purpose yet. Therefore, the electronic power factor as defined above is the first screening parameter that links the material's electronic structure to its ZT . Leveraging upon detailed calculations performed by Ricci et. al. and using their open-source dataset [18] , we use these theoretically computed power factors as outputs for our two supervised ML approaches, as shown in Figure 1 below. Therefore, we use the DFT + BTE power factor predictions as ground truth. Further, we compared the accuracy of the CGCNN to a fully connected neural network (FCNN) algorithm, trained on a richer set of inputs with additional descriptors, obtained from Materials Project Database [2] using Python package "Matminer" [3] and data by Ricci, F. et al [18] . We find that the accuracy of our predictions of the true electronic power factor are better than recent work on using atomic and bonding descriptors to predict the Seebeck coefficient only (30-46% for different temperature ranges). [19] 
Dataset
The open-source Python library named 'Matminer' [20, 21] provides a unified API, and acts as an intermediary between the user and four commonly used open-source materials databases: Citrination, [22] Materials Project (MP), [23] Materials Data Facility (MDF), [24] and Materials Platform for Data Science (MPDS). [25] Using Matminer and Ricci et. al.'s dataset [18] with filtering and cleaning, the final database comprising 7230 indexed compounds with 28 features that include atomic, structure and bonding descriptors was generated. In addition, by accounting for the doping type, doping level, temperature and crystal direction for each compound as input features, 2,819,682 datapoints were created. 
Workflow for dataset generation
Traditionally, the calculation of the electronic power factor for a material is obtained in two steps. First, the electronic band structure properties (e.g. effective mass, reduced fermi energy, valley degeneracy) are calculated from DFT. Second, the TE properties (Seebeck coefficient and electrical conductivity) are calculated using the linearized Boltzmann Transport Equations (BTE) such as self-programmed scripts or BoltzTraP. [17, 26, 27] Recently, models have exploited external databases (such as Materials Project) [23] as well as BTE packages (such as BoltzTraP2) [17, 27] for the mining of required DFT parameters and calculation of TE properties. This combination of DFT and BTE has allowed calculations of TE properties, yielding the largest computational database of electronic transport properties, to the best of our knowledge. [18] Our initial dataset was obtained from the work of Ricci et. al [18] and the general workflow is depicted in Figure 2 . It contains around 23,000 .json files, each comprising multi-level data from the Materials Project Database (MPD). Each of these files corresponds to a specific material. The full description of the original data can be found in the original work. [18] For our study, the following list of key parameters was extracted: cond_doping, seebeck_doping, mp_id, pretty_formula, cif_structure, spacegroup.number, volume, nsites, band gap, GGA/GGA+U. Cond_doping and seebeck_doping represent the electrical conductivity (divided by the constant relaxation time, σ/τ 0 ) and the Seebeck S comprised of the following nested dictionaries: electron or hole doped (n/p), temperature (100 -1300K) and doping concentrations (1x10 [16] [17] [18] [19] [20] cm -3 ) and crystal direction (x,y,z). Overall, each compound contains 390 data points for cond_doping and seebeck_doping, each representing different discriminative physical inputs(n/p, T and x/y/z). The extracted data is flattened to unravel all nested parameters into a single dimensional vector. The full list of descriptors used is shown in Figure 3 .
Filtering
The dataset was then filtered to only represent stable semiconductor materials. The value of band gap was set to be within 0.16-4 eV. This interval was chosen because good TE performance is found mostly in semiconductors with band gap in this range. This range for band gap was corrected by a factor of 1.6, taking into account the errors from DFT calculations. Also, the value of e_above_hull was limited to be less than 0.05 eV/atom, thus representing only stable compounds. In addition, compounds with no data on DOS or efermi were filtered out, arriving at the final dataset comprised of 7230 indexed compounds. Next, an output column labelled power factor was calculated by considering the product of the seebeck_doping with square of the cond_doping (S 2 σ/τ 0 ). The values of spacegroup number, crystal direction and direct/indirect bandgap were one-hot encoded (OHE). Here, the dataset was further split into two subsets: one for the FCNN and the other for CGCNN.
For the FCNN approach, the cif data was removed from the dataset and replaced by the OHE representation of the spacegroup, while in the CGCNN approach all descriptors derived from DFT were deleted, including the spacegroup number. The final list of descriptors can be found in Figure  3 . Hence, the final datasets were transformed to include the doping level and type, temperature and crystal direction as inputs for each material in consideration, yielding nearly 3 million rows of unique combinations of values . Connected NN vs CGCNN) 
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Data preprocessing
We have two kinds of features that we preprocess differently. First, graphs are described by atoms and bonds between them. The atomic and bonding data is encoded in v l=0 i and u (i,j) k , which represent nodes of the crystal and its edges respectively. The node feature vector (v 0 ) comprises one hot encoded elemental properties for each atom in the crystal unit cell, such as the position of the atom in the periodic table, its size and chemical character. The bonding between two atoms i and j is described by means of the bond feature vector (u (i,j) k ). The full description of the initialization of vertices and edges can be found in the supplementary table II (atoms) and table III (bonds) of [28] .
Second, we use additional feature descriptors that are standardized for XGBoost and CGCNN with a standard scalar. The features for the FCNN were either scaled with a specific scalar or not scaled depending on the hyperparameter setting (see 5.1.3). 
Models
As a strong, non neural-network baseline, we used XGBoost [31] , a popular implementation of gradient boosting that has achieved high predictive performance across a range of tasks.
Graph CNN have shown to be useful to solve fundamental learning problems such as graph clustering and sub-graph matching [29] . The advantage of this architecture is to learn a vector representation of variable-length graphs by encoding, at each layer and for each vertex, information coming from the one hop neighbors. After L layers, the vertices have received the information coming from their L hop neighborhood which allows to build a global representation of the graph by pooling the last updated representation of nodes. Xie et al. [28] have developed their specific Crystal Graph CNN architecture for the prediction of material properties, that we took over for the prediction of functional properties of compounds.
We compared the relatively novel CGCNN with more traditional Machine Learning and Deep Learning models that are XGBoost and the fully connected neural network (FCNN).
As the distribution of the logarithm of the power factor (PF) targets seems to follow a Gaussian distribution, we predicted log(PF) rather than PF. For the XGBoost and CGCNN we standardized log(PF). 
where K is the maximal number of bonds connecting two atoms, g is the softplus activation function, σ is the sigmoid activation function, v l i is the representation of node i at layer l and z
At the end of the last convolutional layer, we pool the last representation of the vertices (v L i ) i to get a single vector representing the graph. We append to this vector the other descriptors of the molecule (see Figure 3) . Eventually this vector is input to fully connected layers with softplus activation functions to predict log(PF). The loss function is the Mean Squared Error between prediction and the logarithm of ground truth log(PF).
Hyperparameter Tuning
We used the Hyperband [30] hyperparameter tuning strategy for XGBoost and FCNN and we did a random search for tuning the hyperparameters of CGCNN.
Hyperband is a bandit-based approach to hyperparameter tuning, that randomly samples the parameter space. It is based on the following principles: it first starts to run configurations on few iterations and uses this information to keep only hyperparameter settings that will give the best performance when running on more iterations. Hyperband is more efficient than a purely random search but also faster than a grid search.
Experiments
Experimental setup
The evaluation metric used for selecting the best set of hyperparameters and comparing the three models is the relative Mean Absolute Error (MAE) between the exponent of the prediction and the ground truth PF.
where x1 x2 denotes here the division element-wise of x 1 vector by x 2 , ( y i ) i are the ground truth targets and ( ŷ i ) i are the corresponding predictions.
We use a relative error because, as PF is in the order of 10 22 and we train the models on log(PF). An absolute MAE of 10 20 corresponds to a relative MAE of 1%.
We split the dataset into training, validation and testing sets. 60% of the data (1691810 samples) were used for training, 20% (563936 samples) were used for validation and 20% (563936 samples) were in the testing set. We used the same split for the three models.
During hyperparameter optimization, for each model we select the architecture with the lower relative MAE on the validation set and eventually we compare the performance of the three models, under the selected architecture, on the test set. Table 1 , 2, and 3 summarize the hyperparameter tuning respectively on CGCNN, XGBoost and FCNN. Figure 4 shows the evaluation of the three models on the test set. 
Discussion
The results show that we should opt for FCNN when predicting DFT+BTE thermoelectric power factor. It seems that the CGCNN operating on simple DFT-free descriptors of the compound cannot bypass DFT calculations since CGCNN performed worse than both FCNN and XGBoost. FCNN is better than XGBoost but takes time to converge, howewer has the highest prediction capability.
Furthermore, the current dataset has some limitations. It includes duplicates of the same compound, but with different crystal structures, some of which might not be stable under experimental conditions, while the energy above the hull parameter mitigates this problem somewhat. Also, some compounds in the dataset do not exactly match the selection criteria in real life, while when computed theoretically they have unrealistic values (like semiconducting form of N 2 , or S). As previously discussed, the limitations of DFT calculations lead to non-systematic errors. Moreover, BTE calculations assume CRTA, where all scattering events that can influence electron conduction such as impurity scattering, phonon scattering, etc are included in this parameter. [18] The CRTA indicates that BTE is modelled to be isotropic and energy-independent, and this resulted in the key limitation, where calculated TE properties are far from experimental values for a number of materials. Extending the simulation capabilities to produce more accurate relaxation times is an ongoing exciting field of research, where ML tools can contribute and also benefit from. Experimental datasets such as Citrination [22] are still developing, and are limited in the range of compounds, their doping levels and temperature.
Conclusion and future work
We've shown that machine learning tools can predict the electronic power factor of thermoelectric materials based on theoretically calculated datasets. It is apparent that models based on simple atomic and bonding information without detailed DFT inputs cannot predict TE properties well. This is the first such work on thermoelectrics and can be extended to other functional materials provided a dataset is available.
In future work more detailed filtering criteria as well as additional featurizers and materials descriptors will be explored. The next step constitutes feature importance targeting discovery of which descriptors of the compound has most influence on the power factor, informing predictive design that experimentalists can access to find better thermoelectric compounds. Training deep learning models on more epochs and continuing the hyperparameter search would find more accurate models.
Evaluating other Graph CNNs (such as Graph CNN updating edge representation at each layer) could help discover more suitable architectures for the specific application of predicting PF or other thermoelectrical and functional material properties. Future work will involve conducting a thorough study on experimental data. This would allow us to compare simulated values of power factor with experimental observations and then, once a large enough database of empirical power factor will have been generated, we may train machine learning and deep learning models on this actual ground-truth database towards accurate predictions of experimental thermoelectric properties.
