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CHAPTER I 
INTRODUCTION 
A program f o r  t h e  development o f  a mathemat ical  s c i e n c e  o f  com- 
p u t a t i o n  was begun i n  1963 by J .  McCarthy wi th  h i s  p u b l i c a t i o n  o f  two 
papers  [13,14] which expounded t h e  b a s i s  and a s p i r a t i o n s  o f  such a 
t h e o r y .  The second s t e p  i n  t h e  program was made i n  1967 by R .  J .  Orgass 
and F. B .  F i t c h  [17,18]. Orgass and F i t c h  p r e sen t ed  a fo rmal  system of  
combinatory l o g i c  and demonstra ted i t s  adequacy f o r  r e p r e s e n t i n g  a l l  
t h e  e n t i t i e s  t o  be s t u d i e d  by a t heo ry  o f  computation.  They e s t a b l i s h e d  
t h e  l i n g u i s t i c  ba se .  Th is  paper  sugges t s  t h a t  t h e  t h i r d  s t e p  i s  t h e  
e x p l i c a t i o n  o f  t h e  a l g e b r a i c  s t r u c t u r e s  t h a t  ensue from t h e  l i n g u i s t i c  
f o r m a l i z a t i o n .  A t  t h e  l e v e l  o f  a l g e b r a i c  s t r u c t u r e s  t h e  r e l a t i o n s h i p  o f  
computation t o  o t h e r  a r e a s  o f  mathematics w i l l  become c l e a r .  Fu r the r -  
more, it w i l l  become p o s s i b l e  t o  s t udy  t h e  models o f  i n t e r e s t i n g  l i n -  
g u i s t i c  systems wi th  known and powerful  a l g e b r a i c  methods. We proceed 
t o  recount  t h e  f i rs t  two developments and t o  mot iva te  t h e  t h i r d .  
A Bas i s  f o r  Computation 
The b a s i s  proposed by McCarthy inc luded  a s t a t emen t  o f  t h e  
o b j e c t s  o f  s t udy  o f  t h e  proposed s c i e n c e  and a sample o f  t h e  k inds  o f  
theorems about  t h e s e  o b j e c t s  t h a t  an a p p r o p r i a t e  t h e o r y  would y i e l d .  
Problems, p rocedures ,  d a t a  space s ,  programs, programming languages  and 
computers were t h e  o b j e c t s  o f  s t udy  and t h e y  were r e l a t e d  t o  each o t h e r  
i n  C131 a s  f o l l ows .  A problem was de f i ned  by i t s  s o l u t i o n  accep tance  
c r i t e r i o n ;  a  procedure  t o g e t h e r  wi th  a  d a t a  space p r e s c r i b e d  a  method 
o f  meeting t h e  acceptance t e s t ,  hence s o l v i n g  t h e  problem. Procedures  
and d a t a  spaces  were t o  be  de f i ned  i n  a  p r e c i s e  manner a f t e r  t h e  f a s h i o n  
of  t h e  c o n s t r u c t i o n  o f  p r i m i t i v e  r e c u r s i v e  f u n c t i o n s  s o  t h a t  complex 
procedures  were t o  be cons t ruc t ed  from elementary ones and s i m i l a r l y  
f o r  d a t a  space s .  The r e l a t i o n s h i p  between them was t h a t  p rocedures  
a r e  o p e r a t i o n s  c lo sed  on d a t a  space s .  Programs a r e  l i n g u i s t i c  expres -  
s i o n s  o f  procedures  and,  o f  cou r se ,  programming languages  a r e  t h e  
l i n g u i s t i c  complexes which govern t h e  c o n s t r u c t i o n  of  programs. Com- 
p u t e r s  a r e  f i n i t e  automata which execu te  programs. These were t h e  
o b j e c t s  o f  s t udy  of  computation accord ing  t o  t h e  p roposa l .  
We wish t o  prove theorems about t h e  r e l a t i o n s h i p s  t h a t  e x i s t  
between c a t e g o r i e s  o f  o b j e c t s  and among t h e  o b j e c t s  o f  a  g iven  ca t ego ry .  
A s p e c i f i c  problem can be  so lved  by any one o f  s e v e r a l  p rocedures ,  each 
o f  t h e s e  may be r e a l i z e d  i n  any one o f  s e v e r a l  programming languages  
and each of  t h e s e  may be  execu ted  on a  wide s e l e c t i o n  o f  computers.  
This  wea l th  o f  p o s s i b i l i t i e s  l e a d s  us  t o  seek a  t h e o r y  o f  computation 
wi th  s u f f i c i e n t  power t o  prove theorems o f  t h e  fo l l owing  k inds :  
( 1 )  Problems of  t h e  t ype  T 1 ,T2 , . . . ,T  can be so lved  on ly  by n  
procedures  having p r o p e r t i e s  P1,P2, ..., Pm. 
( 2 )  Programming language PL i s  capab le  o f  exp re s s ing  procedures  
i 
having p r o p e r t i e s  P1 ,P2, . . . ,P . 
m 
( 3 )  Procedure  P t r a n s l a t e s  programs w r i t t e n  i n  PL t o  equiva-  
i i 
l e n t  programs i n  PL . 
j  
( 4 )  Programming language PL can exp re s s  procedures  t h a t  com- i 
p u t e r  C cannot  compute. 
j 
( 5 )  Computer C can compute eve ry th ing  t h a t  computer C can i j 
compute. 
A l l  o f  t h e s e  s t a t emen t s  a r e  q u a l i t a t i v e  bu t  o f  course  we wish e v e n t u a l l y  
t o  have a q u a n t i t a t i v e  t heo ry .  Within a q u a n t i t a t i v e  t heo ry  one could 
s t a t e  va r i ous  c r i t e r i a  o f  o p t i m a l i t y  and would be a b l e  t o  s t a t e  p re -  
c i s e l y  how one procedure  compares wi th  ano the r ;  how one computer com- 
p a r e s  w i th  a n o t h e r ,  e t ~ .  A l l  o f  McCarthyls o r i g i n a l l y  s t a t e d  a s p i r a -  
t i o n s  f o r  t h e  s c i ence  o f  computation a r e  inc luded  i n  t h e  above examples.  
Many papers  were produced i n  t h e  wake o f  McCarthyls c l a r i f i c a -  
t i o n  o f  t h e  scope of computat ion,  each o f  them a t t emp t ing  t o  d e a l  wi th  
an i s o l a t e d  problem o r  sub-area .  For example, t h e  problem o f  proving 
t h e  equ iva lence  o f  two procedures  expressed  i n  a c anon i ca l  n o t a t i o n  has 
been d e a l t  w i t h ,  f o r  s e v e r a l  c anon i ca l  n o t a t i o n s .  Programming languages  
were fo rmula ted  i n  such a way t h a t  p roo f s  about  programs expressed  i n  
them could be  dev ised .  Mathematical  p rocedures  and formalisms from 
r e c u r s i v e  f u n c t i o n  t heo ry  have been cons t rued  a s  programming languages  
and machines i n  t h e  hope o f  o b t a i n i n g  guidance i n  t h e  development o f  
programming languages .  Notable among t h e s e  a r e  t h e  Markov a lgo r i t hms ,  
Pos t  systems,  Thue systems,  and t h e  lambda c a l c u l i .  S t u d i e s  i n  t h e  
syn t ax  and semant ics  o f  programming languages  a r e  numerous. Indeed,  
t h e r e  i s  one f o r  every t y p e  o f  language now i n  use  a s  w e l l  a s  s e v e r a l  
t h a t  were designed e s p e c i a l l y  f o r  t h e  occas ion .  One may r e a d  a docu- 
mented account  o f  t h e s e  e f f o r t s  i n  t h e  i n t r o d u c t i o n  t o  t h e  d i s s e r t a t i o n  
of R .  Orgass C151 and i n  a  survey o f  t h i s  f i e l d  compiled by J .  G .  
Sanderson [22]. 
A Formal System f o r  Computation 
Orgass recognized  t h e  need f o r  a  un i fy ing  t r e a tmen t  o f  t h e  syn- 
t a x  and semant ics  o f  programming languages .  I n  t h e  course  o f  a ch i ev ing  
a  t heo ry  i n  which both syn t ax  and semant ics  cou ld  be fo rmula ted ,  Orgass 
chose a  fo rmula t ion  t h a t  inc luded  both t h e  c l a s s i c a l  t heo ry  o f  computa- 
t i o n  and t h e  a b i l i t y  t o  model computing machines and a l l i e d  u t i l i t i e s .  
The chosen system i s  combinatory l o g i c  based on t h e  minimal l o g i c  o f  
F i t c h  [3,4].  Thus t h e  system i s  b a s i c  i n  t h e  s ense  o f  F i t c h .  This  
means t h a t  every  system of  l o g i c  i s  d e f i n a b l e  w i t h i n  it .  The o r i g i n a l  
i n t e n t  o f  t h i s  c a p a b i l i t y  was recovery  of  t h e  systems o f  l o g i c  developed 
from Principia Mathematica through t h e  1930 ' s .  The p r e s e n t ,  added s i g -  
n i f i c a n c e  o f  t h i s  c a p a b i l i t y  i s  t h a t  t h e  va r i ous  o b j e c t s  and p roce s se s  
o f  computation can be  ob t a ined  i n  t h e  combinatory system. Within t h i s  
system of  combinatory l o g i c ,  Orgass develops t h e  fol lowing:  ( 1 )  A 
r e p r e s e n t a t i o n  o f  n a t u r a l  numbers, ( 2 )  a  r e p r e s e n t a t i o n  of  each p a r t i a l  
r e c u r s i v e  f u n c t i o n ,  ( 3 )  a  r e p r e s e n t a t i o n  o f  each n-ary p r e d i c a t e  i n  t h e  
Kleene-Mostowski h i e r a r c h y ,  ( 4 )  a  r e p r e s e n t a t i o n  o f  each p r i m i t i v e  
r e c u r s i v e ,  r e c u r s i v e  and r e c u r s i v e l y  enumerable r e l a t i o n  among formulas  
o f  t h e  system,  ( 5 )  a  r e p r e s e n t a t i o n  o f  o rdered  n - t u p l e s ,  ( 6 )  r epresen-  
t a t i o n s  o f  computer memories, i n s t r u c t i o n s ,  c e n t r a l  p roce s so r s  and 
computat ions ,  and ( 7 )  a  r e p r e s e n t a t i o n  f o r  each programming language 
and,  f o r  s e v e r a l  concepts  o f  t h e  meaning of  a  program, t h e  r e l a t i o n  o f  
a  program t o  i t s  meaning. Hence, we now have an adequate  and uniform 
fo rmal  d e s c r i p t i o n  o f  t h e  o b j e c t s  o f  i n t e r e s t  i n  a s c i e n c e  o f  computa- 
t i on .  
I n  [16] Orgass demonstra tes  t h e  manner i n  which h i s  t h e o r y  d e a l s  
wi th  problems of p r a c t i c a l  i n t e r e s t .  Seve ra l  no t i ons  o f  equ iva lence  o f  
computat ions ,  equ iva lence  o f  programs and of  t h e  r e l a t i o n  o f  a program 
t o  t h e  func t i on  it causes  a computer t o  compute a r e  fo rmula ted .  I n  each 
ca se  t h e  system o f  combinatory l o g i c  i s  shown t o  be nega t i on  complete .  
There i s  a formula i n  t h e  system t h a t  i s  a theorem j u s t  i n  t h e  ca se  
t h a t  t h e  r e l a t i o n  ho ld s  and i t s  nega t i on  i s  a theorem j u s t  i n  t h e  ca se  
t h a t  t h e  r e l a t i o n  f a i l s  t o  ho ld .  The approach used i s  g e n e r a l .  The 
r e s u l t s  t h a t  a r e  ob ta ined  ho ld  f o r  c l a s s e s  o f  computers and programming 
languages .  Thus, t h i s  t heo ry  is  o f  much g r e a t e r  i n t e r e s t  than  t h e  
p a r o c h i a l  r e s u l t s  ob t a ined  h e r e t o f o r e .  
The work o f  Orgass p rov ides  us wi th  a u n i v e r s a l  l o c u s  and l o g i c  
f o r  t h e  problems o f  computation.  The importance o f  t h i s  s t e p  forward 
i n  t h e  e s t ab l i shmen t  o f  a s c i e n c e  o f  computation cannot  be overes t imated.  
We a r e  now i n  t h e  p o s i t i o n  o f  be ing  a b l e  t o  i d e n t i f y  a p r e c i s e  l o g i c a l  
n a t u r e  f o r  t h e  o b j e c t s  o f  computation and t h e i r  i n t e r r e l a t i o n s .  Never- 
t h e l e s s ,  t h e r e  a r e  some unavoidable l i m i t a t i o n s  o f  any program o f  
r e p r e s e n t a t i o n  s i n c e  we must s t i l l  d e a l  wi th  t h e  i n d i v i d u a l  problems 
o r  c l a s s  o f  problems i n  a piecemeal  f a s h i o n .  A problem o r  c l a s s  o f  
problems i s  given a combinatory a l t e r  ego and t hen  we seek a s o l u t i o n  
t o  t h e  problems i n  t h e i r  combinatory s e t t i n g .  There may be  a wide 
v a r i e t y  o f  combinatory s e t t i n g s  f o r  such problems and a wide v a r i e t y  
o f  combinatory t o o l s  f o r  t h e i r  s o l u t i o n .  A l e v e l  o f  un i fo rmi ty  has  
been gained s i n c e  s e t t i n g s  and t o o l s  a r e  a l l  combinatory.  Yet it may 
be p o s s i b l e  t o  t a k e  a  f u r t h e r  un i fy ing  s t e p .  We h e r e  propose t o  t a k e  
such a  f u r t h e r  s t e p  by c h a r a c t e r i z i n g  t h e  a l g e b r a  o f  a  p o r t i o n  of  
combinatory l o g i c  t h a t  seems t o  o f f e r  an adequate  s e t t i n g  and f u r n i s h  
r ea sonab l e  t o o l s  f o r  t h e  s o l u t i o n  o f  a  wide range  o f  problems of 
computat i o n .  
An Algebra f o r  Computation 
We c a l l  a  t heo ry  o f  t h e  c h a r a c t e r  de sc r i bed  by McCarthy a  
p r e d i c t i v e  t h e o r y ,  f o r  obvious r e a s o n s .  The t heo ry  developed i n  t h i s  
paper  i s  a  sugges t i ve  t heo ry  i n  t h a t  it sugges t s  a  con t i nu ing  develop- 
ment t h a t  shows a  g r e a t  d e a l  o f  promise f o r  l e a d i n g  t o  a  f u l l y  p r ed i c -  
t i v e  t heo ry .  Suggest ive  and p r e d i c t i v e  t h e o r i e s  a r e  a l s o  c h a r a c t e r i z e d  
by t h e i r  q u a l i t a t i v e  and q u a n t i t a t i v e  p r o p e r t i e s ,  r e s p e c t i v e l y .  Thus, 
we cannot a c t u a l l y  s o l v e  any o f  t h e  problems posed e a r l i e r ;  however, we 
can show them i n  a  s e t t i n g  i n  which t hey  w i l l  be  s o l v a b l e  when t h e  
n e c e s s a r y  measures a r e  developed. It  i s  an impor tan t  a s p e c t  of t h e  
s e t t i n g  t h a t  it i s  conducive t o  a  development of measures.  Our approach 
t o  t h e  development o f  t h i s  t heo ry  i s  a s  f o l l ows .  
Every p o s t u l a t e  system de te rmines  a  c l a s s  o f  s t r u c t u r e s .  Each 
member of  a  s t r u c t u r e  i s  a  model o f  t h e  system.  I t  i s  now a  workable 
t h e s i s  t h a t  a l l  t h e  i n t u i t i v e  problems o f  computation can be  expressed  
i n  a  combinatory l o g i c .  If we could c h a r a c t e r i z e  an a l g e b r a  o f  com- 
b i n a t o r y  l o g i c ,  then  a l l  t h e  models o f  t h i s  l o g i c  would be a t  hand and 
we could use  t h e  r e sou rce s  o f  a l g e b r a i c  t heo ry  and model t heo ry  t o  
prov ide  us  wi th  t hose  broad and g e n e r a l  r e s u l t s  t h a t  c h a r a c t e r i z e  an  
i d e a l l y  mature s c i e n c e .  
A s  a ma t t e r  o f  f a c t ,  t h e  a l g e b r a i c  s t r u c t u r e  o f  combinatory 
l o g i c  has  n o t  y e t  been e x p l i c a t e d .  However, f o r  t h e  purposes  o f  t h e  
s c i e n c e  of computation it may n o t  be  necessa ry  t o  have t h e  a l g e b r a  o f  
a l l  of combinatory l o g i c .  I f  c e r t a i n  economies can be r e a l i z e d  i n  
t h e  l i n g u i s t i c  ba se  and t h e  p o r t i o n  o f  combinatory l o g i c  t h a t  i s  neces-  
s a r y  and s u f f i c i e n t  t o  t h e  s t udy  of computation can be i d e n t i f i e d ,  then  
on ly  t h e  a l g e b r a  o f  t h i s  p o r t i o n  must be  determined. One may hope t h a t  
such a r e s t r i c t i o n  o f  t h e  a l g e b r a i c  problem w i l l  e xped i t e  i t s  s o l u t i o n .  
This  hope ha s  been r e a l i z e d  and i s  r e p o r t e d  i n  119,201. Some of  
\ 
t h e  d e t a i l s  o f  t h i s  work w i l l  be  brought  ou t  i n  t h e  n e x t  s e c t i o n ;  a t  
t h i s  t ime it i s  necessa ry  on ly  t o  s ay  t h a t  a s u b s e t  o f  combinatory 
l o g i c  ha s  been proved necessa ry  and s u f f i c i e n t  f o r  t h e  s t udy  of  hardware 
s t r u c t u r e s  and t h a t  a s i m i l a r  s u b s e t  has  been proved necessa ry  and suf-  
f i c i e n t  f o r  t h e  s t udy  of  so f twa re  s t r u c t u r e s .  The s t r a t e g y  i n  t h i s  
d i s s e r t a t i o n  i s  t o  determine t h e  a l g e b r a  a p p r o p r i a t e  t o  t h e  d i s t i n -  
guished s u b s e t  o f  combinators.  This  a l g e b r a  i s  developed i n  Chapter I11 
and shown t o  be a t r an s fo rma t ion  Boolean a l g e b r a  wi th  non- increas ing ,  
normed, a d d i t i v e ,  and idempotent o p e r a t o r s .  The c o n t r i b u t i o n  t h a t  t h i s  
d i s s e r t a t i o n  makes t o  in format ion  and computer s c i e n c e  i s  t h e  e x p l i c a -  
t i o n  o f  t h e  a l g e b r a  o f  computation.  
Plan o f  P r e s e n t a t i o n  
Chapter I1 i s  devoted t o  t h e  p r e s e n t a t i o n  o f  t h e  Boolean and 
combinatory b a s i s  on which t h i s  r e s e a r c h  r e s t s .  The b roades t  s e t t i n g  
w i t h i n  which t h i s  r e s e a r c h  t a k e s  p l a c e  i s  now termed t h e  t h e o r y  o f  
models.  The c h a r a c t e r  o f  t h e  t h e o r y  o f  models i s  p r e s e n t e d .  Within  
t h e  t h e o r y  o f  models,  t h e  development o f  t h e  t h e o r y  o f  Boolean a l g e b r a s  
w i t h  s t r u c t u r e  p r e s e r v i n g  o p e r a t o r s  i s  o u t s t a n d i n g .  Combinatory l o g i c  
i s  fundamental  t o  t h i s  r e s e a r c h  program b u t  it does n o t  a p p e a r  e x p l i c i t l y  
i n  t h e  a l g e b r a i c  development.  T h e r e f o r e ,  t h e  p r e s e n t a t i o n  h e r e  i s  
d i r e c t e d  toward t h e  r e p r e s e n t a t i o n  o f  hardware and s o f t w a r e  s t r u c t u r e s  
which a r e  p a r t  o f  t h e  mathemat ica l  b a s i s .  The combinatory b a s i s  i s  
completed w i t h  t h e  s e c t i o n s  on t h e  r e p r e s e n t a t i o n  o f  hardware  and s o f t -  
ware f a c i l i t i e s  i n  combinatory l o g i c .  
The a l g e b r a s  o f  computation and computers a r e  developed i n  
Chapter  111. The a p p r o p r i a t e  concep t s  i n  Boolean d u a l i t y  which l e a d  
t o  computation s p a c e s  a r e  a l s o  developed t h e r e .  
Chap te r  I V  c o n t a i n s  t h e  concluding.  remarks .  Some l i m i t a t i o n s  
t o  t h e  a l g e b r a i c  approach have been found and t h e s e  a r e  d i s c u s s e d .  We 
a l s o  d i s c u s s  t h e  advantages  o f  t h e  a l g e b r a i c  approach and make some 
s u g g e s t i o n s  a s  t o  how t h e  l i m i t a t i o n s  might b e  overcome. A number o f  
p o s s i b l e  f u r t h e r  a l g e b r a i c  s t u d i e s  a r e  s u g g e s t e d .  The c h a p t e r  i s  con- 
c luded  w i t h  a b r i e f  summary o f  t h e  m o t i v a t i o n ,  t h e  a l g e b r a i c  develop-  
ment, and t h e  r e s u l t s .  
CHAPTER I1 
BOOLEAN AND COMBINATORY BASIS 
Boolean Algebras with Operators 
The theory of models (see Tarski [23]) is a part of the semantics 
of axiomatic systems. Each axiom system determines a set of sentences 
and every mathematical system in which every provable sentence of the 
axiom system holds is a model of the axiom system. Thus, a class of 
models is associated with each axiom system. An objective of the theory 
of models is to transfer linguistic problems to a mathematical setting 
so that mathematical methods can be employed in solving the problems. 
Formal properties of the axiom system become structural properties of 
the models and the mathematically determined properties of the models 
lead to formal properties of the linguistic systems. 
Tarski [ll ,121 points out that several significant new algebras 
have been obtained in recent years via the generalization of models 
developed for specific formal sys tems . For example, Halmos [6,7] 
obtained polyadic algebras as the structures of the predicate calculus 
and Tarski [9,10] obtained cylindric algebras for the same system. 
Other examples are the development of closure algebras, projective 
algebras'and relation algebras. All of these systems have the same 
algebraic structures; they are Boolean algebras with operators. The 
algebraic structures appropriate to computation are shown in the next 
chapter to also be Boolean algebras with operators. 
Each of t h e s e  a lgeb ra s  p r e s e n t s  i t s  deve loper  wi th  t h e  mathe- 
m a t i c a l  o b l i g a t i o n  of  e s t a b l i s h i n g  i t s  i d e n t i t y  through a  r e p r e s e n t a t i o n  
theorem. I n  t h e  work t h a t  f o l l ows  we p r e sen t  two r e p r e s e n t a t i o n  theo-  
rems. The f i r s t  (Theorem 1 9 )  i s  t h e  n a t u r a l  r e p r e s e n t a t i o n  theorem i n  
t h a t  it e s t a b l i s h e s  a  t heo ry  o f  models f o r  t h e  a b s t r a c t  a l g e b r a s  i n  
ques t i on  on t h e  b a s i s  o f  t h e  paradigm which motivated t h e  a l g e b r a s .  The 
second (Theorem 26) is  a  r e p r e s e n t a t i o n  t h a t  fo l lows  on Boolean con- 
s i d e r a t i o n s  on ly .  By combining t h e  r e s u l t s  o f  Jonsson and Ta r sk i  111, 
121 i n  a  g e n e r a l  s tudy  o f  Boolean a l g e b r a s  wi th  hemimorphic o p e r a t o r s ,  
and o f  Halmos 181 i n  t h e  g e n e r a l  theory  o f  Boolean d u a l i t y ,  wi th  t h e  
r e p r e s e n t a t i o n  t heo ry  f o r  Boolean a l g e b r a s ,  we were a b l e  t o  o b t a i n  t h e  
t o p o l o g i c a l  dua l  o f  t h e  a lgeb ra s  developed i n  t h e  nex t  c h a p t e r .  This  
t o p o l o g i c a l  dua l  i d e n t i f i e s  t h e  a l g e b r a s  i n  ques t i on  i n  t h e  l a r g e r  
mathemat ical  s e t t i n g .  
Throughout t h i s  t h e s i s  t h e  well-known developments i n  t h e  t heo ry  
o f  Boolean a lgeb ra s  a r e  assumed. 
System o f  Combinatory Logic 
The system o f  combinatory l o g i c  used t h e  r e p r e s e n t a t i o n  
hardware and sof tware  s t r u c t u r e s  is  complete ly  fo rmal ized  and app l i c a -  
t i v e  and i s  p r e sen t ed  i n  t h e  format p r e sc r i bed  i n  Curry and Feys [2]. 
Combinatory System H 
A .  Objec t s  ( ob )  
( 1 )  The p r i m i t i v e  o b j e c t s  a r e  cons t an t s  S ,  K ,  and perhaps  o t h e r s .  
( 2 )  The p r i m i t i v e  ope ra t i on  is  a p p l i c a t i o n  and i s  i n d i c a t e d  by 
j u x t a p o s i t i o n .  
( 3 )  I f  a  and b  a r e  obs t hen  (ab) i s  an ob. (Assoc i a t i on  
i s  t o  t h e  l e f t  un l e s s  e x p l i c i t l y  i n d i c a t e d . )  
B .  Elementary Theorems 
( 1 )  The axioms a r e :  
( i )  a  = a  f o r  any ob a .  
( i i )  Sxyz xz(yz)  where x ,  y ,  z  a r e  inde te rminan ts  
wi th  r e s p e c t  t o  H .  
( i i i )  Kxy = x ( x , y ,  and z  a s  above) .  
( 2 )  The r u l e s  of  i n f e r e n c e ,  f o r  obs a ,  b ,  and c ,  a r e :  
( i )  If a  b ,  t hen  b  a .  
( i i )  I f  a  = b  and b  c ,  t hen  a  = c .  
( i i i )  I f  a  = b ,  t hen  a c  = bc .  
( i v )  I f  a  = b ,  t hen  c a  = cb.  
The system t h a t  i nc ludes  among i t s  o b j e c t s  t h e  inde te rminan ts  o f  
H i s  c a l l e d  an o b j e c t  ex t ens ion  of  H .  The d e f i n i t i o n  of  such an ex ten-  
s i o n  must l i s t  t h e  inde te rminan ts  wi th  t h e  p r i m i t i v e  o b j e c t s  and ex tend  
t h e  domain o f  a p p l i c a b i l i t y  o f  t h e  axioms and r u l e s  t o  t h e  new s e t  o f  
atoms. Also,  t h e  p r i n c i p l e  o f  e x t e n s i o n a l i t y  must be  inc luded  i n  t h e  
r u l e s  o f  i n f e r e n c e .  
Pp inc ip l e  o f  E x t e n s i o n a l i t y .  If x  does n o t  occur  i n  a  o r  b ,  
t h e n  ax = bx impl ies  a = b  where x  i s  an inde te rminan t  wi th  r e s p e c t  t o  
H and a  and b  a r e  obs ove r  t h e  ex t ens ion .  
Equa l i t y  i s  used i n  t h e  s eque l  i n  t h e  s ense  o f  e x t e n s i o n a l  
equ iva lence  f o r  t h e  system H .  
Some a p p l i c a t i v e  formal  systems have t h e  p rope r ty  o f  combina- 
t o r i a l  completeness which a s s e r t s  f o r  each f u n c t i o n  d e f i n a b l e  
i n t u i t i v e l y  v i a  s u b s t i t u t i o n  o f  c o n s t a n t s  f o r  i n d e t e r m i n a n t s  t h e  
e x i s t e n c e  o f  a formal  o b j e c t  t o  which t h e  i n t u i t i v e  f u n c t i o n  i s  con- 
g r u e n t .  I n  Curry and Feys it i s  proved t h a t  t h e  sys tem H h a s  t h e  
p r o p e r t y  o f  c o m b i n a t o r i a l  completeness .  Thus, t h e  i n t u i t i v e  f u n c t i o n s  
a r e  d e f i n e d  i n  terms o f  S and K .  The f o l l o w i n g  i s  a l i s t  o f  t h e  u s u a l  
combinators ,  which r e p r e s e n t  b a s i c  f u n c t i o n s ,  which f a c i l i t a t e  manipu- 
l a t i o n  o f  combinators .  E x p l i c i t  d e f i n i t i o n  i s  i n d i c a t e d  ' = d f f  . 
1. I =df  (SKK) 
2 .  o = d f  (KI )  
3. W =df  (SSO) 
4 .  B =df  (S(KS)K) 
5 .  c = ~ F ( s ( B B s ) ( K K ) )  
6 .  T = d f ( c I )  
7 .  N =df  (CIO) 
8. V =df W(BC(BW(B(BB(C(BB(BWN) ) N ) )  ) ) )  
For any combinator X t h e  f o l l o w i n g  r e c u r s i v e  d e f i n i t i o n  schemata 
h o l d .  
Combinatory D e f i n a b i l i t y  o f  Hardware and Software 
Poore ,  B a r a l t ,  and C h i a r a v i g l i o  [19,20] have e x h i b i t e d  t h e  sub- 
s e t s  o f  combinatory l o g i c  t h a t  a r e  a p p r o p r i a t e  t o  t h e  s t udy  of  hardware 
and sof tware  s t r u c t u r e s .  I n  o r d e r  t o  convey t h e  s i g n i f i c a n c e  o f  t h e  
Hardware D e f i n a b i l i t y  Theorem o f  [19] and t h e  Software D e f i n a b i l i t y  
Theorem of  [20] a s  e x p e d i t i o u s l y  a s  p o s s i b l e ,  a  number o f  d e f i n i t i o n s  
and p rocedu ra l  d e t a i l s  a r e  suppressed  i n  t h e  p r e s e n t  t r e a t m e n t .  
Consider now s e v e r a l  combinators t h a t  a r e  de f i ned  i n t u i t i v e l y .  
S ince  t h e  under ly ing  system of  l o g i c  i s  combina to r i a l l y  complete,  a l l  
o f  t h e  fo l lowing  combinators have fo rmal  d e f i n i t i o n s  which may be  found 
- 
i n  t h e  above c i t e d  pape r s .  Using t h e  n o t a t i o n a l  a b b r e v i a t i o n s  ' x l  f o r  
1 ~ 1 ~ 2 . . . x n  I f o r  ' ( ( ( x  x )X  ) . . . x n ) l  we have 
1 2  3 
- - - a x ,  

S i x  pa ramete r s  a r e  i d e n t i f i e d  i n  t h e  above l i s t  o f  e x p l i c i t  
d e f i n i t i o n s  a s  f o l l o w s :  ( 1 )  k  is  t h e  l e n g t h  o f  an i n p u t  s e n t e n c e ,  
( 2 )  n  i s  t h e  l e n g t h  o f  a  j t h  word o f  an i n p u t  s e n t e n c e ,  ( 3 )  R i s  
j 
t h e  l e n g t h  o f  an o u t p u t  s e n t e n c e ,  ( 4 )  hi i s  t h e  l e n g t h  o f  an i t h  o u t p u t  
word i n  an o u t p u t  s e n t e n c e ,  ( 5 )  t i s  t h e  t t h  b i t  p o s i t i o n  i n  a word o f  
an  o u t p u t  s e n t e n c e ,  and ( 6 )  m i s  t h e  number of min-terms o f  which t h e  t 
t t h  b i t  o f  t h e  o u t p u t  i s  a f u n c t i o n .  
I t  i s  c l e a r  from Theorem 1 t h a t  i f  i n  e x p l i c i t  d e f i n i t i o n  16 t h e  
n  k  
n  a r e  c o n s t a n t ,  t h e n  D i s  t h e  schema f o r  e l ements  o f  t h e  (0 ) a l g e b r a .  
j 
The f o l l o w i n g  theorem i s  t h e n  proved i n  [19]. 
n  k n  k  
Theorem 2.  Every t r a n s f o r m a t i o n  from (0  ) t o  (0 ) i s  r e p r e -  
s e n t e d  by a combinator  o f  t h e  form P p rov ided  k  1 and n  = 
1 " * = n k =  
hl = . . .  = hk .  
If a hardware f a c i l i t y ,  i . e .  , a computer,  i s  t a k e n  t o  b e  a s e t  
o f  s t a t e s  t o g e t h e r  w i t h  a s e t  o f  s t a t e  t r a n s i t i o n  f u n c t i o n s ,  t h e n  t h e  
Theorems 1 and 2 combined a r e  t h e  hardware d e f i n a b i l i t y  theorem.  
Theorem 3 (Hardware Def i n a b i  l i t y  Theorem) . Every hardware 
f a c i l i t y  i s  uniquely de f inab le  i n  a  s e t  o f  combinators G (k 'n) which 
r ep re sen t  t h e  s t a t e s  and i n  combinators of  t h e  form P ,  wi th  t h e  
parameters  app rop r i a t e ly  r e s t r i c t e d ,  which r ep re sen t  s t a t e  t r a n s i t i o n  
func t ions .  
Software s t r u c t u r e  r e f e r s  c o l l e c t i v e l y  t o  d a t a  s t r u c t u r e s  and 
programs. I n t u i t i v e l y ,  t r e e s ,  l is ts ,  ma t r i ce s ,  e t c .  a r e  p a r t i c u l a r  
d a t a  s t r u c t u r e s .  These a r e  included i n  t h e  more genera l  no t ion  adopted 
h e r e  t h a t  d a t a  s t r u c t u r e s  a r e  r e l a t i o n s  on f i n i t e  s e t s  t h e  f i e l d s  o f  
which may aga in  be d a t a  s t r u c t u r e s .  In  p a r t i c u l a r ,  we a r e  i n t e r e s t e d  
n  n  
2 n  m i n  d a t a  s t r u c t u r e s  on t h e  Car tes ian  product  0 x 0  x . . . x 0 where 
0  = ' {0 ,1} .  The ex tens ions  of  programs a r e  func t ions  from one d a t a  
s t r u c t u r e  t o  another .  These concepts a r e  def ined  i n  [20] as fo l lows .  
De f in i t i on  1 (Data S t r u c t u r e s ) .  Let J be any f i n i t e  subse t  of  
t h e  s e t  of  a l l  d  f o r  which t h e r e  a r e  p o s i t i v e  i n t e g e r s  nl ,n  2 , . . . , n m  
n  n  2  n  m such t h a t  d i s  a  subse t  of  0 x  0 x  . . . x  0 . Then t h e  s e t  o f  a l l  
data structures of depth two, T, is given by 
T  = '  {D:D = L1J f o r  some J } .  
De f in i t i on  2  (Programs). The ex tens ions  of  programs on d a t a  
s t r u c t u r e s  of  depth two i s  given by 
p = {p : p  : Dl + D f o r  some D and D2 i n  T} 2' 1 
If p is the extension of a program with domain D and range D2, 1 
then the length of the longest sentence and the length m of the 
longest word occurring in D UD can be found. There exists a one-to-one 
1 2  
W J  code assignment c which maps D U D  into the set of states (0 ) . Then 1 2  
WS. c(D ) and c(D2) are subsets of (0 ) and the function p is mirrored 1 
in the partial state transition function cpc-l. Clearly, the 
combinators of explicit definition 27, with the parameters unrestricted, 
represent programs in extension while the combinators of 16 represent 
elements of data structures. 
Theorem 4 (Software Definability Theorem). Every data structure 
in T has a unique combinatory representation and every extensiori of a 
program is uniquely represented by a combinator of the form P and 
conversely. 
CHAPTER I11 
THE ALGEBRAS OF COMPUTATION AND COMPUTERS 
Introduction 
The work summarized in the last section shows that the combina- 
tors of interest are tied to Boolean functions which are ultimately 
definable in terms of the one-bit reset functions and the bit Boolean 
operations. We there took hardware structures to be pairs ((o")~,G) 
formed by all the k-long vectors of 0,l-valued functions of n-variables 
together with a selection G from all the mappings of into (onIk. 
Software structures differed from hardware structures in that they 
could be composed of vectors of non-uniform lengths of 0,l-valued func- 
tions of non-uniform numbers of variables and, as a consequence, the 
set of mappings that represented extensions of programs would be 
defined on such non-uniform vectors. 
Hardware and software structures so conceived are related by a 
two-dimensional abstraction to the real world entities that concern us. 
Along one dimension in the case of hardware we abstract from the switch- 
ing theoretic structures that implement the state transitions, the 
wired in operations in G. Along the same dimension in the case of soft- 
ware we abstract from the syntactical devices that are used to specify 
the actions commanded by a program. Along the second dimension, hard- 
ware structures abstract from the set of behaviors that characterize a 
computer. Similarly, along this dimension software structures abstract 
from t h e  f a c t  t h a t  programs a r e  no t  merely mappings b u t  a r e  a l s o  
impera t ives  c a l l i n g  f o r  a  behav io r .  
I n  t h i s  s e c t i o n  we wish t o  show how t h e s e  a b s t r a c t i o n s ,  hardware 
and so f twa re  s t r u c t u r e s ,  a r e  r e l a t e d  t o  what we c a l l  computation a lge -  
b r a s .  Also we s h a l l  develop f u r t h e r  t h e  a b s t r a c t  concept o f  t h e  com- 
p u t e r  s o  a s  t o  be  a b l e  t o  encompass i n  an a l g e b r a i c  s e t t i n g  some o f  t h e  
a s p e c t s  o f  computer behav ior .  
While a l l  t h e  s e t s  ob t a ined  from {0 ,1)  by d i n t  o f  i t e r a t i n g  
C a r t e s i a n  p roduc ts  a r e  e i t h e r  product  Boolean a l g e b r a s  o r  a r e  a l l i e d  t o  
such a l g e b r a s  by r e l a t i v e l y  s imple  coding exped i enc i e s ,  it does no t  f o l -  
low t h a t  t h i s  Boolean s t r u c t u r e  i s  germane t o  e i t h e r  t h e  wi red  i n  
ope ra t i ons  o f  a  computer o r  t h e  o p e r a t i v e s  p r e s e n t  i n  a  language.  Let 
us  suppose t h a t  we a r e  d e a l i n g  wi th  a  hardware s t r u c t u r e  ( o ~ , G ) .  I t  
may be  t h e  ca se  t h a t  some o r  a l l  o f  t h e  e lements  o f  G a r e  n e i t h e r  
r e cove rab l e  w i th  t h e  Boolean o p e r a t o r s  i n  t h e  product  a l g e b r a  0" no r  do 
t hey  p r e se rve  any of  t h e  Boolean s t r u c t u r e  o f  on. 
A computation a l g e b r a  i s  a  Boolean a l g e b r a  t o g e t h e r  w i th  t r a n s -  
format ion o p e r a t o r s ,  which a r e  endomorphisms, and r e s e t  o p e r a t o r s ,  
which a r e  hemimorphisms. Having given t h e  s t a t e s  o f  a  hardware f a c i l i t y  
t h e  s t r u c t u r e  o f  a  Boolean a l g e b r a ,  o u r  o b j e c t i v e  i s  t o  r e cove r  a r b i -  
t r a r y  s t a t e  t r a n s i t i o n  func t i ons  i n  terms of  s t r u c t u r e  p r e se rv ing  func- 
t i o n s  on t h e  Boolean a l g e b r a  i n  ques t i on  o r  on a l g e b r a s  s y s t e m a t i c a l l y  
r e l a t e d  t o  them. A l a r g e r  a l g e b r a  i s  r e q u i r e d  t o  r e c o v e r  a r b i t r a r y  
f u n c t i o n s  i n  terms o f  endomorphisms than  t h a t  r e q u i r e d  t o  r e cove r  such 
f u n c t i o n s  i n  terms o f  t h e  o p e r a t i o n s  t h a t  p r e se rve  on ly  h a l f  t h e  Boolean 
s t r u c t u r e ,  and both o f  t h e s e  a lgeb ra s  a r e  l a r g e r  t han  t h e  one 
o r i g i n a l l y  g iven .  
A s imple  example w i l l  show t h e  n e c e s s i t y  o f  seek ing  s t r u c t u r e  
p r e se rv ing  o p e r a t o r s  i n  an a lgeb ra  l a r g e r  t han  t h e  one formed by t h e  
s t a t e s .  The n a t u r e  o f  such l a r g e r  a l g e b r a s  is  developed i n  a  l a t e r  
s e c t i o n .  Let  
and l e t  g  map o 2  i n t o  o 2  a s  def ined  by 
and 
g ( f 4 )  = fl  
Thus, we seek an input-output  r e l a t i o n  of 
( ( 0 0 , o l )  3 ( o l , l o )  , ( l o 3 1 1 )  , ( l 1 3 0 0 ) )  
We have i n  t h e  s e t  and r e s e t  ope ra t i ons  t h e  a b i l i t y  t o  map b i t s  i n t o  
( 1 )  and (01,  r e s p e c t i v e l y ,  and we have i n  the t r a n s f o r m a t i o n s  t h e  
a b i l i t y  t o  permute- b i t s  and t o  copy t h e  b i t  a t  one p o s i t i o n  i n t o  dno thcr  
p o s i t i o n .  tl r e s e t  o f  one b i t  a p p l i e d  t o  e i t l l c r  column e q u a t e s  two o f  
t h e  arguments and this e q u a l i t y  must s t a n d  under  subse:luent d p p l i c a t i o n  
o f  any f u n c t i o n .  T h e r e f o r e ,  i n  view o f  t h e  one-one c h a r a c t e r  of g, 
n e i t h e r  s e t s  n o r  r e s e t s  can b e  used i n  t h e  recovery  o f  g .  Any t r a n s -  
fo rmat ion  t h a t  performs d copying f \ ] a c t i o n  w i l l  a l s o  e q u a t e  trio arF,u- 
ments.  Thus,  we a r e  l e f t  w i t h  t r a n s f o r m a t i o n s  < )  a c y c l i c  n d t u r e .  3 u t  
such t rans for rna t ions  p r f o r m  cyc1c.s o f  o r d e r  two whereas t h e  problem 
demands a c y c l i c  pe rmuta t ion  o f  o r d e r  f o u r .  C l e a r l y ,  w e  must seek 
o p e r a t o r s  i n  a  l a r g e r  a l g e b r a  t h a n  t h a t  o f  t h e  s t a t e s .  One problem of  
t h i s  s e c t i o n  i s  how we must conce ive  of a  computation a l g e b r a  such t h a t  
t h e  o p e r a t i o n s  i n  G a r e  mi r ro red  by t h e  o p e r a t i o n s  i n  t h e  a l g e b r a .  Th is  
problem may be  on ly  o f  t h e o r e t i c a l  importance i n  t h e  c a s e  o f  computers 
i f  i n  f a c t  t h e  preponderance o f  wired i n  i n s t r . u c t i o n s  is i n t i m a t e l y  
r e l a t e d  t o  Boolean o p e r a t o r s .  The fol lowin; ;  t a b l e  o f  wi red  i n  a c t i o n s  
i l l u s t r a t e s  some o f  t h e s e  r e l a t i o n s h i p s .  
Table 1. Boolean C h a r a c t e r  o f  Computer Ac t ions  
Computer 
Act i o n  
Boolean Opera t ions  and 
Elements Prese rved  
+ - 0 1 one-one 
Word S h i f t  Yes Yes no Yes no no 
Word R o t a t e  Yes Yes y e s  Yes Yes Yes 
Move (Load, Yes Yes Yes Yes Yes no 
S t o r e ,  Jump) 
Increment no no no no no Yes 
Complement no no Yes no no Y e s  
I n  t h i s  s h o r t  l i s t  o f  t y p i c a l  computer i n s t r u c t i o n s  we f i n d  
isomorphisms, homomorphisms, hemimorphisms, and f u n c t i o n s  t h a t  do n o t  
p r e se rve  any o f  t h e  Boolean s t r u c t u r e .  
Another c e n t r a l  problem of t h i s  s e c t i o n  is  what t o  a l l y  t o  hard-  
ware s t r u c t u r e s  i n  o r d e r  t o  r e p r e s e n t  some important  a s p e c t s  of  computer 
behav ior .  I t  i s  known o r  it i s  assumed t h a t  d i g i t a l  computers a r e  a 
v a r i e t y  of f i n i t e  s t a t e  machines. Thus a p o s s i b l e  f i r s t  s t e p  i s  t o  
r e p r e s e n t  such machines i n  computers.  The concept t h a t  seems t o  be  
r ea sonab l e  i s  t h a t  of a c o n t r o l  u n i t .  
n 
A c o n t r o l  u n i t  C G  f o r  a hardware s t r u c t u r e  ( 0  ,G) i s  a mapping 
of  on i n t o  G .  The behav ior  t h a t  c a r r i e s  t h e  computer from any s t a t e  f  
1 
i n  0" a t  some t ime t i n t o  a s t a t e  f i n  0" a t  t ime  t i s  t h e  CG(fl), 0 2 1 
where t is  t h e  immediate succe s so r  o f  t Thus t h e  s t a t e  f  a t  t i s  
1 0 '  2 1 
CG(fl)fl.  So conceived,  t h e  computer is  a very  r e s t r i c t e d  machine 
whose s t a t e  a t  any t ime t t h e  n t h  power o f  t h e  immediate succe s so r  
n '  
t ime  func t i on  a p p l i e d  t o  t i s  uniquely determined by t h e  i n i t i a l  
0 '  
s t a t e ,  t h e  s t a t e  a t  t ime t Many d i f f e r e n t  s t a t e s  may c a l l  t h e  same 
0 '  
behav io r .  The s e t  o f  s t a t e s  t h a t  c a l l  on t h e  same behav ior  a s  t h e  s t a t e  
n 
f i s  C G - ~ ( C G ( ~ ) )  . Thus, CG d e f i n e s  a p a r t i t i o n  on 0 , o"/E, where Efh 
i f  and on ly  i f ,  CG(f) = CG(h). If CG(f) = CG(h) t hen  CG(f)h = CG(h)h 
and CG(h)f = CG(f ) f .  
I n  t h e  very r e s t r i c t e d  machine r e a l i z e d  by t h e  computer it makes 
l i m i t e d  s ense  t o  t a l k  about t h e  sequencing of  s t a t e s  r e l a t i v e  t o  a 
sequence o f  i n p u t s .  Two i n p u t s  f f  i n  t h e  sequence f f y i e l d  a 
1' 2 1 2  
sequence o f  s t a t e s :  
CG(f ) f  i s  t h e  " f i r s t "  s t a t e  ob t a ined  from t h e  s t a t e  f  on t h e  i npu t  
1 0  0 
f l  and CG(f2) ( c G ( ~  )f ) i s  t h e  "second" s t a t e  ob t a ined  from t h e  " f i r s t "  
1 O 
s t a t e  on t h e  i npu t  f 2 .  But it is most important  t o  no t e  t h a t  t h e  above 
equa t ion  makes s ense  on ly  i f  f is  i n  t h e  equ iva lence  c l a s s  o f  f and 
1 0 
f i s  i n  t h e  equ iva lence  c l a s s  o f  C G ( ~  ) f  I n  o t h e r  words t h e  
2 1 0 '  
sequence o f  i n p u t s  t o  a computer is  uniquely determined up t o  an 
equ iva lence  by t h e  i n i t i a l  i npu t  and t h e  i n i t i a l  i npu t  i s  f i x e d  up t o  
an equ iva lence  by t h e  i n i t i a l  s t a t e .  
Neve r the l e s s ,  computers a r e  a b l e  t o  model machines t h a t  do no t  
have such r e s t r i c t i o n s  provided t h e y  a r e  l a r g e  enough. That i s  t o  s a y  
n 
t h a t  t h e  equ iva lence  c l a s s  i n  0 /E must have a t  l e a s t  a s  many members 
a s  t h e  u n r e s t r i c t e d  machine has  s t a t e s .  Thus f o r  example i n p u t s  could 
be coded i n  t h e  l e f t m o s t  segments o f  t h e  v e c t o r s  i n  on and s t a t e s  o f  
t h e  f i n i t e  s t a t e  machine could be coded t o  t h e  r i g h t .  Thereby, t h e  
C a r t e s i a n  product  o f  t h e  s e t  o f  coded i n p u t s  wi th  t h e  s e t  o f  coded 
s t a t e s  would y i e l d  0". The c o n t r o l  u n i t  would c a l l  f o r  t h e  p roper  
s t a t e  t r a n s i t i o n  f u n c t i o n  f o r  each i n p u t - s t a t e  p a i r .  Such a coding 
procedure  would model a l i n e a r  bounded automaton. I n f i n i t e  and un- 
bounded automata could be recovered  i n  hardware s t r u c t u r e s  o f  t h e  
a p p r o p r i a t e  c a r d i n a l i t y .  
Computation Algebras and Computers 
The i n t u i t i v e  i d e a s  o f  t h e  p reced ing  s e c t i o n  w i l l  now be made 
p r e c i s e .  
Def in i t i on  3. Let 0 be t h e  s imple  Boolean a l g e b r a  and l e t  I 
denote t h e  s e t  of  p o s i t i v e  i n t e g e r s .  Also cons ide r  t h e  Boolean a l g e b r a  
where t h e  ope ra t i ons  a r e  t h e  coordinate-wise  induced ope ra t i ons  and t h e  
0  and 1 o f  A a r e  t h e  cons t an t  f unc t i ons  on I whose va lues  a r e  0  and 1, 
r e s p e c t i v e l y  . 
We now def ine  two s e t s  of t r ans fo rma t ions ,  one on t h e  index  s e t  
I and t h e  o t h e r  on t h e  Boolean a lgeb ra  A.  
D e f i n i t i o n  4.  Let E be t h e  s e t  of  a l l  mappings e : I + I  f o r  which 
t h e r e  e x i s t s  a  f i n i t e  subse t  J of I such t h a t  e  i s  equa l  t o  t h e  i d e n t i t y  
t rans format ion  d o u t s i d e  o f  J .  
De f in i t i on  5 .  Let  T be  t h e  s e t  o f  a l l  t r ans fo rma t ions  T ( e )  from 
A i n t o  A such t h a t  f o r  a l l  e  i n  E and p i n  A ,  
Theorem 5 .  The elements o f  T a r e  Boolean endomorphisms on A.  
Proof .  Let  T (e )  b e  i n  T and l e t  p  be an a r b i t r a r y  element i n  
A .  Then 
~ ( e ) ( p )  = p O e  
and c l e a r l y  poe maps I i n t o  {0,1}. Hence ~ ( e ) ( p )  i s  a  member o f  A and 
t h e  range o f  T ( e )  i s  a  subse t  o f  A .  Again, l e t  p be  an a r b i t r a r y  e l e -  
ment o f  A .  Then 
The i n n e r  e q u a l i t y  ho lds  s i n c e  t h e  ' n o t '  i s  de f i ned  coordinate-wise  and 
( p l o e ) ( i )  = p l ( e ( i ) )  
f o r  i i n  I .  S i m i l a r l y ,  f o r  a r b i t r a r y  p  and q  i n  A 
and 
Hence T(e)  is  a  homomorphism. We have a t  t h i s  po in t  what is c a l l e d  a  
t r an s fo rma t ion  a l g e b r a .  
D e f i n i t i o n  6 .  A transformaiion algebra i s  a  t r i p l e  ( A , I , S ) ,  
where A i s  a  Boolean a l g e b r a ,  I is  a  s e t ,  and S  i s  a  f u n c t i o n  from 
t r ans fo rma t ions  on I t o  Boolean endomorphisms on A, such t h a t  
whenever p  be longs  t o  A and d  is t h e  i d e n t i t y  t r an s fo rma t ion  on I ,  and 
whenever s and t a r e  t r a n s f o r m a t i o n s  on I .  
Theorem 6 .  The t r i p l e  (A , I ,T)  i s  a  t r a n s f o r m a t i o n  a l g e b r a ,  
where A and I a r e  a s  i n  d e f i n i t i o n  3 and T  i s  a  mapping from t r a n s -  
f o r m a t i o n s  on I t o  Boolean endomorphisms on A a s  i n  d e f i n i t i o n  5 .  
P r o o f .  S i n c e  d  i s  t h e  i d e n t i t y  i n  E,  
T ( d ) ( p )  = pod = p  
f o r  a r b i t r a r y  p  i n  A ;  t h e r e f o r e ,  T(d )  i s  t h e  i d e n t i t y  endomorphism. 
Le t  p  b e  an a r b i t r a r y  e lement  o f  A and l e t  s and t b e  a r b i t r a r y  e l ement s  
o f  E. We have 
and 
Thus,  t h e  second axiom o f  a  t r a n s f o r m a t i o n  a l g e b r a ,  
holds i n  t h e  p re sen t  i n s t ance .  
De f in i t i on  7 .  A mapping f  from t ransformat ion  a lgeb ra  (A,I ,T)  
onto t ransformat ion  a l ~ e b r a  ( B  ,I ,S i s  a  trarrsfor:ation ~zomomorphism i f  
f  i s  a  Boolean homomollphism from A t o  B and 
whenever p  belongs t o  A.  
De f in i t i on  8 .  A subse t  M of A is a  transformation idea2 o f  
(A,I,T) i f  M is  a  Boolean i d e a l  of  A and T( s )p  belongs t o  M whenever p  
belongs t o  M .  
I n  a d d i t i o n  t o  t h e  t ransformat ion  opera t ions  we cons ider  a  new 
k ind  of  ope ra to r  t h a t  is  normed, idempotent,  a d d i t i v e ,  m u l t i p l i c a t i v e ,  
and non-increasing.  Such an ope ra to r  is c a l l e d  a  r e s e t  ope ra to r .  
De f in i t i on  9,  A r e se t  operator is  a  mapping from a  Boolean 
a lgeb ra  i n t o  i t s e l f  such t h a t :  
( 1 )  R o R  = R 
( 2 )  R(p+q) = R(p) + R(q) 
(3) R(p) 5 p  
( 4 )  ~ ( p ' )  R(R(P))  
( 5 )  R(p0q) = Rp-Rq 
f o r  p  and q elements o f  t h e  Boolean a lgeb ra .  
O f  course ,  d e f i n i t i o n  9 i s  a  g e n e r a l i z a t i o n  o f  t h e  s p e c i f i c  c l a s s  
o f  ope ra to r s  t h a t  sugges t  themselves f o r  computation. A l l  t h a t  is  needed 
f o r  computation is  a  s i n g l e  p o s i t i o n  r e s e t  ope ra to r ,  t r ans fo rma t ions ,  and 
composit ion i n  o r d e r  t o  g e t  g e n e r a l  r e s e t  o p e r a t i o n s .  However, some 
tedium can be avoided by t a k i n g  t h e  h ighe r  d e f i n i t i o n  t h a t  f o l l ows .  
D e f i n i t i o n  10 .  Let J be  a  f i n i t e  s u b s e t  of  I and d e f i n e  
K(J):A+A such t h a t  on I - J 
and on J 
f o r  p i n  A .  
Theorem 7 .  The R(J )  o f  d e f i n i t i o n  10 a r e  r e s e t  o p e r a t o r s .  
Proof-. I t  i s  obvious t h a t  R ( J )  i s  idempotent ,  m u l t i p l i c a t i v e ,  
and a d d i t i v e .  S ince  t h e  domain of  R i s  t h e  Boolean a lgeb ra  A ,  t h e  
r e l a t i o n  i s  t h e  coordinate-wise  induced r e l a t i o n .  The re fo r e ,  
i f  and on ly  if p ( i )  5 q ( i )  f o r  every i i n  I .  Now it i s  equa l l y  obvious 
t h a t  R(J )p  5 p. ( R ( J ) ~ )  ' has t h e  va lue  p ' ( i )  on I-J and 1 on J ;  t h e r e -  
f o r e ,  R ( J ) ( R ( J ) ~ )  ' has  t h e  va lue  p V ( i )  on I-J and 0 on J ,  which i s  t h e  
same a s  R ( J ) p 1 .  This e s t a b l i s h e s  p rope r ty  4 .  
A computation a lgeb ra  can now be de f i ned  a s  a  Boolean a l g e b r a  
t o g e t h e r  wi th  t r an s fo rma t ions  and r e s e t  o p e r a t o r s  by s p e c i f y i n g  t h e  
b a s i c  p r o p e r t i e s  o f  t h e  i n t e r a c t i o n  between t h e s e  two t ypes  o f  opera- 
t o r s .  We now d e f i n e  t h e  c e n t r a l  concept o f  t h i s  r e s e a r c h .  
D e f i n i t i o n  11 (Computat ion A l g e b r a ) .  A computation algebra i s  
a q u a d r u p l e  ( C , I  ,T  ,R) where (C,  I ,T)  i s  a n  a t o m i c  t r a n s f o r m a t i o n  Boolean 
a l g e b r a ,  I is t h e  s e t  o f  p o s i t i v e  i n t e g e r s ,  and R i s  a  mapping from 
f i n i t e  s u b s e t s  of I t o  r e s e t  o p e r a t o r s  on C such t h a t :  
(1) There  i s  an atom a  i n  C and a t r a n s f o r m a t i o n  
f o r  f i n i t e  m s u c h  t h a t  
(2) R ( J ) p  p * T ( s ) ( a l ) w h e r e  p i s  i n  C ,  a is t h e  a t o n m e n t i o n e d  
i n  ( l ) ,  and 
and 
( 1  f o r  1 i n  J 
'(') = C(k, where k  i s  t h e  l e a s t  i n t e g e r  > 1 i n  I-J i f  ~ Q J  
Theorem 8.  ( A , I  ,T ,R) is  a computa t ion  a l g e b r a  where A and I ,  T ,  
and R a r e  a s  g i v e n  i n  d e f i n i t i o n s  3 ,  5 ,  and 1 0 ,  r e s p e c t i v e l y .  
P r o o f .  C l e a r l y  A is  an  a tomic  Boolean a l g e b r a  and I is  t h e  s e t  
o f  p o s i t i v e  i n t e g e r s .  Theorem 6 p r o v i d e s  t h a t  ( A , I , T )  is  an a tomic  
t r a n s f o r m a t i o n  a l g e b r a .  Theorem 7 shows t h a t  t h e  X ( J )  a r e  r e s e t  
o p e r a t o r s .  I n  o r d e r  t o  show t h a t  p r o p e r t y  ( 1 )  h o l d s  we e x h i b i t  t h e  
I 
d i s t i n g u i s h e d  atom a i n  0 , namely, 
a ( i )  = 0 f o r  i > 1 
and t h e  d i s t i n g u i s h e d  t r a n s f o r m a t i o n  
To show t h a t  p r o p e r t y  ( 2 )  h o l d s  we n o t i c e  t h a t  
and t h a t  T ( s ) a l ,  w i t h  s a s  d e f i n e d  i n  11, y i e l d s  t h e  e lement  i n  0 
I 
which has  t h e  v a l u e  0 on J and 1 on I-J. The c o n j u n c t i o n  of such  an 
e lement  wi th  an element p  y i e l d s  t h e  same r e s u l t  a s  R ( J ) p .  Thus,  
(A , I ,T ,R)  i s  a  computat ion a l g e b r a .  
I n  o r d e r  t o  g a i n  f a m i l i a r i t y  w i t h  t h e  r e s e t  o p e r a t o r s ,  a  number 
o f  e l ementa ry  p r o p e r t i e s  w i l l  now b e  d e r i v e d .  The most i m p o r t a n t  o f  
t h e s e  a r e  t h e  n o r m a l i t y  and monoton ic i ty  of r e s e t  o p e r a t o r s .  
Theorem 9 .  The r e s e t  ope ra to r  is :  ( 1 )  normed, (2) quasi-  
a d d i t i v e ,  ( 3 )  monotone, and ( 4 )  quas i -mul t ip l i ca t ive .  
Proof. ( 1 )  is e s t a b l i s h e d  by puttin;;  p = 0 i n  i tem ( 3 )  of 
d e f i n i t i o n  9 .  Since R is a d d i t i v e  and idempntent 
e s t a b l i s h i n g  ( 2 ) .  We have p  5 q i f  and only i f  p t q  = q .  Let p tq  = q 
then  using success ive ly  the  f a c t  t h a t  R i s  a  func t ion ,  R is a d d i t i v e ,  
and the  b i c o n d i t i o n a l  j u s t  s t a t e d ,  we have 
showing t h a t  R is monotonic. Since R i s  m u l t i p l i c a t i v e  and idempotent 
and R is quas i -mul t ip l i ca t ive .  
A s  it w i l l  be  shown, t h e  b i t  Boolean ope ra t ions ,  t h e  b i t  r e s e t  
ope ra t ions ,  and t h e  b i t  t ransformat ions  a r e  s u f f i c i e n t  t o  recover  i n  a  
piecemeal fash ion  t o  be explained,  a l l  mappings o f  A i n t o  A. However, 
i n  computation a l g e b r a s  it is  n o t  n e c e s s a r y  t o  p o s t u l a t e  b o t h  t h e  b i t  
r e s e t  and complement. A s  t h e  nex t  d e f i n i t i o n  shows, f i n i t e  complement 
o p e r a t o r s  can be o b t a i n e d  from r e s e t  o p e r a t o r s ,  t r a n s f o r m a t i o n s ,  and 
t h e  o p e r a t i o n s  t h a t  a r e  a v a i l a b l e  i n  any Boolean a l g e b r a .  
D e f i n i t i o n  1 2 .  For each f i n i t e  s u b s e t  J of  I t h e  complement 
o p e r a t o r  i s  d e f i n e d  by 
The e lementary  p r o p e r t i e s  o f  t h e  complement o p e r a t o r  a r e  
e s t a b l i s h e d  i n  t h e  f o l l o w i n g  theorem. 
Theorem 1 0 .  The complement o p e r a t o r  h a s  t h e  p r o p e r t i e s  f o r  J 
and K f i n i t e  s u b s e t s  o f  I :  
( 3 )  C ( J ) p '  = ( c ( J ) ~ ) '  
(P roof  o m i t t e d . )  
S e v e r a l  r e l a t i o n s h i p s  e x i s t  among t h e  Boolean o p e r a t i o n s ,  t h e  
r e s e t  o p e r a t i o n s ,  t h e  s e t  o p e r a t i o n s  ( a n  obvious  c o u n t e r p a r t  f o r  t h e  
r e s e t  o p e r a t o r ) ,  and t h e  t r a n s f o r m a t i o n s ,  t h a t  a r e  a v a i l a b l e  i n  compu- 
t a t  i o n  a l g e b r a s .  F a m i l i a r i t y  w i t h  t h e s e  i n t e r c o n n e c t i o n s  o f t e n  f a c i l i -  
t a t e s  t h e  work. I t  is  c l e a r  from t h e  d e f i n i t i o n  o f  a  computation a l g e -  
b r a  t h a t  every r e s e t  o p e r a t o r  can be  o b t a i n e d  from t h e  Boolean ' a n d ' ,  
a  d i s t i n g u i s h e d  atom of t h e  a l g e b r a ,  and a  t r a n s f o r m a t i o n .  A s i m i l a r  
remark would h o l d  t r u e  f o r  t h e  s e t - o p e r a t o r .  The unary ' and '  o p e r a t o r  
and t h e  unary ' o r '  o p e r a t o r  f o r  each element can be d e f i n r d ,  i n  t h e  
f i n i t e  c a s e ,  i n  terms o f  r e s e t  and s e t  by 
-1 p  m q  = R (p-l( 0 )) and p t q  = :i (p (-1 )) q  
I 
r e s p e c t i v e l y .  And i f  p  and q  a r e  i n  0  , we need t o  a l low t h a t  R ( J )  and 
S ( J )  be d e f i n e d  f o r  i n f i n i t e  J .  The r e l a t i o n s h i ; )  between r e s e t  opera-  
t o r s  and s e t  o p e r a t o r s  i s  f i r s t  o f  a l l  t h a t  t h e  l a t t e r  may be  d e f i n e d  
i n  terms o f  t h e  former  p e r  
and secondly  t h a t  any composit ion o f  s e t  w i t h  r e s e t ,  f o r  example, 
S ( I ) O R ( J ) ,  can b e  expressed  i n  t e rms  o f  an o p e r a t i o n a l l y  e q u i v a l e n t  
composi t ion which is  fu r the rmore  commutative, namely, S ( I ) o R ( J - I ) .  
D e f i n i t i o n  1 3 .  A computer ( o ~ , G , c G )  i s  a  hardware s t r u c t u r e  
(o",G) t o g e t h e r  w i t h  a  mapping CG from 0" i n t o  G .  
Computers t h a t  a r e  o f  p a r t i c u l a r  i n t e r e s t  a r e  t h o s e  b u i l t  upon 
computation a l g e b r a s .  Such computers have c o n t r o l  u n i t s  which have a s  
t h e i r  r anges  r e s e t  and t r a n s f o r m a t i o n  o p e r a t i o n s  o r  o p e r a t i o n s  composed 
o f  r e s e t s  and t r a n s f o r m a t i o n s .  Consider  t h e  computat ion a l g e b r a  
I 
A = (0 , I ,T,R)  and t h e  s e t  P which i s  t h e  c l o s u r e  o f  t h e  s e t  o f  f i n i t e  
A 
r e s e t s ,  f i n i t e  t r a n s f o r m a t i o n s ,  and f i n i t e  Boolean o p e r a t i o n s  under 
f u n c t i o n a l  composi t ion.  Th is  a l g e b r a  t o g e t h e r  w i t h  a  mapping CU from 
I 
0  i n t o  P forms a  computer. A 
Def in i t i on  14 ,  A universal  computer i s  a  computer ( A , P  ,CU) A 
where CU i s  an on to  mapping. 
We say  t h a t  a  c o n t r o l  u n i t  i s  u n i v e r s a l  i f  it i s  an on to  mapping. 
C l e a r l y ,  t h e  i n t u i t i v e  appea l  of  u n i v e r s a l  c o n t r o l  i s  t h a t  every pos- 
s i b l e  procedure can be c a l l e d .  I n  g e n e r a l ,  computers have very 
r e s t r i c t e d  i n i t i a l  s e t s  o f  a c t i o n s ,  and t h e r e f o r e  do n o t  have u n i v e r s a l  
c o n t r o l  i n  t h e  sense  of  be ing  a b l e  t o  c a l l  every  procedure.  
A c o n t r o l  u n i t ,  C U ,  i s  local ized  i f  and only i f  t h e r e  i s  a  J ,  
a  f i n i t e  subse t  o f  I ,  such t h a t  f o r  any element g  i n  0': 
Local ized c o n t r o l  s ays  t h a t  only a  f i n i t e  and f i x e d  p o r t i o n  of  every 
s t a t e  determines  t h e  procedure a s s igned  t o  s t a t e s .  Obviously,  a l l  con- 
ven t  i o n a l  computers have l o c a l i z e d  c o n t r o l ,  which u s u a l l y  i d e n t i f i e d  
a s  t h e  program counte r ,  i n s t r u c t i o n  ana lyze r ,  e t c .  Indeed, t h i s  i s  
p r e c i s e l y  t h e  concept o f  b u f f e r i n g .  I n s o f a r  a s  a l l  memory-register 
ope ra t i ons  a r e  a c t u a l l y  b u f f e r - r e g i s t e r  o p e r a t i o n s ,  t h e  c i r c u i t r y  going 
t o  a l l  of memory be ing  l i m i t e d  t o  f e t c h  and s t o r e  c i r c u i t r y ,  t h e  c o n t r o l  
i s  l o c a l i z e d  t o  t h e  b u f f e r ,  r a t h e r  t han  t h e  memory, and t h e  o t h e r  cen- 
t r a l  p rocessor  c o n t r o l  u n i t s .  
Two obse rva t i ons  a r e  made concerning l o c a l i z e d  c o n t r o l ,  F i r s t ,  
t h e r e  i s  no l o c a l i z e d  c o n t r o l  u n i t  f o r  t h e  u n i v e r s a l  computer, That i s ,  
I 
i f  CU is  a  u n i v e r s a l  c o n t r o l  u n i t  f o r  t h e  ( 0  ,I ,T,R) computation a lgeb ra  
t h e n  CU is n o t  l o c a l i z e d .  S ince  CU is a  f u n c t i o n  w i t h  a  range  o f  
c a r d i n a l i t y  Aleph-zero,  a t  l e a s t  t h i s  many e lements  o f  t h e  a l g e b r a  must 
be  d i s c r i m i n a t e d  by C U .  C l e a r l y ,  such a  d i s c r i m i n a t i o n  cannot be  made 
on t h e  b a s i s  o f  a  f i n i t e  p o r t i o n  o f  t h e  v e c t o r s  i n  t h e  a 1 ~ ; c b r n .  Thus,  
t h e  C U  is n o t  a  l o c a l i z e d  c o n t r o l  u n i t .  
The second o b s e r v a t i o n  i s  t h a t  every  c o n t r o l  u n i t  f o r  a  conven- 
t i o n a l  computer is  l o c a l i z e d .  Th is  i s  obv ious ly  t h e  c a s e  s i n c e  t h e  
s t a t e  v e c t o r s  a r e  o f  f i n i t e  l e n g t h .  
Gorn [5] h a s  n o t e d  t h a t  one reason  f o r  t h e  d i g i t a l  computer 
b e i n g  such a  v e r s a t i l e  t o o l  i s  t h e  p resence  o f  a  c e r t a i n  ambigui ty  i n  
t h e  use  o f  memory. A word i n  memory may c o n t a i n  t h e  code f o r  a  p i e c e  
o f  d a t a  o r  t h e  code f o r  an i n s t r u c t i o n  depending,  r e s p e c t i v e l y ,  upon 
whether  t h e  c o n t e n t s  of t h e  word a r e  s e n t  t o  t h e  a r i t h m e t i c  u n i t  o r  
t h e  c o n t r o l  u n i t .  The same code may on one occas ion  p l a y  t h e  r o l e  o f  
d a t a  and on a n o t h e r  occas ion  p l a y  t h e  r o l e  o f  an i n s t r u c t i o n .  
P r o f e s s o r  Gorn l s  s t a t e m e n t  concerning t h e  ambigui ty  o f  p r o c e s s  
and c o n t r o l  may b e  paraphrased  a l g e b r a i c a l l y  a s  f o l l o w s .  I f  f  i s  an 
element o f  on i n  t h e  computer ( o ~ , G , c G )  and C G ( ~ ) ~ E C G - l ( c ~ ( f ) ) ,  t h e n  
t h e  i n s t r u c t i o n  segment o f  f  i s  unmodified by t h e  o p e r a t i o n  o f  CG(f).  
I n  o u r  e a r l i e r  t e rmino logy ,  f  and CG(f)f  be long  t o  t h e  same equ iva lence  
c l a s s .  I f  on t h e  o t h e r  hand C G ( ~  )fgcG-l ( c G ( ~  )) , i f  f  and CG(f ) f  do n o t  
belong t o  t h e  same equ iva lence  c l a s s ,  t h e n  t h e  i n s t r u c t i o n  segment o f  f  
h a s  been modif ied by t h e  o p e r a t i o n  CG(f) .  I n  t h e  f i r s t  c a s e  t h e  i n -  
s t r u c t i o n  segment o f  f  h a s  n o t  p layed  t h e  r o l e  o f  d a t a ;  i n  t h e  second 
c a s e  it h a s .  Thus sometimes t h e  i n s t r u c t i o n  segment may bo th  c a l l  an 
o p e r a t i o n  and be o p e r a t e d  on.  I t  i s  i n  Gorn 's  s e n s e  ambiguous. I t  i s  
n  
c l e a r  t h a t  n o t  every  segment o f  every  f i n  0 need be  ambiguous i n  
t h i s  s e n s e .  I t  is  a l s o  c l e a r  t h a t  i n  o r d e r  t:o o b t a i n  a t  l e a s t  one 
t r a n s i t i o n  from an equ iva lence  c l a s s  of  s t a t e s  t o  m o t h e r  sorlir: drrhir; l~ity 
is  unavoidable .  
I t  may be no ted  i n  p a s s i n g  t h a t  Gorn 's  s e n s e  of  ambigu i ty ,  o r  
a t  l e a s t  o u r  i n t e r p r e t a t i o n  of  i t ,  h a s  n o t h i n g  t o  do w i t h  inde te rmi -  
nacy.  I n  any computer a s  is  h e r e  conceived each s t a t e  de te rmines  a 
unique procedure  and t h e r e f o r e  a  unique n e x t  s t a t e .  I t  may b e  a l s o  
n o t e d  t h a t  computers wi thou t  some ambigui ty  a r e  ve ry  u n i n t e r e s t i n g  s i n c e  
t h e y  a r e  l i m i t e d  t o  t h e  i t e r a t i o n  o f  j u s t  one o p e r a t i o n .  The l i m i t  of 
ambigui ty  i s  perhaps  ach ieved  by t h e  u n i v e r s a l  computer s i n c e  t h i s  
machine cannot have l o c a l i z e d  c o n t r o l ,  hence i n s t r u c t i o n  segments can- 
n o t  be  l o c a l i z e d .  N e v e r t h e l e s s ,  it is  worthy o f  n o t e  t h a t  even t h i s  
computer can c o n t a i n  segments t h a t  n e v e r  f u n a t i o n  a s  r e p o s i t o r i e s  of 
i n s t r u c t i o n s .  
Three d i s t i n c t  concepts  have t h u s  f a r  evolved which may b e  
viewed i n  a  h i e r a r c h y  o f  computa t iona l  power. These a r e ,  i n  ascend ing  
o r d e r ,  t h e  computer,  t h e  u n i v e r s a l  computer,  and t h e  computation a l g e -  
b r a  i t s e l f .  
Computers have t h e  power o f  f i n i t e  s t a t e  machines.  The con- 
c a t e n a t a b i l i t y  o f  i n p u t s  t o  r e s t r i c t e d  semiautomata i n  t e rms  of t h e  
c o n t r o l  u n i t  concept  has  been pu t  f o r t h  i n  t h e  i n t r o d u c t i o n .  We have 
a l s o  no ted  t h a t  t h e  i n p u t  s e t  i s  t h e  same a s  t h e  s t a t e  s e t  and t h a t  t h e  
u s u a l  concept  o f  t ime  i s  a v a i l a b l e  t o  computers a s  we know them h e r e .  
A u n i v e r s a l  computer i s  a  t r i p l e  (A,P ,CU) a s  i n t r o d u c e d  above.  A 
Ve may view t h e  s e t  of s t a t e s  o f  t h i s  computtl~l as t h e  s e t  o f  t a p e s  pos- 
s i b l e  i n  a  Tur ing  machine o f  two symbols w i t h  a t a p e  i n f i n i t e  i n  one 
n  n  
d i r e c t i o n .  For every  f i n i t e  n  t h e  s e t  o f  a l l  mappings from 0 i n t o  0 
w i l l  be shown i n  t h e  n e x t  s e c t i o n  t o  b e  r e c o v e r a b l e  v i a  coding and 
embedding theorems a s  f u n c t i o n s  i n  P Thus viewed t h e  u n i v e r s a l  com- 
A 
p u t e r  h a s  a t  l e a s t  tile power o f  a  two symbol u n i v e r s a l  Tur ing  machine. 
Coding and Embedding Tileorems 
Hardware s t r u c t u r e s  i n  which t h e  a c t i o n s  a r e  a r b i t r a r y  f u n c t i o n s  
can b e  coded i n  hardware s t r u c t u r e s  i n  which t h e  a c t i o n s  i n  q u e s t i o n  a r e  
mi r ro red  i n  hemimorphisms ( s e t s  and r e s e t s )  o r  t h e y  may be coded i n  
s t r u c t u r e s  i n  which t h e  a c t i o n s  a r e  m i r r o r e d  i n  endomorphisms ( t r a n s -  
f o r m a t i o n s ) .  A r b i t r a r y  computers can be coded i n  computers o f  t h e  same 
s i z e  i n  which a l l  t h e  a c t i o n s  a r e  on ly  s e t  and r e s e t  o p e r a t i o n s .  Th i s  
mode o f  coding w i l l  n o t  g e n e r a l l y  r e c a p t u r e  t h e  e lementary  o p e r a t i o n s  
t h a t  a r e  "wired i n "  t h e  a r b i t r a r y  computer b u t  it is  c a p a b l e  o f  a p i e c e -  
meal s p e c i f i c a t i o n  o f  every  t r a n s i t i o n  from one s t a t e  t o  a n o t h e r .  
Hardware s t r u c t u r e s  i n  which t h e  a c t i o n s  p r e s e r v e  Boolean s t r u c t u r e  can 
I 
be homomorphically embedded i n  t h e  computation a l g e b r a  ( 0  , I , T , R ) .  
Computers t h a t  c a l l  only  s t r u c t u r e  p r e s e r v i n g  a c t i o n s  can b e  homomor- . 
p h i c a l l y  embedded i n  t h e  u n i v e r s a l  computer. I n  t h i s  s e c t i o n  we prove 
theorems s u p p o r t i n g  t h e  p reced ing  s t a t e m e n t s .  The s t r a t e g y  i s  f i r s t  t o  
code,  t h e n  t o  embed. F i r s t  we code and embed hardware s t r u c t u r e s ,  then  
we code and embed computers.  
Theorem 11. For  e v e r y  hardware  s t r u c t u r e  (o" ,G)  t h e r e  e x i s t s  a  
hardware  s t r u c t u r e  ( o k , ~ ) ,  where T  is  a  s e t  o f  t r a n s f o r m a t i o n s ,  and a  
n  n  
cod ing  f u n c t i o n  C from 0  i n t o  ok s u c h  t h a t  f o r  any f  i n  0  
Cgf = ~ ( t ) ~ f  
f o r  gcG and  some T ( t ) c T .  
P r o o f .  Choose k = 2  ( 2 n )  and d e f i n e  2" g e n e r a t o r s  o f  ok a s  f o l -  
k 
l ows :  L e t  W b e l o n g  t o  0  s u c h  t h a t  W ( 1 )  = 1 and w0(k)  = 0. Then f o r  
0  0  
n  
i = 1,. . . ,2 , t h e  g e n e r a t o r s  a r e  
W i  = T(ti)Wo 
where 
and 
t i ( m )  = k  o t h e r w i s e .  
k  
I t  i s  c l e a r  t h a t  t h e  s e t  {W1,W2, ..., W } f r e e l y  g e n e r a t e s  0 s i n c e  it 
rln 
i s  a n  independen t  s e t .  
n  
L e t  C b e  a n  a r b i t r a r y  one-one f u n c t i o n  from 0  o n t o  t h e  g e n e r a -  
k  
t o r s  o f  0  and o r d e r  t h e  e l e m e n t s  o f  0" such  t h a t  
n  n  Le t  g be  a  mapping from 0 i n t o  0  d e f i n e d  by 
What f o l l o w s  an a l g o r i t h m  f o r  c o n s t r u c t i n g  t h e  men- 
t i o n e d  i n  t h e  theorem.  Form a  m a t r i x  hav ing  t h e  g e n e r a t o r s  W 1,= , w  n ,  
2 
i n  t h a t  o r d e r ,  a s  i t s  rows.  Le t  h  b e  a mapping from ~ ( 0 " )  i n t o  ~ ( 0 " )  
t h a t  co r responds  t o  g .  That  i s ,  
n  
g i v e n  g  a s  above.  For  each j i n  { l ,  . ; . , 2 (  ) I we have t h e  r e q u i r e m e n t  
t h a t  
The column on t h e  r i g h t  o f  t h e  e q u a l s  s i g n  is  a column o f  0 ' s  and 1 ' s  
t h a t  summarizes t h e  v a l u e s  h  must y i e l d  and i s  p e r f o r c e  a  column j' o f  
t h e  m a t r i x  formed above.  Now d e f i n e  t h e  t r a n s f o r m a t i o n  t on t h e  i n d e x  
s e t  by  
According t o  t h i s  c o n s t r u c t i o n ,  h = T ( t )  and 
( ~ ( t ) ~ ~ ) ( j )  = ( W x o t ) ( j )  = W (j) = W i  ( j ' )  
X 
X 
F i n a l l y ,  we have 
a s  r e q u i r e d .  
n 
Theorem 1 2 .  For  eve ry  hardware  s t r u c t u r e  ( 0  ,G) t h e r e  e x i s t s  a 
hardware  s t r u c t u r e  ( o ~ , s ~ K ) ,  where SoR is  t h e  c l o s u r e  under  compos i t ion  
n o f  s e t s  and r e s e t s  on o k ,  and a cod ing  f u n c t i o n  C from 0 i n t o  ok such  
t h a t  f o r  any f i n  0" 
f o r  g b e l o n g i n g  t o  G and some I,J s u b s e t s  o f  {l, . . . ,  k), and P a pro-  r 
n 
j e c t i o n  o f  t h e  r t h  c o o r d i n a t e  o f  ok i n t o  0 . 
n n 
P r o o f .  Le t  g b e l o n g  t o  G ,  a mapping from 0 i n t o  0 , where 
and d e f i n e  a mapping gf; b e l o n g i n g  t o  t h e  s e t  o f  a l l  mappings from 
n n 
( 1 ,  ..., 2 i n t o  0 by 
n 
We n o t e  t h a t  t h e  a l g e b r a  o f  a l l  mappings from ti,. . . ,2"} i n t o  0 i s  
isomorphic  t o  0 
n - 2 n  
dnd d e f i n e  t h e  isomorphism 1 i n  t h e  obvious  way: 
n 
Let  {a l ,  ..., a } b e  t h e  atoms of 0 . Then t h e  atoms o f  t h e  a l g e b r a  of n 
n n 
mappings from ( 1 ,  ..., 2 i n t o  0 may b e  d e f i n e d  by 
~ . . ( k )  = o o f  on f o r  k + j 
13 
and 
A .  . ( k )  = a .  o f  on f o r  k = j 
13 1 
n 
where j ,  k 1, ..., 2 and i = 1, . . . ,  n .  A s  a  n o t a t i o n a l  e x p e d i e n t  l e t  
us  w r i t e  
Then 
and 
where 1 be longs  t o  t h e  s i r r~p le  a l g e b r a  0  and 0  be longs  t o  t h e  p roduc t  
n.  2n 
a l g e b r a  0  . There fore  
We now d e f i n e  t h e  coding f u n c t i o n  
Hence, t h e  J r e q u i r e d  i n  t h e  theorem i s  g;k-l(0). 
n  
Theorem 1 3 .  Every hardware s t r u c t u r e  (0 ,TRS), where TRS i s  a  
s e t  o f  t r a n s f o r m a t i o n s ,  r e s e t  o p e r a t o r s ,  and s e t  o p e r a t o r s ,  i s  a  quo- 
t i e n t  of t h e  computation a l g e b r a  ( o I ,  I ,T ,R) . 
Proof .  Let  E be  an equ iva lence  r e l a t i o n  d e f i n e d  on 0' a s  
fo l lows  : 
Epq 5 ~ ( i )  = q ( i )  f o r  i = 1, ..., n  
Then E induces  a  p a r t i t i o n  on 0' and a  homomorphism 
I n  
such t h a t  h ( p )  = I p l .  The q u o t i e n t  0  / E  i s  isomorphic  t o  0  . 
Furthermore,  we may d e f i n e  induced r e s e t ,  s e t ,  and t rans forma-  
I 
t i o n  o p e r a t o r s  on 0 /E a s  f o l l o w s :  
where i f  J i n t e r s e c t s  ( 1 ,  ..., n )  i n  t h e  n u l l  s e t  t h e n  
and if t h e  range of t is  o u t s i d e  ( 1 ,  ..., n )  t h e n  s i m i l a r l y  T ( t )  i s  t h e  
i d e n t i t y  t r a n s f o r m a t i o n .  From t h e s e  d e f i n i t i o n s  it f o l l o w s  t h a t :  
Thus, t h e  homomorphism p r e s e r v e s  s e t s ,  r e s e t s ,  and t r a n s f o r m a t i o n s .  
( c o n s u l t  t h e  n e x t  s e c t i o n  f o r  j u s t i f i c a t i o n  o f  t h e  d e f i n i t i o n s  of t h e  
induced o p e r a t o r s . )  
n 
Theorem 14.  Every computer ( 0  , G , C G )  i s  isomorphic t o  a s e t -  
n  n  
r e s e t  cornputer ( 0  ,SR,CSR). That i s ,  f o r  evcrmy f i n  0 , 
Proof .  The conclusion of  t h e  theorem i s  t h a t  t h e r e  e x i s t  R(J )  
and S (1 )  such t h a t  R ( J ) o S ( I )  i s  i n  SoR and such t h a t  
For CG(f) = g w e  have 
I = ( g f ) - l ( l )  and J = ( g f ) - l ( ~ )  
s o  t h a t  s i n c e  C G  is  a  func t ion  t h e r e  is  only one s e t  I and only one s e t  
n  
J f o r  each g  belonging t o  G and f belonging t o  0 . The new c o n t r o l  
u n i t  is  def ined  : 
Since  
n  
f o r  any h i n  0 t h e  conclusion of t h e  theorem fo l lows .  
Theorem 1 5 .  There e x i s t s  a u n i v e r s a l  computer ( A , P  , cu ) ,  a s  A 
d e f i n e d  i n  1 4 ,  i n  which e v e r y  s e t - r e s e t  computer can  b e  embedded v i a  
a  c o d i n g .  
P roof .  The c c l i n g  K i s  dcn ieved  by way of a  Ggdel numberin& ds 
n  folJ .ows:  For l:rlrkl scft o f  s t a t e s  0  we a s s i g n  t h e  number n .  ' r l i i s  i s  dn 
o r d e r i n g  o f  t h e  s e t  o f  a l l  f i n i t e  memories. i iext  we a s s i g n  an i n d e x  c  
t o  each c o n t r o l  u n i t  f o r  a  memory o n .  That  i s  t o  s a y  we o r d e r  t h e  s e t  
n  
o f  map?ings f rom 0  i n t o  t h e  s e t  o f  s e t s  and r e s e t s .  A s  was n o t e d  
e a r l i e r ,  e v e r y  a r b i t r a r y  compos i t ion  o f  s e t s  and r e s e t s  i s  e q u a l  t o  
S ( 1 )  0 R ( J )  f o r  some I and J d i s j o i n t  s u b s e t s  of ( 1 ,  . . . ,  n ) .  The number 
n  
o f  d i s t i n c t  c o n t r o l  u n i t s  f o r  computers w i t h  memory 0  i s  a  f i n i t e  
number which is  a  f u n c t i o n  o f  n  and t h e  i n d e x  c  i s  un ique .  F i n a l l y  
n  
we a s s i g n  a  unique  i n d e x  s t o  each  s t a t e  o f  0  . Through t h e  d e s c r i b e d  
as s ignments  a  un ique  o r d e r e d  t r i p l e t  ( n , c , s )  i s  a s s o c i a t e d  w i t h  each 
s t a t e  o f  each  computer.  The cod ing  K i s  t h e n  t h e  b i n a r y  r e p r e s e n t a t i o n  
o f  t h e  GGdel number o f  t r i p l e t s  ( n , c , s ) ,  which we deno te  by G ( n , c , s ) .  
More e x p l i c i t l y ,  i f  f i s  i n  o", t h e  i n d e x  o f  f i s  s ,  and t h e  i n d e x  o f  
t h e  c o n t r o l  u n i t  i s  c ,  t h e n  
where G ( n , c , s )  i s  i n  A and we have l e f t  j u s t i f i e d  t h e  b i n a r y  r e p r e s e n -  
t a t i o n  a p p r o p r i a t e l y .  
We d e f i n e  a  u n i v e r s a l  c o n t r o l  u n i t  f o r  t h e  u n i v e r s a l  computer 
where c ( s ) s  i s  t h e  i n d e x  o f  t h e  s t a t e  which e n s u e s  when t h e  o p e r a t i o n  
c a l l e d  by t h e  c o n t r o l  u n i t  w i t h  i n d e x  c a t  t h e  s t a t e  w i t h  i n d e x  s is  
n a p p l i e d  t o  t h e  s t a t e  w i t h  i n d e x  s .  For  any set. r e s e t  computer  ( 0  , 
SR,CSR), f  i n  on w i t h  i n d e x  s ,  CSR w i t h  i n d e x  c ,  t l lcn 
Thus K i s  a p r o p e r  embedding f u n c t i o n  i n  t h a t  it p r e s e r v e s  c o n t r o l  
u n i t s .  
Theorem 1 6 .  The re  e x i s t s  a u n i v e r s a l  con~puter .  (A,P , C I J )  i n  
A 
which e v e r y  a r b i t r a r y  computer  c a n  b e  embedded by a c o d i n g .  
P r o o f .  Fo l lows  f rom Theorems 1 4  and 1 5 .  
I t  seems r e a s o n a b l y  c l e a r  t h a t  we may n o t  o b t a i n  homomorphic 
embedding theo rems  on t h e  s t y l e  o f  Theorems 1 5  and  1 6  b e c a u s e  of t h e  
p r e s e n c e  o f  c o n t r o l  u n i t s .  Computers may have  t h e  same ha rdware  
s t r u c t u r e  b u t  d i f f e r  i n  c o n t r o l  u n i t s .  Theorem 1 3  shows t h a t  e v e r y  
ha rdware  s t r u c t u r e  whose s e t  of a c t  i o n s  is  composed o f  t r a n s f o r m a t  i o n ,  
s e t ,  and  r e s e t  o p e r a t o r s  i s  a q u o t i e n t  o f  t h e  computa t ion  a l g e b r a .  
Theorem 1 4  s t a t e s  t h a t  e v e r y  computer  i s  i s o m o r p h i c  t o  a  s e t - r e s e t  com- 
p u t e r .  N e v e r t h e l e s s ,  even  i n  t h e  l i g h t  o f  t h e s e  two theo rems  it d o e s  
n o t  f o l l o w  t h a t  t h e r e  e x i s t s  a u n i v e r s a l  computer  o f  which e v e r y  o t h e r  
computer  is  a q u o t i e n t .  I n  f a c t ,  t h e  d e n i a l  o f  t h i s  s t a t e m e n t  may b e  
shown by c o n s i d e r i n g  t h a t  homomorphisms must  p r e s e r v e  t h e  z e r o  e l e m e n t  
and  t h a t  two computers  may d i f f e r  i n  t h a t  t h e i r  c o n t r o l  u n i t s  may c a l l  
f o r  d i f f e r e n t  a c t i o n s  on t h e  z e r o  e l e m e n t .  But t h e  image o f  t h e  z e r o  
element under  a homomorphism must be  t h e  z e r o  o f  t h e  u n i v e r s a l  com- 
p u t e r ;  hence ,  it i s  n o t  p o s s i b l e  t o  homomorphically embed t h e s e  two 
computers t h e  u n i v e r s a l  one.  The s t r o n g e s t  homomorphism theorem 
b e  expec ted  i s  a s  f -ol lows.  
Theorem 1 7 .  Every a r b i t r a r y  cor:~puter i s  a quo t ie r i t  of some 
u n i v e r s a l  computer.  
P r o o f .  S i n c e  we have Theorem s u f f i c i e n t  t o  show t h a t  
f o r  e v e r y  s e t - r e s e t  computer t h e r e  e x i s t s  a u n i v e r s a l  c o m p ~ t e r  o f  which 
t h e  s e t - r e s e t  computer i s  a q u o t i e n t .  I n  o r d e r  t o  show t h i s  l a s t  s t e p  
we use  Theorem 1 3  and c o n s t r u c t  t h e  a p p r o p r i a t e  c o n t r o l  u n i t .  Computer 
(O",TRS ,CTRS) i s  a q u o t i e n t  o f  (A,P ,CU) p rov ided  C U  i s  d e f i n e d  such 
A 
t h a t  
f o r  p i n  A .  
The theorems s t a t e d  above summarize what might b e  viewed a s  t e n  
d i f f e r e n t  theorems a r i s i n g  from f i v e  s e p a r a t e  s i t u a t i o n s .  Beginning 
wi th  a hardware s t r u c t u r e  we have two ways t o  go: ( i )  We can go t o  
t h e  s t r u c t u r e  based on t r a n s f o r m a t i o n s ,  ( i i )  we can go t o  t h e  s t r u c t u r e  
based on s e t - r e s e t  o p e r a t o r s .  Each o f  t h e s e  we t h e n  embed i n  t h e  0 
I 
a l g e b r a s .  Th i s  accounts  f o r  f o u r  theorems--two f o r  encoding and two 
f o r  embedding. Beginning w i t h  a computer,  we f i r s t  choose whether  t o  
go t o  a l a r g e r  a l g e b r a  o r  t o  a piecemeal  recovery  o f  t h e  a c t i o n s  a s  
appears  i n  Theorem 1 4 .  If we choose t o  go t o  t h e  h i g h e r  a l g e b r a s ,  then  
we have a c h o i c e  o f  going t o  hemimorphisms o r  t o  endomorphisms and from 
e i t h e r  t o  go on t o  a  quo t i en t  o f  some u n i v e r s a l  computer. Thus, we may 
fo l low a  pa th  t o  two more encoding theorems and two more embedding 
theorems. This  accounts  f o r  e i g h t  o f  t h e  theorems. If we choose t h e  
piecemeal  recovery  of t h e  a c t i o n s ,  t hen  we encode t o  t h e  s e t - r e s e t  
computer and embed i n  some u n i v e r s a l  computer. Thus, we have a  t o t a l  
o f  f i v e  encodings and f i v e  embeddings. 
On t h e  b a s i s  o f  t h e s e  r e s u l t s  we h e r e i n a f t e r  unders tand by a  
computer t h e  a p p r o p r i a t e  q u o t i e n t  o f  some u n i v e r s a l  computer, and 
s i m i l a r l y  f o r  hardware s t r u c t u r e s .  
Algebraic  Theory 
The concepts  o f  suba lgebra ,  hcinomorphism, and i d e a l  a r e  b a s i c  
concepts  o f  u n i v e r s a l  a l g e b r a i c  t h e o r y .  Genera l ly ,  a  computation sub- 
a l g e b r a  i s  a  t rans format ion  suba lgebra  B o f  a  computation a l g e b r a  A 
t h a t  i s  a  computation a lgeb ra  wi th  r e s p e c t  t o  t h e  o p e r a t o r s  on A. A 
computation homomorphism i s  a  t r an s fo rma t ion  homomorphism t h a t  pre-  
serves r e s e t  operators.  A computation idea l  is a transformation idea l  
t h a t  i s  c lo sed  under r e s e t s .  These a r e  t h e  g e n e r a l ,  i n t u i t i v e  de sc r i p -  
t i o n s  o f  t h e  b a s i c  concepts .  I n  t h i s  s e c t i o n  we p u l l  t o g e t h e r  v a r i o u s  
u n i v e r s a l  a l g e b r a i c  f a c t s  t h a t  were used wi thout  proof  o r  j u s t i f i c a t i o n  
i n  t h e  p rev ious  s e c t i o n .  
D e f i n i t i o n  1 5  (Computation Suba lgebra ) .  If A i s  a  computation 
a l g e b r a  and B i s  a  t r an s fo rma t ion  suba lgebra  o f  A such t h a t  f o r  a l l  p  
i n  B ,  R(J)p  belongs t o  B f o r  a l l  f i n i t e  s u b s e t s  J o f  I ,  t h e n  B is a  
computation suba lgebra  o f  A. 
Def in i t i on  16 (Computation Homomorphism). If A and B a r e  compu- 
t a t i o n  a lgeb ras ,  a computation homomorphism is  a mapping h:A+B such 
t h a t  h i s  a t ransformat ion  homomorphism and 
where J is  a f i n i t e  subse t  of  I. 
Def in i t i on  17  (Computation I d e a l ) .  A subse t  M o f  C o f  (C,I ,T,R) 
is  a computation i d e a l  i f  it is  a t ransformat ion  i d e a l  o f  (C, I ,T) .  
C lea r ly ,  t h e r e  is  no novel ty  introduced t o  a t ransformat ion  i d e a l  
by a r e s e t  ope ra to r  s i n c e  r e s e t s  a r e  non-increasing. We may say  t h a t  
given an element of  an i d e a l ,  a l l  smal le r  elements ( i n  t h e  Boolean sense)  
a r e  i n  t h e  i d e a l .  The r e s e t  o f  an element is e i t h e r  equal  t o  o r  smal le r  
than  t h e  element and t h e r e f o r e  is  i n  t h e  t ransformat ion  i d e a l  a l r eady .  
Theorem 1 8  (Homomorphism Theorem). A subse t  M of  a computation 
a lgeb ra  A i s  t h e  ke rne l  of  a computation homomorphism i f  and only i f  it 
i s  a proper  computation i d e a l .  
Proof .  Suppose t h a t  M i s  a subse t  of A and t h e  ke rne l  o f  compu- 
t a t i o n  homomorphism h .  Obviously, t h e  0 of  A is  i n  M .  I f  p and q a r e  
i n  M t hen  
h (p )  = 0 and h (q )  = 0 
and s i n c e  
h ( p + q )  = h ( p )  + h ( q )  = 0 t 0 = 0 
we have p  t q  b e l o n g s  t o  M. Let  p  b e  i n  M and q b e  i n  A .  S i n c e  
p q be longs  t o  M. Again,  l e t  p  b e  i n  M. Then 
s o  t h a t  T ( s ) p  be long  t o  M .  T h i s  p roves  t h a t  M i s  a  computa t ion  i d e a l .  
To show t h a t  i s  a l s o  p r o p e r  one s imply  n o t e s  t h a t  M does  n o t  c o n t a i n  
t h e  1 o f  A s i n c e  i n  p a r t i c u l a r  h  i s  a  Boolean homomorphism. 
I n  o r d e r  t o  show t h a t  e v e r y  p r o p e r  computa t ion  i d e a l  M o f  t h e  
a l g e b r a  A = (A,I ,T,R)  is t h e  k e r n e l  of a  computa t ion  homomorphism, con- 
sider t h e  Boolean q u o t i e n t  a l g e b r a  
and t h e  n a t u r a l  Boolean homomorphism h  from A o n t o  B .  The t a s k  is  t o  
c o n v e r t  B u n i q u e l y  i n t o  a  computa t ion  a l g e b r a  i n  such  a  way t h a t  h  
becomes a  computa t ion  homomorphism w i t h  k e r n e l  M .  I n  o r d e r  t o  do t h i s ,  
we d e f i n e  T  on B and R on B and p rove  t h a t  t h e y  a r e  t r a n s f o r m a t i o n s  and 
r e s e t s ,  r e s p e c t i v e l y .  
For ( h p )  an  e lement  o f  B, d e f i n e  t h e  induced t r a n s f o r m a t i o n s  on 
B  by 
I n  o r d e r  t o  p rove  t h a t  t h i s  d e f i n i t i o n  i s  unambiguous it i s  n e c e s s a r y  
t o  p rove  t h a t  
( h p )  = ( h q )  i m p l i e s  T ( s ) ( h p )  = T ( s ) ( h q )  
Assuming t h e  a n t e c e d e n t ,  p  i s  congruen t  t o  q  and t h e i r  symmetric d i f -  
f e r e n c e ,  p  - q ,  b e l o n g s  t o  t h e  computa t ion  ideal .  1.3. T r a ~ l s f o r m a t i u n s  
a r e  endomorphisms and t h e r e f o r e  
S i n c e  i!! i s  a l s o  a  t r a n s f o r m a t i o n  i d e a l  it c o n t a i n s  ~ ( s ) ( p - ~ )  and 
~ ( s ) p  - ~ ( s ) q .  Thus, T ( s ) p  i s  congruen t  t o  T ( s ) q ,  o r  e q u i v a l e n t l y  
By d e f i n i t i o n  t h e n  
and t h e  induced t r a n s f o r m a t i o n s  ( s o - c a l l e d )  a r e  w e l l - d e f i n e d .  That  
t h e s e  o p e r a t i o n s  a r e  indeed  t r a n s f o r m a t i o n s  i s  shown by 
and 
Analogously ,  we d e f i n e  
and show t h a t  t h i s  d e f i n i t i o n  i s  unambiguous by showing t h a t  
( h p )  = (hq)  i m p l i e s  T ( s ) ( h p )  = T ( s ) ( h q )  
By h y p o t h e s i s ,  p - q  i s  i n  M and it f o l l o w s  t h a t  R ( J ) ( p - q )  i s  i n  M. We 
have 
which i m p l i e s  t h a t  
Thus,  t h e  induced  r e s e t  o p e r a t o r s  a r e  w e l l  d e f i n e d .  I t  is  m e c h a n i c a l  
t o  show t h a t  t h e  o p e r a t o r  i n  q u e s t i o n  mee t s  t h e  c o n d i t i o n s  s e t  f o r t h  i n  
D e f i n i t i o n  9 f o r  r e s e t  o p e r a t o r s .  The d e t a i l s  a r e  as f o l l o w s  w i t h  t h e  
i n d e x  s e t  J o m i t t e d  f o r  b r e v i t y .  I t  must b e  u n d e r s t o o d  t h a t  t h e  i n d e x  
s e t  i s  f i x e d  t h r o u g h o u t .  
1 R R ( ~ P )  = R ( ~ I ( R ~ ) )  = ~ R R P  = h ~ p  = ~ ( h p )  
( 2 )  R(hp+hq) = ~ ( h ( ~ + ~ ) )  = hR(p+q) = h(Rp+Rq) = hRp+hRq = 
Rhp+Rhq 
( 3 )  R(hp) 2 hp i f f  R(hp)+hp = hp 
R(hp)+hp hRp+hp = h(Kp+p) = hp 
( 4 )  R ( h p ) '  = Rhp' = hRp' = hR(Rp) '  = Rh(Rp) '  = 
R ( ~ R P ) '  = R ( R ~ P ) '  
( 5 )  ~ ( h p e h q )  = ~ ( h ( ~ e ~ ) )  = h ~ ( p e q )  = M R P ~ P , ~ )  = 
hRp hRq Rhp l Rhq 
I n  summary, we have  c o n s t r u c t e d  a  computa t ion  a l g e b r a  B f rom A 
i n  s u c h  a way t h a t  h  maps A o n t o  B and t h e  k e r n e l  o f  h  i s  M .  
The o n l y  c o n c r e t e  example o f  a  computa t ion  a l g e b r a  is  t h e  one  
b a s e d  on t h e  0-va lued  Boolean a l g e b r a .  R e p r e s e n t a t i o n  t h e o r y  p r o c e e d s  
by showing t o  what e x t e n t  e v e r y  computa t ion  a l g e b r a  is  r e p r e s e n t a b l e  by 
t h i s  0 -va lued ,  o r  s i m p l e ,  computa t ion  a l g e b r a .  Thus ,  t h e  main theorem 
o f  t h i s  s e c t i o n  i s  t h e  f o l l o w i n g  r e p r e s e n t a t i o n  theo rem.  
Theorem 1 9  ( K e p r e s e n t a t  i o n  Theorem).  Every computci t ion a l g e b r > a  
( C , I , T , R )  w i t h  ( C , I , T )  i somorph ic  t o  (o ' , I ,T)  is i somorph ic  t o  
P r o o f .  S i n c e  (C, 1 ,T)  i s  i s o m o r p h i c  t o  t 0' ,I , T )  , t h e  t r a n s f o r m a -  
t i o n  isomorphism d e t e r m i n e s  a  t r a n s f o r m a t i o n  i t l e a l  which i s  0. But t h i s  
i s  a l s o  a  computa t ion  i d e a l  and by Theorem 1 8  it d e t e r m i n e s  a  computa- 
I 
t i o n  i scmorphism f rom (C,I ,T,K) t o  ( 0  , I , T , R ) .  
The q u e s t i o n  of w h e t h e r  o r  n o t  one can  s t u d y  compute r s  a l g e -  
b r a i c a l l y  ( a n d  i f  s o ,  t o  what  e x t e n t ,  and  i n  what  a l g e b r a )  h a s  now been  
r e d u c e d  t o  a manageable q u e s t i o n .  Given t h a t  t h e  memory s t r u c t u r e  o f  
a  computer ,  i t s  s e t  o f  a c t i o n s ,  and i t s  c o n t r o l  u n i t  c o n s t i t u t e  an  
i n t e r e s t i n g  and s tudywor thy  p o r t i o n  o f  a compute r ,  t h e  q u e s t i o n  becomes 
one of w h e t h e r  o r  n o t  t h e r e  i s  a  t h e o r y  o f  morphisms f o r  s u c h  e n t i t i e s ,  
and  i f  s o ,  what i s  t h e  e x t e n t  o f  t h e  t h e o r y ,  and what  a r e  t h e  models  o f  
t h e  t h e o r y .  The answer  i s  i n  t h e  a f f i r m a t i v e  and t h e  a l g e b r a s  i n  
q u e s t i o n  a r e  computa t ion  a l g e b r a s .  We now e x t e n d  t h e  t h e o r y  o f  mor- 
phisms o f  computa t ion  a i g e b r a s  t o  computers  i n  t h e  f o l l o w i n g  d e f i n i t i o n : >  
and theo rems .  
D e f i n i t i o n  1 8 .  (B,PB,CB) i s  a subcomputer  o f  (C,P ,CC) i f  and C 
o n l y  i f  (B,P ) i s  a  computa t ion  s u b a l g e b r a  o f  (C,P ) and  CC r e s t r i c t e d  
B C 
t o  B i s  e q u a l  t o  CB.  
D e f i n i t i o n  1 9 .  A mapping h  f rom (B,PB,CB) i n t o  (C,P ,CC) is  a  
C 
computer  homomorphism i f  and o n l y  i f  h  i s  a computa t ion  homomorphism 
and 
D e f i n i t i o n  20.  A s u b s e t  M o f  B i n  t h e  computer (B,P ,CB) i s  a 
I! 
computer i d e a l  i f  and on ly  i f  M i s  a  computation i d e a l  and f o r  a l l  f , g  
i n  B such t h a t  f - g  is i n  M ,  t h e n  
Me n o t e  t n a t  a  computer i d e a l  i s  more t h a n  a  computation i d e a l ,  
and,  t h e r e f o r e ,  more t h a n  a  t r a n s f o r n ~ a t i o n  i d e a l .  The n o v e l t y  is  i n t r o -  
duced by t h e  c o n t r o l  u n i t .  
Theorem 20. A s u b s e t  M o f  a  computer i s  t h e  k e r n e l  of a  com- 
p u t e r  l.lomomorphism i f  and on ly  i f  it i s  a  p roper  computer i d e a l .  
P roof .  I f  M i s  t h e  k e r n e l  o f  a computer homomorphism 
h:(B,PB,CB) -+ (C,PC,CC) 
then  it i s  t h e  k e r n e l  o f  a  computation homomorphism and 
h ( c B ( f ) f )  = CC(hf)hf 
f o r  every f i n  C .  I f  f-g belongs  t o  M, t h a t  i s ,  i f  hg = hf  t h e n  
CC(hf)hf = h ( ~ B ( f ) f )  = CC(hg)(hg) hCB(g)g 
Let M be a  computer i d e a l  and c o n s i d e r  
which is  a computation homomorphism. Define a computer (3/M,PB,CI4) 
such t h a t  
f o r  a l l  f i n  B and If 1 i n  B/M. I f  g belongs t o  If / , t h en  CB(g)g = 
CB(f)f  s i n c e  M i s  a computer i d e a l .  Let 
f o r  f i n  B t hen  
That completes t h e  proof  o f  t h e  theorem. 
Theorem 21. Every computer (B,P ,CB) with  (B,I ,T,R)  isomorphic 
B 
I 
t o  ( 0  , I ,T ,R)  i s  isomorphic t o  some u n i v e r s a l  computer. 
I 
Proof .  Since (B,I ,T,R)  i s  isomorphic t o  ( 0  , I ,T ,R) ,  t h e  compu- 
t a t i o n  isomorphism determines  a computation i d e a l  which is  { o } .  Define 
I 
t h e  c o n t r o l  u n i t  C U : O  +P such t h a t  A 
C U ( I S O ( ~ ) )  ( 1 so ( f ) )  = I s o  ( c ~ ( f ) f )  
f o r  a l l  f  i n  B .  The isomorphism s o  extended i s  a computer isomorphism 
s i n c e  (01 i s  indeed a p r o p e r  computer i d e a l .  
The f i e l d  o f  computation can indeed be  approached a l g e b r a i c a l l y  
and t h e  a l g e b r a  i s  a t  tinles q u i t e  i l l u m i n a t i n g .  However>, we have no ted  
a t  l e a s t  one very s u b s t a n t i a l  l i m i t a t  i o n  t o  f u r t h e r  a lgeb l la ic  develop- 
ments.  Namely, it is  n o t  p o s s i b l e  t o  homomorphically embed every  com- 
p u t e r  i n  one and t h e  same u n i v e r s a l  computer. Thus, t h e  comparison o f  
computers cannot  be  c a r r i e d  o u t  a s  hoped i n  t e rms  o f  t h e  comparison o f  
d i f f e r e n t  q u o t i e n t s  o f  a f i x e d  a l g e b r a ,  i n  g e n e r a l .  Such a l i m i t a t i o n  
was a n t i c i p a t e d  t o  t h e  a u t h o r  by P r o f e s s o r  S. Gorn i n  p r i v a t e  d i s c u s -  
s i o n s .  The s o u r c e  o f  t h e  l i m i t a t i o n  is  t h e  n a t u r e  o f  c o n t r o l  u n i t s ,  
a s  was f u r t h e r  a n t i c i p a t e d  by F r o f e s s o r  Gorn. 
C o m ~ u t a t  i o n  S ~ a c e s  
The t o p o l o g i c a l  v e r s i o n  of S t o n e ' s  theorem s a y s  t h a t  t h e r e  i s  a 
one-to-one correspondence between E ~ o l e a n  a l g e b r a s  and t o t a l l y  d i scon-  
n e c t e d  compact Hausdorff  s p a c e s ,  i . e .  Boolean s p a c e s .  S i n c e  homeomor- 
phism i s  t h e  t o p o l o g i c a l  c o u n t e r p a r t  o f  t h e  a l g e b r a i c  concept o f  i s o -  
morphism, t h i s  one-one-ness means t h a t  an a l g e b r a  A de te rmines  a s p a c e  
X t o  w i t h i n  homeomorphism and a s p a c e  X de te r r r~ ines  an a l g e b r a  A t o  w i t h i n  
isomorphism. The a l g e b r a  A cor responding  t o  t h e  space  X i s  c a l l e d  t h e  
d u a l  o f  X and is  n o t a t e d  Xfi .  The space  X cor responding  t o  t h e  a l g e b r a  A 
i s  c a l l e d  t h e  d u a l  o f  A and i s  n o t a t e d  Aft.  The t h e o r y  o f  d u a l i t y  makes 
p o s s i b l e  a somewhat more u n i f i e d  t r e a t m e n t  of t r a n s f o r m a t i o n s  and r e s e t s  
t h a n  i s  p o s s i b l e  i n  t h e  a l g e b r a i c  t h e o r y  i n  t h a t  a l l  s t r u c t u r a l  d e t a i l s  
a r e  d u a l i z e d  t o  r e l a t i o n s  and r e l a t i o n a l  p r o p e r t i e s .  
I t  h a s  a l r e a d y  been n o t e d  t h a t  t r a n s f o r m a t i o n s  and r e s e t  oper -  
a t o r s  a r e  hemimorphisms. The t o p o l o g i c a l  concept  t h a t  i s  the d u a l  o f  
a l g e b r a i c  hemimorphisms is  t h a t  o f  a Boolean r > e l d t i o n .  Before  d e f i n i n g  
Boolean r e l a t i o n s  we i n t r o d u c e  a l i m i t e d  amount o f  n o t a t i o n .  Elements 
of a b i n a r y  r e l a t i o n  + on Boolean s p a c e s  Y and X a r e  w r i t t e n  i n  t h e  
-1 
p r e f i x  s t y l e  +yx f o r  y i n  Y and x i n  X .  + d e n o t e s  t h e  i n v e r s e  o f  +. 
i f  Q i s  a s u b s e t  of  Y ,  t h e  d i r e c t  image o f  Q u ~ d e r  +, +Q, i s  t h e  s e t  o f  
a l l  p o i n t s  x i n  X f o r  which t h e r e  e x i s t s  a p o i n t  y i n  Q such t h a t  +yx. 
-1 
The i n v e r s e  image of a s u b s e t  P of X under 4 ,  + P ,  i s  t h e  s e t  of p o i n t s  
y i n  Y f o r  which t h e r e  e x i s t s  a p o i n t  x i n  P such t h a t  +yx. 
D e f i n i t i o n  21. A Boolean r e l a t i o n  + i s  a r i e l a t i o n  on Y x X ,  
where X and Y a r e  Boolean s p a c e s ,  such t h a t  t h e  i n v e r s e  image o f  eve ry  
open and c l o s e d  s e t  i n  X i s  an open and c l o s e d  s e t  i n  Y and such t h a t  
t h e  d i r e c t  + image o f  eve ry  p o i n t  i n  Y i s  a c l o s e d  s e t  i n  X .  
The topo logy  cor respond ing  t o  t h e  s i m p l e  Boolean a l g e b r a  is  t h e  
one i n  which every  member o f  t h e  power s e t  o f  0 i s  an open s e t .  There 
i s  a s o - c a l l e d  n a t u r a l  isomorphism between X:, f o r  X a  a o o l e a n  s p a c e ,  
and t h e  s e t  o f  a l l  con t inuous  f u n c t i o n s  from X i n t o  t h e  t o p o l o g i c a l  
s p a c e  on 0 .  Every Boolean a l g e b r a  i s  t o  b e  i d e n t i f i e d  w i t h  t h e  a l g e b r a  
o f  a l l  O-valued con t inuous  f u n c t i o n s  on i t s  d u a l  s p a c e .  Accord ing ly ,  
assume t h a t  an e lement  p i n  A i s  a con t inuous  f u n c t i o n  from X i n t o  0. 
Then p ( x ) ,  f o r  x i n  X ,  i s  t h e  c h a r a c t e r i s t i c  f u n c t i o n  f o r  t h e  open s e t  
p: i n  t h e  s p a c e  X .  Thus,  p ( x )  = 1 i f  x be longs  t o  pf: and p ( x )  = 0 i f  
x does n o t  be long  t o  pf:. 
Let  A and B b e  Boolean a l g e b r a s  w i t h  d u a l  s p a c e s  X and Y ,  
r e s p e c t i v e l y .  I f  f i s  a hemimorphism from A i n t o  B,  i t s  d u a l ,  ff:, i s  
t h e  r e l a t i o n  on Y x X d e f i n e d  by 
ff:yx i f  and o n l y  ii p ( x )  = f p ( y )  
f o r  a l l  p i n  A. I f  4 i s  a Boolean  r e l a t i o n  on Y x X ,  i t s  d u a l ,  $f:, i s  
t h e  mapping t h a t  a s s i g n s  t o  e v e r y  p i n  A a f u n c t i o n  $2p f rom Y t o  0. 
$;':p i s  d e f i n e d  by 
We can  now s t a t e  t h e  p r i n c i p a l  t heo rem i n  t h e  t h e o r y  o f  Boolean  
d u a l i t y .  
Theorem 22 (Halmos [8] ,  Page 5 4 ) .  If f i s  a hemimorphism, t h e n  
-1. .'. .1. 
d .  ,b 
f i s  a Boolean  r e l a t i o n ,  and  f = f .  If  $ i s  a Boolean  r e l a t i o n ,  t h e n  
-1. -1. .'. 
,b d b  
$ i s  a hemimorphism and $ = $ .  
A l l  t r a n s f o r m a t i o n  and r e s e t  o p e r a t o r s  a r e ,  i n  t h e  l i g h t  o f  
Theorem 22 ,  t h e  d u a l s  o f  Boolean r e l a t i o n s ,  and  c o n v e r s e l y .  However, 
t r a n s f o r m a t i o n s  a r e  more t h a n  hemimarphisms;  t h e y  a r e  endomorphisms.  
The f o l l o w i n g  theo rem shows t h a t  t h e s e  Boolean  r e l a t i o n s  must b e  f u n c -  
t i o n s .  
Theorem 23 (Halmos [8] ,  Page 5 7 ) .  I f  f i s  a hemimorphism f rom 
A t o  B and 4 i s  t h e  c o r r e s p o n d i n g  Boolean  r e l a t i o n  on Y x X ,  t h e n  f i s  
a homomorphism i f  and o n l y  i f  $ i s  a f u n c t i o n  w i t h  domain Y .  
C l e a r l y ,  one  Boolean  r e l a t i o n  o f  t h e  d u a l  o f  a computa t ion  
a l g e b r a  must be  t h e  i d e n t i t y  r e l a t i o n  on t h e  d u a l  space  o f  t h e  a l g e b r a .  
The fo l lowing  theorem w i l l  h e l p  i n  o b t a i n i n g  t h e  d u a l  concept o f  t h e  
requirement  t h a t  t h e  composit ion of  two t r an s fo rma t ions  must be a t r a n s -  
fo rmat ion .  
Theorem 24 (Halmos [8], Page 56) .  If A ,  B, and C a r e  Boolean 
a lgeb ra s  wi th  d u a l  spaces  X ,  Y ,  and Z ,  r e s p e c t i v e l y ,  and i f  f and g a r e  
hemimorphisms from A i n t o  B and B i n t o  C, r e s p e c t i v e l y ,  t hen  
The a p p r o p r i a t e  concept i s  t h a t  t h e  s e t  o f  Boolean r e l a t i o n s  on 
computation spaces  must be  c lo sed  under r e l a t i o n a l  p roduc t .  
Theorem 23 a l s o  shows t h a t  t h e  idempotence o f  r e s e t  o p e r a t o r s  
d u a l i z e s  t o  a requirement  o f  t r a n s i t i v i t y  and d e n s i t y  on t h e  correspond- 
i n g  Boolean r e l a t i o n ,  Rf:. Rf: i s  dense s i n c e  t h e  i n t e r s e c t i o n  o f  Rf: with  
t h e  d i f f e r e n c e  r e l a t i o n  x # y i s  a Boolean r e l a t i o n  t h a t  i s  a s u b s e t  of 
i t s  squa re .  According t o  t h e  theorem t h a t  f o l l ows ,  t h e  r e s e t  Boolean 
r e l a t i o n s  must be f u n c t i o n s .  
Theorem 25 (Halmos [8],  Page 57) .  I f  a hemimorphism f from A t o  
B and a Boolean r e l a t i o n  4 from Y t o  X a r e  each o t h e r ' s  d u a l s ,  t hen  f i s  
m u l t i p l i c a t i v e  i f  and on ly  i f  @ i s  a f u n c t i o n .  
Note t h a t  t h i s  theorem does n o t  make m u l t i p l i c a t i v e  hemimorphisms 
i n t o  homomorphisms s i n c e  t h e r e  is  no requirement  t h a t  t h e  d u a l  of a 
m u l t i p l i c . a t i v e  hemimorphism be  a f u n c t i o n  w i th  domain Y .  Indeed i t  can 
be shown t h a t  s i n c e  t h e  m u l t i p l i c a t i v e  hemimorphisms o f  i n t e r e s t ,  t h e  
s e t s  and r e s e t s ,  do no t  preserve  0 and 1, r e s p e c t i v e l y ,  t h e i r  dua ls  
w i l l  have a s  domains proper  subse t s  of Y .  For J # 0, R ( J ) l  f 1, then 
i s  a proper subse t  o r  Y, and s i m i l a r l y  f o r  s e t .  
Reset ope ra to r s  a r e  non-increasing s o  t h e i r  dua ls  must have 
.r. .. 
R x c x,  f o r  open s e t  x.  The dua l  of - 
Rp' = R(Rp)' 
f o r  open s e t  x.  
Since it is we l l  known t h a t  every atomic Boolean a lgebra  i s  
isomorphic t o  t h e  f i e l d  of s e t s  of a l l  subse t s  of some s e t ,  we have 
developed t h e  fol lowing representation theorem. 
Theorem 26 (Representat ion Theorem). Every computation a lgebra  
( C , I  , T , R )  , which may be w r i t t e n  






A l l  t h e  T': a r e  f u n c t i o n s  on U x U. 
1 
-7. 3. 
For a r b i t r a r y  T" and T A  t h e r e  e x i s t s  s T" such that 
i j '  k 
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T .  I T = T;. 
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-7. 
One T: i s  t h e  i d e n t i t y  i n  U x U .  
1 
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A l l  R: a r e  f u n c t i o n s  from U i n t o  U .  
1 
.7. 
The R .  a r e  t r a n s i t i v e  and dense .  
1 
.'. 
R;(u) - c U .  
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R ' . ' ( ~ I  = R ~ ( R ; u )  ' .  
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For each R: t h e r e  e x i s t s  a  T" such t h a t  
1 j 
w i t h  v  a s  i n  ( 8 ) .  
Urysohn's  m e t r i z a t i o n  theorem s t a t e s  t h a t  a  t o p o l o g i c a l  space  
t h a t  i s  T and f o r  which t h e  second axiom of  c o u n t a b i l i t y  h o l d s  i s  
3 
m e t r i z a b l e .  A t o p o l o g i c a l  s p a c e  t h a t  i s  T and normal i s  a l s o  T If 
1 4' 
a  s p a c e  i s  T t h e n  it i s  T I n  o r d e r  t o  prove t h a t  a  computat ion space  
4 3' 
is  m e t r i z a b l e ,  it i s  n e c e s s a r y  t o  show s imply  t h a t  it i s  normal and h a s  
a  denumerable b a s e .  
A t opo log ica l  space is  normal i f  and only i f  f o r  each d i s j o i n t  
p a i r  of  c losed  s e t s ,  A and B y  t h e r e  a r e  d i s j o i n t  o:en s e t s ,  U and V ,  
such t h a t  A is a subse t  of  U and B is a subse t  o f  V .  Computation 
spaces  a r e  obviously normal s i n c e  every subse t  of  t h e  underlying s e t  
i s  both open and c losed .  
Computation a lgeb ra s  of  i n t e r e s t  have c a r d i n a l i t y  Aleph-one, 
a r e  a tomic,  and have Aleph-zero atoms. An element of  an atomic Boolean 
a lgeb ra  is  t h e  supremum o f  t h e  elements it dominates. I n  t h e  dua l  
space of  such an a l g e b r a ,  an element is t h e  union of t h e  u n i t  s e t s  of 
i ts  members. The s e t  o f  a l l  u n i t  s e t s  forms a denumerable base .  Thus 
t h e s e  spaces  a r e  met r izab le  and d i s c r e t e .  
The space U t o g e t h e r  wi th  t h e  d i s c r e t e  topology P ( U )  and t h e  
.?. .. .1. ,. .r. .. .'. .. 
Boolean r e l a t i o n s  T1, ..., T n ,  ..., R1, ..., Rn, ... o f  Theorem 26 i s  t h e  
dua l  of  t h e  computation a lgeb ra  (C,I,T,R) and hence may be app rop r i a t e ly  
c a l l e d  t h e  computation space o f  t h i s  a lgebra .  An e n t i r e l y  s i m i l a r  con- 
cep t  of  hardware space is a l s o  a v a i l a b l e .  
Let h be a computational homomorphism wi th  ke rne l  M from t h e  
.I. 
computation a lgeb ra  A on to  A/M. By Theorem 1 4  h" is a Boolean r e l a t i o n  
and fur thermore a func t ion .  Since each func t ion  from one Boolean space 
.'. 
t o  another  i s  a Boolean r e l a t i o n  i f  and only i f  it is  cont inuous,  ha' 
.l. 
i s  such a continuous mapping from A" t o  ( A / E I ) * .  From t h i s  it fo l lows  
t h a t  t h e  dua l  o f  a hardware s t r u c t u r e ,  a hardware space ,  is  always t h e  
range space of  some continuous mapping from t h e  computation space .  
This f a c t  is  t h e  dua l  o f  Theorem 1 3  which s t a t e s  t h a t  every hardware 
s t r u c t u r e  o f  t h e  t r ans fo rma t ion - r e se t - s e t  t ype  is a quo t i en t  of  t h e  
cornput a t  ion  a lgeb ra .  
I f  we d u a l i z e  beyond computa t ion  a l g e b r a s  t o  computers  we may 
c o n s i d e r  t h a t  t h e  c o n t r o l  u n i t  d u a l l y  d e f i n e s  a  f u n c t i o n  from t h e  c lopen  
s e t s  o f  t h e  hardware s p a c e  i n t o  t h e  Boolean r ~ c l s t i o n s  on t h e  s p a c e .  
The d i r e c t  image o f  a  c lopen  s e t  under  t h e  Soolean r e l a t i o n  which t h e  
c o n t r o l  u n i t  a s s i g n s  t o  it is t h e  c lopen  s e t  which i s  t h e  d u a l  o f  t h e  
n e x t  s t a t e  o f  t h e  computer.  
CHAPTER IV 
CONCLUDING REMARKS 
Limi ta t  i ons  and Advantages 
o f  t h e  Algebra ic  Approach 
This  paper  r e p r e s e n t s  one a l g e b r a i c  approach t o  t h e  s t udy  of  
computation.  I n  p a r t i c u l a r ,  we s t u d i e d  Boolean a lgeb ra s  wi th  o p e r a t o r s .  
This  cho ice  sugges ted  i t s e l f  f o r  s e v e r a l  r e a sons .  A good d e a l  o f  suc-  
c e s s  has  been achieved by Halmos and Ta r sk i  i n  f i n d i n g  i n  Boolean 
a l g e b r a s  w i th  o p e r a t o r s  t h e  s t r u c t u r e s  s u i t a b l e  f o r  t h e  e x p l i c a t i o n  of 
t h e  lower p r e d i c a t i v e  c a l c u l u s .  P r i o r  t o  t h i s ,  o f  cou r se ,  Boolean 
a l g e b r a s  were shown t o  be s u i t a b l e  f o r  t h e  s t udy  o f  t h e  s e n t e n t i a l  
l o g i c .  More r e c e n t l y ,  Boolean a lgeb ra s  have been used t o  e x p l i c a t e  
m a t t e r s  o f  s e t  t heo ry  t h a t  have h e r e t o f o r e  been r a t h e r  opaque [21]. 
I t  was f e l t  t h a t  Boolean a lgeb ra s  would prove s i m i l a r l y  i l l u m i n a t i n g  
i n  t h e  f i e l d  o f  computation.  
More s p e c i f i c a l l y ,  we recognize  t h e  seemingly n a t u r a l  a f f i n i t y  
between m a t t e r s  concerning computers and Boolean a l g e b r a s .  A Boolean 
a l g e b r a  i s  r e a d i l y  d e f i n a b l e  on t h e  s e t  of s t a t e s  o f  a  computer. Fur- 
t h e r ,  many computer o p e r a t i o n s ,  i . e .  i n s t r u c t i o n s ,  a r e  Boolean i n  
n a t u r e .  For t h e s e  reasons  it seemed reasonable  t o  i n i t i a t e  an a l g e b r a i c  
s t udy  o f  computation a long  Boolean l i n e s .  
C e r t a i n  l i m i t a t i o n s  a r e  i nhe ren t  i n  t h i s  cho i ce ,  however. The 
i n h e r e n t  l i m i t a t i o n s  stem from t h e  f a c t  t h a t  Boolean a lgeb ra s  have s o  
much s t r u c t u r e  t h a t  a c o n s i d e r a b l e  burden i s  p l a c e d  on making d e f i n i -  
t i o n s  and theorems.  For example, we found i n  an e a r l i e r  s e c t i o n  t h a t  
a  c e r t a i n  hoped-for homomorphic embedding cou ld  n o t  be  ach ieved .  I t  
could  n o t  be ach ieved  because  of an overage of  s t r u c t u r e ,  namely d i s -  
t i n g u i s h e d  e lements ,  t h a t  had t o  be  p r e s e r v e d  and t h e  p r e s e r v a t i o n  o f  
t h e s e  e lements  was incongruent  w i t h  t h e  n a t u r e  o f  c o n t r o l  u n i t s .  
Another example o f  such l i m i t a t i o n s  i s  imminent i n  t h e  s e c t i o n  on com- 
p u t a t i o n  s p a c e s .  The m e t r i c  a s s o c i a t e d  w i t h  such s p a c e s  i s  n o t  d e f i n e d  
on t h e  c lopen s e t s ;  however, t h e  d u a l s  o f  t h e  i t ems  on which we want 
m e t r i c s  a r e  i n  terms o f  t h e  c lopen s e t s .  I n  g e n e r a l ,  t h e  l i m i t a t i o n s  
on t h e  p r e s e n t  approach a r e  m a n i f e s t  i n  t h e  a l g e b r a ' s  b e i n g  t o o  r i c h  
i n  s t r u c t u r e .  
Other  a l g e b r a i c  approaches  might avoid  t h e s e  d i f f i c u l t i e s .  Lat-  
t i c e s  have l e s s  s t r u c t u r e  t h a n  do Boolean a l g e b r a s ,  and s e m i - l a t t i c e s  
have even l e s s  s t r u c t u r e .  There fore ,  t h e  e x t e n s i o n  o f  a l g e b r a i c  t h e o r y  
t o  hardware s t r u c t u r e s  and computers would be l e s s  demanding o f  an 
a l g e b r a  o f  computation based on l a t t i c e s  o r  s e m i - l a t t i c e s .  On t h e  o t h e r  
hand, impor tan t  c o n t a c t  w i t h  o t h e r  t h e o r i e s ,  e . g .  p o l y a d i c  a l g e b r a s  and 
Boolean spaces  would b e  l o s t .  
The d u a l i t y  c o n s i d e r a t i o n s  i n  t h i s  approach s u g g e s t  an  avenue o f  
i n v e s t i g a t i o n  o f  measures ,  through m e t r i c s .  D i f f i c u l t i e s  w i t h  t h i s  
avenue o f  i n v e s t i g a t i o n  have a l r e a d y  been a n t i c i p a t e d ;  however, some 
s u g g e s t i o n s  a l s o  come t o  mind f o r  overcoming some of  them. 
The p r e s e n t  approach does have t h e  m e r i t  t h a t  it f i t s  n i c e l y  i n t o  
t h e  g e n e r a l  schema o f  Boolean a l g e b r a s  w i t h  o p e r a t o r s  advanced by Tarski .  
Thus, those general developments accrue naturally to computation 
algebras. Computation algebras are very similar to polyadic algebras, 
underlining the close relationship between logic and computation. A 
complete rapproachment between polyadic algebras and computation alge- 
bras should prove interesting and profitable to the theory of computa- 
tion. At the present stage of the rapproachment, the two algebras have 
the same topologies. The theory of duality of polyadic algebras banks 
only on the fact that quantifiers are hemimorphisms. This much they have 
in common with reset operators. Such close contact with an existing 
algebraic theory is valuable for perspective, if for nothing else. 
We have made the study of computation an object of universal 
algebraic theory. Computation algebra is in this sense clearly more 
algebra than computation. In essence, this means that some problems 
in the field of computation may now be studied with widely-known alge- 
braic methods, which may make the field more palatable to professional 
mathematicians. 
In dealing with contemporary computers, we are able to study 
them at any degree of detail or generality. The states and state tran- 
sition functions have been given a great deal of structure so that their 
characteristics are reflected in the algebra. Further, the basic alge- 
braic concepts pertaining to such facilities have duals in the topology. 
Further Developments 
Many questions along the present line of development remain to 
be investigated. Since most of the theorems in the section on coding 
and embedding are existence theorems, questions of optimality arise. 
I t  has  n o t  been proved t h a t  t h e  a lgeb ra  i n  which a l l  ope ra t i ons  a r e  
recovered i n  t ransformat ions  i s  t h e  s m a l l e s t .  A s i m i l a r  s ta tement  ho lds  
f o r  t h e  a lgeb ra  based on s e t s  and r e s e t s .  I t  i s  a l s o  l i k e l y  t h a t  t h e  
cons t ruc t ions  given f o r  c o n t r o l  u n i t s  a r e  no t  i n  any sense  t h e  most 
d e s i r a b l e .  I t  remains t o  develop c r i t e r i a  of  d e s i r a b i l i t y  and o p t i -  
ma l i t y  and t o  s t a t e  and prove t h e  app rop r i a t e  theorems. 
The d e t a i l e d  i n v e s t i g a t i o n  of s e v e r a l  s p e c i a l  u n i v e r s a l  computers 
would a l s o  be u s e f u l .  Those u n i v e r s a l  computers whose c o n t r o l  u n i t s  a r e  
uniquely determined by t h e i r  d e f i n i t i o n  on a  suba lgebra  o f  t h e  u n i v e r s a l  
a lgeb ra ,  would perhaps be of  s p e c i a l  i n t e r e s t .  S i m i l a r l y ,  u n i v e r s a l  
computers whose c o n t r o l  u n i t s  a r e  s p e c i f i e d  by t h e  s e t  of atoms, t h e  
s e t  o f  gene ra to r s ,  proper  i d e a l s ,  o r  proper  f i l t e r s  would appear  t o  be 
o f  s p e c i a l  i n t e r e s t .  Control  u n i t s  determined i n  ways j u s t  suggested 
a r e  sys t ema t i ca l l y  r e l a t e d  t o  c o n t r o l  u n i t s  t h a t  a r e  preserved under a  
d i s t i ngu i shed  s e t  of  morphisms. 
An a l t e r n a t i v e  t o  seek ing  refuge i n  a lgeb ra s  o f  l e s s  s t r u c t u r e  
t han  a  Boolean a lgebra  would be t o  narrow t h e  concepts we wish t o  
recover .  The s tudy  of s p e c i a l  u n i v e r s a l  computers would f u r n i s h  ways 
o f  narrowing such concepts .  For example, i f  we agree t h a t  a l l  c o n t r o l  
u n i t s  a r e  t o  c a l l  t h e  i d e n t i t y  mapping on t h e  s t a t e s  t h a t  a r e  t h e  d i s -  
t i ngu i shed  elements of t h e  a lgeb ra ,  then  homomorphic embedding is pos- 
s i b l e .  Such a  convention i s  not  u n r e a l i s t i c .  
More g e n e r a l l y ,  t h e  ques t ion  can be posed a s  t o  what a r e  t h e  
c h a r a c t e r i s t i c s  of a  maximal s e t  of  computers, a l l  o f  which can be i n  
some s tandard  way embedded i n  a p a r t i c u l a r  u n i v e r s a l  computer. This 
s tandard  way of  embedding may be by monomorphisms, homomorphisms, o r  
hemimorphisms. In t h e  present  paper we inves t iga t ed  only homomorphic 
embedding. In t h e  event t h a t  an embedding was not  a  homomorphism we 
d id  no t  make inqu i ry  a s  t o  what l e s s e r  s o r t  of embedding was p o s s i b l e .  
I t  i s  c l e a r  however t h a t  an exhaust ive s tudy  of  embedding p o s s i b i l i t i e s  
i s  d e s i r a b l e .  
Such a  s tudy  could r e s u l t  i n  an a l g e b r a i c  theory  of  t h e  c l a s s i -  
f i c a t i o n  of  computers. A l l  computers "morphictt t o  a  given un ive r sa l  
computer, which has i t s  con t ro l  u n i t  p rescr ibed  i n  a  s p e c i a l  way, would 
be i n  t h e  same c l a s s .  Admittedly, such a  c l a s s i f i c a t i o n  would be from 
t h e  po in t  of  view of t h e o r e t i c a l  expediency r a t h e r  than from t h e  p o i n t  
of  view of mir ror ing  modes of c l a s s i f i c a t i o n  t h a t  e x i s t  i n  p r a c t i c e .  
In t h e  theory of d u a l i t y  t h e r e  i s  a  l a rge  number of  ques t ions  t o  
explore .  The previous chapter  concluded with a  comment t o  t h e  e f f e c t  
t h a t  t h e  dual  of  a  con t ro l  u n i t  def ines  a  func t ion  from clopen s e t s  of  
t h e  hardware space i n t o  Boolean r e l a t i o n s  on t h e  space.  Thus, t h e  
obvious e f f e c t  of  t h e  cont ro l  u n i t  on t h e  topology of t h e  space i s  t h a t  
it sends clopen s e t s  i n t o  clopen s e t s .  However, t h i s  i s  a  f i r s t  obser -  
va t ion  and t h e  ques t ion  remains open a s  t o  what i s  t h e  app ropr i a t e  
dua l ,  i f  any, of a  con t ro l  u n i t  i n  a  computation space.  
The dua ls  of t h e  s t a t e s  of a  computer a r e  t h e  clopen s e t s  of  t h e  
underlying space of  t h e  topology. Metr ics  a r e  def ined  on t h e  space 
r a t h e r  than on t h e  clopen s e t s  of  t h e  space.  Since i n  q u a n t i t a t i v e  
s t u d i e s  we may be i n t e r e s t e d  i n  ass igning  weights t o  t h e  s t a t e s  of  t h e  
computer, t h e  ques t ion  of how t o  pass  from a  me t r i c  on t h e  space t o  
measures on its clopen s e t s  needs t o  be explored. This quest ion a l s o  
bears  on t h e  p o s s i b i l i t y  of having a notion of  d is tance  between s t a t e s  
o f  a computer. In t h i s  case,  an a l t e r n a t i v e  quest ion t o  ask is how t o  
appropr ia te ly  a s soc ia te  s t a t e s  of t h e  computer (clopen s e t s )  t o  points  
i n  t h e  space such t h a t  t h e  duals  of t h e  s t a t e  t r a n s i t i o n s  a r e  pre- 
served. 
A f i n a l  suggestion is t h e  quest ion of how t o  temporally deploy 
computers i n  computation algebras.  That i s ,  what a r e  t h e  a lgebra ic  
f a c t s  re levant  t o  a l l  notions of time t h a t  preserve t h e  s e q u e n t i a l i t y  
of  computers? 
These suggestions a r e  not  exhaustive; they a r e  only ind ica t ive  
of  t h e  s o r t s  of a lgebra ic  inves t iga t ions  of computers which appear t o  
be v iable .  
Summary 
We s e t  out t o  e s t a b l i s h  a base from which t o  view broad and 
genera l  problems i n  t h e  theory of  computation. The combinatory s e t t i n g  
provides a formalism i n  which these  problems can be uniformly repre- 
sented.  Since representa t ion  proceeds i n  a piecemeal fashion,  any 
program of representa t ion  has l i m i t a t i o n s  a s  t o  t h e  na tu re  of  t h e  prob- 
lems t h a t  can be solved and t h e  na tu re  of t h e  r e s u l t s  t h a t  can be 
obtained. In  order  t o  circumvent t h e  process o f  representa t ion ,  we 
obtained t h e  a lgebra ic  s t r u c t u r e  o f  a por t ion  of  combinatory l o g i c  t h a t  
appears t o  be adequate f o r  t h e  representa t ion  of many problems of  
i n t e r e s t .  The appropriate a lgebra ic  s t r u c t u r e s  were found t o  be 
t r a n s f o r m a t i o n a l  Boolean a lgeb ra s  wi th  a  d i s t i n g u i s h e d  element and a  
d i s t i n g u i s h e d  o p e r a t o r .  
The u n i v e r s a l  a l g e b r a i c  concepts  o f  suba lgeb ra ,  i d e a l ,  homo- 
morphism theorem, and r e p r e s e n t a t i o n  theorem were developed f o r  compu- 
t a t i o n  a lgeb ra s .  These developments proceeded without  nove l t y  a s  
s t r a i g h t f o r w a r d  a p p l i c a t i o n s  o f  t h e  gene ra l  a l g e b r a i c  concepts .  
D i g i t a l  computers a r e  a t  t h e  c e n t e r  of  many problems i n  t h e  
f i e l d  o f  computation. I n  o rde r  t o  show t h a t  t h e  a l g e b r a i c  t heo ry  of  
computation a lgeb ra s  i s  capable  o f  dea l i ng  wi th  such dev i ce s ,  we r e p r e -  
s e n t e d  i n  t h e  a lgeb ra  t h e  t h r e e  key a s p e c t s  o f  a  d i g i t a l  computer, i t s  
memory s t r u c t u r e ,  i t s  elementary a c t i o n s ,  and i t s  c o n t r o l  u n i t .  Compu- 
t a t i o n  a lgeb ra s  d i r e c t l y  g ive  t h e  s e t  of  s t a t e s  t h e  s t r u c t u r e  of a 
Boolean product a l g e b r a ,  wi th  t h e  memory s t r u c t u r e  be ing  given by t h e  
manner i n  which t h e  product  i s  formed. The elementary a c t i o n s  of t h e  
computer were regarded  g e n e r a l l y  a s  a r b i t r a r y  mappings of t h e  s e t  of 
s t a t e s  i n t o  i t s e l f .  I n  o r d e r  t o  r ecove r  t h e s e  a c t i o n s  a l g e b r a i c a l l y ,  
t h e  s e t  o f  s t a t e s  was coded i n t o  a  l a r g e r  s e t  o f  s t a t e s  i n  which t h e  
ope ra t i ons  t h a t  m i r ro r  t h e  a c t i o n s  preserved  h a l f  o r  a l l  of t h e  Boolean 
s t r u c t u r e ,  depending upon t h e  cons t ruc t i on  of  t h e  l a r g e r  a lgeb ra .  
F i n a l l y ,  t h e  c o n t r o l  u n i t  was r ep re sen t ed  a s  a  mapping from t h e  s e t  o f  
s t a t e s  i n t o  t h e  s e t  of  a c t i o n s .  We then  homomorphically embedded t h e  
computer, t h a t  i s ,  t h e  a lgeb ra  t o g e t h e r  wi th  t h e  s t r u c t u r e  p r e se rv ing  
mappings and c o n t r o l  u n i t ,  i n t o  a  u n i v e r s a l  computer. The a l g e b r a i c  
t heo ry  o f  computation a lgeb ra s  was t hen  extended t o  computers. 
By way of Stone spaces of Boolean algebras and Boolean relations, 
we were able to obtain the topological dual of a computation algebra. 
The hemimorphisms on the algebra dualized to Boolean relations on the 
topological space. The important relationship between computation 
algebras and their quotients was dualized to continuous mappings from 
computation spaces to their quotients. Finally, the computation spaces 
were proved metrizable and it is this property that may point a way to 
the development of a quantitative theory of computation. 
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