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ABSTRACT

It has always been a great temptation in finding new methods to in-situ “watch” the
material fatigue-damage processes so that in-time reparations will be possible, and
failures or losses can be minimized to the maximum extent. Realizing that temperature
patterns may serve as fingerprints for stress-strain behaviors of materials, a state-of-art
infrared (IR) thermography camera has been used to “watch” the temperature evolutions
of both crystalline and amorphous materials “cycle by cycle” during fatigue experiments
in the current research.

The two-dimensional (2D) thermography technique records the surface-temperature
evolutions of materials. Since all plastic deformations are related to heat dissipations,
thermography provides an innovative method to in-situ monitor the heat-evolution
processes, including plastic-deformation, mechanical-damage, and phase-transformation
characteristics. With the understanding of the temperature evolutions during fatigue,
thermography could provide the direct information and evidence of the stress-strain
distribution, crack initiation and propagation, shear-band growth, and plastic-zone
evolution, which will open up wide applications in studying the structural integrity of
engineering components in service.

In the current research, theoretical models combining thermodynamics and heatconduction theory have been developed. Key issues in fatigue, such as in-situ stressstrain states, cyclic softening and hardening observations, and fatigue-life predictions,
v

have been resolved by simply monitoring the specimen-temperature variation during
fatigue. Furthermore, in-situ visulizations as well as qualitative and quantitative analyses
of fatigue-damage processes, such as Lüders-band evolutions, crack propagation, plastic
zones, and final fracture, have been performed using thermography results. As a method
requiring no special sample preparation or surface contact by sensors, thermography
provides an innovative and convenient method to in-situ monitor and analyze the
mechanical-damage processes of materials and components.
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CHAPTER 1: INTRODUCTION

In 1829, the first fatigue test appeared to be performed in Germany on steel chains
subjected to 100,000 tension cycles at a frequency of 10 cycles per minute. Since then, a
great amount of valuable research efforts have been made on the fatigue behavior of
materials due to the irreplaceable significance of this subject in the engineering world(1-8).
Among them, fracture mechanics became dominant in understanding and describing the
fatigue behavior in the recent several decades.

Although there is still excitement about the concepts like fracture toughness and fatigue
endurance limits, data scattering, and time-consuming and costly experiments can give
some difficulties during fatigue testing of industrial components and structures. Thus,
more and more efforts have been focused on nondestructive evaluation (NDE) techniques
for their critical importance in fatigue-life assessments, structural-integrity evaluations,
failure prevention, and material savings. Several NDE techniques have been applied to
monitor mechanical damage, including ultrasonics, acoustic emission, eddy current, Xray, neutron, and computed tomography(9-20). However, most of these methods have their
own limitations. Some methods require special sample preparations and/or cannot be
applied in most working conditions, such as X-ray and neutron. Other methods rely on
sensors that are attached to only several locations on the materials of interest, such as
ultrasonics, acoustic emission, and eddy current. In the present study, the thermographydetection technology, a new NDE method, which requires no contact with the specimen
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and obtains detailed temperature mapping on the specimen, has been applied to provide
in-situ monitoring of Lüders-band evolution during fatigue.

Actually, the relationship between the temperature and material deformation has long
been recognized since 1893 by Todhunter and Pearson (21). The thermoelastic(21-23) and
inelastic(24) effects directly relate the temperature with the material internal stress-strain
state, which, in turn, controls the fatigue behavior. However, the limited sensitivity of
the available instrumentation has restrained the full development of thermography as a
NDE technique until the last two decades(25-27). In recent years, a number of studies have
been published on thermography detections in medical applications(28, 29) and heat-flow
visualizations(30-33). At the same time that the self-generated heat history can provide
information for bioprocesses and chemical reactions(28-30), it is also a fingerprint of the
fatigue-damage process. However, up to now, little work has been published in applying
this valuable information to study the mechanical damage in depth(34-37).

Detailed

investigations and analyses are necessary for developing an effective thermography
technique in characterizing the fatigue behavior, and detecting the associated damage.

The present thesis work is devoted to a comprehensive study of the material-temperature
evolutions during fatigue using thermography. The main emphasis is on the relationship
between temperature variations and mechanical behaviors. Usually, without an applied
heat source, the mechanical behaviors can alter the temperature in two ways: the
thermoelastic effect and the inelastic effect.

The thermoelastic effect describes a

negatively proportional relationship between the elastic stress and temperature, while the
2

inelastic effect quantify the heat generated by plastic deformations. Combined with heattransfer effects, they can be used to quantify the temperature evolutions during fatigue.
Detailed description of the thermoelastic effect, inelastic effect, heat-transfer effect, and
their applications in the science and engineering has been given in Chapter 2.

The temperature evolutions of three types of materials, a SA533B1 reactor-pressurevessel (RPV) steel, ULTIMET® superalloy, and bulk-metallic glasses (BMGs), are
closely examined during fatigue in the current research. Chapter 3 summarized the
chemical compositions of these materials, the detailed test procedures, and the specific
test parameters.

The SA533B1 steel is the most commonly used material for nuclear-reactor-pressure
vessels, which provides the integrity of the reactor-coolant pressure boundary and prevent
the leakage of irradiated materials. Due to the importance of fatigue failures in nuclear
reactor pressure vessels, the SA533B1 steel has been chosen in the current research for a
thorough investigation of fatigue behaviors using thermography. Theoretical models
combining thermodynamics and fracture mechanics have been set up to quantify the
relationship between temperature and fatigue damage, which was discussed in detail in
Chapter 4. Specifically, Chapter 4-1 characterized the temperature variations in highcycle fatigue; Chapter 4-2 performed the stress-strain analyses from the observed
temperature in low-cycle fatigue; and Chapter 4-3 conducted two-dimensional
thermography analyses of the tensile hardening behaviors and Lüders-band evolutions.

3

Chapters 5 and 6 discussed the application of thermography on the ULTIMET superalloy
and BMGs in the present study, respectively. The ULTIMET superalloy possesses a high
tensile strength combined with excellent impact toughness and ductility. It has been used
as a pertinent material for fabricating structural components, such as agitators, blenders,
spray nozzles, screw conveyors, and valve parts. In Chapter 5, thermography has been
applied to investigate the crack-propagation behaviors of the ULTIMET superalloy.
BMGs are newly developed amorphous metals with ultra high tensile strength (~2 GPa)
and super-elasticity, which have great potentials for structural applications. In Chapter 6,
BMGs with amorphous structures was studied by thermography in both tension and
fatigue tests.
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CHAPTER 2: LITERATURE REVIEW

2.1 What Is Thermography?

Thermography is a NDE technique, which monitors the target temperature change. The
method was primarily used in military to observe the enemy movement at night and in
hospital to monitor the temperature change of organs and tissues. Later on, as the
relationship between mechanical properties and temperatures was better clarified, and the
technique became more advanced. As a result, thermography has developed into an
important NDE detection technique in the engineering world. The relationships between
material-temperature evolution and mechanical behaviors can be explained in four effects
that will be discussed in detail later:

1). Thermoelastic effect, which contributes to the material-temperature oscillation
with stress change
2). Thermoplastic effect, which contributes to the material mean temperature change
3). Heat sources, which contributes to the material mean temperature change
4). Heat transfer, which contributes to the material mean temperature change

2.2 The History of Thermography in Materials Science

The relationship between the temperature and material deformation has long been
recognized since 1853 by Kelvin(21), and then developed by Biot(22), Rocca and Bever(23)
5

in 1950’s. In 1960’s, Dillon(38) and Kratochvil(39) developed the thermoplastic theory.
These theories directly relate the temperature with the material internal stress-strain state,
which, in turn, controls the mechanical and fatigue behavior.

In 1967, Belgen(40)

developed the infrared radiometric techniques, which could be used to detect the
temperature changes. This is a new method that can calculate the temperature change
with stress by measuring the infrared radiation emitted from the surface of solid
materials. However, the limited sensitivity of the available instrumentation has restrained
the full development of thermography as a NDE technique until in 1980s’, with the rapid
development in electro-optical and signal processing techniques, a more advanced
infrared imaging system, an IR camera, appeared(41-43). With a temperature resolution up
to 10-3 °C and a spatial resolution up to several µm, this new equipment makes the
practical quantitative stress-strain analyses by temperature no longer a dream. Recently,
more research has shown the potential of thermography in monitoring the mechanical
damage(34-37).

Models for the short–time measurement of fatigue limits using

thermography were also suggested(44).

Nevertheless, detailed investigations and

comprehensive analyses are needed to develop a more practical thermography method in
characterizing the fatigue process.
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2.3 Fundamental Knowledge of Thermography and Fatigue Damage

2.3.1

Heat-Production Mechanism during Fatigue Process

Fatigue cracks in individual crystals are generally assumed to develop within glide bands
due to the gradual exhaustion of potential slip planes under reversed stressing. A more
specific mechanism(45) of fatigue-crack initiation within glide bands is the development
of highly generated temperature and associated thermal stress gradients in the front of
any active slip plane, resulting from the conversion into the heat of the work in slip of the
applied forces. The concept of temperature flash accounting for crack initiation under
repeated stressing provides a tentative explanation for the observed thermal softening in
fatigue of previously cold-worked metal. This trend seems to be consistent with the
assumption that under repeated stressing, relatively high temperatures are developed
within the slip bands. The distribution and the character of slip bands under conditions of
relatively rapidly repeated stress cycles differ significantly from that produced by
unidirectional stressing.

The location of slip under rapidly applied repeated stress cycles is explained by the
consideration of the transiently viscous response of newly formed slip bands,(46) which
appear to be the result of transient disorder within the slipped region. Shear stresses in
such bands are relieved almost immediately after their formation. Slip under partly or
totally reversed rapidly applied repeated stress cycles is, thus, sharply concentrated
within the region of the initial slip by the same process of quasi-viscous stress relaxation
7

along a newly formed slip band that causes outward spreading of slip in unidirectional
stressing. The local temperature increase, on individual slip planes or within a cluster of
slip planes, is high enough to produce, in the vicinity of the slip region, localized thermal
stresses of the order of magnitude of the tensile strength of the metal. The development
of localized high temperatures, in the course of sharply localized slip, might be
considered a plausible mechanism of fatigue crack initiation.

In cases of unavoidable presence of small cracks and of structural inhomogeneities, the
stress distribution is more or less inhomogeneous in the material. For a brittle material,
fracture occurs when the stress at the stress-concentration location reaches the yield
value. If the material is ductile, it will yield at the points where the local maximum of
stress occurs before the value of the strength is reached. A further increase of load causes
more plastic strain at these points, but no considerable increase of the stress beyond the
yield limit. Subsequently, if the load is alternating, the local plastic deformations will not
come to an end, but will alternate and, thus, produce a progressive strain hardening of the
material situated at the stress peaks. Consequently, the stress at which plastic yielding
begins will rise in the course of the load fluctuations, the smoothing out of the stress
distribution becomes less and less effective, and the maximum stress at the stress peaks
rises until finally a crack may be formed if at a point the local stress reaches the strength
value. This may be the reason why a load, which is harmless under static conditions, can
cause fracture if applied repeatedly(47).
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Since the fatigue phenomenon is generally caused by the cyclic plastic strain(48), the
plastic strain energy plays an important role in the damage process(49). Fatigue cracks
generally initiate from surface defects or discontinuities and are, thus, predominantly
influenced by the surface-stress system. The significance of such an energy approach is
in its ability to unify microscopic and macroscopic test data, and, subsequently, to
facilitate the detection of the manifestation of damage. Therefore, the idea of relating
fatigue to intrinsic dissipation seems to be highly relevant. Using the framework of
thermodynamics of irreversible processes, Bui and Stolz(50) assume that the intrinsic
dissipation yields the constitutive equations of the material and, then, suggest
measurements of temperature rise due to loading.

According to Moore and Kommers(51), the temperature test was suggested and to some
extent used by C. E. Stromeyer of Manchester, UK as long ago as 1913. However, in
their research for a rapid test for predicting fatigue resistance, their technique, based on
the use of thermocouples, did not permit to establish accurately the temperature limit as
the same as the endurance limit under repeated stresses. Recently several researchers
have encountered similar difficulties in measuring dissipated energy(52,

53)

. Gross(54)

developed a calorimetric technique for measuring the heat evolved per cycle.

The

temperature gradient was measured with thermistors cemented to the sample with a
conducting paste.

In practice, the specimen was stress cycled until a constant

temperature gradient was reached, and, then, the decay of the temperature gradient was
measured, after ceasing the cycling.
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The question, of when a crack initiates to become a propagating crack, seems to be
somewhat philosophical, particularly when searching for a rapid test for predicting
fatigue resistance.

This is found using the infrared thermographic technique to

quantitatively evaluate the rise of temperature under a reversed stress applied for a few
minutes or less. Infrared thermography readily detects the occurrence of both initiation
and propagation of failure. It may be used to establish allowable stress levels and
inspection requirements so that fractures cannot occur.

In addition, this technique

describes the failure location and process of the structure failure.

Infrared thermography has been successfully used as an experimental method to detect
the plastic deformation of a steel plate under monotonic loading(55) or as a laboratory
technique for investigating damage, fatigue and failure mechanisms occurring in
engineering materials(56). Based on the fact that plastic deformation is not homogeneous,
the stress acting upon a plastic inhomogeneity that is embedded in elastic surroundings is
a function of its plastic strain, diminishing with increasing irreversible micro-cracking is
induced by fatigue loading, and the generated plastic dissipation is detected is this study
by infrared thermography owing to the thermomechanical coupling.

2.3.2

Infrared Thermography Background

The temperature change observed during thermography in mechanical damage process
can be explained in four effects:

10

2.3.2.1 Thermoelasticity

Within the elastic range and when subjected to tensile or compressive stresses, a material
experiences a reversible conversion between mechanical and thermal energy causing it to
change temperature.

Provided adiabatic conditions are maintained, the relationship

between the change in the sum of the principal stresses and the corresponding change in
temperature is linear and independent of loading frequency. This is called the
thermoelastic coupling effect. It is the reversible portion of the mechanical energy
generated; this thermoelastic coupling effect may be significant in cases of isotropic
loading. A stress analysis technique is known as SPATE (stress pattern analysis by
thermal emissions) that measures the temperature due to the thermoelastic heating and
cooling of a body under cyclic loading(57).

2.3.2.2 Thermoplasticity

The thermoplastic effect reflects the energy dissipation generated by viscosity and/or
plasticity. Internal energy dissipation was recognized by many scientists. The work done
on the system by plastic deformation is identified as the major contribution to the heat
effect.

In thermo-elastic-plasticity, the mechanical work produced by the plastic

deformation can be converted to the thermal energy in the solid. A portion of the work is
believed to have been spent in the change of the material microscopic structure. The
work done in plastic deformation per unit volume can be evaluated by integrating the
material stress-strain curve. The thermoplastic effect constitutes a significant part of the
11

non-linearly coupled thermomechanical analyses. The quantification of this effect for
engineering materials is an extremely difficult task without infrared thermography(58).
The infrared thermographic technique is mainly concerned with differences in
temperature (or thermal gradients) that exist in the material rather than with the absolute
value of temperature. The work, reported in this paper, considers the intrinsic dissipation
as the most accurate indicator of damage manifestation. It highlights the advantages of
the infrared thermographic technique, used for the detection and the discrimination of this
non-linearly coupled thermomechanical effect within the framework of a consistent
theoretical background.

2.3.2.3 Heat Sources

The heat-source effect is related to the existence of sources or sinks of heat in the
scanning field(59). The surface-heat patterns displayed on the scanned specimen may be
established either by external heating, referred to in the literature as passive heating
where local differences in the thermal conductivity cause variations on isothermal
patterns, or by the internally generated heat referred to as active heating(60). In some
reported experiments, thermal noise generated by gripping systems may sometimes
obscure the intrinsic dissipation of the tested specimen.

12

2.3.2.4 Heat-Transfer Effects

Heat-transfer effects include thermal conduction, radiation, and convection in which the
heat passes through the material to make the temperature uniform in the specimen. The
thermal conductivity, K, may sometimes be used for the detection of the anisotropy of
heavily loaded materials. The variances in the thermal conductivity may arise because of
local inhomogeneities or flaws in the material(61). Where an unsteady state exists, the
thermal behavior is governed not only by its thermal conductivity but also by its heat
capacity. The ratio of these two properties is termed the thermal diffusivity, α = K/C,
which becomes the governing parameter in such a state. A high value of the thermal
diffusivity implies a capability for rapid and considerable changes in temperature. It is
important to bear in mind that two materials may have very dissimilar thermal
conductivities but, at the same time, they may have very similar diffusivities. A pulsed
heat flux has been used to characterize a delamination in a composite by the break caused
in the temperature time history(62). Specifically, in a usual fatigue test, the thermalconduction effect between metals will be dominant while the thermal radiation and
convection effects can be reasonably neglected.
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2.4.

Application of Thermography in Materials Science and Engineering

2.4.1

Stress Analyses

In the past 50 years, the traditional method of stress analyses can be included in the
category including (1) the development of the electrical resistance strain gauge (and
possibly other electrical transducers, such as the capacitance gauge and the inductance
gauge), (2) the establishment of the photoelastic method for two-dimensional model work
and the introduction of the “stress-freezing” technique for the three-dimensional studies,
and (3) the development of holographic and interferometric optical techniques based on
coherent optics applications, which grew out of the invention of the laser source. In the
recent 10 years, a new technique has been developed, based upon the measurement of the
infrared (IR) radiation emitted from the surface of a solid as a result of the change in
temperature arising from a change of stress, i.e., the thermoelastic effect(21-23).

As discussed in 2.3.2.1, the thermoelastic effect provides a negative linear relationship
between the temperature change and the stress change, which acts as a base for the stress
analysis. Within the elastic range, a material submitted to tensile or compressive stresses
experiences reversible negative or positive temperature (~1 milli Kelvin for 1 MPa stress
in a mild steel).

Thermoelastic stress analyses by means of radiometry consist of

measuring, with a scanning infrared radiometer, these very small temperature variations
of a sample under mechanical loading, then calculating a stress map with an adequate
model of the thermoelastic coupling(40). The development of dedicated stress analyses
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equipment (SPATE 8000) using noise rejection by the “lock-in” technique has led to a
wider diffusion of this technique(20). The first studies using a standard IR camera were
performed at the beginning of the 1980s(25-27). To reach an adequate resolution in terms
of stress measurements, a statistical method of noise rejection was previously proposed to
improve the thermal resolution of the standard IR thermography equipment.

The

advantage of the statistical procedure is that no sysnchronization link is needed between
the test machine and the IR equipment.

Usually in thermoelastic stress analyses, the hypothesis of adiabaticity is applied,
neglecting the heat conduction within the sample.

If this is true at high loading

frequencies or with poorly conducting materials, it is much more uncertain in most actual
tests. In the case of an academic sample, the influence of heat diffusion is quantified by
means of a finite-element model of the thermoelastic coupling, according to experimental
results. Furthermore, and the adiabaticity criterion is rigorously established. Finally,
several inverse techniques are proposed to restore the thermally-attenuated contrasts
under nonadiabatic conditions, and the results obtained by the iteration of the direct heat
diffusion model are presented. Thermoelasticity does not pretend to be a substitute for
finite-element calculations or for strain-gage measurements. It should be considered
complementary because of its unique property of rapid and noncontact imaging of the
whole field of principal stresses, which can be recorded without any modification of the
fatigue test procedure.
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2.4.2

Defect Detection

Significant efforts and resources are being expended to develop ceramic-matrix (CMC),
metal-matrix (MMC), and polymer-matrix (PMC) composites for high-temperature
engine components and other parts in advanced aircraft(63, 64). Additionally, composite
structural material development is being actively pursued in other industries, such as
automotive and sports equipment(63). A portion of the development effort is dedicated to
the assessment of NDE technologies for detecting flaws in these materials(64). The results
of a delamination sensitivity analysis on CMC material in consideration for use as a hotsection material in advanced aircraft engines indicates that as the size of delaminations
increases from 3 × 3 mm to 25 × 25 mm, the hot surface temperature increases by up to
50%, making the material unusable for hot section applications. Similarly, the study
indicates that as the delamination depth relative to the hot surface decreases from 1.9 to
0.6 mm, the hot-surface temperature increases by approximately 5%. It can be seen from
this study that the use of these materials in engines will require NDE methods that can
detect and accurately characterize the size and depth of defects present.

Recent

technological advancements in the infrared-camera technology and computer power have
made thermographic-imaging systems worth evaluating as a NDE tool for advanced
composites. Thermogaphy offers the advantages of the real-time inspection, no contact
with the sample, the non-ionizing radiation, the complex-shape inspection capability, the
variable field of view size, and portability.
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2.4.3

Thermography Detection of Fatigue

Infrared thermography is a convenient technique for producing heat images from the
invisible radiant energy emitted from stationary or moving objects at any distance and
without surface contact or in any way influencing the actual surface temperature of the
objects viewed. The temperature rise ahead of a fatigue crack has been measured using
an AGA thermovision camera(65) in order to demonstrate the local heating at the tip
predicted by Barenblatt et al.(66). Attempts have been made to measure and characterize
the heat generated during cyclic straining of composite materials(67).

The scanning

infrared camera has been used to visualize the surface-temperature field on the steel and
fiberglass-epoxy composite samples during fatigue tests(68).

2.4.3.1 Short-time Evaluation of Fatigue Limit

Owing to the thermomechanical coupling, the infrared thermography provides a nondestructive, non contact and real-time test to observe the physical process of metal
degradation and to detect the occurrence of intrinsic dissipation. Thus, it readily gives a
measure of the material damage and permits to evaluate the limit of a progressive
damaging process under load beyond which the material is susceptible to failure.
Detecting a strong change of the intrinsic dissipation regime, this method readily allows a
rapid evaluation of the fatigue endurance limit, commonly determined by a very timeconsuming procedure.
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The infrared thermography is an attractive and relatively unexplored technique for the
NDE evaluation of the fatigue limit in industrial materials and structures. The main
advantages of this technique are its speed and non-contact operation. Signal-processing
techniques have been efficiently used to extract more quantitative information.
Significant developments are expected in the near future, capitalizing on the recent
progress in the computing power and image-processing techniques. The opportuities
offered by thermal techniques in terms of remote operation and fast surface-scanning
rates are particularly attractive for on-line applications.

2.4.3.2 Crack Detection and Measurement

A new approach to the surface crack-length measurement problem is based on the use of
the laser-pulse heating and thermal microscopy.

Cracks are detected either by the

increased thermal radiance emitted by an open crack cavity or by the fact that cracks
behave as thermal barriers that affect the surface-temperature distribution where a
thermal gradient is present. The first method, the increased cavity radiance, is a simple
and effective method for detecting cracks that are open at least 3 to 5 µm. However,
when the crack is closed, such as in the area near the crack-tip, it becomes more difficult
to distinguish the crack from other surface features. In this situation, the crack can be
found by locally heating the specimen and examining the resulting thermal gradients for
discontinuities.
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Laser spot heating is a particularly effective method of generating steep thermal gradients
within small regions of interest. This characteristic, combined with the high-resolution
thermal-imaging capability of a thermal analyses microscope, provides a variety of
material-evaluation opportunities, including the thermal-conductivity measurement,
subsurface-damage assessment, bond-integrity measurement, and temperature mapping.

2.4.3.3 Damage-Development Detection during Fatigue

In contrast to results from static testing, the effects of low energy impact damage in a
fatigue environment were found to be the critical element leading to the failure of the
specimen. This difference emphasizes the need to identify and understand the fatiguedamage mechanism.

A relatively new non-destructive inspection technique using

infrared thermography was found to be a very useful tool in detecting damage initiation
and growth.

Furthermore, this method supplies valuable information to the

characterization of the operating fatigue-damage mechanisms.

It is proposed that the fatigue-damage development can be divided into three phases: (I)
crack initiation, (II) crack propagation, and (III) final rupture. Each phase is associated
with a particular damage mechanism, causing different amounts of released heat. The
thermal-imaging technique (TIT) is able to differentiate these levels of released heat,
thereby identifying the three phases.

The TIT proved very successful in detecting

damage initiation and growth. The TIT was typically capable of detecting the Phase II
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type damage already halfway through the specimen’s fatigue life. In comparison, optical
inspection could detect only the Phase III type damage.
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CHAPTER 3: EXPERIMENTAL PROCEDURES

3.1 Materials

To perform a comprehensive investigation of thermography detection on the fatigue
damages, both crystalline and amorphous materials have been chosen for the fatigue
experiments. The crystalline materials include a SA533B1 RPV steel and ULTIMET
superalloy (Co-based). The former is the most commonly used material for nuclearreactor-pressure vessels, and the latter is a high-strength and high corrosion-resistant
alloy. The amorphous materials include various Zr-based BMGs, which are known for
their

ultra-high

tensile

strength

(~2

GPa).

In

this

thesis,

two

BMGs,

Zr52.5Cu17.9Ni14.6Al10.0Ti5.0 and Zr50Cu30Ni10Al10 (at.%), have been studied in detail. The
chemical compositions of these materials have been summarized in Table 3.1.1*.

The SA533B1 steel plate was first solution-treated at 899°C for 1 hour, then waterquenched to 40°C, and finally tempered at 670°C for 1 hour. A tempered martensite was
the final microstructure. The yielding strength of the RPV steel was 587 MPa, ultimate
tensile strength of 716 MPa, and total elongation of 29%, with a strain rate of 4 × 10-3/s
and a gage length of 1.27 cm used in the tension test. A yielding phenomenon was
observed in the test, as discussed later. Both cylindrical and plate specimens of the
SA533B1 steel have been tested during fatigue experiments. The specimen geometries
*

Tables are listed in Appendix A
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are shown in Figure 3.1.1*. The specimens are machined from the steel plate with the
length direction parallel to the rolling direction, and then polished in a sequence of 240,
400, 600, and 800 grit papers, followed by 9.5, 1, and 0.06 µm Al2O3 grit powders.

The ULTIMET superalloy is a Co-Cr alloy developed by HAYNES International, Inc.
The typical room-temperature yield strength of the alloy was 586 MPa, the tensile
strength is 1,000 MPa, and the elongation is 39% with a gage length of 19.05 mm for
plate products. The ULTIMET alloy used for the present study was produced as follows:
(a) a plate feedstock was reduced in thickness from 30.48 to 1.27 cm in a 4-pass, crossrolling sequence at 1,200°C, and (b) the material was solution-annealed at 1,120oC for
about 20 to 30 minutes, then water-quenched to room temperature in order to retain the
FCC structure. Compact-tension specimens were prepared for the crack-propagation test.
The specimen geometry is shown in Figure 3.1.2.

The Zr-based BMG alloys with nominal compositions of Zr52.5Cu17.9Ni14.6Al10.0Ti5.0 and
Zr50Cu30Ni10Al10 (at.%) were prepared from a mixture of these elements with purities
ranging from 99.5% to 99.99%. The alloys were prepared by arc-melting the charge
materials in a water-cooled, copper mold under a Zr-gettered, Ar atmosphere. The
vacuum chamber was evacuated to at least 10 Pa and backfilled multiple times to
minimize the oxygen content. Each alloy button was melted and flipped multiple times
to ensure homogeneity. The alloy buttons were then drop cast in a He atmosphere to

*

Figures are listed in Appendix B
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produce BMG cylindrical ingots with a length up to 80 mm and a diameter up to 6.4 mm.
Each ingot was cut by electrical discharge machining (EDM) into actual test samples.
Plate specimens were prepared for the tensile tests, which had a gage length of 9.5 mm, a
gage width of 2 mm, and a gage thickness of 0.6 mm, as shown in Figure 3.1.3(a).
Cylindrical button-edge specimens were prepared for the fatigue tests, the geometry of
which is shown in Figure 3.1.3(b).

3.2 Fatigue Experiments of SA533B1 Steel

Both high-cycle and low-cycle fatigue tests were performed on the SA533B1 RPV steel
specimens. The high-cycle fatigue tests of cylindrical specimens were performed at
1,000 Hz and 20 Hz. The 1,000 Hz fatigue tests were performed using an advanced highfrequency electrohydraulic MTS (Material Test System) machine (Model 1,000 Hz 810)
with a R ratio of 0.2, where R = σmin/σmax, σmin and σmax are the applied minimum and
maximum stresses, respectively. The servovalves of the machine were activated by voice
coils, which provide the necessary frequency of 1,000 Hz. The machine has a maximum
loading capability of ±25 KN.

The test samples were fastened to the machine by

specially designed mechanical grips. To avoid the testing noise at 1,000 Hz, the machine
was situated in a well-designed sound-proof room equipped with a heat pump that offered
the cooling capability to prevent the over-heating of servovalves. For 20 Hz fatigue
experiments in air, the specimens were loaded on a MTS machine (Model 810) at R =
0.2. A load-control mode was used, and different maximum stress levels ranging from
500 MPa to 650 MPa were applied. During fatigue testing, an extensometer, which was
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connected with the data-acquisition system of the MTS machine, was fixed on the gagelength of the specimen.

The strain values of the gage length, measured by the

extensometer, can then be recorded directly into the MTS system for further analyses.
The strain measurements were conducted for the 20 Hz fatigue tests.

The high-cycle fatigue tests of flat specimens were performed at 10 Hz. Similar to the 20
Hz fatigue tests of cylindrical samples, a MTS machine (Model 810) was used in a loadcontrol mode at R = 0.1. The maximum stress levels range from 630 MPa to 680 MPa.

The low-cycle fatigue tests were conducted on cylindrical specimens at 0.5 Hz. The
fatigue experiments were performed on a MTS machine (Model 810) with a R ratio of -1,
where R = εmin/εmax, εmin and εmax are the applied minimum and maximum strains,
respectively.

A strain-control mode was used, and different total strain amplitudes

ranging from 0.3 to 0.8% were applied. The test samples were fastened to the machine
by specially designed mechanical grips. During fatigue testing, an extensometer was
mounted on the gage-length section to monitor displacements or strains. Hence, the
stress versus strain curve can be obtained during fatigue testing. Note that the strains
were applied in a triangular waveform in low-cycle fatigue experiments.

3.3 Fatigue-Crack-Propagation Experiments of ULTIMET Superalloy

The 10 Hz fatigue experiments were performed on a MTS machine (Model 810) with a R
ratio of 0.1, where R = σmin/σmax. A load-control mode was used, and different maximum
24

stress levels ranging from 2,500 MPa to 4,500 MPa were applied. The test samples were
fastened to the machine by specially designed mechanical pins and grips. A crackopening-displacement (COD) gage was mounted on the notch opening to monitor the
crack length using the unloading compliance technique(69-73). The standard equation for
finding the crack length of a CT specimen from compliance data uses a 5th order
polynomial as shown in the equation below:

a
= c 0 + c1u + c 2 u 2 + c3 u 3 + c 4 u 4 + c5 u 5
w

(3-1)

where a is the crack length, w is the width of the specimen, which equals to 50.80 mm in
Figure 3.1.2, c0, c1, c2, c3, c4, c5 are compliance coefficients, for CT specimen, c0 = 1.000,

c1 = -4.500, c2 = 13.157, c3 = -172.551, c4 = 879.944, c5 = -1514.671, u =

1
BEV
+1
P

,B

is the specimen thickness, E is the Young’s modulus, V is the crack opening
displacement, P is the load, V/P is the slope of the (displacement/load) data taken during
the test.

Once the crack length is determined, the stress-intensity factor (K) can be calculated,
which will be discussed in detail in Chapter 7. And the crack-propagating speed versus
stress intensity factor curves can be obtained during fatigue testing. Note that the stresses
were applied in a sinusoidal waveform.
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3.4 Tensile and Fatigue Experiments of Zr-based BMGs

The specimens were tested on a MTS machine (Model 810) in air.

The tensile

esperiments were conducted in a load-control mode with a loading rate of 44.48 N/s.
These loading rates corresponded to approximate strain rates of 1 x 10-2 /s and 1 x 10-3 /s,
respectively. An extensometer was not used during mechanical testing; therefore, the
displacement and strain rates were determined through the load cell.

The fatigue

experiments were performed in a load-control mode at a frequency of 10 Hz and a R-ratio
of 0.1, where R = σmin/σmax. Upon failure, samples were removed and stored for later
examinations by scanning-electron microscopy (SEM).

3.5 Thermography Detection

An Indigo Phoenix thermographic-IR-imaging system was used with a 320 × 256 pixel
focal-plane-array InSb detector that is sensitive to 3 to 5 µm thermal radiation. The
temperature sensitivity of the IR camera is 0.015 ºC at 23 ºC. The spatial resolution of
the system is equal to 5.4 µm, when a microscope attachment is used. High-speed dataacquisition capabilities are available at 60 Hz with a full frame of 320 × 256 pixels, and
50,000 Hz with a narrow window of 16 × 16 pixels. During fatigue testing, a thin submicron graphite coating was applied on the gage-length section of the fatigue sample to
decrease IR reflections. A fully-automated software system was employed to acquire
temperature distributions of the test samples during fatigue experiments.
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A thermocouple was attached to the sample to calibrate the IR camera at the beginning
period of each test. During calibration, a heat gun was used to heat up the specimen to a
given temperature, and, then, the specimen was cooled in air. Different temperatures
were read from the thermocouple during cooling. The calibrated intensities of the IR
camera were used to generate temperature maps. To capture the detailed thermoelastic
effect during 0.5 Hz fatigue tests, the IR camera was employed at a speed of 5 Hz. Thus,
in each fatigue cycle, 10 temperature data points can be obtained, and the temperature
evolution can be observed “cycle-by-cycle” during 0.5 Hz fatigue testing.
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CHAPTER 4: THERMOGRAPHY DETECTION ON THE HIGHCYCLE FATIGUE BEHAVIORS OF REACTOR PRESSURE
VESSEL (RPV) STEELS

4.1 Introduction

The SA533B1 steel is the most commonly used material for nuclear-reactor-pressure
vessels (RPV), which provides the integrity of the reactor-coolant pressure boundary and
prevent the leakage of irradiated materials. Fatigue damage is the major concern of
potential RPV failures in pressurized-water reactors (PWR) and boiling-water reactors
(BWR), which are subjected to both high-cycle and low-cycle fatigue loading. Thus, it is
essential to investigate and understand the fatigue behaviors of the SA533B1 steel.

In this chapter, an advanced high-speed and high-sensitivity infrared (IR) imaging system
was used to monitor the temperature evolution of RPV steels subjected to 20 Hz and
1,000 Hz high-cycle fatigue tests. Theoretical models including thermoelastic, inelastic,
and heat-conduction effects are formulated to quantify the relationship between the
observed temperature and the stress-strain rate during fatigue in detail. The temperature
oscillation during fatigue resulted from the thermoelastic effects, while the increase in the
mean temperature derived from the inelastic behavior of the materials. A theoretical
framework was attempted to predict temperature evolutions, based on the experimental
stress and strain data. The predicted temperature evolutions during fatigue were found to
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be in good agreement with the thermographic results measured by the advanced highspeed and high-sensitivity IR camera. Furthermore, the back-calculation methodology
using the measured temperature provides an innovative technology to in-situ monitor the
material stress-strain behavior during fatigue by thermography for the first time, which
was found to be in good agreement with the experimental results. Hence, thermography
can provide in-situ monitoring of the mechanical responses of materials and components
in detail.

4.2 Fatigue Life and Temperature Evolution

The S (applied stress) versus N (fatigue life cycle) curves of RPV steels at 1,000 Hz and
20 Hz are presented in Figure 4.2.1. Increasing the test frequency from 20 Hz to 1,000
Hz generally resulted in a shorter fatigue life. Specifically, the fatigue-endurance limit at
20 Hz seems to be higher than that at 1,000 Hz. Figure 4.2.2 shows the temperature
profiles of the midpoint of the gage-length section of RPV steels during 1,000 Hz fatigue
tests at the maximum stresses of 600 and 620 MPa, respectively, and at R = 0.2. Note
that the temperature profiles in Figure 4.2.2 were taken at a low IR camera speed of 0.2
Hz. At 600 MPa, the specimen temperature at the midpoint of the gage-length section
initially increases with increasing fatigue cycles, and approaches a steady-state
temperature of about 95 °C, and then increases abruptly from approximately 95 °C to 150

°C until the specimen fails. Following that, the sample fails, and the temperature drops.
At 620 MPa, a similar trend was observed. The temperature increases, and reaches a
steady-state temperature of approximately 175 °C. An abrupt increase in the temperature
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from about 175°C to 240°C was observed, followed by a drop in the temperature after the
specimen fails. Increasing the stress level from 600 to 620 MPa increases the steadystate temperature from about 95 °C to 175 °C, and the highest temperature from 150 °C
to 240 °C.

The temperature profile of a RPV steel sample subjected to a maximum stress level of
680 MPa and a R-ratio of 0.2 during 20 Hz fatigue testing is presented in Figure 4.2.3.
The temperature profile was recorded at a low camera speed of 0.1 Hz. Similar to the
trend found at 1,000 Hz, a slight increase in the temperature from 22 °C to 23 °C was
observed, followed by a reasonable equilibrium-temperature region from 23 °C to 24 °C.
Then, an abrupt increase from 24 °C to 39 °C was found, the specimen broke, and the
temperature decreased significantly.

Comparing Figures 4.2.2 and 4.2.3 shows that the temperature rise, the steady-state
temperature, and the highest temperature at 1,000 Hz are much greater than those at 20
Hz, which could contribute to the lower fatigue life at 1,000 Hz than at 20 Hz (Figure
4.2.1).

Figure 4.2.4 exhibits the average temperature distribution along the gage-length (1.27
cm) direction of the specimen corresponding to different cycles at a maximum stress of
620 MPa, R ratio of 0.2, and test frequency of 1,000 Hz, taken at an IR camera speed of
0.2 Hz. The temperature was generally found to be the highest at the midpoint of the
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sample due to the heat conduction to both ends of the sample, where the heat sinks of the
grips were located. Similar to Figure 4.2.2, the temperature rises rapidly at first from
10,000 cycles to 100,000 cycles, and becomes stable after 100,000 cycles, then goes up
sharply and quickly to failure after 250,000 cycles. Near the center of the specimen, the
temperature can rise from about 40ºC to 250ºC depending on the cycles. The temperature
distribution curve at 260,000 cycles shows the temperature variation right after the
specimen breaks, which rises up abruptly in the last 5,000 cycles, relative to that at
255,000 cycles. At 260,000 cycles, the specimen fractures and separates, which results in
a drop in the temperature between 0.6 and 0.8 cm (i.e., the specimen separates between
0.6 and 0.8 cm).

4.3 Temperature Mapping

The IR images of RPV steels at a maximum stress of 600 MPa, R ratio of 0.2, and test
frequency of 1,000 Hz in the abrupt temperature-rise region of Figure 4.2.2 was shown in
Figure 4.3.1. Figure 4.3.1(a) presents a colored temperature profile of the fatigued
sample at 280,000 cycles, while Figure 4.3.1(b) shows a temperature profile at 285,000
cycles. In both Figures 4.3.1(a) and (b), the temperature distribution in the gage-length
section of the specimen is the greatest, as represented in red color. Subtracting the
temperature distribution of the 280,000 cycles from that of the 285,000 cycles indicates
the occurrence of cracking in Figure 4.3.1(c). The red color of the subtraction image in
Figure 4.3.1(c) identifies the presence of a crack-tip region where the heat generation is
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the greatest, because a significant amount of plastic deformation occurs, and the heat
source is readily available.

The same trend can also be observed during 20 Hz fatigue testing at a maximum stress of
680 MPa and R ratio of 0.2 in Figure 4.3.2. The temperature distributions at 7,000 and
7,200 cycles in the abrupt temperature-rise region are demonstrated in Figures 4.3.2(a)
and (b), respectively, where the gage-length sections are identified as the strong heat
source. After the image subtraction, cracking was found in red color in Figure 4.3.2(c).
Thus, Figures 4.3.1 and 4.3.2 suggest that thermography can be used to identify the
presence of cracking during 1,000 Hz and 20 Hz fatigued testing.

4.4 Temperature Hump

The similar results, as shown in Figure 4.2.3, were plotted in Figure 4.4.1 on a log scale
of fatigue cycles for the 20 Hz fatigue test with a R ratio of 0.2 and maximum stress level
of 640 MPa. The temperature profile in Figure 4.4.1 was recorded at a much higher
camera speed of 120 Hz, relative to that used in Figure 4.2.3 at a low speed of 0.1 Hz. In
Figure 4.4.1, an initial increase in the temperature from 23.7 ºC to 28.5 ºC, followed by a
temperature decrease (i.e., a temperature hump) in the first 100 cycles, was observed,
which did not show up in Figure 4.2.3 because of the lower camera speed, as compared to
Figure 4.4.1, and moreover, 100 cycles are too short to be noticed on a normal scale in
Figure 4.2.3.
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In Figure 4.4.2, the dashed line represents the amplified hump in Figure 4.4.1. In Figure
4.4.2, at the very beginning stage, a slight temperature decrease within the first 0.7
seconds is due to the thermoelastic effect, as discussed later. Then, the temperature rose
up rapidly from the first fatigue cycle at approximately 0.7 seconds and a temperature of
23.7 ºC, and reached a maximum of 28.5 ºC at about 2 seconds. After that, the
temperature decreased gradually to a relatively constant value. However, if the test was
stopped after the temperature becomes stable, and, then, restarted, no temperature hump
was observed, and the corresponding results are plotted as a solid line in Figure 4.4.2.
Note that in both tests shown by the dashed and solid lines, temperature oscillations
within the range of approximately less than 0.6 ºC were observed within each fatigue
cycle.

Since the mean temperature variation is related to the plastic deformation closely(21-22), a
reasonable explanation of the presence of the temperature hump can be obtained from the
stress-strain curve in Figure 4.4.3. This is a typical stress-strain curve for the tensiontension fatigue test.

Corresponding to the temperature rise from approximately 0.7

seconds to 2 seconds in Figure 4.4.2, the stress-strain curve in Figure 4.4.3 moves from
the first cycle to 26 cycles, and the plastic-strain increase from 0 to nearly the saturated
value of about 4.7%. During this period of time, a great amount of heat is generated from
the large plastic deformation, and the temperature of the sample increases quickly.
Moreover, the yielding phenomenon of RPV steels is observed in the uniaxial tensile test
(Figure 4.4.4), which contributes to large plastic strains (Figure 4.4.3), and, in turn, more
heat is generated. However, after that (the first 26 cycles), relatively little plastic strain
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occurs due to the strain-hardening effect in Figure 4.4.3, and the temperature decreases
when the heat inside the sample is conducted to the environment, and finally reaches a
relatively constant value due to the heat equilibrium between the heat generation of the
specimen subjected to cyclic loading and the environment.

If the fatigue test is terminated and restarted, since the plastic strain has already saturated,
little heat will be generated, resulting from the plastic deformation. Thus, there will be
no rapid temperature rise in the first 100 cycles, as indicated by the solid lines in Figure
4.4.2. The stress-strain curve of the restarted test is exhibited in Figure 4.4.5, which
presents much less plastic deformation, as compared to Figure 4.4.3, resulting in a much
smaller amount of temperature rise shown in the solid line, relative to the dashed line in
Figure 4.4.2. Thus, there is a good correspondence between the temperature evolutions
and the stress-strain characteristics during fatigue.

The temperature versus time curves for the first 6 seconds (120 cycles) of fatigue tests at
different maximum stress levels from 500 MPa to 650 MPa are represented in Figure
4.4.6, taken at a high IR camera speed of 120 Hz. For the curves at 630 MPa, 640 MPa,
and 650 MPa, a similar trend regarding the presence of the temperature hump was
observed, and the maximum temperature hump goes up with the increase of the
maximum stress level. This is because a greater stress level brings about a larger amount
of plastic deformation and yielding behavior, which, in turn, generates more heat and
raises the temperature. However, at 500 MPa, since the applied stress is much lower than
the yielding strength of RPV steels (587 MPa), no plastic deformation and yielding
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phenomenon occur during the first 120 cycles, and, thus, no temperature hump was
found.

4.5 Temperature Oscillation within Each Fatigue Cycle

Figure 4.5.1 exhibits the relationship among the stress, strain, temperature, and time for
the ramp-up period (within the first 1.4 seconds) of the electrohydralic machine during a
20 Hz fatigue test with a maximum stress level of 640 MPa. In the figure, the stress rises
up steadily, and the strain correspondingly increases, while the temperature drops down
in a relatively straight line. This can be attributed to the thermoelastic effect, which
predicts that the temperature will decrease when the stress rises up in a linear
relationship, as detailed later.

This trend corresponds to the slight decrease of the

temperature at the very beginning stage of the loading, observed in Figures 4.4.1 and
4.4.2.

A close comparison among the stress, strain, and temperatrue profiles within each cycle
at the initial stage of fatigue loading is shown in Figure 4.5.2. When the stress begins to
fluctuate in a sinusoidal wave, the mean strain rises up, while the strain amplitude
remains the same.

The temperature also fluctuates with the stress, and the mean

temperature increases.

Lines, C1 and C2, correspond to the time when the stress cycle reaches the lowest point,
and lines, B1, B2, and B3, to the highest point. Lines, A1, A3, and A5, represents the time
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when the stress increases to the yielding point, while A2, A4, and A6 with the stress
decreases to the yielding point. Lines, C1 and C2, show that when the stress reaches the
lowest value, the strain also reaches the lowest value, and the temperature rises to the
highest point. Since this stress value is much lower than the yielding strength, the
observed experimental results match the elastic stress-strain relation, and the
thermoelastic effect quite well (i.e., decreasing the stress increases the temperature), as
discussed later.

However, if the figure is examined carefully, there is a phase difference among the stress,
strain, and temperature profiles for lines, B1, B2, and B3. Within each fatigue cycle, the
highest value for the strain seems to be a little later than that for the maximum stress, and
the lowest point of the temperature appears earlier than the highest value of the stress.
That is because at the maximum stress, the stress has generally passed the yielding point
(A1, A3, and A5), and the effect of the plastic deformation should be considered. For the
strain, even after the stress passes the highest value, the plastic strain is still increasing
due to the yielding phenomenon, which results in large strains. This process continues
until the stress drops lower than the yielding point (A2, A4, and A6). That is why the
highest point for the strain appears later than that for the maximum stress.

On the other side, the mean temperature will rise up when the stress reaches the yielding
point (A1, A3, and A5), resulting in a great amount of plastic deformation. Thus, the
lowest value of the temperature appears earlier than the highest value of the stress, which
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exceeds the yielding strength. Lines, A1, A3, A5, in the figure show that the lowest
temperature points appear when the stress approaches the yielding point.

In Figure 4.5.3, when the plastic strain already saturated after 26 cycles, the in-phase or
out-of-phase relationship among the stress, strain, and temperature appears. When the
stress is at its maximum value, the strain approaches the maximum value, while the
temperature reaches the minimum value. On the other hand, when the stress reaches its
minimum value, the strain decreases to the minimum value, while the temperature
reaches the maximum value. Thus, there is a complete in-phase correspondence between
the stress and strain responses, while there is a complete out-of-phase correspondence
between the stress and temperature relations, as expected by the thermoelastic effect.

4.6 Theoretical Modeling

Both the thermoelastic effect and the heat from plastic deformation contribute to the
temperature profile during fatigue cycling(21-24). At the same time, the heat-conduction
effect also needs to be considered. Generally speaking, in a fatigue test without outside
heat sources, the specimen temperature variation can be explained by three factors: (I) the
thermoelastic effect, (II) the inelastic effect, and (III) the heat-conduction effect. Note
that the thermoelastic effect contributes to the temperature oscillation, while the inelastic
and heat-conduction effects play a dominant role in affecting the mean-temperature
change.
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In the following text, a model combining the thermoelastic, thermoplastic, and heatconduction effects will be formulated. Specifically, the temperature profile of the initial
fatigue cycles will be predicted and compared with the experimental data.

4.6.1 Thermoelastic Effect

During fatigue, the temperature was observed to drop down, proportional to the increase
of the stress in the ramp-up period, and, then, fluctuate regularly in a sinusoidal wave at
the same frequency as the stress cycles (Figures 4.4.1, 4.4.2, 4.4.6, 4.5.1, 4.5.2, and
4.5.3). The amplitude of the temperature oscillation is about 0.5°C, shown in Figure
4.4.2 and 4.4.6. To explain these phenomena, a quantitative stress analysis by means of
the thermoelsastic effect needs to be developed.

The basic relationship among the entropy, temperature, and energy can be derived(21-23)
from the laws of thermodynamics in the form:

ds =

ij ∂σ
1 ∂U
ij
dT − ∑
dε ij
∂T
T ∂T

with i, j = 1, 2, 3

(4-1)

where s is entropy, U is the internal energy, T is the absolute temperature, σij is the stress
component, and εij is the strain component.

The basic equations of the stress, strain, and temperature are:
38

σ ij = 2G (ε ij +

ν
1 − 2ν

eδ ij −

1 +ν
α∆Tδ ij )
1 − 2ν

E = 2 G (1 + ν )

(4-2)

(4-3)

where G is the shear modulus, ν is the Poisson’s ratio, E is the Young’s modulus, α is the
coefficient of linear expansion, and δ ij = 1(i = j ) 0(i ≠ j ) .

Considering ∂U = ∂Q = Cε ρ , and combining Equations (4-1), (4-2), and (4-3):
∂T ∂T

ds = Cε ρ

dT
E
+
(dε 1 + dε 2 + dε 3 )
T 1 − 2ν

(4-4)

where Cε is the heat capacity at a constant strain, and ρ is the density.

Integrating Equation (4-4):

s = Cε ρ log(1 +

∆T
E
)+
(ε 1 + ε 2 + ε 3 )
1 − 2ν
T

(4-5)

where ∆T is the temperature difference, and ε1, ε2, and ε3 are the principal strain
components.
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For small changes in temperature,

s=

Cε ρ∆T
E
+
(ε 1 + ε 2 + ε 3 )
T
1 − 2ν

(4-6)

For a constant pressure,

Q = H = Ts = Cε ρ∆T +

ET
(ε 1 + ε 2 + ε 3 )
1 − 2ν

(4-7)

where Q is the heat, H is the volumetric Helmholtz free energy, and σ1, σ2, and σ3 are the
principal stress components.

The relationship between Cp, the heat capacity at a constant pressure, and Cε is:

C p − Cε =

3Eα 2T
ρ (1 − 2υ )

(4-8)

Combining Equations (4-2), (4-3), (4-7), and (4-8) gives:

Q = C p ρ∆T + Tα (σ 1 + σ 2 + σ 3 )
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(4-9)

Under adiabatic conditions, Q = 0,

∆T = −

Tα
(σ 1 + σ 2 + σ 3 )
Cpρ

(4-10)

This equation can be written in the form of

∆T = − KT (σ 1 + σ 2 + σ 3 )

where K is the material constant, and equals

α
Cp ρ

(4-11)

.

While the absolute temperature of the material does not change sharply during each
fatigue cycle, the temperature will fluctuate, proportional to the sum of the principal
stresses, which has been observed in our uniaxial fatigue test. In Equation (4-11),
increasing the stress decreases the temperature, while decreasing the stress increases the
temperature, as generally observed experimentally in Figures (4.4.1, 4.4.2, 4.4.6, 4.5.1,
4.5.2, 4.5.3).

4.6.2 Inelastic Effect

The thermoelastic effect, the heat from the plastic deformation, and the yielding
phenomenon in Figures 4.4.3 and 4.4.4 all contribute to the temperature-rise region of the
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hump during the first 100 fatigue cycles in Figures 4.4.1, 4.4.2, and 4.4.6. To quantify
the heat-generation phenomenon of an elastic-plastic material during high-cycle fatigue,
the following assumptions have been made:

1. Consider an isotropic, long, and slender bar, which is subjected to a
homogeneously applied deformation field such that the resulting stress field is
everywhere uniaxial in one dimension.

2. Only thermal and mechanical properties of materials will be considered, and other
factors, like magnetic and electric properties, will be neglected.

3. The irreversible deformation behavior is described as a set of internal state
variables, which can characterize the state of the elastic-plastic deformation of a solid.

4. Only a fixed system of one-dimensional axis, x, will be considered.

Thus, considering only the plastic-strain contribution and neglecting the thermoelastic
effect and thermal expansion, the basic thermodynamic equation becomes:

∂ 2 T ( x, t )
∂T ( x, t )
ρC p
=k
+Q
∂t
∂x 2

If considering only the thermoplastic effect, Equation (4-12) can be simplified to:
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(4-12)

∂T ( x, t )
=Q
∂t

ρC p

(4-13)

Since W = ∫ Qdt = ∫ σdε , integrating Equation (4-13) with time gives:

ρC p θ i = ∫

ε max

ε min

σ u dε − ∫

ε max

ε min

σ l dε = Ai

(4-14)

where θ is the temperature change due to the thermoplastic effect for each fatigue cycle,

ε min and ε max are the minimum and maximum strains, respectively, of the hysteresis
loop, σ u and σ l refer to the stresses in the upper and lower parts of the hysteresis loop, A
is the area for each hysteresis loop, and i represents the number of each fatigue cycle.

4.6.3 Heat-Conduction Effect

To provide a better prediction of the thermography results, the heat-transfer effect needs
to be considered. For RPV steels tested in air, two heat-transfer processes are involved.
One is the heat conduction between the specimen and the main body of the MTS machine
through grips, the other is the heat transfer between the specimen and the air around it.
However, comparing with the large heat capacity in steels, neglecting the heat transfer
with air will be reasonable.
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The equation for heat conduction in solids with a constant thermal conductivity is:

∂T
∂ 2T ∂ 2T ∂ 2T
= k( 2 + 2 + 2 ) + Q
ρC p
∂t
∂x
∂y
∂z

(4-15)

where k is the thermal conductivity of the material, and Q is the energy conversion rate
per unit volume.

For a cylindrical specimen, Equation (4-15) can be simplified to a one-dimensional
equation as below:

ρC p

∂ 2T
∂T
= k 2 +Q
∂t
∂x

(4-16)

When Q is a constant and the time is long enough, the temperature solution(74) of
Equation (4-16) can be expressed as Equation (4-17):

Q
T = T0 +
2k

 Le  2

2
  − x 
 2 


(4-17)

where T is the specimen temperature, T0 is the room temperature, Le is the effective gage
length, and x is the longitudinal axis.
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The specimen is held by a pair of grips that are loaded on the machine. For the continuity
of the one-dimensional heat-conduction model, the length of the grips and the non-gage
section of the specimen need to be converted into an effective length of the material with
the same cross-sectional area as the gage section. The key is that the heat passing
through a cross section should be the same before and after conversion. For example, the
length of the grips and non-gage length of the cylindrical RPV specimen are converted
into an effective length of 1.405 cm with a diameter of 0.508 cm [the same as the gage
diameter of the specimen] in Figure 3.1(a). Combining with the real gage length (1.27
cm), the total effective length (Le) will be 2.675 cm.

In tension-tension fatigue testing, Q is not exactly a constant, and Equation (4-17) cannot
be treated as a close-form solution to our experiments. However, an observation of
Equation (4-17) gives us the idea that the temperature distribution along the specimengage-length section is approximately in a hyperbolic shape. Defining the center point of
the specimen-gage-length section as x = 0, the temperature distribution on the specimengage-length section can be approximated as:

T ( x, t ) =

[T0 − T ( x = 0, t )] x 2 + T ( x = 0, t )
( Le / 2) 2

where t is the time.
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(4-18)

Thus, the one-dimensional heat-conduction equation for a cylindrical specimen can be
simplified as:

ρC p

∂T ( x, t )
∂ 2 T ( x, t )
2
=k
=k
[T0 − T ( x = 0, t )]
2
∂t
∂x
( Le / 2) 2

(4-19)

In the following part, the thermoelastic, inelastic, and heat-conduction effect will be
combined to quantify the temperature evolutions versus number of cycles curve,
including the temperature variations during the initial fatigue cycles (Figure 4.5.2). Part
of the curve will be predicted, using the stress and strain data during fatigue, and
compared with the experimental data.

4.6.4 Comparisons of Experimental Results and Theoretical Predictions

The relevant material constants of the RPV steel are:
Linear thermal expansion coefficient:

α = 1.1 × 10 −5 /°C

Density:

ρ = 7.8 g/cm3

Specific heat at a constant pressure:

C p = 0.48 J/g°C

In a uniaxial tension-tension fatigue test, there is only one principal stress, and the
temperature oscilliation during each fatigue cycle and the initial temperature drop at the
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ramp-up period of the machine can easily be calculated from Equation (4-11). Figure
4.6.4.1 shows the predicted temperature oscillation during the first 18 fatigue cycles.

The heat generated from the plastic deformation will increase the mean temperature of
the specimen. However, during each fatigue cycle of RPV steels with a stress range from
128 MPa to 640 MPa at a R ratio of 0.2, only part of the cycle provides a stress level
greater than the yielding strength of RPV steels (587 MPa). The stress-time profile
comparing with the yielding strength is represented in Figure 4.6.4.2. In this figure, it
can be calculated that the time for the plastic deformation to occur is about one fifth of
each fatigue cycle. While the plastic deformation occurs for two data-points period out of
10 data points in each fatigue cycle at the beginning stage of cyclic loading in Figure
4.4.3, where the plastic strain is extended during the acquisition of the two data points for
every cycle.

The area for each of the first 18 hysteresis loops was calculated by simulating the shape
of the hysteresis loop to a parallelogram. Considering that the heat will only be generated
when the stress level is over the yielding point, Figure 4.6.4.3 shows that the mean
temperature will only rise up from 0.15 cycle to 0.35 cycle, as also experimentally
observed between lines, A1 and A2, A3 and A4, and A5 and A6, where the applied stress
exceeds the yielding strength in Figure 4.5.2.

Simply assuming that the mean

temperature increase rate is constant, a mean temperature change profile by the plastic
deformation during the first 18 fatigue cycles is predicted in Figure 4.6.4.4.
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Figure 4.6.4.4 exhibits the predicted results of the mean temperature change in the first
18 fatigue cycles from Equation (4-14). A preliminary prediction can result from the
addition of the temperature variations in Figures 4.6.4.1 and 4.6.4.4, which is plotted out
as the dashed line in Figure 4.6.4.5. Comparing with the solid line (the experimental
data), the theoretical model gives a reasonable prediction. However, for the first two
fatigue cycles, the predicted and measured results fail to fit each other closely, which can
be explained that the surface and the center of the sample have not reached a uniform
thermodynamic state at the very beginning of the test. The surface temperature can be
more easily dissipated, relative to the interior of the sample. Thus, the measured surface
temperatures of the test specimen by thermography can be lower than the predicted
values.

In Figure 4.6.4.5, after 10 cycles, the predicted temperature is observed to be somewhat
higher than the experimental result. This trend is due to the negligence of the heattransfer effect in the previous calculation.

For each data point recorded in the fatigue test, the time interval, ∆t, is 0.00483 seconds.
If we consider dt ≈ ∆t = 0.00483s, Equation (4-19) becomes:

dT j =

2k
(T0 − T j )dt
( Le / 2) 2 ρC p
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(4-20)

where j is the number of the fatigue data point and dTj is temperature correction due to
the heat-conduction effect for each fatigue data point.

Using Equation (4-20) to refine the temperature calculation, the temperature change for
each data point becomes:

j

∆T jc = ∆T j − ∑ dTn

(4-21)

n =1

where ∆T jc is the temperature change for each data point after the heat-conduction
correction, and ∆T j is the temperature change for each data point before the heatconduction correction.

Thus, the predicted temperature for each data point after the heat-conduction correction
can be written in the equation below:

Tic = T0 + ∆Tic

(4-22)

where Tic is the predicted temperature for each data point after the heat-conduction
correction, and T0 is the room temperature.
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The predicted temperature profile after the inclusion of the heat-transfer effect is shown
in Figure 4.6.4.6. The theoretical predictions of temperature evolutions are in good
agreement with the experimental results even after 10 cycles.

4.7 Back Calculation

Conversely, the stress versus strain behavior can also be predicted, using the measured
temperature evolution by thermography. Therefore, in the next section, the backward
calculation from the measured temperature evolution to predict the stress versus strain
state during fatigue will be performed. Specifically, the temperature evolution at the
maximum stress level of 640 MPa, as shown by the dash line in Figure 4.4.2, was chosen
to illustrate the whole process.

(a) Stress Calculation

From the temperature evolution at the maximum stress level of 640 MPa in Figure 4.4.2,
the stress state can be readily calculated, using the thermoelastic effect. At the ramp-up
period of fatigue testing, the stress goes from zero to the mean stress. At the same time,
the temperature goes down from 24 to 23.665 °C. The mean stress can then be calculated
by Equation (4-23) as:

 σ min + σ max   (23.665 − 24) 


 = 
2
− KT0
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(4-23)

In Figure 4.4.2, a temperature oscillation (∆Tosci) of 0.46°C can also be expressed by the
equation below:

∆Tosci = − KT0 (σ max − σ min )

(4-24)

 σ max − σ min  ∆Tosci

=
2

 − 2 KT0

(4-25)

Thus,

Using Equations (4-23) and (4-25), the minimum and maximum stresses were then
calculated as 123 MPa and 638 MPa, respectively, which are very close to the nominal
applied stress levels in the fatigue test (σmin = 123 MPa and σmax = 640 MPa).

(b) Elastic Strain

The elastic strain, εe, in fatigue testing can then be calculated easily by the equation:

εe = σ / E
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(4-26)

(c) Inelastic Strain

However, the inelastic strain of the specimen cannot be directly obtained from the
measured temperature evolution because the mean temperature change is determined not
only by the inelastic effect but also by the heat-conduction effect. Thus, the first step to
calculate the inelastic strain will be the backward calculation to exclude the heatconduction effect from the measured temperature evolutions.

The equation that is used for the backward calculation is similar as Equation (4-20):

dT j =

2k
(T j − T0 )dt
( Le / 2) 2 ρC p

(4-27)

where j is the jth experimental temperature data point.

Using Equation (4-27) to eliminate the heat-conduction effect from the measured
temperature evolutions, the temperature for each data point becomes:
j

T jc = T j + ∑ dTn

(4-28)

n =1

where Tjc is the jth temperature data point after the backward calculation by excluding the
heat-conduction effect.
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The second step to calculate the inelastic strain will be to exclude the thermoelastic effect
from the temperature evolutions through the backward calculation. The corresponding
equation is shown below:

T jc′ = T jc + KT jcσ j

(4-29)

where T jc′ is the jth temperature data point after the backward calculation by excluding
both heat-conduction effect and thermoelastic effects.

Figure 4.7.1 represents the steps for obtaining back-calculated temperature evolutions,
excluding the heat-conduction and thermoelastic effects. Line “ETE” is the experimental
temperature profile; line “TEEITE” exhibits the temperature profile, excluding the heatconduction effect using Equation (4-28), and including the thermoelastic effect; and line
“TEHTE” shows the temperature evolutions, excluding the heat-conduction and the
thermoelastic effects using Equations (4-28) and (4-29).

After the heat-conduction

exclusion, the temperature of line “TEEITE” is always higher than that of line “ETE” and
will never decrease. The temperature of line “TEHTE” is higher than that of line
“TEEITE” due to the fact that the thermoelastic effect always intends to decrease the
temperature in a tension-tension fatigue test (R = 0.2). A close observation of line
“TEHTE” shows that temperature fluctuation cannot be 100% eliminated during each
fatigue cycle, which is due to the simplification in the thermoelastic equation (4-6).
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After the elimination of the heat-conduction and thermoelastic effects, the inelastic strain
can be estimated by the equation below:

ε in =
j

ρC p [T(′j +1) c − T jc′ ]
σ max

(4-30)

where ε in j is the calculated inelastic strain for the jth data point.

(d) Comparisons of Experimental Results and Theoretical Predictions

Combining the calculated stress, elastic strain, and inelastic strain, the predicted stress
versus strain curve is shown in Figure 4.7.2(A). The solid line is the experimental stress
versus strain curve, while the dashed line is the predicted one. There is a reasonably
good agreement between the experimental and predicted stress versus strain curves.
However, since the experimental temperature for the first two cycles is lower than the
predicted temperature(75), and the real stress was not very stable for the first 10 cycles
(Figure 4.4.3), which has been discussed before, the predicted data do not fit the
experimental data quite well for the first several cycles. However, after 10 cycles, both
experimental and predicted stress versus strain curves match each other well. Note that
the calculation described above is an accumulated process and can be performed
simultaneously with temperature observations during fatigue testing.
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To illustrate the predictability of the back-calculation model further, Figure 4.7.2(B)
represents the measured and predicted inelastic strains, resulting from fatigue testing. The
solid line exhibits the experimental data, while the dashed line shows the predicted
results. Similar to Figure 4.7.2(A), the predictions in the first 10 cycles do not fit the
experimental data exactly, due to the factors described above. However, they match with
each other quite well after that. And the trends of the two curves are similar: i.e., for the
first 4 cycles, the inelastic strain increases, due to the yielding-point phenomenon(75); and
after 4 cycles, the inelastic strain decreases due to strain hardening. Furthermore, the
total areas under the two curves are similar, which correspond to the predicted and
measured work that has been dissipated during plastic deformation.

4.8 Concluding Remarks

The temperature profiles of RPV steels during fatigue testing can be classified into five
stages as shown in Figure 4.8.1. In the first stage (I), an begining temperature increase is
observed during the initial fatigue cycling. This trend can be explained by a combination
of the thermoplastic and yielding-phenomenon effects, which gives large plastic strains,
and, thus, increases the temperatures.

The temperature oscillation results from the

thermoelastic effect. In the second stage (II), the plastic deformation will saturate with
strain hardening, and the temperature will drop down slowly due to the heat-conduction
effect. The temperature fluctuation during each fatigue cycle can be related to the
thermoelastic effect. In the third stage (III), the temperature remains at a constant value,
which shows an equilibrium state among the slight thermoplastic effect, internal friction,
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and the environment. Also the temperature oscillates due to the thermoelastic effect.
Then the temperature will rise up abruptly in the fourth stage (IV), reflecting the rapid
crack propagation before failure and the large plastic deformation in the crack-tip region.
At the highest point of the temperature, the specimen is broken, and the test stopped.
Then the temperature will drop down, as shown in the fifth stage (V).

It has been observed that higher-frequency fatigue tests result in greater specimen
temperatures. Actually, even after the plastic strain already nearly saturates, it does not
disappear entirely. During each fatigue cycle, though not obvious, a slight plastic strain
can still be measured, which continues to generate heat and keeps the specimen
temperature in an equilibrium state with the environment. In a 1,000 Hz fatigue test, the
heat generated per unit time is approximately 50 times of the heat from a 20 Hz fatigue
test, which results in a distinct specimen-temperature difference between the 1,000 Hz
and 20 Hz fatigue tests. This temperature difference could result in a shorter life of the
specimen in the higher-frequency fatigue test. Recently, it has been observed that a
mercury-cooled specimen of Type 316 stainless steel during a 700 Hz fatigue test tends to
have a longer fatigue life than the uncooled specimen(76). Moreover, increasing the
frequency from 10 to 700 Hz generally decreases the air-environment fatigue life of 316
stainless steel, while the frequency effect on fatigue life was not observed in mercury due
to the cooling effect of the mercury environment.

For materials without a yielding phenomenon, the areas of the hysteresis loops in a
tension-tension fatigue test of a superalloy were found to decrease gradually due to the
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tensile hardening effect(75). However, the areas of the first several hysteresis loops of
RPV steels were observed to increase gradually, as shown in Figure 4.4.3. For the
materials, such as a Co-based superalloy(77),

without a yielding phenomenon, the

increase of the areas of the hysteresis loops during the first few cycles of fatigue testing
was not present, and the area of the hysteresis loops was found to decrease from the first
fatigue cycle.

Correspondingly, the temperature hump may not be observed in the

superalloy without the presence of the yielding phenomenon(77). Thus, it is suggested that
the temperature hump could be strongly related to the yielding phenomenon observed in
the present RPV steel (Figure 4.4.4).

The explanation of the yielding phenomenon arises originally from the idea that the
dislocation sources are locked or pined by solute-atom interactions. According to this
explanation, at the beginning of the test, when the stress is higher than the yielding
strength, dislocations are pulled free from the interactions with the atmosphere of solute
atoms (carbon or nitrogen). Slips can then occur at a lower stress, and in this way larger
plastic deformation is expected, which will contribute to a higher specimen temperature,
greater plastic strains, and, thus, larger hysteresis loops at the beginning of the fatigue test,
as observed in Figure 4.4.3. Following the occurance of the yielding phenomenon,
strain-hardening takes place during fatigue, and the hysteresis loops become smaller with
fatigue cycling (Figure 4.4.3).

During fatigue, the minimum applied stress corresponds to the minimum strain and the
maximum temperature, while the maximum stress does not necessarily correspond to the
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maximum strain and the minimum temperature because the maximum stress can exceed
the yield strength of the material. The IR camera using an image-subtraction technique is
capable of monitoring the crack initiation and propagation behavior.

In this chapter, the quantitative relationship between the temperature evolutions and
stress versus strain curves has been studied.

Without outside heat sources, the

temperature evolutions can be affected by three factors: (I) the thermoelastic effect, (II)
the inelastic effect, and (III) the heat-conduction effect. Among them, the thermoelastic
effect mainly contributes to the specimen-temperature oscillation during each fatigue
cycle, while the other two effects dominate the mean temperature change of the
specimen. A theoretical model has been formulated to predict the temperature profiles
using the stress versus strain data obtained during fatigue testing. The model can backcalculate the stress and strain characteristics from the measured specimen-temperature
evolution. Thus, the model described in this paper can provide an effective way to
“quantify” the stress-strain state and fatigue damage from the measured specimen
temperature by thermography. The same model can be expanded to two-dimensional and
three-dimensional conditions using numerical methods, which is currently undertaken by
the authors. Thermography, as a new NDE method, has demonstrated its potential to
“watch” and “quantify” the temperature evolution “cycle by cycle”, and, thus, predict the
stress versus strain behavior during cyclic loading. The present research can open up
wide applications of thermography in studying the mechanical damage and structural
integrity of materials and components.
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CHAPTER 5: THERMOGRAPHY DETECTION ON THE LOWCYCLE FATIGUE BEHAVIORS OF RPV STEELS

5.1 Introduction

In a finite-life design of RPVs, where the region of the lower numbers of cycles to
fracture is governing, it is essential to investigate and understand the low-cycle fatigue
behaviors of RPV steels. In this chapter, the SA533B1 steel samples subjected to 0.5 Hz
low-cycle fatigue tests were monitored by an advanced IR camera to “watch” the
temperature evolution during fatigue. Theoretical models, combining thermodynamics,
fracture mechanics, and heat-transfer theories, are formulated to quantify the relationship
between the observed temperatures and mechanical behaviors during fatigue.
Specifically, real-time stress-strain analyses and fatigue-life predictions have been
conducted simply from the observed temperature evolutions. While most stress analyses
conducted by thermography so far only focus on the elastic range (the thermoelastic
effect)(78-80), the fatigue-damage process is considered to be closely related to the
dissipated plastic-strain energy. The present work gives a complete analysis on both
elastic and plastic behaviors of materials during fatigue simply from the observed
specimen temperatures, which provides an innovative technology to in-situ monitor the
detailed mechanical responses of materials and components by thermography, and, thus,
can open up new opportunities to study mechanical behaviors.
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5.2 Theoretical Modeling

In this section, theoretical models incorporating thermodynamics and solid mechanics are
formulated to predict the material mechanical behaviors, such as the stress, inelastic
strain, plastic work, and fatigue life, from the observed temperature evolution.
Specifically, constitutional equations combining thermoelastic, inelastic, and heattransfer effects have been developed to quantify the thermo-mechanical behaviors.
Coupled with appropriate equations that describe the elasticity and/or plasticity of the
materials, in-situ stress-strain predictions from the observed temperature evolutions
become possible.

5.2.1. Background

In this section, a brief summary of the theoretical modeling in Chapter 4 is stated for the
further development of theoretical modeling for low-cycle fatigue.

The temperature profile during fatigue without an outside heat source can be affected by
(I) the thermoelastic, (II) the inelastic, and (III) the heat-transfer effect, as described in
Chapter 4, which is summarized in Equation (5-1):

∂T
∂ 2 T ∂ 2 T ∂ 2T
= k ( 2 + 2 + 2 ) + Qe + Qi
ρC p
∂t
∂x
∂y
∂z
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(5-1)

where ρ is the density, C p is the heat capacity at a constant pressure, T is the absolute
temperature, t is the time, k is the thermal conductivity of the material, x, y, z are the
spatial coordinates, Qe is the energy-conversion rate per unit volume by the thermoelastic
effect, and Qi is the energy-conversion rate per unit volume by the inelastic effect.

During fatigue testing, the thermoelastic effect relates the temperature to the stress and
elastic strain(21-23), and it contributes to the temperature oscillation during each fatigue
cycle. The inelastic effect uncovers the relationship between the temperature and plastic
deformation(24). Along with the heat-transfer effect, the inelastic effect affects the meantemperature change of the material during fatigue cycling. The thermoelastic, inelastic,
and heat-conduction effects are represented by equations below:

(a) Thermoelastic Effect(21-24):

T − T0 = − KT (σ 1 + σ 2 + σ 3 )

where T0 is the room temperature, K =

α
Cp ρ

(5-2)

, α is the coefficient of linear expansion, Cp

is the heat capacity under a constant pressure, ρ is the density, and σi (i = 1, 2, and 3) is
the principal stress.
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(b) Inelastic Effect(21, 22):

ε2

ε2

ε1

ε1

ρC pθ i = ∫ σ u dε − ∫ σ l dε = Ai

(4-14)

(c) Heat-Conduction Effect:

To provide a better prediction of the thermography results, the heat-conduction effect
must be considered. For a cylindrical specimen, a simplified one-dimensional heatconduction equation will be used:

ρC p

∂T ( x, t )
∂ 2 T ( x, t )
2
=k
≈k
[T0 − T ( x = 0, t )]
2
∂t
∂x
( Le / 2) 2

(4-19)

5.2.2. Predictions of Stress Amplitude, Strain Amplitude, and Plastic Work

(a) Stress Amplitude

For a cylindrical specimen, a reduced one-dimensional form of Equation (5-2) is shown
as follow:

σ =

ρC p
(T0 − T )
αT
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(5-3)

During low-cycle fatigue testing of the SA533B1 RPV steel, the mean temperature
(ignoring the temperature oscillation within each fatigue cycle by the thermoelastic
effect) of the specimen will approach a constant value after approximately 50 fatigue
cycles generally regardless of strain levels, when the heat-generation rate (the inelastic
effect) and heat-dissipation rate (the heat-conduction effect) reach an equilibrium, which
will be discussed in detail later in the “Results and Discussion” Section. The temperature
oscillation afterwards will be dominated by the thermoealstic effect.

Thus, from

Equation (5-3), the stress range can be simply calculated as:

2σ a =

ρC p
∆T
αTs

(5-4)

where σa is the stress amplitude and ∆T is the temperature oscillation range after the mean
temperature of the specimen reaches a stable value, Ts is the absolute stable mean
temperature, and ∆T << Ts.

(b) Plastic Work

When only the mean temperature is considered, and the thermoelastic effect is ignored,
assuming that the plastic work, which is dissipated in each fatigue cycle (the hysteresisloop area), is approximately a constant, a one-dimensional solution of Equation (5-1)
after the mean temperature becomes stable can be written as(74):
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Ts = T0 +

2

∆W × f  Le 
− x2 



2k  2 


(5-5)

where ∆W is the plastic work in one fatigue cycle, and f is the test frequency.

At the center of the gage-length section of the fatigue specimen where x = 0, Equation (55) can be reduced to:

∆W =

8k (Ts − T0 )
2

Le f

(5-6)

Thus, the plastic work per cycle, which equals the hysteresis-loop area, can be simply
calculated from the observed mean temperature at the center of the specimen. It should
be mentioned that only slightly cyclic-softening behavior of the SA533B1 steel was
observed during fatigue tests at room temperature. As a result, the dissipated plastic
work per cycle did not change much through most of the fatigue life, and is
approximately a constant at a given strain range.

(c) Plastic-Strain Amplitude

The dissipated plastic work per cycle can be expressed as follows:
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1− n 
∆W = 2∆ε pσ a 

1+ n 

(5-7)

where ∆εp is the plastic strain range, and n is the cyclic plastic-strain hardening
coefficient(81) of the SA533B1 steel.

With ∆W and σa already predicted, the plastic-strain amplitude (∆εp/2) can be calculated
by reforming Equation (5-7):

∆ε p
2

=

∆W
1− n 
4σ a 

1+ n 

(5-8)

5.2.3. Prediction of Fatigue Life

Given the predicted stress, strain, and plastic work from the measured temperature,
various life-prediction models can be applied to determine fatigue lives. One of the
popular models is to use the well-known Coffin-Mansion equation(82), as shown in
Equation (5-9).

∆ε ∆ε e ∆ε p σ ′f
(2 N f ) b + ε ′f (2 N f ) c
=
+
=
2
2
2
E
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(5-9)

where ∆ε is the total strain range, ∆εe is the total elastic-strain range, ∆εp is the total
plastic-strain range, σ ′f is the fatigue-strength coefficient, E is the Young’s modulus, b is
the fatigue-strength exponent, ε ′f is the fatigue-ductility coefficient, c is the fatigueductility exponent, and Nf is the number of cycles to failure.

In this paper, an alternative method, a strain-energy-based life-prediction approach, will
be applied.

While the Coffin-Mansion method (Equation 5-9) requires 4 material

constants ( σ ′f , b, ε ′f , and c) to be determined by a series of experiments, only one
material constant needs to be determined by an experiment for the strain-energy-based
life-prediction method, and the technology is extremely easy to implement, which will be
explained in detail as follows.

Due to the fact that the dissipated plastic-strain energy is closely related to the fatiguedamaging process, the fatigue life can be predicted, using the plastic-strain energy as a
criterion. Considering that the total plastic-strain-energy density, which was dissipated
during fatigue, is proportional to the square of crack length(83, 84), and the crack length is
inversely proportional to the square of the stress amplitude, the following relationship can
be obtained:

(∆W × N f )1

2

4
L 
(σ )
=  1  = a 4 2
(∆W × N f ) 2  L2 
(σ a )1
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(5-10)

where 1 and 2 represent different applied strain ranges, and L is the crack length.

Equation (5-10) can be rewritten as the equation below:

∆W × N f × σ a = C
4

(5-11)

where C is the material constant.

Thus, the fatigue life can be predicted as:

Nf =

C
∆W × σ a

(5-12)

4

Since both σa and ∆W are calculated solely from the material temperature, as shown in
Equations (5-4) and (5-6), respectively, the fatigue life can be directly predicted from the
observed specimen temperature, as presented in Equation (5-13):

Nf =

C
8k (Ts − T0 )  ρC p ∆T 

× 
2
Le f
 2αTs 

4

(5-13)

Note that, in Equation (5-13), C is the only material constant that is required to be
determined by a fatigue experiment.
67

5.2.4. Prediction of In-situ Stress-Strain State

The objective of this section is to develop the constitutional equations to in-situ predict
the stress-strain behavior of the material from the observed temperature. Equations (5-2,
4-14, and 4-19) have quantified the relationship among the temperature, stress, and strain.
Coupled with the constitutional equations that describe the material stress-strain
behaviors, Equation (5-1) can be used to analyze the stress-strain state from the materialtemperature evolutions. Equations (5-14) and (5-15) show the symbolic forms of the two
sets of equations:

v v
T = Tˆ (σ , ε , t )

(5-14)

v

(5-15)

v

ε = εˆ(σ , T , t )

v
where X denotes that X is a vector, and X̂ shows that X is a function.

Particularly, in the one-dimensional case of a cylindrical specimen, Equation (5-1) can be
expressed as:

ρC p

∂T
∂ 2T
= k 2 + Qe + Qi
∂t
∂x
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(5-16)

Differentiating Equation (5-3) with respect to t gives:

ρC p

dT
=−
dt

αT0
dσ
α
(1 +
σ ) 2 dt
ρC p

(5-17)

Comparing Equations (5-16) and (5-17) gives:

Qe = −

αT0
dσ
α
(1 +
σ ) 2 dt
ρC p

(5-18)

Differentiating Equation (4-14) with respect to t gives:

ρC p

dε p
dT
=σ
dt
dt

(5-19)

where εp is the plastic strain.

Comparing Equations (5-16) and (5-19) gives:

Qi = σ
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dε p
dt

(5-20)

Combining Equations (4-19), (5-16), (5-18), and (5-20) and considering

∂T
= 0 when x
∂x

= 0 (the center of the gage-length section), the temperature change at the center of the
specimen is represented in the form:

ρC p

2
dT
=k
(T0 − T ) −
dt
( Le / 2) 2

dε p
αT0
dσ
+σ
α
dt
(1 +
σ ) 2 dt
ρC p

(5-21)

where T is the temperature at the center of the specimen.

For the SA533B1 steel, at the ultimate stress level,

α
σ = 0.002 << 1, and can be
ρC p

neglected. Thus, Equation (5-21) can be simplified as:

ρC p T& =

8k
Le

2

(T0 − T ) − αT0σ& + σε& p

(5-22)

dX
.
where X& denotes
dt

In classical continuum mechanics and solid mechanics, quite a few models have been
developed to describe the stress-strain behaviors in both monotonic and cyclic tests(85-89).
In this paper, a simple power-law relationship between the stress and strain will be used
as an illustration to solve Equation (5-22).
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In tension-compression fatigue testing, the hysteresis loop can be divided into four
loading stages: (I) tensile loading; (II) tensile unloading; (III) compressive loading; and
(IV) compressive unloading, as shown in Figure 5.2.4.1. During fatigue testing, the
stress-strain relationship can be represented by Holloman equation in the form:

σ a = K ′∆ε p n

′

(5-23)

where K' and n' are material constants.

During tensile loading (Stage I in Figure 1), it is found that the stress-strain relationship
can be simulated by a power-law relationship qutie well(83). It can be written as follows:

1

∆ε p

 σ  n′
= 2 
εp +
2
 K′

(5-24)

Differentiating Equation (5-24) with respect to t gives:

ε& p =

2
n ′K ′

1
n′

σ

1− n′
n′
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σ&

(5-25)

Similarly, during compressive loading (Stage III in Figure 5.2.4.1), the stress-strain
relationship can be simulated as:

ε& p =

2
n ′K ′

1
n′

(−σ )

1− n′
n′

σ&

(5-26)

During tensile unloading and compressive unloading (Stages II and IV in Figure 5.2.4.1):

ε& p = 0

(5-27)

Combining Equations (5-22), (5-25), (5-26), and (5-27), the stress rates at different
loading stages within one hysteresis loop can be expressed as follows:

Tensile loading (Stage I):

σ& =

ρC p T& −

8K
(T0 − T )
2
Le
1
n′

2σ 
  − αT
n′  K ′ 

Tensile unloading (Stage II):
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(5-28)

σ& =

ρC p T& −

8K
2

Le
− αT

(T0 − T )

(5-29)

Compressive loading (Stage III):

σ& =

ρC p T& −
−

8K
(T0 − T )
2
Le
1
n′

(5-30)

2  −σ 
 − αT

n′  K ′ 

Compressive unloading (Stage IV):

σ& =

ρC p T& −

8K
2

Le
− αT

(T0 − T )

(5-31)

Thus, in-situ stress analyses can be provided by numerically solving Equations (5-28)-(531), based on the observed temperature evolutions and considering that the initial stress is
zero. Combining Equations (5-24)-(5-27) to obtain the strain values, hysteresis loops can
also be predicted from the observed temperature evolutions. Note that the calculation
described above is an accumulated process and can be performed simultaneously with
temperature measurements by thermography during fatigue experiments.
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5.3 Temperature Analyses

Figure 5.3.1(a) represents the observed temperature evolutions of RPV samples during
low-cycle fatigue experiments by thermography. The temperature is averaged from a 10
× 10 pixels window (2 mm × 2 mm) located at the center of the specimen, as shown in
Figure 5.3.1(b).

The IR camera was running at a frequency of 5 Hz.

Thus, 10

temperature data points were recorded for each fatigue cycle during 0.5 Hz fatigue
testing. Three temperature-evolution curves of the first 300 fatigue cycles for the total
strain amplitudes of 0.3%, 0.5%, and 0.6%, respectively, have been exhibited in Figure
5.3.1(a). A close observation of these curves shows that the temperature was oscillating
regularly during each fatigue cycle, which is due to the thermoelastic effect (Equation 52). The amplitude of the temperature oscillation is within approximately 2 °C depending
on the total strain amplitude. However, increasing the total strain amplitude from 0.3%
to 0.6% increases the amplitude of the temperature oscillation. As shown in Equation (52), the temperature variation is proportional to the stress fluctuation.

Hence, the

temperature oscillations during each fatigue cycle represent the stress variations within
each fatigue cycle, which will be discussed in detail later.

Note that in Figure 5.3.1(a), for the first several cycles, the temperature was oscillating
slower than 0.5 Hz. This is because the fatigue machine was not stable for the first
several cycles, and the stress oscillation was slower than the designed frequency (0.5 Hz).
Ignoring the temperature oscillations within each fatigue cycle, the mean temperatures of
the specimens were observed to increase rapidly for the first 50 cycles. Then, the
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increase of the mean temperatures slowed down and finally reached a constant value of
approximately 23.5, 27.0, or 38.0°C for the total strain amplitude of 0.3%, 0.5%, or 0.6%,
respectively. The mean-temperature increase is due to the inelastic effect, which is
shown in Equation (4-14). The work that was done by the plastic deformation in each
fatigue cycle, which equals the hysteresis-loop area, was mainly transferred to heat and
raised the specimen temperature(83, 84). However, the higher the specimen temperature is,
the faster the heat-conduction speed is. Finally, the heat-generation speed reached an
equilibrium with the heat-conduction speed, and the temperature remained at a constant
value during most of the fatigue life.

5.4 Predictions of Stress Amplitude, Strain Amplitude, and Plastic Work

(a) Stress Amplitude

Figure 5.4.1(a) provides a closer look at the temperature evolution during the 0.5% total
strain-amplitude fatigue test as an example. After approximately 50 fatigue cycles (100
seconds), the mean temperature of the specimen approached to a constant value, which
indicated that the inelastic effect has reached an equilibrium with the heat-conduction
effect.

Hence, the temperature oscillation afterwards resulted mainly from the

thermoelastic effect. A careful observation of the temperature evolution shows that there
were also some long-range (several hundred cycles) temperature fluctuations, which may
be due to the room-temperature fluctuation. However, in our following short-range
(cycle by cycle) stress-strain analyses, this effect can be ignored.
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Figure 5.4.1(b)

represents the amplified temperature evolutions from the 50th to 100th cycles.
Considering that the thermoelastic effect was dominating, the stress amplitude can be
calculated from Equation (5-4).

An averaged temperature range (∆T) for these 50 fatigue cycles was measured as 1.017
˚C, the average mean temperature (Ts) of the specimen from the 50th to 100th cycles is
27.58 °C, and the corresponding stress amplitude was calculated as 537 MPa using
Equation (5-4), which matches the measured stress amplitude of 539 MPa quite well.

(b) Plastic Work

During our fatigue testing, room temperature is 22.73 °C, the average mean temperature
of the specimen from the 50th to 100th cycles is 27.58 °C in Figure 5.4.1(b), the test
frequency is 0.5 Hz, and ∆W is calculated from Equation (5-6) as 3.67 × 106 J.
Moreover, the measured stress-strain curve (hysteresis loop) at the 75th cycle is
numerically integrated to obtain a measured ∆W of 3.65 × 106 J, which is in good
agreement with the predicted value of 3.67 × 106 J.

(c) Plastic-Strain Amplitude

The material constant, n, in Equation (5-8) is determined as 1.5 from a fatigue test with a
total strain amplitude of 0.8%. Given the predicted stress amplitude and plastic work
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described above, the plastic-strain amplitude can then be calculated as 0.23 % from
Equation (5-8), which is close to the experimental plastic-strain amplitude of 0.21 %.

5.5. Prediction of Fatigue Life

The material constant, C, in Equations (5-11) and (5-13) is determined as 4.912 × 1020
MPa5 from a fatigue test with a total strain amplitude of 0.8%. Figure 5.5.1 represents
the predicted and measured fatigue lives of the SA533B1 steel during low-cycle fatigue
tests at different total strain amplitudes from Equation (5-13). The predicted lives were
found to be in good agreement with the experimental results.

5.6 Cyclic-Softening Behavior

Similar to Figure 5.4.1(b), Figure 5.4.1(c) represents the amplified temperature
evolutions from the 250th to 300th cycles. An average temperature range for these 50
fatigue cycles was measured as 0.960 ˚C, which is slightly less than that (1.017 °C) of
Figure 5.4.1(b). Correspondingly, the calculated stress amplitude is 507 MPa using
Equation (5-4), which is approximately 30 MPa less than that of 537 MPa of Figure
5.4.1(b), as mentioned before, and indicates slightly cyclic-softening behavior by
measuring the specimen temperature.

The calculated stress amplitude of 507 MPa

matches the measured value of 506 MPa quite well.
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Though the stress-amplitude variation of 30 MPa between Figures 5.4.1(a) and 5.4.1(b) is
less than one tenth of the total stress amplitude of greater than 500 MPa, it has been
measured quite precisely with the new thermography technique at a temperature
resolution of 0.015 ˚C. Experimentally, it has been proved by the measured hysteresis
loops of the 75th and 275th fatigue cycles, as shown in Figure 5.6.1, which demonstrated
slightly cyclic-softening behavior, as predicted by thermography. Therefore, it suggests
that thermography could be used to measure the cyclic-softening or cyclic-hardening
behavior.

5.7. In-situ Prediction of Stress-Strain State

Considering that the initial specimen temperature is room temperature, and the initial
stress level is zero, the in-situ stress prediction can be provided by numerically solving
Equations (5-28)-(5-31). Material Constants, K' = 1,441 MPa and n' = 0.1522, are
determined by an incremental-step, strain-controlled fatigue test with various total strain
amplitudes ranging from 0.2 to 0.8%. This incremental-step test will be the only required
experiment for determining the in-situ stress-strain states by thermography. Figure 5.7.1
exhibits the predicted and measured stress versus time curves during the 10th fatigue
cycle at different applied total strain amplitudes of 0.3%, 0.5%, and 0.6%, respectively.
There is a good agreement between the predicted and measured stress versus time curves.

Combining with Equations (5-23)-(5-27), the stress-strain hysteresis loops can also be
predicted from the observed temperature evolutions. Figure 5.7.2 exhibits the predicted
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and measured hysteresis loops of the 10th fatigue cycle at different applied total strain
amplitudes of 0.3%, 0.5%. and 0.6%, respectively. It can be found that the predicted
hysteresis loops are in good agreement with the experimental data.

Finally, it should be mentioned that Equation (5-23) is a simple power-law relationship,
which does not include material hardening and softening effects. For materials with
strong cyclic hardening or softening behavior, alternative models(85-89) should be used to
couple with Equation (5-22) to solve the stress-strain evolutions, which is currently
undertaken by the authors.

5.8 Conclusions

In this chapter, the thermography-detection technology has been applied to in-situ predict
the stress-strain behaviors of the SA533B1 steel during fatigue, based on the observed
temperature evolutions. The quantitative relationship between the temperature evolutions
and material stress-strain behaviors has been discussed. Without outside heat sources, the
temperature evolutions can be affected by three factors: (I) the thermoelastic effect, (II)
the inelastic effect, and (III) the heat-conduction effect. Among them, the thermoelastic
effect mainly contributes to the specimen-temperature oscillation during each fatigue
cycle, while the other two effects dominate the mean-temperature change of the
specimen. All of the three effects have been quantified and applied to calculate the stress
amplitude, strain amplitude, and dissipated plastic energy during low-cycle fatigue. The
cyclic-softening behavior of the SA533B1 steel has also been observed by thermography.
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Furthermore, a theoretical model to predict the fatigue life from the observed specimen
temperature has been developed. The predicted life matches the measured life quite well.

The thermoelastic, inelastic, and heat-conduction effects have been combined to develop
the constitutional equations that describe the relationship between temperature evolutions
and stress-strain behaviors. Holloman equation has been chosen to couple with the
constitutional equations to numerically predict the stress evolutions (stress versus time)
and stress-strain hysteresis loops from the observed temperature evolutions. The same
model can be expanded to two-dimensional and three-dimensional conditions using
numerical methods, which is currently undertaken by the authors.

Therefore, thermography, as a new NDE method, has demonstrated its potential to
“watch” and “quantify” the temperature evolutions “cycle by cycle”, and, in turn, predict
the stress versus strain behaviors during cyclic loading. The present research can open up
wide applications of thermography to in-situ study mechanical damages and structural
integrities of materials and components.
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CHAPTER 6: THERMOGRAPHY DETECTION ON THE LÜDERSBAND EVOLUTIONS OF RPV STEELS

6.1 Introduction

In tensile testing, yielding, initialized with discontinuous and localized plastic zones or
bands, are called the Lüders-band effect, which is commonly observed in steels
containing interstitial elements(90, 91). A similar phenomenon is also observed in fatigue
tests(92, 93). Under cyclic tensile stresses, plastic instability took place in a band shape
typically oriented 45º to the tensile direction. These bands start from one end of the
specimen and propagate through the specimen to the other end.

In engineering

applications, Lüders bands often indicate the onset of the plastic deformation at the
vicinity of stress concentrations and inclusions, which may contribute to crack initiation.
Thus, an effective nondestructive-evaluation (NDE) method that can detect the evolution
of Lüders bands “in real time” will be essential to understand the early stages of material
fatigue behavior.

In this chapter, plate specimens of the SA533B1 RPV steel subjected to 10 Hz fatigue
tests were monitored by an infrared (IR) imaging system to record the temperature
variation during Lüders-band evolution. Numerical analyses have been conducted to
eliminate the heat-transfer effect and restore the original heat-dissipation-rate (HDR)
maps, which provide an innovative method to actually in-situ “watch” the Lüders-band
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growth and interaction behaviors. The current study clearly illustrates the actual shapes
and evolution kinetics of the Lüders bands during fatigue by in-situ analyzing the heat
generated by the active Lüders bands. The stress levels have also been calculated simply
by observing the intra- and inter-cycle propagation speeds of the Lüders bands. Besides
the understanding of Lüders-band mechanisms during fatigue, the present research can
open up new opportunities for in-situ studying mechanical damage and other heatgeneration processes, including mechanical damage and phase transformation, in detail.

6.2 Temperature Mapping

6.2.1 Intra-cyclic Behavior of a Lüders Band

The initial evolution of a Lüders band during the first two fatigue cycles [within 0.2
seconds (s)] during which the Lüders band occurred, was shown in Figure 6.2.1.1(A). A
Lüders band is associated with the localized plastic deformation, which, in turn,
dissipates heat. Thus, the shape and growth of the Lüders band are represented by the
shape and movement of a bright band region on the temperature mapping in Figure
6.2.1.1(A). The brighter the color is, the higher the band temperature is. At the time that
the Lüders band initiates, i.e., Images (a) and (b), the temperature differences between the
Lüders-band and other regions are within 0.3 °C, as discussed later. A close observation
in Figure 6.2.1.1(A) shows that, unlike in the tension tests, the Lüders-band propagation
in cyclic-loading experiments does not act in a continuous way but exhibits cyclic
behavior. Image (a) shows that the Lüders-band starts from the lower end of the gage82

length section of the sample. From Images (a) to (b), the band increased its temperature,
which is indicated by brighter band colors, and moved upward. Then, the band became
cooler from Images (c) to (f), which corresponds to an increased darkness in the band
color. Note that the cyclic behavior of the Lüders band can be more easily observed by
eliminating the heat-conduction effect, as described in Section 6.3.

The detailed temperature line profiles along the specimen gage-length section have been
shown in Figure 6.2.1.1(B). Again, the band grows hot and becomes sharp from Images
(a) to (b), then gradually decreases its temperature and becomes weak from Images (c) to
(e). Note that the temperature variation within each Lüder band from Images (a) to (e) is
within approximately 0.3 °C.

The cyclic behavior of the Lüders band can be explained by the corresponding cyclic
stress behavior during fatigue testing. Since the Lüders-band growth means more plastic
deformation, it requires a stress level higher than the yield strength. However, during
each cycle of the tension-fatigue test, only a portion of the cycle maintains a stress level
higher than the yield strength [Images (a), (b), (g), and (h) in Figure 6.2.1.1(A)]. Thus,
the Lüders band will only be active and propagate in this portion of each fatigue cycle,
while it stops marching in the remaining time when the stress is below the yield strength
[Images(c), (d), (e), (f), (i), (j), and (k) in Figure 1(A)] by closely monitoring the
temperature-peak position change of the Lüders band, as further discussed in Section 6.3.
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6.2.2 Inter-cyclic Behavior of a Lüders Band

Figure 6.2.2.1(A) represents the Lüders-band evolution process during 15 fatigue cycles
(1.5 s). Note that only one image per cycle was included in Figure 6.2.2.1(A) to exhibit
an overall trend of Lüders-band growth regardless of the cyclic behavior that was
discussed in Figure 6.2.1.1(A). The first image in Figure 6.2.2.1(A) is the same as the
first image in Figure 6.2.1.1(A). Each image in Figure 6.2.2.1(A) corresponds to the “a”
point within a fatigue cycle in Figure 6.2.1.1(A). From the 1st cycle to the 13th cycle, the
Lüders-band propagated from the lower end of the specimen to the upper end steadily in
a 45º-band shape. The white line in Figure 6.2.2.1(A) indicates that the Lüders-band
growth speed (the distance per fatigue cycle) is approximately a constant, as further
discussed later in Subsection 6.3.3. Interestingly, starting from the 7th cycle, a new
Lüders band appeared from the upper end of the specimen and swiped downward. From
the 12th to 15th cycles, the two Lüders bands met with each other. Then, the whole gagelength section of the sample became hot, and the Lüders-band shape was invisible.

To illustrate the evolutions of Lüders bands further, a vertical and centered dashed line is
drawn across the gage-length section of the specimen from the bottom to top, and the
temperature profiles along the line at different fatigue cycles are plotted in Figure
6.2.2.1(B). The temperature humps in each fatigue cycle represent the positions of the
Lüders bands. From the 7th fatigue cycle, a second temperature hump appears at the right
side of the temperature curve, indicating the presence of the second Lüders band. Then,
the two humps move towards each other until they totally merge in the 15th cycle, though
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they seem to have already met with each other in the 12th cycle in Figure 6.2.2.1(A).
Following the peaks of the temperature humps in each fatigue cycle, the speeds of the
Lüders bands can also be approximately estimated, which will be discussed later. The
temperature difference between the peak specimen temperature in the 15th cycle and the
initial specimen temperature is less than 1 °C. In each fatigue cycle, the temperature
within each Lüders band varies from about 0.2 °C to 1 °C.

Two questions arose from the analyses in Figures 6.2.1.1 and 6.2.2.1. Does the bright
band-shape area exactly represent the Lüders band? Does the Lüders band still exist after
the whole specimen becomes hot, which is shown by temperature curves from the 15th
and 20th cycles in Figure 6.2.2.1(B)? To answer these two questions, the effect of the
heat-conduction phenomenon needs to be considered, which blurred the real shape of the
heat source – the Lüders band. In the next section, a numerical method is formulated to
eliminate the heat-conduction effect from the original thermograph, and convert the
temperature map to HDR map, which directly corresponds to the real shape of the Lüders
band.

6.3 Heat-Dissipation-Rate (HDR) Mapping

6.3.1 Conversion of the Temperature Map to HDR Map

Comparing to the length (12.7 mm) and width (7.62 mm) of the plate sample, the
thickness of the specimen is quite small (2.54 mm).
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Thus, the sample can be

approximately considered as a two-dimensional object, which follows a basic
thermodynamic equation as:

ρC p

∂T ( x, y, t )
∂ 2 T ( x, y , t ) ∂ 2 T ( x, y , t )
+
= k(
)+Q
∂t
∂y 2
∂x 2

(6-1)

where ρ is the density, Cp is the heat capacity at a constant pressure, T is the temperature,
t is the time, k is the thermal conductivity, x is the specimen-width dimension, y is the
specimen-length dimension, and Q is the HDR.

In our experiments, the Lüders band is apparently the heat source, and there is no outside
heat source. There is another effect that is also equivalent to an internal heat source, the
thermoelastic effect, which will be discussed later. However, the magnitude of the
temperature change due to the thermoelastic effect is quite small, compared with the
Lüders-band effect, and can be neglected when both of the effects took place(22, 23, 75, 94,
95)

.

Considering that Lüders bands are the only heat sources, the distribution of Q in Equation
(6-1) will characterize the original shape of the Lüders band. Derived from Equation (61), Q can be calculated as follows.

Q = ρC p

 ∂ 2 T ( x, y , t ) ∂ 2 T ( x, y , t ) 
∂T ( x, y, t )
− k
+

∂t
∂x 2
∂y 2
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(6-2)

Fortunately, the present high-speed and high-resolution IR camera provided us with a
large amount of temperature maps at small time intervals. Considering dx and dy as the
distances between two pixels in the x or y directions (dx = dy = 0.381 mm), and dt as the
time interval between two consecutive images (dt = 0.167 s), the following equations can
be generated:

∂T T (t + dt ) − T (t )
=
∂t
dt

(6-3)

∂ 2T T ( x + dx) + T ( x − dx) − 2T ( x)
=
dx 2
∂x 2

(6-4)

∂ 2T T ( y + dy ) + T ( y − dy ) − 2T ( y )
=
dy 2
∂y 2

(6-5)

Integrating Equations (6-3), (6-4), and (6-5) into Equation (6-2), Equation (6-6) can be
expressed as:

Q = ρC p

 T ( x + dx) + T ( x − dx) − 2T ( x) T ( y + dy ) + T ( y − dy ) − 2T ( y ) 
T (t + dt ) − T (t )
− k
+

∂t
∂x 2
∂y 2


(6-6)
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With Equation (6-6), the thermographs can be easily transferred into the HDR maps, as
shown in Figure 6.3.1.1.

Figure 6.3.1.1 excludes the heat-transfer effect and demonstrates the original shape of the
Lüders band. Figure 6.3.1.1(A) exhibits the temperature map that has been shown in
Figure 6.2.2.1(A) (the 5th cycle). The corresponding HDR map of the specimen gagelength section is shown in Figure 6.3.1.1(C). Comparing with temperature mapping,
Figure 6.3.1.1(C) reveals that plastic deformation does not occur in all the bright area in
Figure 6.3.1.1(A), where has been affected and heated by both the Lüders band and the
heat-conduction effect, but only concentrates on the upper edge of the bright area where
the active Lüders band is propagating at the time. A vertical dashed line is drawn
through the specimen gage-length section from the bottom to top in Figure 6.3.1.1(A),
and the temperature profile across the line is depicted in Figure 6.3.1.1(B). The width of
the temperature hump in Figure 6.3.1.1(B) corresponds to the width of the bright band
area in Figure 6.3.1.1(A), which is equal to approximately 4 mm. The temperature
variation within the temperature hump is less than 1 °C in Figure 6.3.1.1(B).

A similar dashed line is drawn in Figure 6.3.1.1(C), and the HDR profile across the line is
shown in Figure 6.3.1.1(D).

Compared with Figure 6.3.1.1(B), Figure 6.3.1.1(D)

demonstrates a much sharper HDR hump after the subtraction of the heat-conduction
effect, which corresponds to the actual width of the active Lüders band of 2 mm.
Interestingly, a small negative HRD hump with a width of about 1 mm is observed right
beside the Lüders band in Figure 6.3.1.1(D), which is also shown as a dark band above
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the Lüders band in Figure 6.3.1.1(C).

This phenomenon can be explained by the

thermoelastic effect(21-23), which is shown in Equation (4-11). The thermoelastic effect
shows that when the absolute temperature of the material does not change sharply during
each fatigue cycle, the temperature will change proportional to the sum of the principal
stresses in the elastic range, which has been observed in our uniaxial fatigue tests(75). In
Equation (4-11), increasing the stress decreases the temperature, while decreasing the
stress increases the temperature(21-23).

When a Lüders band occurs, plastic deformation is concentrated on the localized band.
The stress is released in the material outside the Lüders band by the plastic deformation
inside the band. However, the stress does not drop abruptly right outside the Lüders
band, but decreases gradually. The dark band in Figure 6.3.1.1(C) corresponds to the
region where the stress is lower than the yield strength but still higher than that in the
regions far away from the Lüders band. Thus, since the thermoelastic effect act like a
negative heat source, the negative HDR occurred in this band region, which is
represented by darker colors on the HDR maps. Note that this band region was not
observed directly in Figures 6.3.1.1(A) and 6.3.1.1(B).

This is because the heat

conducted from the Lüders band compensates for the thermoelastic effect and makes it
indiscernible on the temperature map.

In addition, the temperature of the lower end of the specimen gage-length section is
higher than that of the upper end [Figure 6.3.1.1(B)] because the lower end is much
closer to the heat source – the Lüders band.
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However, the HDR profile [Figure

6.3.1.1(D)] has eliminated this difference after the subtraction of the heat-conduction
effect.

6.3.2 Intra-cyclic Behavior of a Lüders Band

The HDR maps corresponding to Figure 6.2.1.1(A) during two fatigue cycles (0.2 s) are
exhibited in Figure 6.3.2.1(A). In Images (a) and (b), the Lüders band starts and grows,
since the applied stress level is greater than the yield strength. Then, from Images (c) to
(f), the stress level is lower than the yield strength, and the Lüders band becomes weaker
and almost stops growing. In Images (g) and (h), the Lüders band appears and grows
again because the stress level is greater than the yield strength. From Images (i) to (l), it
is weaker and stops propagating again because the stress level is lower than the yield
strength. An understanding of this behavior is that a Lüders band tends to be active and
grows when the stress level is higher than the yield strength during fatigue cycling, while
it becomes weak and even disappears when the stress level is lower than the yield
strength.

The detailed HDR line profiles of the first cycle in Figure 6.3.2.1(A) have been depicted
in Figure 6.3.2.1(B). Specifically, the HDR peak position of the Lüders band has been
marked on Plots (a) and (b) in Figure 6.3.2.1(B). In Plots (a) and (b), the HDR peak is
high and sharp, which shows that a great amount of heat is generated inside the Lüders
band at that time, and the Lüders band is active. In Plots (c) and (f), the HDR peak is
blunt and low, which shows that the Lüders band is weak. In Plots (d) and (e), the HDR
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peak is so low that it almost disappeared. A close observation on the HDR peak position
shows that the Lüders band only propagates in Plots (a) and (b), when it is active. For
example, the HDR peak position moves from 3.041 mm to 3.399 mm in Plots (a) to (b).
The intra-cyclic speed of the Lüders band, when the stress is higher than the yielding
point, can, thus, be calculated from the HDR peak position change in Plots (a) and (b),
which will be discussed in detail later.

6.3.3 Inter-cyclic Behavior of a Lüders Band

The HDR maps in Figure 6.3.3.1(E) represent the Lüders-bands evolutions in 21 fatigue
cycles (2.1 s). Similar to Figure 6.2.2.1(A), each image in Figure 6.3.3.1(E) represents
one fatigue cycle.

Comparing with Figure 6.3.3.1(E), the thermographs in Figure

6.2.2.1(A) are found to identify the Lüders-band less clearly when time goes on due to
the heat-conduction effect, which eventually masks the Lüders band in Figure 6.2.2.1(A)
[Cycles 12 to 15]. Actually, the two Lüders bands did not meet each other until the 15th
cycle, which is clearly shown in Figure 6.3.3.1(E). However, they seemed to have
already met with each other at the 12th cycle in Figure 6.2.2.1(A) because of the heatconduction effect. It generally matches Figure 6.2.2.1(B) where the two Lüders band
merges at 15th cycle. Furthermore, in Figure 6.3.3.1(E), the first Lüders band was found
to have a different growth speed before and after the second Lüders-band appeared,
which is represented by the different slopes of the solid line (before the second Lüders
band appeared) and the dashed line (after the second Lüders band appeared) in the figure,
respectively, as quantified below.
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In short, the evolution of Lüders bands in Figure 6.3.3.1(E) can be summarized in four
stages. (I) The first Lüders band appears from the lower end of the specimen gage-length
section and grows upward (Cycles 1 to 6 within 0.6 s); (II) The second Lüders band
appears from the upper end of the specimen gage-length section and propagates
downward (Cycles 7 to 14 within 0.8 s); (III) Two Lüders bands meet with each other
and start to fade away (Cycles 15 to 19 within 0.5 s); and (IV) Lüders bands disappear
when the whole specimen-gage section is tensile hardened (Cycles 20 and after). For
each stage, a similar HDR profile, as shown in Figure 6.3.2.1(B), is plotted. Considering
that the HDR peaks represent the positions of the Lüders bands and plotting the HDRpeak positions of the first Lüders band during different fatigue cycles, as shown in Figure
6.3.3.1(F), the growth speed of the first Lüders band before the second Lüders band
occurred (Cycles 1 to 6) has been calculated as 4.09 mm/s or 0.409 mm/cycle in 10 Hz
fatigue testing. And the growth speed of the first Lüders band after the second Lüders
band occurred (Cycles 7 to 14) has been calculated as 2.76 mm/s or 0.276 mm/cycle
during 10 Hz fatigue experiments. Note that the amount of the plastic strain per cycle
was shared by two Lüders bands from the 7th cycle, which indicates a slower growth
speed of the first Lüders band after the 7th cycle.

Comparing the HDR profiles [Figures 6.3.3.1(A) and (B)] in Stages I and II, respectively,
a slower growth speed of the first Lüders bands was observed in Stage II than Stage I
[Figure 6.3.3.1(F)], which has been discussed in the previous paragraph. Moreover, the
HDR humps in Stage II are observed to be lower than those in Stage I, indicating weaker
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Lüders bands in Stage II. These trends could be explained as follows. The plastic
deformation taking place in a unit time was shared by both Lüders bands after the second
Lüders band appeared. Thus, both the speed and intensity of the first Lüders band were
decreased because of the presence of the second Lüders band that shared the plastic
deformation with the first Lüders band. When both the Lüders bands merge with each
other, a large Lüders band is formed with the highest HDR intensity, as shown in the
HDR profile of the 15th fatigue cycle [Stage III, Figure 6.3.3.1(C)]. Then, the whole
gage-length section of the specimen is tensile-hardened, and the Lüders bands fade away.
In other words, the evolution process of Lüders bands in tension-tension fatigue cycling
corresponds to the tensile-hardening process of the material. Interestingly, the images in
Figure 6.3.3.1 also show a third Lüders band, though not very clear, starting from the 14th
cycle in the upper part of the sample.

This Lüders band took place at an angle

approximately 90° from the first and second Lüders bands. However, this Lüders band
did not have the chance to grow significantly because it happened in the area that was
already swiped by the second Lüders band. The material in this area was hardened, and
the yield strength was raised up, and, thus, the third Lüders band becomes weak.

6.4 Lüders-band Growth Speed and Stress Estimation

For a single Lüders band, the growth speed during fatigue testing can be discussed in two
ways. In one way, the inter growth speed (va) can be estimated as the traveling distance
per cycle, which is close to a steady speed, as discussed in Figures 6.2.2.1 and 6.3.3.1. In
another way, the intra growth speed (vb) within one fatigue cycle is also important to
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understand the Lüders-band cyclic behavior during fatigue. In this latter case, the intra
growth speed of the Lüders band is a variable, which changes with the stress oscillation.
Assuming that the Lüders band will only grow when the applied stress level is higher
than the yield strength, a comparison between the average intra growth speed within one
cycle at the stress level higher than the yield strength and the inter speed calculated by the
traveling distance per cycle will give the portion of time when the stress is higher than the
yield strength within one fatigue cycle.

This information can, in turn, be applied to

estimate the applied stress level during fatigue experiments.

In a fatigue test at 10 Hz and R = 0.1, the applied stress can be expressed by the equation
below:

σ = σ max [0.55 + 0.45 × sin(20πt )]

(6-7)

where σ is the applied stress, σmax is the maximum applied stress, and t is the time.

Figure 6.4.1 illustrates the stress oscillation within one fatigue cycle. Applying Equation
(6-7) to Figure 6.4.1 will result in the equation below:

σ yield = σ max [0.55 + 0.45 × sin(20πt1 )] = σ max [0.55 + 0.45 × sin(20πt 2 )]
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(6-8)

where σyield is the yield strength, t1 is the time when the stress rises up to the yield
strength, and t2 is the time when the stress goes down to the yield strength.

From Equation (6-8), the relationship between t1 and t2 can be derived as:

t 2 = 0.05 − t1

(6-9)

The time interval within each fatigue cycle, when the stress is higher than the yield
strength, can be calculated as:

∆t = t 2 − t1 = 0.1×

va
vb

(6-10)

Combining Equations (6-9) and (6-10), t1 can be expressed as follows.

t1 = 0.025 − 0.05 ×

va
vb

(6-11)

Combining Equations (6-8) and (6-11), the maximum stress level during fatigue can be
calculated as:

σ max =

σ yield
v
0.55 + 0.45 × sin π (0.5 − a )
vb
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(6-12)

In turn, combining Equations (6-7) and (6-12), the stress change during fatigue can be
expressed as:

σ=

σ yield × (0.55 + 0.45 × sin 20πt )
v
0.55 + 0.45 × sin π (0.5 − a )
vb

(6-13)

To avoid the influence on the growth speed by other Lüders bands, the first six images in
Figure 6.3.3.1(E) was chosen, where only one Lüders band is observed in these six
fatigue cycles, to calculate va. As discussed in Figure 6.3.3.1(F), va is measured as 4.09
mm/s. Also, vb is measured as 21.03 mm/s from all of the 30 HDR maps during these six
fatigue cycles. Note that at a 60 Hz IR camera speed, 6 images are captured during each
cycle of 10 Hz fatigue testing. With the measured values of σyield, va, and vb, σmax can be
calculated from Equation (6-12) as 686 MPa, which is in good agreement with the
experimental maximum stress level of 680 MPa. Note that in the future, more detailed
temperature information during each fatigue cycle will be obtained by increasing the IR
camera speed, which, in turn, could improve the Lüders-band growth-speed measurement
and stress estimation.
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6.5 Concluding Remarks

A new method to in-situ “watch” the detailed Lüders-band evolution processes during
fatigue has been provided by applying a high-speed and high-sensitivity thermographicinfrared detection system.

Numerical analyses have been conducted to convert the

temperature map into HDR map, which characterizes the kinetics of the Lüders-band
deformation. The Lüders-band propagation and interaction processes take place within
approximately 2 seconds during 10 Hz fatigue testing of a RPV steel.

Both the thermographs and HDR maps of Lüders-band evolutions are interpreted and
compared with each other. On one hand, Lüders bands are observed to exhibit cyclic
behavior within each fatigue cycle, which corresponds to the stress oscillations. When
the stress is higher than the yield strength, Lüders bands grow. Otherwise, they stop. On
the other hand, Lüders bands continue to grow “cycle by cycle” until they swipe across
the whole specimen. A Lüders-band overall inter growth speed, defined as the average
traveling distance per cycle, intends to be steady, but will be influenced by the presence
of other Lüders bands. Also, the gradual stress decreases have been observed on the
adjacent regions of Lüders bands by the thermoelastic effect. A theoretical model has
been developed to estimate the stress levels during fatigue by measuring the intra and
inter growth speeds of Lüders bands. The predicted results were found to be in good
agreement with the experimental data. Provided with the S-N (stress versus number of
cycles to fatigue) curves, the fatigue life of the material, in turn, could be predicted with
ease. The same thermographic concept could also be applied to in-situ “watch” and study
97

heat-generation or absorption processes, including plastic-deformation, mechanicaldamage, or phase-transformation behaviors.
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CHAPTER 7: THERMOGARPHY DETECTION ON THE CRACK
PROPAGATION BEHAVIORS OF ULTIMET SUPERALLOY

7.1 Introduction

In fracture mechanics, a plastic zone refers to the area around the crack-tip region where
the high stress concentration and plastic deformation take place. As a crucial region that
determines the crack-propagation behavior, the plastic zone has aroused extensive
interests and studies. In 1958, Irwin(96) discussed the relationship between the plasticzone size and stress intensity factor. In 1964, Paris(97) estimated the reversed plastic-zone
size in dynamic loading as a function of the stress intensity factor.

In 1972, this

relationship is confirmed by Hahn, Hoagland, and Rosenfield(98) in their etch-pit studies.
Hertzberg(82) summarized these achievements in his work. In the past two decades,
various methods have been tried to observe plastic zones under both monotonic loadings
and dynamic loadings(99-103). However, the seemingly apparent idea to directly apply the
plastic-zone information for the prediction of the stress-intensity factor, crackpropagation speed, or remaining fatigue life has been overwhelmed by alternative
methods in recent decades due to the complexity in the traditional ways to observe and
measure plastic zones under dynamic loading in real time. In the current research, an
advanced two-dimensional (2D) thermography detection technology(30,

34, 35)

has been

applied to in-situ watch the plastic-zone evolution process during cyclic loading
conditions.

Specifically, the thermographs were numerically converted into heat-
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dissipation images to reveal the actually size of the plastic zone at the crack tip. This
work is meaningful to engineering applications, because it avoids the complex geometry
analysis in the subsequent calculation of the stress-intensity factor and crack-growth rate.

The temperature change around the plastic zone has been discussed for a long time. In
1934, Taylor and Quinney(104) demonstrated that the major work of plastic deformation in
metals was transferred into heat. In 2000, Rosakis(105) gave a more extensive discussion
on this topic. In 1969, Rice and Levy(106) estimated the temperature rise at the crack tip
and its potential to change crack-propagation behaviors.

In 1990s’, Zehnder et al.

(1991)(94) and Zhou et al. (1996)(95) published their work in measuring the temperature
profile at the crack tip. In 1998, Rittel(107) observed the thermoelastic effect at the crack
tip in dynamic fractures. However, due to the limitation in the infrared thermographydetection technology, these works applied thermocouples or linear IR detectors, which
restricted them from observing the 2D temperature maps at the crack tip. In 2001, using
a newly developed high-speed and high-sensitivity 2D IR camera, Guduru and Rosakis(34,
35)

analyzed the dynamic shear-bands evolutions and the initiation of the plastic zone at

the crack tip. These works, though only analyzed the temperature evolution during a very
short initial period, indicate the great potential of thermography in detecting mechanical
damage during dynamic loading. However, all the works mentioned above focused on
the direct analysis of temperature evolution at the crack tip. Though some of them
simply assumed adiabatic conditions to avoid heat-transfer effects, a thorough study will
inevitably involve the complex heat-transfer analysis that depends on the target geometry.
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In this chapter, the thermography-detection technology has been applied to in-situ watch
the growth behaviors of a plastic zone at the crack-tip region in compact-tension
specimens during fatigue testing. Theoretical models have been developed to predict the
stress-intensity factor and crack-propagation speed directly from the plastic zone
observed, which does not depend on the target geometry analyses. Furthermore, the
crack length has been measured directly from the temperature maps, and the remaining
fatigue life has been predicted. In our knowledge, it may be the first time that the
prediction of the stress-intensity factors under dynamic loading have been performed
simply based on the in-situ watching of the plastic-zone evolution, which could open new
applications in monitoring and estimating the mechanical-damage behaviors of structural
parts in service.

7.2 Thermographs of Crack-Tip Region during Fatigue Testing

As shown in Figure 7.2.1, the crack-propagation behavior has been closely observed in
the high-cycle fatigue testing using thermography. The sample in Figure 7.2.1 is a precracked compact-tension (CT) specimen of the ULTIMET superalloy with an initial
crack length of 11.43 mm, which is equal to the notch length plus the pre-crack length.
The fatigue test was performed under a load control with a maximum load of 17.92 KN, a
R ratio of 0.1, and a frequency of 10 Hz. Four thermographs at 1,000 cycles, 10,000
cycles, 20,000 cycles, and 30,000 cycles are exhibited and compared. A brighter color
represents a higher temperature and vice versa. The plastic-zone regions are indicated by
the high-temperature zone around the crack tip due to the great amount of heat generated
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by plastic deformation. An obvious increase in the plastic-zone-affected area has been
observed at 30,000 cycles, which is close to the final failure. Given the idea that the
highest temperature is always observed at the crack tip where the most severe plastic
deformation happens, it is easy to trace the crack growth and measure the crack length by
thermography. Figure 7.2.1(a) exhibits the measured crack lengths at different fatigue
cycles by the thermography and crack-opening-displacement (COD) gage, respectively.
The two sets of the results match each other quite well. In Figure 7.2.1(a), it shows that
the crack-growth speed during the first 30,000 cycles was approximately steady and
gradually increased in the last 5,000 fatigue cycles. Note that after 30,000 cycles, the
crack opening was too large for the COD gage to measure the crack length, while
thermography could still locate the crack-tip site and measure the crack length accurately.
Figure 7.2.1(b) represents the crack-tip temperature change versus number of fatigue
cycles. During the first 26,000 cycles, the temperature change was relatively small.
However, the crack-tip temperature obviously increased fast from approximately 26 °C to
33 °C after 26,000 cycles, which indicated more plastic deformations happening in a unit
time at the crack tip and near the final fracture. This sudden change in the rate of the
crack-tip temperature increase can be used as an indicator to predict the final failure of
fatigue testing.

Three effects will change the temperature at the crack tip during fatigue: 1. Heat
generated from the plastic work at the crack tip mainly contributed to the temperature
increase at the crack tip.

2. The thermoelastic effect corresponds to a negative

temperature change proportional to the summary of principal stresses within the elastic
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range, as shown in Equation (4-11). Comparing with the thermo-plastic effect, the
thermoelastic effect is often neglected during the temperature increase when both effects
take place(94,

95)

.

On the other hand, a noticeable temperature decrease due to the

thermoelastic effect has been reported(107) and also observed when the tensile stress
increases. 3. The heat conduction effect will decreases the temperature change during
fatigue testing. Other heat-transfer effects like radiation and convection can be neglected
comparing with the metal-to-metal heat conduction.

Hertzsburg described two types of plastic zones under tension-tension dynamic loading in
his work(82). One occurs under the loading period when the tension stress is high. The
other occurs under the unloading period as a reversed plastic zone, which is due to the
localized compression at the crack tip. Interestingly, in our fatigue testing, the most
intensive temperature increase at the crack tip was observed during the unloading period,
which belonged to the reversed plastic zone under the local compression stress. While
the reversed plastic zone is often considered to be smaller than the tension plastic zone,
the crack closure effect will increase the reversed plastic zone size and reduce the tension
plastic zone size. During the unloading period in each fatigue cycle, temperature starts to
increase when the crack closes and the compression stress is developed at the crack tip.
A close observation on the 20 thermographs taken during each fatigue cycle reveals that
the crack is closed for about half of each fatigue cycle. Figure 7.2.2 exhibits the fracture
surface of the Ultimet alloy after fatigue testing. A highly crystallographic fracture
characteristic is observed, which indicates a rough fracture surface and will contribute to
the crack-closure effect. Thus, the effective stress-intensity factor could be reduced at the
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crack tip and the fracture toughness will be increased for the ULTIMET alloy during
fatigue testing.

Now, one question needs to be answered before we could have an in-depth understanding
of the thermographs during fatigue testing.

Is the bright zone shape area exactly

represents the plastic zone? To answer this, we have to consider the effect of the heatconduction phenomenon, which masks the real shape of the heat source – the plastic
zone. In the next section, a numerical method will be developed to eliminate the heatconduction effect from the original thermograph, and transfer the thermographs to heatdissipation-rate (HDR) maps, which directly correspond to the real shapes of the plastic
zone.

7.3 Transformation from Temperature to Heat-Dissipation Rate (HDR)

Comparing to the length and width, the thickness (0.635 cm) of the plate sample is quite
small. Thus, the sample can be approximately considered as a two-dimensional object.
The transformation from the temperature maps to HDR maps has been discussed in detail
in Section 6.3.1. With Equation (6-6), the thermographs can be easily transferred into the
3 mm × 3 mm HDR maps as shown in Figure 7.3.1.

Figure 7.3.1 excludes the heat-transfer effect and demonstrates the original shape and
evolution of the plastic zone during one fatigue cycle. Comparing with the thermographs
in Figure 7.2.1, the actual size of the plastic zone, which is represented by the high HDR
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(brighter color) region, is observed to be smaller in Figure 7.3.1(a). This is easy to
understand because the heat-conduction effect masked the shape of the plastic zone in
Figure 7.2.1 and made it looks larger. Note that the plastic zone occurred during the
unloading period [Figure 7.3.1(a)] within one fatigue cycle, which indicated that it is the
reversed plastic zone. During the loading period [Figure 7.3.1(b)], no obvious plastic
zone with an high HDR was observed. However, a cooling zone, which is represented by
the darker color, was developed at the crack-tip region due to the stress concentration and
the thermoealstic effect [Equation (4-11)]. Thus, a high stress-concentration effect was
observed at the crack tip during the loading period, while the highest stress could be
lower than the yielding strength and plastic deformation did not occur. The initiation of
the crack-closure effect can be approximately observed in the third image of Figure
7.3.1(a), when the compression stress started to build up at the crack-tip region.
Actually, Figure 7.3.1(a) shows that before the full crack was closed, the crack tip had
already closed and the compressive plastic deformation began to increase the crack-tip
temperature. Also, the plastic zone grew to the maximum size between the fifth and sixth
images of Figure 7.3.1(a). The measurement of this size in the HDR maps will lead us to
the estimation of the stress-intensity factor at the crack tip and the prediction of the
fatigue life, which will be discussed next.
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7.4 Stress-Intensity-Factor Estimation

Rice(108) has shown that the size of the plastic zone under cyclic loading is approximately
25% of that under monotonic loading. Paris(97) also estimated the size of the reversed
plastic zone as

1
r =
8π
c

 ∆K 


σ 
ys



2

(7-1)

where rc is the radius of the reversed plastic zone measured on either side of the crack in
the direction perpendicular to the crack line, ∆K is the variation between the maximum
and the minimum stress-intensity factors during cyclic loading, and σys is the material
yielding strength.

Hahn(93) refined this relationship in his etch-pitting experiments as

 ∆K 

r = 0.033
σ 
 ys 
c

2

(7-2)

He also compared the experiment results with specimens of different thickness and
demonstrated that Equation (7-2) is not sensitive to the plane-stress or plane-strain
conditions.
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The relationship between the crack-propagation speed and ∆K has been suggested
below(97):

da
m
= A(∆K )
dN

(7-3)

where m = 2.6671, A = 4.72 × 10-28, both of which are material constants, and N is the
number of fatigue cycles.

Combining Equation (7-2) and (7-3), the crack-propagation speed can be predicted from
the plastic-zone radius as follow:

m

r 2
da
m
= Aσ ys  c 
dN
 0.033 

(7-4)

Figure 7.4.1 shows the observed plastic zone on the HDR maps at 1,500, 6,000, 16,000,
20,000, 26,000, and 30,000 cycles during fatigue testing. A vertical line is drawn through
each plastic zone from top to bottom, and the distribution of the heat-dissipation-rate
(HDR) across the line displays a hump shape. A careful measurement of the maximum
width of the HDR hump gives the diameter of the plastic zone. The vertical direction of
the plastic-zone diameter measurement is in accordance with the definition of rc in
Equations (7-1) and (7-2). In our experiment, for each measurement, the plastic zones in
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20 adjacent fatigue cycles were measured, and the diameter values were averaged. The

∆K value could then be predicted by Equation (7-2). Table 7.4.1 exhibits the measured
plastic-zone radius at different fatigue cycles, the predicted ∆K value, and the ∆K value
measured by the COD gage. The predicted data matches the experimental data quite
well.

7.5 Crack-Length Measurement and Fatigue-Life Prediction

Considering that most heat is dissipated at the crack tip during fatigue testing, the
temperature peak within the plastic zone region indicates the crack-tip site. Thus, the
crack length can be easily measured as the distance between the loading axis and the
crack-tip site.

For the CT specimen, ∆K can be calculated by Equation (7-5):

∆K =

∆P
f (a / W )
BW 1 / 2

(7-5)

where ∆P is the variation between the maximum load and minimum load, B is the
thickness of the specimen, W is the width of the specimen, and
2
3
4
2 + a /W 
a
a
a
a 
f (a / W ) =
0.886 + 4.64 ×   − 13.32 ×   + 14.72 ×   − 5.6   .
(1 − a / W ) 3 / 2 
W 
W 
W 
 W  
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Substituting ∆K with Equation (7-5) and integrating Equation (7-3) gives:

af

Nf =

∫

da

∆P

a0 
A
f (a / W ) 
1/ 2
 BW


m

(7-6)

where Nf is the number of fatigue cycles to failure, a0 is the measured crack length, and af
is the final crack length.

Note that except a and Nf, all symbols in Equation (7-6) are material constants. Thus, the
remaining fatigue life can be predicted directly from the measured crack length by
numerically solving Equation (7-6). The predicted results are shown in Table 7.5.1.

7.6 Conclusions

Applying the high-speed and high-sensitivity thermographic infrared-detection system
have provided a new method to “in-situ” watch the plastic-zone evolution at the crack tip
during fatigue testing.

Numerical analyses have been conducted to convert the

temperature maps into the HDR maps, which characterized the original sizes and shapes
of plastic zones. The same concept could also be applied to watch other heat-generation
or absorption processes, including plastic-deformation, mechanical-damage, or phase
transformation processes.
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The cyclic evolution behavior of the plastic zone during fatigue testing has been observed
by thermography. Interestingly, the largest plastic zone during each fatigue cycle was
observed in the unloading period, which indicates itself as a reversed plastic zone. The
crack-closure effect has been observed by thermography, which could contribute to a
large reversed plastic zone. A highly crystallographic fracture characteristic has been
observed by SEM, which indicates a rough fracture surface and will contribute to the
crack-closure effect. The stress-intensity factors have been calculated from the observed
plastic zone radius and meet the experimental results quite well. A theoretical model has
been developed to predict the remaining fatigue life during crack propagation by
measuring crack lengths and plastic-zone sizes. Thus, a new method to estimate ∆K and
remaining fatigue life has been developed by simply taking thermographs for several
seconds, which could open wide applications in monitoring and estimating the
mechanical damage behaviors of structural parts in service.
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CHAPTER 8: THERMOGRAPHY DETECTION ON THE TENSILE
AND FATIGUE BEHAVIORS OF BULK METALLIC GLASSES
(BMGs)

8.1 Introduction

Bulk-metallic glasses (BMGs) are known for their high strength (~ 2 GPa), ductility in
compression, low coefficient of friction, high wear resistance, high corrosion resistance,
low shrinkage during cooling, and almost perfect as-cast surfaces(109-112). In the last few
years, with the breakthrough of synthesizing amorphous multi-component alloy systems
with critical cooling rates of less than 1,000 K/s, BMG samples with diameters up to
several centimeters have been successfully fabricated. Due to their amorphous nature
and lack of dislocation systems, the damage mechanisms of BMGs are bound to be
different from most crystalline alloys and have recently aroused intense interests. Brittle
fractures due to the development of shear bands have been observed in both tension and
compression experiments of BMGs(113-116).

The free-volume theory has been

developed(117) to explain the occurrence of instability and shear bands in BMGs.
However, comparing with their ultra high tensile strength, the fatigue endurance limits of
BMGs appear to be relatively low, scattering from 6% to 50% of their tensile strengths(115,
118-120)

. And the mechanisms of fatigue damages of BMGs still remain unclear up to now.

In order to develop BMGs as potential structural materials, it is essential to understand
and characterize the fatigue-damage processes.
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In the current research, a state-of-the-art infrared thermography camera was applied to
monitor in-situ the temperature variations of Zr-based BMG samples during both fatigue
and tensile testing. Realizing that the temperature evolutions could serve as fingerprints
of the fatigue processes, thermography provided a convenient method to observe in-situ
the fatigue-damage processes. In this paper, due to the lack of plastic deformations,
stress variations and stress concentrations on the BMG specimens during fatigue have
been simply obtained from the observed temperature evolutions by the thermoelastic
effect. In tensile tests, multiple shear bands were observed prior to the final failure at the
high stress-concentration regions, while no shear bands were observed before the final
failure during fatigue testing. This trend indicated that the fracture mechanisms of BMGs
during fatigue testing could be surface-defects based, which is different from the shearband mechanisms during tensile testing. Moreover, it has been reported that the great
amount of heat generated during the final fracture of BMGs could instantly increase the
specimen temperature to more than 900°C and melt the material(121). In the current
research, the instant-melting processes of the BMG specimens have been observed in-situ
by the thermography technology.

8.2 Thermoelastic Effect

Due to its amorphous nature, BMG materials at room temperature are known for their
brittleness and superelasticity, which means that, except for the final fracture moment,
the mechanical behavior of BMG materials under tension and fatigue conditions will be
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dominated by elastic deformations. Thus, in-situ stress-strain analyses of BMG samples
will be easily conducted by thermography using the thermoelastic effect.

Under one-dimensional tension conditions, only one principal stress in the gage-length
direction dominates. Thus, Equation (4-32) can be simplified to:

T − T0 = − KTσ

(8-1)

where σ is the principal stress in the gage-length direction.

Figure 8.2.1 represents the temperature evolution at the upper gage length of a
Zr50Cu30Ni10Al10 BMG sample during the first 50 cycles of a 10 Hz fatigue test with a
maximum load level of 6.67 KN. The fatigue life was 6,800 cycles. The temperature
values were taken at a IR camera speed of 60 Hz and averaged at the center of the
specimen within a window of 10 × 10 pixels (2 × 2 mm), as shown in Figure 8.2.1(b),
and plotted on a temperature versus time graph for the first 50 fatigue cycles. Within
each fatigue cycle, 6 temperature data points were obtained, and, thus, the temperature
evolutions of the BMG specimen subjected to 10 Hz fatigue testing were observed “cycle
by cycle” using the IR camera.

In Figure 8.2.1(a), the temperature was observed to oscillate regularly within each fatigue
cycle, which is due to the thermoelastic effect. Since the applied stress was oscillating in
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a sinusoidal wave shape during fatigue testing, the thermoelastic effect determines that
the temperature fluctuation within each fatigue cycle will be proportional to the applied
stress and also in a sinusoidal shape. The mean temperature of the BMG specimen was
not observed to increase during these 50 fatigue cycles, which indicated that no obvious
plastic deformation was observed within the BMG specimen during fatigue testing.
Correspondingly, no obvious heat-conduction effect occurred, and the temperature
evolution of the BMG specimen was dominated by the thermoelastic effect during fatigue
testing. The average temperature oscillation range within the first 50 fatigue cycles was
measured as 0.41 °C, and the mean temperature was measured as 20.51 °C. Thus, from
Equation (8-1), the material constant, K, can simply be calculated as

K=

∆T
2Tmσ a

(8-2)

where ∆T is the temperature oscillation range, Tm is the mean temperature, and σa is the
applied stress amplitude.

The maximum stress at the upper part of the BMG specimen was 531 MPa, and the stress
amplitude was 478 MPa. Subsequently, K was calculated to be 1.305 × 10-12 mm2/N.
Since K equals

α
Cp ρ

, the calculation described here indicates a way to calculate any one

of the thermal expansion coefficient, heat capacity, and density by measuring the other
two parameters and the thermoelastic effect.
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Figure 8.2.2 exhibits the temperature evolution at the center of the same BMG sample
during the first 50 cycles of the fatigue test. Similar temperature evolutions as Figure
8.2.1 were been observed. However, a close look shows that the temperature-oscillation
range of Figure 8.2.2(a) is 1.00 °C, which is more than double the temperature range in
Figure 8.2.1(a). This observation clearly shows the stress concentration at the center
notch of the BMG sample. To calculate the stress amplitude, Equation (8-2) can be
rewritten as

σa =

∆T
2Tm K

(8-3)

From Equation (8-3), at the same mean temperature

kt =

σ a1 ∆T1
=
σ a 2 ∆T2

(8-4)

where kt is the stress-concentration factor, 1 denotes the center of the specimen gage
length with a notch, and 2 denotes the upper part of the specimen-gage length.

Thus, the stress-concentration factor at the center notch of the specimen was calculated as
2.43.

The maximum stress at the specimen center was calculated as 1.29 GPa by
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multiplying the maximum stress outside the center-notch section with the stressconcentration factor.

Figure 8.2.3 shows the temperature evolution at the upper gage length of the BMG
sample during the last 600 cycles of the fatigue testing.

The average temperature

oscillation range was measured as 0.40 °C, which was close to that of the first 50 cycles.
This is easy to understand because the stress amplitude was not changing during fatigue
testing.

Figure 8.2.4 represents the temperature evolution at the center of the BMG sample during
the last 600 cycles. Surprisingly, the temperature-oscillation range was observed to
decrease continuously, which is not observed at the upper gage length of the specimen.
Since the load and stress are not undergoing an obvious change during the last 600
cycles, which was demonstrated by the analyses of Figure 8.2.4, the only term that could
change to cause a temperature-range decrease is the material constant, K, in Equation (411). Figure 8.2.5 illustrates the decrease of the temperature range vs. number of fatigue
cycles during the last 1,700 cycles. The total amount of the temperature-range decrease
goes up to half of the initial temperature range. While one of the major limitations of the
BMG materials today is the poor predictability of failure because of their brittle nature,
this temperature-range-decrease process becomes intriguing, because it could correspond
to the accumulation process of the fatigue damage inside the specimen and make the
failure of a BMG specimen predictable.

Up to now, the exact reason for this

temperature-range decrease phenomenon has not been verified. One possibility could be
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the decrease of the thermal-expansion coefficient due to the accumulation of the free
volume inside the specimen. The free volume is the free space created between atoms.
The accumulation of the free volume inside BMG materials under tension conditions has
been modeled by Steif, Spaepen, and Huchinson(117).

Due to the free-volume-

accumulation process during fatigue, the total-volume increase of the material under the
temperature increase will be less because the atoms will consume the free space inside
the material first, which will decrease the thermal-expansion coefficient of the material.
Since the temperature oscillation range is proportional to K, which, in turn, is
proportional to the thermal-expansion coefficient, the free-volume increase inside the
specimen will decrease the temperature oscillation range during fatigue, especially the
final stage of the fatigue where relatively a fast free volume increase is expected to
happen.

8.3 Shear-Band Observation

Due to their amorphous nature and lack of dislocation systems, BMGs are believed to fail
in the form of shear bands during mechanical testing. Shear bands are localized plastic
deformations concentrated in narrow bands. Highly concentrated plastic deformations
within the shear bands will dissipate a great amount of heat and make shear bands visible
on the thermograph.

In the current research, with the high-speed two-dimensional

thermography camera, in-situ observations of the shear-band evolution during tensile
tests of Zr52.5Cu17.9Ni14.6Al10.0Ti5.0 BMG specimens were conducted at an IR camera
speed of 400 Hz. Figure 8.3.1(a) shows the stress vs. strain results of a BMG specimen
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during testile testing. No obvious plastic strain was observed under the stress level of
1.35 GPa, while a slight but distinguishable plastic strain was observed afterwards.
Figure 8.3.1(b) shows the occurrence of 57 observed shear bands by thermography before
final failure. The strain range in which these 57 shear bands occurred [Figure 8.3.1(b)]
corresponded to the observed plastic strain range [Figure 8.3.1(a)] quite well. It seems
that the observed plastic strain should actually results from the shear-band formation.

Figure 8.3.2(a)-(c) shows three thermography images of the observed shear bands at 1.4,
1.5, and 1.6 GPa, respectively. The length and temperature of the shear bands tended to
increase with the increase in the stress level. This trend corresponded to the observation
that the plastic strain tended to increase faster towards the end of the tensile test. Figure
8.3.2(d) exhibits the three-dimensional view of the temperature distributions of the shear
band in Figure 8.3.2(b). The temperature was observed to be the highest at the shearband initiation site and the lowest at the shear-band tip site, which indicates that the shear
band might be becoming weaker during the propagation process.

The maximum and average temperature values in the shear band were observed to be
approximately 1 °C and 0.4 °C higher than the average specimen temperature outside the
shear band.

However, the average width of the shear bands were observed to be

approximately 0.15 mm under thermography, which is much wider than that observed
under scanning-electron microscopy (SEM) (30-50 nm). This trend is due to the heatconduction effect. Since the shear-band growth was only caught by one frame with a 400
Hz IR camera frame rate, the shear-band growth speed must be faster than 0.24 m/s (0.6
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mm / 2.5 ms). Actually, the propagation speed of the shear bands in brittle materials
have been reported as several hundred or even more than one thousand meters per
second(34, 122, 123), which is too fast to be caught by the current IR camera frame rate. At
the time the shear band was caught by the IR camera, it had already stopped, and the
extensive heat-conduction effect had occurred subsequently. Thus, the shear bands were
observed to be much wider than the actual size by the IR camera under the current frame
rate.

If we consider that all the heat observed in a single 0.15 mm hot band on the thermograph
was originally generated from a 50 nm shear band, the instant temperature of the shear
band could be approximately estimated by the Equation below:

T1 − T0 V2 W2
=
≈
T2 − T0 V1 W1

(8-5)

where 1 denotes the actually shear band, 2 denotes the shear band observed on the
thermograph, T0 is the room temperature, V is the volume of the shear band, W is the
width of the shear band. Here we consider that the shear band cuts through the specimen
thickness, and the portion of the shear-band length change on the thermograph is small
comparing to the original length of the shear band and can be neglected.

Equation (8-5) can be rewritten as follows:
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T1 = T0 + (T2 − T0 )

W2
W1

(8-6)

In the current calculations, T0 = 298 K, T2-T0 = 0.4 K, W2 = 0.15 mm, W1 = 50 nm, and T1
can be calculated as 1,200 °C.

Actually, since the plastic zone at the shear-band tip is wider than the shear band during
propagation(34, 123, 124), the actual temperature at the shear band tip may not be as high as
1,200 °C. Bruck et al.(125) has estimated a temperature increase of 527 °C in the shearband region in Zr41.25 Ti13.75 Cu12.5 Ni10 Be22.5 during dynamic compressive tests at room
temperature. Guduru, Rosakis, and Ravichandran(34) has observed in-situ the shear-band
tip temperature in a C300 maraging steel as approximately 327 °C during an impact test
with a one-million Hz infrared camera.

Figure 8.3.3 shows a BMG sample that finally broke at the button-edge region where the
stress concentration occurred in a tensile test. Particularly, dozens of shear bands were
observed around the final fracture position before failure, as shown in Figure 8.3.3(a).
These shear bands served as potential crack-initiation sites and greatly increase the
possibility of failure at the button-edge region. Finally, a major crack formed on one of
the shear bands and caused failure, as shown on the SEM picture in Figure 8.3.3(b).
Thus, an in-situ observation of shear-band occurrences by thermography can serve as a
convenient NDE method to locate the stress-concentration regions and possible final
failure positions on BMG specimens and predict the final fractures.
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Since there is no grain boundaries or strain-hardening effect in amorphous structures,
shear bands in BMGs is believed to propagate catastrophically under tensile loading and
cause immediate fracture(126, 127). However, up to now, no direct evidence of the shearband propagation process has been reported during BMGs’ tensile tests. In the current
research, unlike the previous understandings(126), all the shear bands observed before final
fracture stopped inside the material and did not cause catastrophic failure. Since the
fracture in BMGs results from the formation of shear bands, understanding the
mechanism that stops these shear bands will be essential to the future improvement of the
tensile ductility in BMGs.

As discussed in Figure 8.3.3(d), The temperature at the shear band tip was observed to be
lower than that at the shear-band initiation site, which indicates that shear deformation
along the shear band may decrease during shear-band propagation. Thus, a shear band
was randomly selected after the tensile test, and the shear strain distribution along the
shear band was carefully examined with SEM. The shear band was observed to become
lighter and lighter when it propagated from the specimen surface to the inside and
gradually disappeared instead of sudden stop by any inclusions or structures. Under
10,000 times magnification, many thin and parallel polishing scratches were observed to
be cut by the shear band into two parts. The displacement between the two parts of a
scratch represents the shear displacement (∆x), as shown in Figure 8.3.4. By measuring
the ∆x on different sites of the shear band, the shear-displacement distribution along the
length of the shear band (the distance from a particular site on the shear band to the
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shear-band initiation site on the edge of the specimen) has been plotted on Figure 8.3.5.
The shear displacement was observed to decrease slowly for more than three fourth of the
total shear-band length in Figure 8.3.5, and then decrease fast when the shear band
approached to the end. The decreasing trend of the shear strain along the length direction
of the shear band also matches our temperature observations.

The thermography results and SEM results discussed above show that shear bands inside
the BMG specimen is not suddenly stopped by defects or intersections with other shear
bands, but disappear gradually by themselves. Due to the lack of the atom lattice and
dislocation systems, we use the free-volume mechanism(117, 128) to explain the shear-band
propagation in the current research. The free volume refers to the vacancy space between
atoms in amorphous materials. The definition and detailed description of the free volume
can be found in reference(117). Previous work(129-131) has shown the plastic zone at the
shear-band tip to be an elongated high-temperature zone approximately in a band shape.
With these understandings, a sketch of the proposed shear-band propagation mechanism
has been illustrated in Figure 8.3.6. As shown in Figure 8.3.6, a great amount of free
volume can be created at the shear-band tip by shear strain and the high temperature in
the plastic zone. The shear-band propagation can be achieved through the migration of
free volumes. Two types of migration are shown in Figure 8.3.6. The jump of atom I
causes the free volume to migrate within the shear band, which will contribute to the
shear-band propagation. The jump of atom II cause the free volume to migrate out of the
shear band, which will not contribute to the shear-band propagation. The amount of
shear displacement depends on the amount of free volumes that can migrate within the
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shear band.

Due to the significantly high temperature at the shear-band tip, the

possibility of the free volume to migrate within the shear band in one atom jump is much
greater than to migrate out of the shear band. The net forward jump rate of the free
volume has been calculated by Stein, Spaepen, and Hutchinson(117), as described in
Equation (8-7):

 ∆G 
“net forward jump rate” ∝ v exp −
 kT 

(8-7)

where v is the frequency of atomic vibration, ∆G is the activation energy, k is
Boltzmann’s constant, and T is the temperature.

Assume P1 is the possibility for the free volume to migrate inside the shear band in one
atom jump, and P2 is the possibility for the free volume to migrate outside the shear band:

P1 + P2 = 1

(8-8)

 ∆G  1
P1
1 
 − 
= exp 
P2
 k  To Ti 

(8-9)

and
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where To is the temperature outside the shear band, and Ti is the temperature inside the
shear band.

From Equations (8-8) and (8-9), P1 and P2 can be calculated as follows:

 ∆G 
exp −

kTi 

P1 =
 ∆G 
 ∆G 
exp −

 + exp −
 kTi 
 kTo 

(8-10)

 ∆G 
exp −

kTo 

P2 =
 ∆G 
 ∆G 
exp −

 + exp −
 kTi 
 kTo 

(8-11)

Considering the magnitude of an atom is in the order of 1Ǻ, a free volume migration of 1
mm requires at least 107 atom jumps. The possibility for a shear band to propagate 1 mm
equals the possibility for the free volume to migrate 1 mm in the shear direction, which is
shown as the equation below:

P1mm



 ∆G 


exp −

kT


i 

=

 exp − ∆G  + exp − ∆G  





 kTi 
 kTo  
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10 , 000 , 000

(8-12)

where P1mm is the possibility for a shear band to propagate 1 mm.

Considering the temperature outside the shear band as room temperature and a ∆G value
of 2 ev(125), the possibility for a shear band to propagate 1 mm vs. the shear-band tip
temperature has been plotted in Figure 8.3.7. The possibility is generally found to
decrease with the decrease of shear-band temperature, and a critical temperature of
approximately 277 °C is observed. Higher than 277 °C, the possibility is higher than
90% and decrease slightly with the shear-band tip temperature decrease. From 277 °C to
177 °C, the possibility drops quickly from 90% to almost zero. Below 177 °C, it is
almost impossible for a shear band to propagate 1mm.

During the shear-band propagation process, part of the free volume will jump out of the
shear band, causing a decrease in the total amount of free volume and shear strain at the
shear-band tip.

A decrease in the shear strain will decrease the shear-band tip

temperature, which will further decrease the amount of free volume and establish a
positive feedback, as shown in Figure 8.3.8.

When the shear-band tip temperature

decreases to the critical temperature, as shown in Figure 8.3.7, the amount of free volume
will decrease quickly at the shear-band tip and the shear band will stop shortly. Thus, the
trend of the shear-displacement change along the length of the shear band can be
explained as follows. For approximately the first three fourth of the shear band, the tip
temperature is higher than the critical temperature and the free volume as well as the
shear strain decrease slowly. For the last one fourth of the shear band, the tip temperature
has dropped below the critical temperature, which results in a fast decrease in the shear
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strain and the vanishing of the shear band afterwards. Furthermore, due to the geometry
effect in the plate specimen, the stress intensity factor at the shear band tip will decrease
when it propagate from the surface to the center of the specimen, which will decrease the
driving force of the shear band in further propagation. Similar discussion has been
provided in the explanation of crack initiations(132). This could be part of the reason why
most of the observed shear band did not pass the centerline of the specimen. Note that
we assume 107 atom jumps for a shear band to propagate 1mm in our calculations, which
requires the free volume to jump in the maximum shear stress direction all the time.
Though the free volume has the greatest possibility to jump in the maximum shear stress
direction(132), the actually atom jumps required could be more than 107 times and the
critical temperature could be higher than 277 °C in the subsequent calculations.

During fatigue tests where the maximum stress level is significantly lower than the
ultimate tensile strength, however, no shear bands were observed in-situ by the
thermography before failure. This observation is reasonable because shear bands were
only observed to occur at the stress level close to the tensile strength, as described in
Figure 8.3.1. Then, if cracks initiate from shear bands during tensile tests, how does the
crack initiate during fatigue tests where the stress level is significantly lower? Figure
8.3.9 shows a scanning-electron-microscopy (SEM) picture of the crack-initiation site of
BMG specimens after fatigue testing. The crack was observed to initiate on the specimen
surface. Some voids and defects were observed at the crack-initiation site, which may
contribute to the stress concentrations and crack initiations. Furthermore, based on the
free-volume accumulation process, as-cast voids will intend to grow during fatigue
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testing, which is a time-dependent process. And a crack will initiate when enough voids
and defects have developed near the specimen surfaces, even though the applied stress
level may be significantly lower than the tensile strength. As a result, crack initiation in
low-stress fatigue tests could be due to the free-volume and void-accumulation processes,
which is different from the shear-band mechanism that has been observed in the tensile
tests. It should also be mentioned that even though no shear bands have currently been
observed on the un-failed fatigue specimens, shear bands indeed have been found on the
fractured samples under SEM. The exact moment when these shear bands occurred are
still under investigation. One possibility is that they were activated at the final fracture
moment by the high stress concentrations and plastic deformations at the crack tip.

8.4 Instant Melting at the Fracture Moment

Figure 8.4.1 represents the instant melting of a Zr50Cu30Ni10Al10 BMG specimen during
the final fracture process. During high-cycle fatigue testing under load control, the final
fracture is marked by an abrupt increase of the specimen temperature at the crack-tip
region using thermography. At the final-fracture moment, almost all of its elastic energy
is suddenly released, and the material temperature could reach an instant peak of more
than 900 °C(115, 121). The instant melting theory at the fracture under monotonic loading
was proposed by Liu et al.(121), and the solidified droplet-like structure was observed on
the fracture surface using SEM(115, 121). Now, with the high-speed IR camera running at
300 Hz (3.33 ms per frame), the instant melting and liquid splashing at the fracture
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moment has been captured in-situ during tension-tension fatigue testing as a direct
evidence of the instant melting theory.

8.5 Conclusions

In this chapter, in-situ observations of the mechanical-damage behavior of BMGs during
both fatigue and tensile testing have been provided by thermography. The relationship
between temperature evolutions and stress-strain behaviors during high-cycle fatigue has
been quantified by three effects: (I) the thermoelastic effect, (II) the inelastic effect, and
(III) the heat-transfer effect. Due to the elastic nature of BMGs during most of the time
in their fatigue and tensile tests, the thermoelastic effect provides a convenient method to
analyze in-situ the stress evolutions inside the material. Corresponding to the stress
oscillation during fatigue, the specimen temperature was observed to oscillate regularly
within each fatigue cycle. The temperature oscillation pattern was compared between the
upper gage-length region and the center-notch region. The stress-concentration factor at
the center notch of the specimen was determined by the thermoelastic effect.

A

thermoelastic-degradation behavior was observed at the center of the specimen during the
last 1,700 cycles of the total 6,800 fatigue cycles, while no similar behavior was observed
outside the center notch.

This behavior could correspond to the free-volume

accumulation inside the specimen during fatigue, which could be used to quantify the
fatigue-damage process and predict the final failure of BMGs.
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An in-situ observation of the shear-band evolutions in BMGs during tensile testing has
been provided by thermography. Multiple shear bands were observed before failure. The
onset of the shear band has been observed approximately 350 MPa below the ultimate
strength by thermography, which serves as a forewarning of the final fracture of Zr-based
BMGs during tensile testing. The instant temperature inside the shear band could reach
several hundred to one thousand degrees C by an approximate estimation with
thermography. Instant melting of BMG specimens at the moment of failure was captured
by thermography. Both the temperatures and the shear strain in the shear bands were
observed to decrease from the initiation site to the end of the shear bands by
thermography and scanning-electron microscopy (SEM), respectively. Even with no
grain boundaries or strain-hardening effect to constrain the shear bands in BMGs, all
shear bands occurred before final failure was observed to stop inside the BMG specimens
instead of propagating catastrophically. A free-volume mechanism has been proposed to
explain the cease of the shear bands in BMG specimens. The same mechanism can also
be used to explain the temperature decrease and shear-strain decrease along the length
direction of the shear bands. The critical element in controlling the stop of the shear band
is believed to be the temperature change at the shear-band tip during shear-band
propagation.

However, no shear bands were observed before failure during fatigue testing, which
indicated that the crack-initiation mechanisms of BMGs during fatigue testing could be
surface-voids and defects based, and different from the shear-band mechanisms during
tensile testing. The present research has provided an innovative method to analyze in-situ
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the mechanical-damage behaviors of BMGs, which can also open up wide applications of
thermography in studying the heat-evolution processes, including mechanical damages
and phase transformations, and structural integrity of materials and components.
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CHAPTER 9: CONCLUSIONS

Realizing that the self-generated heat history serves as a fingerprint of the fatigue-damage
process, the current research was designed to provide a fundamental and scientific
understanding of the temperature evolution during fatigue and develop the thermographydetection technology as an effective NDE method in studying fatigue and mechanicaldamage behaviors of both crystalline and amorphous materials.

In the present study, an IR camera was applied to in-situ “watch” the temperature
variations during fatigue “cycle by cycle”.

Both crystalline (reactor-pressure-vessel

steels and ULTIMET® superalloy) and amorphous alloys (bulk-metallic glasses) have
been studied and compared to provide a comprehensive understanding of the relationship
between the temperature evolutions and fatigue-damage processes. Theoretical models,
including thermoelastic, inelastic, and heat-conduction effects, have been formulated to
“quantify” the relationship between the observed temperature and the stress-strain state
during fatigue.

Furthermore, the back-calculation methodology using the measured

temperature evolution provided an innovative technology to in-situ monitor the material
stress-strain behavior during fatigue by thermography for the first time.

In order to successfully interpret the thermographs (temperature maps) obtained during
fatigue experiments, numerical analyses has been conducted to back-calculate the heattransfer effect and restore the original heat-dissipation-rate (HDR) maps, which provided
a unique method to demonstrate the real shapes and movements of plastically-deformed
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regions, such as plastic zones at the crack tip, Lüders bands, shear bands, and severe
plastic deformations during the final failure of materials.

Finally, the temperature evolution of different materials during each stage of fatigue
testing, including crack incubation, crack initiation, crack propagation, and final fracture,
has been quantified and summarized.

Fatigue-life-prediction models have been

formulated, based on the observed material temperatures.

Hence, the ability of

thermography to provide in-situ monitoring and studies of the detailed mechanical
responses and fatigue damages of materials and components has been demonstrated in the
current research. As a method requiring no special sample preparation or surface contact
by sensors, thermography could open up wide applications for in-situ studying
mechanical-damage processes of materials and components.
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CHAPTER 10: FUTURE WORK

10.1 Continue Study on the Lüders-Band Behaviors Using Thermography

While Chapter 6 has given a detailed description on the Lüders-band evolution processes
during fatigue, further studies on the micro-mechanisms of Lüders Band propagation will
be intriguing. The evolution of the Lüders band not only explains the tensile hardening
behaviors of steels, but also provides essential information on the stress distributions and
the behaviors of the dislocation systems. The temperature distribution patterns of the
Lüders band, which was described in Chapter 6, provide possibilities to analyze the stress
distributions inside and outside the Lüders band using the thermoelastic and inelastic
effects. This will help us further understand how the Lüders band is activated and
propagated and how the localized instability happens in steels.

Moreover, the

propagation of the Lüders band is the result of the activation and tangling behaviors of
the dislocation systems inside the steels. A clear view of the stress distributions around
the Lüders band will help explain how the dislocation systems are triggered and stopped
inside the materials, which could be important to improve the strength and mechanical
behaviors of steels.
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10.2 Thermography Detection on the Phase Transformation of ULTIMET
Superalloy

An important characteristic of the ULTIMET superalloy is its meta-stable face-centeredcubic (FCC) phase at room temperature, which tends to transform into the hexagonalclose-packed (HCP) phase under the mechanical stresses or strains below the
transformation temperature. Since the FCC and HCP phases have different mechanical
properties, the amount of phase transformation occurred under various loading conditions
will be essential to the fatigue behaviors of the ULTIMET superalloy. With the idea that
phase transformations usually involve heat dissipation or absorption, depending on the
heat capacity of various phases, thermography could provide an innovative method to
observe in-situ the phase transformation of the ULTIMET superalloy during fatigue. As
described in Chapter 5, the mean temperature of test specimens will become stable during
fatigue after the inelastic effect reaches equilibrium with the heat-conduction effect. And
the temperature fluctuations afterwards will purely result from the thermoelastic effect.
However, when phase transformation is involved, it is expected that a portion of the
temperature oscillation could come from the phase transformation due to the associated
heat dissipation or absorption. Quantifying this amount of temperature oscillation could
provide an innovative method to study the phase-transformation behavior of the
ULTIMET superalloy “cycle by cycle” during fatigue.
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10.3 Surface Studies of BMGs

As potential structural materials, BMGs are known for their ultrahigh tensile strengths (~
2 GPa). However, up to now, the fatigue endurance limits of BMGs only range from 6%
to 50% of their tensile strength, which limits their future structural applications. Due to
their amorphous nature and lack of dislocation systems, the mechanical damage of BMGs
has been observed to be in the form of shear bands, as observed by thermography in
Chapter 8. Recent investigations reveal that shear bands and cracks often initiated at the
surface of BMG samples during fatigue. Given the amorphous nature, hence more open
structures on the surfaces, as well as the presence of reactive elements in BMGs, it is
reasonable to expect that there will be significant environmental effects on the fatigue
behavior of BMGs. Thus, a comprehensive understanding of the environmental effects
on the fatigue-crack initiation and propagation behavior of BMGs will be essential in
determining the fatigue limits and fatigue lives of BMGs.

To provide a careful investigation of the environmental effects of BMGs, fatigue studies
of BMGs can be conducted in different environments (air with controlled humidity, dry
hydrogen, dry oxygen, and vacuum).

SEM, atomic-force microscopy (AFM), and

thermography detection can be applied to examine the shear bands and micro-cracks
developed during fatigue testing. During surface science studies, the chemical state of
molecules can be monitored by x-ray photoelectron spectroscopy on the BMG surface.
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Table 3.1.1: Nominal Chemical Compositions of RPV Steel, ULTIMET Superalloy, and
BMGs (Weight Percent, wt.%)
RPV Steel
ULTIMET
Superalloy

P
S
<0.02 0.015
Co
Cr
54
26
Zr
Cu
57.83 19.16

Zr52.5Cu17.9
Ni14.6Al10.0
Ti5.0
Zr
Cu
Zr50Cu30
54.20
31.60
Ni10Al10

Ni
0.5
Ni
9
Ni
14.43

Mo
0.53
Mo
5
Al
4.55

Fe
bal.
Fe
3
Ti
4.03

Al
0.15
W
2
-

Mn
1.34
Mn
0.8
-

Si
0.23
Si
0.3
-

N
0.005
N
0.08
-

C
0.203
C
0.06
-

Cu
0.01
-

Ni
9.73

Al
4.47

-

-

-

-

-

-

-
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Table 7.4.1: Measured Plastic Zone Radius, Predicted ∆K, Measured ∆K, Predicted
da/dN, and Measured da/dN at Different Fatigue Cycles
N (Number
of
Fatigue
Cycles)
1,500
6,000
16,000
20,000
26,000
30,000

rc
(mm)

Predicted ∆K
(103 KN/m1.5)

Measured ∆K
(103 KN/m1.5)

Predicted
da/dN
(mm/cycle)

Measured
da/dN
(mm/cycle)

0.203
0.355
0.381
0.406
0.559
0.610

45.98
60.83
62.97
65.00
76.26
79.65

52.26
54.90
62.01
66.04
73.84
80.57

0.000129
0.000272
0.000298
0.000325
0.000497
0.000558

0.000197
0.000258
0.000294
0.000325
0.000468
0.000548
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Table 7.5.1: Experimental and Predicted Nf at Different Crack Lengths
N
1,500
6,000
16,000
20,000
26,000
30,000

a
(mm)
11.75
12.67
15.03
16.16
18.42
20.57

Nf
(Experimental)
34450
29950
19950
15950
9950
5950
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Nf
(Predicted)
35634
32084
22615
19059
13333
8675
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Unit: mm
(a)

(b)

15.24

25.4

25.4

10.16

15.24

10.16

R 7.20

25.4

12.7

25.4

7.62

10.16

25.4

25.4

5.08

12.7

R 9.21

Specimen thickness: 2.54 mm

Figure 3.1.1: RPV Steel Specimen Geometries for High-Cycle Fatigue Testing; (a):
Cylindrical Specimen Geometry; (b): Plate Specimen Geometry
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Unit: mm

0.38 REF

60.96

13.97

5.08

φ 12.25

1.27

10.16
50.80
63.50

Specimen thickness: 6.35 mm

Figure 3.1.2: ULTIMET Superalloy Compact-Tension (CT) Specimen Geometry for
High-Cycle Fatigue Testing
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(a)

(b)
Fatigue Specimen
BMG-11

5.33 mm

R 0.40 mm
4.00 mm
R 1.27 mm 2.98 mm

Grip Pieces
(Copper)

Copper

B

B

Bottom View B-B Grip Holder
(Rene 41)

2.03 mm
31.75 mm
0.51 mm
ø 4.00 mm
ø 2.98 mm
ø 5.33 mm
Bottom
3.81 mm
View A-A
A
A

Specimen

Copper

Gripping System

Figure 3.1.3: BMG Specimen Geometries; (a): Plate Specimen Geometry for Tensile
Testing; (b): Cylindrical Specimen Geometry for High-Cycle Fatigue Testing
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Figure 4.2.1: High-Cycle Stress vs. Number of Cycles to Failure Curve of ReactorPressure-Vessel Steel
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Figure 4.2.2: Temperature Profiles of Reactor-Pressure-Vessel Steel during 1,000 Hz
Fatigue Testing, Taken at an IR Camera Speed of 0.2 Hz
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Figure 4.2.3: Temperature Profile of Reactor-Pressure-Vessel Steel during 20 Hz Fatigue
Testing, Taken at an IR Camera Speed of 0.1 Hz
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Figure 4.2.4: Temperature Line Profile of the Specimen during 1,000 Hz Fatigue Testing,
Taken at an IR Camera Speed of 0.2 Hz
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Crack Tip Region

(a) 280,000 Cycles

(b) 285,000 Cycles

(c) After Image Subtraction

Figure 4.3.1: IR Images of Reactor-Pressure-Vessel Steel at σmax = 600 MPa and R = 0.2
during 1,000 Hz Fatigue Testing, Taken at an IR Camera Speed of 0.2 Hz
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Crack Tip Region

(a) 7,000 Cycles

(b) 7,200 Cycles

(c) After Image Subtraction

Figure 4.3.2: IR Images of Reactor-Pressure-Vessel Steel at σmax = 680 MPa and R = 0.2
during 20 Hz Fatigue Testing, Taken at an IR Camera Speed of 0.1 Hz
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Figure 4.4.1: Temperature Profile of Reactor-Pressure-Vessel Steel during 20 Hz Fatigue
Testing, Taken at an IR Camera Speed of 120 Hz
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Figure 4.4.2: Temperature versus Time Profiles of Reactor-Pressure-Vessel Steel Tested
at 20 Hz, σmax = 640 MPa, Taken at an IR Camera Speed of 120 Hz
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Figure 4.4.3: Stress versus Strain Profiles of Reactor-Pressure-Vessel Steel Tested at 20
Hz, σmax = 640 MPa

172

Stress (MPa)

700
600
500
400
300
200
100
0

Reactor Pressure Vessel (RPV) Steel

Yielding Phenomenon

0

5

10

15

20

25

Strain (%)
Figure 4.4.4: Stress versus Strain Curve of Reactor-Pressure-Vessel Steel during Tensile
Testing
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Figure 4.4.5: Stress versus Strain Profiles of Reactor-Pressure-Vessel Steel Tested at 20
Hz, σmax = 640 MPa
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Figure 4.4.6: Temperature versus Time Profiles of Reactor-Pressure-Vessel Steel Tested
at 20 Hz, Taken at an IR Camera Speed of 120 Hz
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Figure 4.5.1: Stress-Strain-Temperature versus Time Profiles at the Initial Ramp-up
Region of Reactor-Pressure-Vessel Steel Tested at 20 Hz, σmax = 640 MPa, Taken at an
IR Camera Speed of 120 Hz; (a): Stress versus Time; (b) Strain versus Time; and (c)
Temperature versus Time
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Figure 6.2.1.2: Thermographs and Temperature-line Profiles of Lüders-Band Evolution
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Figure 7.2.2: Fracture Surface of ULTIMET Alloy Specimen Fatigue Tested at 10 Hz, R
= 0.1, Loadmax = 17.92 KN
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Figure 8.3.1: The Stress vs. Strain Curve of a Zr52.5Cu17.9Ni14.6Al10.0Ti5.0 BMG Specimen
during Tensile Testing and the Corresponding Shear-band Occurrences
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Figure 8.3.2: Observed Shear Bands of a Zr52.5Cu17.9Ni14.6Al10.0Ti5.0 BMG Specimen
during Tensile Testing by Thermography with an IR Camera Frame Rate of 400 Hz
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Figure 8.3.3: Multiple Shear Bands Observed at the Button-Edge Region of a
Zr52.5Cu17.9Ni14.6Al10.0Ti5.0 BMG Specimen during Tensile Testing with an IR Camera
Speed of 400 Hz by (a) Thermography and (b) SEM
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Figure 8.3.4: A Polishing Scratch Cut by a Shear Band
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Figure 8.3.5: Variation of the Shear Displacement along the Length of the Shear Band
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Figure 8.3.6: Illustration of a Shear-Band Propagation Mechanism
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Figure 8.3.7: The Possibility for a Shear Band to Propagate 1 mm versus The Shear-Band
Tip Temperature
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Figure 8.3.8: A Mechanism to Decrease Shear Stain and Temperature at the Shear-Band
Tip during Shear-Band Propagation
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Figure 8.3.9: Crack Initiation Site of a Zr52.5Cu17.9Ni14.6Al10.0Ti5.0 BMG Specimen during
10 Hz Fatigue Testing, σmax = 1.29 GPa, R = 0.1
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Figure 8.4.1: Instant Melting of a Zr50Cu30Ni10Al10 BMG Specimen during Final Fracture
in a 10 Hz Fatigue Test of σmax = 1.29 GPa, R = 0.1, with an IR Camera Speed of 300 Hz
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APPENDIX C: MACRO PROGRAMS FOR THE IR CAMERA
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This section includes macro programs that I wrote for the IR camera software in order to
facilitate the temperature data processing:

1. Save an Image as a JPG File
Sub SaveAsJPG()
ret = IpWsConvertImage(IMC_GRAY, CONV_USER , 7776, 8000, 0, 255)
ret = IpWsSaveAs(InputBox$("File
Name:","SaveAs","G:\Paper\Journal\scriptor\BMG\thermographs\23939.JPG"), "JPG")
End Sub
2. Save Multiple Images as JPG Files
Sub SaveAsMultiJPG()
Dim i As Integer
Dim FilePath As String
Dim S1 As String
Dim S2 As String
Dim S3 As String
i = 6710
S1$ = "d:\"
S2$ = ".JPG"
Do While i <= 6754
FilePath$ = S1$ + CStr(i) + S2$
ret = IpWsConvertImage(IMC_GRAY, CONV_USER , 3920, 4064, 0,
255)
ret = IpWsSaveAs(FilePath$, "JPG")
ret = IpDocClose()
ret = IpSeqPlay(SEQ_NEXT)
i=i+1
Loop
End Sub
3. Transfer Temperature Data file in Excel into Images
Sub Excel_2_Talon()
Dim i As Integer
Dim j As Integer
Dim k As Integer
Dim Inputbuf() As Integer
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Dim H As Single
Dim S1 As String
Dim S2 As String
Dim q As String
Dim P1 As String
Dim P2 As String
Dim P3 As String
Dim Position As String * 100
Dim P As String * 100
Dim tmp As String * 100
Dim Iname As String * 255
Dim Reg As RECT
Reg.Left=0
Reg.top=0
Reg.Right=13
Reg.bottom=65
'Open Excel File
q$ = Chr$(34)
S1$ = InputBox$("File Path", "Open Excel File", "E:\Test
Data\Data\bing\luders\shear_band_17.xls")
ret = IpDde(DDE_OPEN, "E:\Program Files\Microsoft
Office\Office\EXCEL.exe", "system")
ret = IpDde(DDE_EXEC, "[OPEN(" + q$ + S1$ + q$ + ")]", "")
S2$ = InputBox$("Sheet Name", "Activate Excel Sheet", "Refined Heat")
ret = IpDde(DDE_OPEN, "E:\Program Files\Microsoft
Office\Office\EXCEL.exe", S2$)
ReDim Inputbuf(Reg.Left To Reg.Right, Reg.top To Reg.bottom) As Integer
k=0
Do While k < 184
'Create New Image
ret = IpWsCreate(14, 66, 90, IMC_GRAY)
i = 3 + k * 69
Do While i <= 68 + k * 69
j=5
Do While j <= 18
P1$ = "R" + CStr(i)
P2$ = "C" + CStr(j)
Position$ = P1$ + P2$
223

Debug.Print Position$
ret = IpDde(DDE_GET, Position$, tmp$)
H = (Val(tmp$) + 12000000) / 40000000 * 255
Inputbuf(Reg.Left + j - 5, Reg.top + i - 3 - k * 69) =
CInt(H)
j=j+1
Loop
i=i+1
Loop
'Transfer Data Array to Image
ret=IpDocPutArea(DOCSEL_ACTIVE, Reg, Inputbuf(Reg.Left,Reg.top),
0)
ret = IpAppUpdateDoc(DOCSEL_ACTIVE)
ret = IpStAutoName("E:\Ludersimage17\image###.JPG", k, Iname$)
ret = IpWsSaveAs(Iname$, "JPG")
ret = IpDocClose()
k=k+1
Loop
End Sub
4. Transfer the Data of 10 Images to Excel
Sub DDE_10_images()
ret = IpBitSaveData("", S_DDE+S_LEGEND)
ret = IpSeqPlay(SEQ_NEXT)
ret = IpBitSaveData("", S_DDE+S_LEGEND)
ret = IpSeqPlay(SEQ_NEXT)
ret = IpBitSaveData("", S_DDE+S_LEGEND)
ret = IpSeqPlay(SEQ_NEXT)
ret = IpBitSaveData("", S_DDE+S_LEGEND)
ret = IpSeqPlay(SEQ_NEXT)
ret = IpBitSaveData("", S_DDE+S_LEGEND)
ret = IpSeqPlay(SEQ_NEXT)
ret = IpBitSaveData("", S_DDE+S_LEGEND)
ret = IpSeqPlay(SEQ_NEXT)
ret = IpBitSaveData("", S_DDE+S_LEGEND)
ret = IpSeqPlay(SEQ_NEXT)
ret = IpBitSaveData("", S_DDE+S_LEGEND)
ret = IpSeqPlay(SEQ_NEXT)
ret = IpBitSaveData("", S_DDE+S_LEGEND)
ret = IpSeqPlay(SEQ_NEXT)
ret = IpBitSaveData("", S_DDE+S_LEGEND)
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ret = IpSeqPlay(SEQ_NEXT)
End Sub
5. Transfer the Data of 100 Images to Excel
Sub DDE_100_images()
Call DDE_10_images()
Call DDE_10_images()
Call DDE_10_images()
Call DDE_10_images()
Call DDE_10_images()
Call DDE_10_images()
Call DDE_10_images()
Call DDE_10_images()
Call DDE_10_images()
Call DDE_10_images()
End Sub
6. Transfer the Data of 1000 Images to Excel
Sub DDE_1000_images()
Call DDE_100_images()
Call DDE_100_images()
Call DDE_100_images()
Call DDE_100_images()
Call DDE_100_images()
Call DDE_100_images()
Call DDE_100_images()
Call DDE_100_images()
Call DDE_100_images()
Call DDE_100_images()
End Sub
7. Save Movies in avi Format
Sub SaveAs_avi()
Dim S1 As String
S1$ = InputBox$("File Name", "Save As *.avi", "e:\bmg11_9.avi")
ret = IpWsSaveAs(S1$, "AVI")
End Sub
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