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Abstract
The success of statistical mechanics in describing complex quantum
systems rests upon typicality properties such as ergodicity. Both in-
tegrable systems and the recently discovered many-body localisation
show that these assumptions can be strongly violated in either finely
tuned cases, or in the presence of quenched disorder. In this thesis, we
uncover a qualitatively different form of ergodicity breaking, wherein
a small number of atypical eigenstates are embedded throughout an
otherwise thermalising spectrum. We call this a many-body quantum
scar, in analogy to quantum scars in single-particle quantum chaos,
where quantum scarred eigenfunctions concentrate around associated
periodic classical trajectories.
We demonstrate that many-body quantum scars can be found in an
unusual model recently realised in a 51 Rydberg atom quantum simu-
lator. The observed coherent oscillations following in a certain quench
experiment are a consequence of the quantum scar. At the same time,
the level statistics rules out conventional explanations such as inte-
grability and many-body localisation. We develop an approximate
method to construct scarred eigenstates, in order to describe their
structure and physical properties. Additionally, we find a local per-
turbation which makes these non-equilibrium properties much more
pronounced, with near perfect quantum revivals. At the same time
the other eigenstates remain thermal. Our results suggest that many-
body quantum scars forms a new class of quantum dynamics with
unusual properties, which are realisable in current experiments.
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Chapter 1
Introduction
A great deal of effort in both academia and industry is focussed on the develop-
ment of quantum computing and other quantum technologies, in order to realise
its promise of a step-change in our computational capabilities. There are compu-
tational tasks that, as far as we are aware, are hard for any classical computer but
for which we know algorithms which can solve them easily on a quantum com-
puter (43). The most famous example is the integer factorisation problem (155),
which has far reaching consequences for cryptography. The current generation
of quantum devices have been termed noisy intermediate scale quantum (NISQ)
devices (130). The noise in their quantum gates and other imperfections will
limit their capabilities to low-depth circuits. Fault-tolerant quantum comput-
ing using quantum error correction (64, 123) would require both lower noise and
more physical qubits to perform a computational task beyond those achievable
by classical means.
The problem of simulating many-body quantum problems is hard for classical
computers. As the number of particles in a many-particle quantum system grows
the memory required to describe a state of the system increases exponentially.
However, for a quantum device this is a particularly natural problem (101). In
highly controllable quantum systems a target Hamiltonian could be programmed
through control parameters to the system, thereby emulating it within the quan-
tum simulator. With near-term quantum devices we may be able to simulate
quantum systems beyond the reach of classical computers. By unveiling hitherto
unexpected phenomena, quantum simulation will challenge our current under-
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standing of quantum dynamics. We are already seeing progress in the creation
of highly controllable quantum systems based upon a number of different tech-
nologies, such as: cold-atoms (19, 82, 175), superconducting qubits (137, 157)
and optical systems (107). These are being used to simulate model quantum
systems such as Ising spin models (81, 107, 113, 137, 185) and the fermionic
Hubbard model (106). Similar designs have been used to experimentally realise
many-body localised physics (25, 34, 146). In this section we will review Ref. (19),
which reports a quantum dynamics experiment in a programmable cold-atom lat-
tice featuring 51 qubits. The work of this thesis grew out of the effort to explain
the curious findings of this experiment.
In this thesis, we argue that this phenomena is a novel form of ergodicity
breaking, which we term a quantum many-body scar. This is in analogy to the
earlier notion of a quantum scar in single-particle quantum chaos (71). The
picture of a quantum many-body scar is one of a small number of non-ergodic
or scarred eigenstates, which coexist with an otherwise thermalising spectrum.
These special eigenstates can even be found at energy densities where the density
of states diverges. The quantum scar is a weak form of ergodicity breaking, where
only a minority of the eigenstates are affected. This stands in contrast to the well
established notions of integrability (164) and many-body localisation (2) which
break ergodicity and disrupt thermalisation across the entire spectrum.
In Chapter 2, we will review ergodicity and thermalisation in both classical
and quantum systems. We will first discuss the distinction between quantum
ergodicity (QE) and quantum unique ergodicity (QUE) (71) in single-particle
systems. A system is QE but non-QUE when it has a small number of exceptional
eigenstates. These exceptional eigenstates are referred to as a quantum scar. We
will then review the eigenstate thermalisation hypothesis (ETH), which provides
our current best understanding of how quantum systems thermalise (41).
In Chapter 3, we will introduce entropy and entanglement and its role in the
thermalisation in quantum systems. Then, we will identify information in the en-
tanglement spectrum that distinguishes interacting systems from non-interacting
systems. This is based on our work in Ref. (109, 166). As non-interacting sys-
tems are non-chaotic, this provides another witness to quantum chaos in the
entanglement.
2
Starting in Chapter 4, we will focus on the behaviour of the Rydberg atom
chain in the limit of strong van der Waals forces, which has been the subject of
recent experiment (19). This system shows strong non-equilibrium properties in
the dynamics of local observables, entanglement entropy and many-body fidelity.
Surprisingly, the level statistics indicates that this system is non-integrable. We
will then relate the dynamical behaviour observed to the presence of a number
of scarred eigenstates embedded among many typical eigenstates throughout the
spectrum, as we proposed in Ref. (167). These findings will show this model to
be a very interesting system in which to explore quantum dynamics.
In Chapter 5, we will seek to explain the phenomenology of the Rydberg
atom chain using a technique we call a forward-scattering approximation, which
we introduced in Ref. (167, 168). Within this approximation we efficiently find
approximations to scarred subspace, producing explanations for the other anoma-
lous properties of these special states.
In Chapter 6, based on our work in Ref. (35), we will show the non-ergodic
subspace can be enhanced by addition of exponentially local additional terms,
while the remainder of the eigenstates remains thermal. With this carefully cho-
sen deformation, the forward-scattering subspace becomes almost exactly closed
under the dynamics. At the end we discuss some recent results on other anoma-
lously non-thermal quantum systems that we think are related.
3
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Chapter 2
Quantum ergodicity and
thermalisation
In this chapter, we will review ergodicity and thermalisation in quantum systems.
We will first discuss the distinction between ergodicity and unique ergodicity (71)
in classical and single-particle quantum systems. A quantum system is QE but
non-QUE when it has a small number of exceptional eigenstates. These excep-
tional eigenstates are referred to as a quantum scar. This allows for some initial
conditions to rapidly equilibrate, whilst others show persistent non-equilibrium
properties. We will then review the leading theory of thermalisation in quantum
systems, the eigenstate thermalisation hypothesis (ETH), which builds upon ideas
from random matrix theory (RMT) (41). Finally, we will discuss strong forms of
ergodicity breaking: integrable systems and many-body localisation. Unlike with
the quantum scar these strongly affect all the eigenstates and break quantum
ergodicity.
2.1 Classical ergodicity
Before moving on to quantum ergodicity, we will first discuss the classical no-
tion of ergodicity. In classical physics, the ergodic hypothesis is a property or
assumed property of a system where the proportion of time a system spends in a
region of its phase space is proportional to the volume or measure of that region.
5
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(a) (b)
Figure 2.1: Chaotic and regular trajectories of the Bunimovich stadium. (a)
Typical chaotic trajectories which diverge exponentially. (b) Regular trajectories
of the stadium. Bouncing ball trajectories shown in blue, which diverge linearly
when perturbed, shown in red. Also illustrated in black is a more intricate peri-
odic orbit, which is exponentially unstable to perturbation. This is adapted from
a diagram in Ref. (71).
This property underlies the use of statistical ensembles, such as the canonical
ensemble, to describe the behaviour of classical systems. Ergodic theory is the
study of dynamical systems seeking ergodic theorems and other results on mixing
or thermalisation. In this section we will describe ergodicity in more detail and
review a more refined notion of unique ergodicity.
As is customary, we will use billiard systems as examples to illustrate these
ideas. Take a plane domain X, namely compact subset of R2 with a C1 boundary.
A billiard system is the dynamical system of a billiard, point-like single particle,
propagating freely in a straight line across the interior of Ω and bouncing accord-
ing to the familiar law of reflection upon hitting the boundary, here making use
of the C1 smoothness. Because of energy conservation, the phase space Ω can
be taken as X × S1, away from the boundary, where the second factor describes
the direction of the billiard’s motion. A simple example is the interior of a cir-
cular disc. This system has rotation symmetry and hence angular momentum as
a Noether charge. This example, far from being ergodic, is actually completely
integrable, see Section 2.5. More elaborate examples include the Bunimovich
stadium (28), Sinai billiard (156) and Barnett stadium (15). The Bunimovich
stadium, see Figure 2.1, is the example best studied in physics, and is the one we
will focus on.
We will now define ergodicity more formally. Let φt be the evolution map
6
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for some time t. This map is measure preserving and is said to be ergodic if it
satisfies any of a number of equivalent conditions (128):—
• For almost every orbit, the ergodic hypothesis holds, that is long-time aver-
ages converge to the phase-space or ensemble average, with a unique mea-
sure. For billiards, this is always the standard measure induced from the
metric. This is like defining a point process from iterates of the evolu-
tion map and being able to estimate the relative volume of any measurable
subset A ⊂ Ω, just as one might do with Monte-Carlo integration using a
random point process.
• There are no additional integrals of motion. All φ-invariant functions from
Ω differ from constant functions only on measure zero sets. Equivalently,
the phase space Ω is φ-irreducible, i.e. cannot be decomposed as the disjoint
union of finite measure φ-invariant subdomains. If we have a non-constant
φ-invariant function f , then the preimages of the different values in the
range of f are φ-invariant subdomains.
The stadium billiard was proven by Bunimovich to be ergodic (28). A typical
trajectory for this stadium is illustrated in Figure 2.1 (a). Two initially nearby
trajectories will almost always diverge exponentially, indicating the presence of
chaos. This stadium also features the so-called bouncing ball trajectories, see Fig-
ure 2.1 (b), that travel vertically up and down between the parallel straight edges
in the rectangular subdomain. These trajectories are measure zero in phase space,
however nearby trajectories to these bouncing balls with a perturbed angle ini-
tially diverge only linearly until exiting the rectangular subdomain. Beside these,
there are also more complicated periodic trajectories which leave the rectangular
subdomain. One is shown in Figure 2.1 (b). These trajectories are unstable,
with nearby trajectories diverging exponentially. These non-ergodic trajectories
are however measure zero and there is no contradiction with the Bunimovich sta-
dium being ergodic. Similarly, the Barnett stadium is ergodic (156). It is also
strongly chaotic with almost all trajectories diverging exponentially.
A dynamical system is uniquely ergodic if there is only one locally compact
Borel measure on X invariant under φt. For ergodic billiard systems this unique
measure is the standard measure induced from the metric. If the evolution has
7
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a periodic orbit then it is not uniquely ergodic. For this reason, both Barnett
stadium and Bunimovich stadium are not uniquely ergodic, despite both being
ergodic, since they both feature periodic orbits.
2.2 Quantum ergodicity and quantum scars
It’s not always obvious how to translate concepts from classical physics to quan-
tum physics. The key hallmark of classical chaos, locally diverging trajectories,
has no analogue in quantum systems – distances between quantum states are
invariant under unitary time evolution. In our discussion of quantum analogues
to ergodicity and unique ergodicity, see review Ref.(71), we will focus once again
on billiard systems as a source of examples. Quantum billiard systems are a
quantisation of the classical billiard systems. Their evolution is governed by the
Schro¨dinger equation, with the Laplacian on X for the Hamiltonian, and Dirichlet
boundary conditions are imposed on the wavefunction at the boundary ∂X. Due
to the uncertainty principle, it is much simpler to consider probability measures
on X given by quantum wave functions rather than working over the full phase-
space with the conjugate momentum degrees of freedom included. The weaker
property of real-space ergodicity is enough to illustrate the concepts. Handling
the full phase-space is much more technical, see for example Ref. (187).
First we will define quantum unique ergodicity. Let ψ1, ψ2, . . . be the sequence
of eigenfunctions ordered by increasing energy. If the sequence of the associated
real-space probability measures νj = |ψj|2 converges in the weak-∗ sense to the
uniform measure ν, then the system is said to be quantum unique ergodic. This
occurs if for all continuous functions f ,
lim
j→∞
∫
dνj f =
∫
dν f . (2.1)
This is the appropriate notion of convergence as high energy wavefunctions typ-
ically vary rapidly, but this limit can remain smooth. The weaker property of
quantum ergodicity requires only there to exist a subsequence that contains al-
most all of the eigenfunctions which converges. It’s worth pointing out that
Berry’s conjecture (20) for the form of high-energy eigenfunctions as being a
8
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Gaussian random field, made from the random superposition of a great number
of waves, is suggestive of quantum ergodicity.
A major result of the work on quantum ergodicity is the so-called quantum
ergodicity theorem. This states that classic ergodicity implies quantum ergod-
icity, for the cases of billiard systems and single-particle quantum mechanics on
compact Riemannian manifolds (59, 184). This followed earlier work on the case
without boundary (42, 154, 182). A definition is of little importance without ex-
amples that realise it. Are there any systems which are quantum ergodic but not
quantum unique ergodic? We expect non-unique ergodicity to be more delicate
in quantum mechanics than in dynamical systems, because quantum particles
are smeared out in quantum mechanics by the uncertainty principle. In particu-
lar the quantum wavefunction cannot be localised onto a classical periodic orbit
because these are measure zero. They might depend also on properties of the
neighbourhood around the periodic orbits. For this reason, it is conjectured that
any hyperbolic manifold, which are all strongly chaotic and include the Barnett
stadium, are quantum unique ergodic, despite in some cases featuring periodic
orbits (138).
In the Bunimovich stadium, sequences of special eigenstates were found (73)
which anomalously concentrate around the periodic orbits of the classical system.
This has been seen to occur numerically for both the bouncing ball trajectories
and the more elaborate unstable periodic trajectories. For these, the name quan-
tum scar was coined. The classical periodic orbit is said to have left an imprint or
scar upon the eigenfunctions. Many years later, the existence of the bouncing ball
mode sequences was rigorously proven, showing the system to be non-QUE (70).
More generally, we could say that a quantum scar is merely a sequence of eigen-
states which form a counterexample to quantum unique ergodicity (167), without
a reference classical system to hand. In Chapter 4, we will numerically identify
atypical eigenstates in a quantum many-body system, suggesting that this system
is ergodic but not uniquely ergodic.
The existence of these scarred eigenfunctions was eventually rigorously estab-
lished, building upon a older heuristic argument by O’Connor and Heller (119,
183). First, a collection of bouncing-ball quasimodes were established, these are
approximate eigenstates are highly concentrated around the bouncing ball trajec-
9
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(a) (b)
Figure 2.2: Atypical states in the quantum stadium billiard. (a) Eigenfunction
scarred by an unstable periodic orbit. Reproduced from Ref. (73). (b) Eigen-
function with a strong bouncing ball character. Credit to Maksym Serbyn.
tories. These take the form χ(x) sin(ny) where y ∈ [0, pi] is the vertical coordinate
for suitable χ(x). These quasimodes have energies concentrated around 2n2, with
an energy variance at most K2. If there are at most M eigenfunctions, uniformly
in n, in an interval around 2n2 with width 4K, then within the interval there is
an eigenfunction with overlap at least
√
3/4M with the quasimode (183). This
is the scarred eigenfunction.
The remaining difficulty was to show that the eigenstates did not concentrate
in these intervals such that the M could not be chosen uniformly in n. In fact,
the expected behaviour in two-dimensions is for this propositions to hold, because
the density of states is expected to be largely energy independent, making the
conjecture highly plausible. The required absence of eigenvalue accumulation was
eventually shown in Ref. (70), for almost all widths of the rectangular region.
This was even generalising to any partially rectangular domain, which are planar
domains with a flat rectangle region like the Bunimovich stadium, giving the effect
a remarkable robustness. This story will motivate the construction of quasimodes
for the scarred eigenstates of a quantum many-body system in Chapter 5. Of
course, the exponential many-body density of states will foil a na¨ıve attempt to
use the same argument to establish the existence of theses scarred eigenstates.
2.3 Eigenstate thermalisation hypothesis
If we take a system highly out of equilibrium, such as a container of gas where
all the particles happen to located in one half of the container, we expect it to
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reach thermal equilibrium rapidly. We might try an ergodic hypothesis to jus-
tify the use of statistical mechanics in describing such a situation. The ergodic
hypothesis, however, concerns long-time averages of observables and is in princi-
ple unrelated to the typicality of observations in a short time window as in this
thought experiment. A stronger mixing property is required to make sense of
the dynamics of thermalisation. Thermalisation is a process of reaching typical
configurations after starting from an initial atypical configuration. This is often
much faster than exploring the full phase-space as in ergodicity. The typical con-
figurations in this example have the particles close to equally divided between
the two halves of the container. There are exponentially more configurations like
these compared to those that look like the initial state. For large number of
degrees of freedom, the system will spend almost all of its time in typical config-
urations that look like the thermal equilibrium and small fluctuations about it.
Thermalisation is a stronger mixing property than ergodicity. It requires that in-
stantaneous observables expectation values approach their equilibrium values and
then remain close for most times. At late time sojourns occur due to the Poincare´
recurrence theorem (23), occurring at time exponentially long in the number of
degrees of freedom. This can be related to fluctuation theorems (40, 83), and how
violations of second law can occur with a probability exponentially small in the
number of degrees of freedom (38). Thermalisation is usually much faster than
the time it would take to explore all of phase space, although thermalisation can
be extremely slow e.g. in glassy systems (135).
We will now discuss thermalisation specifically in quantum dynamics for states
in a microcanonical distribution energy window. An initial state from this window
can be expanded as
|ψ(t)〉 =
∑
α
cα |α〉 , (2.2)
in terms of the energy eigenstates |α〉 with energy Ea within the window, and
ca are complex numbers specifying the initial state. The time evolution for the
expectation value of an operator A from this initial state is,
Aψ(t) =
∑
α
|cα|2Aα +
∑
α 6=β
c∗αcβe
i(Eα−Eβ)tAαβ, (2.3)
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where the observable matrix elements Aαβ = 〈α|A |β〉. The long-time average
of A(t) is found to be the diagonal matrix elements of A weighted by the initial
state coefficients, since the second term average to zero in the absence of finely
tuned energies or initial states. To satisfy the ergodic hypothesis, we want to get
the same result independent of the chosen initial state, so these diagonal matrix
elements need to be constant. The many-body level spacing is exponentially
small in the number of degrees of freedom, thus it may take an exponential
time to ensure that the off-diagonal contribution averages to zero. To obtain a
much more rapid thermalisation we could suppose that the off-diagonal matrix
elements are suitably small. Sufficient conditions can be found in von Neumann’s
ergodicity theorem (173), and in more recent extensions (62, 63, 134).
Many ideas in quantum chaos were inspired by the theory of complex atomic
spectra developed by Wigner (176) and Dyson (45). Rather than trying to directly
solve the complicated interacting problem, they supposed that the properties of
interest did not depend in any detailed way on the Hamiltonian, thus they could
well replace it with a random matrix. This work lead to the field of random ma-
trix theory (RMT) (108) where the properties of typical random matrices drawn
from a variety of ensembles are studied. Statistical properties of eigenvalues and
eigenvectors can exhibit concentration of measure and inform us of the properties
of matrices that are supposed to be typical, such as chaotic Hamiltonians. For
Hamiltonians that can be modelled as real symmetric matrices, the appropriate
random matrix ensemble is the Gaussian orthogonal ensemble (GOE) which is
invariant under orthogonal transformations.
To see what this random matrix theory hypothesis means for thermalisation,
we can calculate observable matrix elements. Let D be the microcanonical win-
dow dimension, and assume that the Hamiltonian is typical of the GOE matrix
ensemble. For large D, from the unitary invariance of the matrix ensemble each
component of each eigenstate can be treated as an independent Gaussian random
variable. Hence the matrix of overlaps with the eigenvectors of an observable
A has uncorrelated Gaussian variates for elements. To leading order in 1/D,
the observable matrix elements averaged over the matrix ensemble can be calcu-
lated using Gaussian integrals. This average will be denoted with an overline.
The average diagonal element Aαα is a constant A, independent of α. The off-
12
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diagonal elements vanish on average, because it is odd in the random variables.
The fluctuations in the diagonal matrix elements are,
A2αα − Aαα2 =
2
D2
∑
µ
A2µ =
2
D
A2 (2.4)
and the fluctuations in the off-diagonal matrix elements are
|Aαβ|2 − |Aαβ|2 = 1
D2
∑
µ
A2µ =
1
D
A2, (2.5)
where Aµ are the eigenvalues of A restricted to the microcanonical window and
all to leading order in 1/D. Altogether, the random matrix theory predictions
may be summarised as
Aαβ ≈ Aδαβ +
(
A2
D
) 1
2
Rαβ (2.6)
where R is a matrix of standard Gaussian random variates that satisfies an ap-
propriate symmetry property, i.e. real symmetric or Hermitian. This satisfies the
conditions of von Neumann’s theorem and leads to rapid thermalisation.
In order to describe real systems there are a number of deficiencies of the
random matrix hypothesis that need to be remedied: the microcanonical average
A can depend upon the energy density (44) and correlation functions can violate
RMT predictions (85, 160). A generalisation of the RMT hypothesis was provided
by Srednicki (158, 159, 160), that adds additional structure to the observable
matrix elements sufficient to describe the thermalisation of realistic systems. This
Ansatz is known as the eigenstate thermalisation hypothesis (ETH) (41). This is
a statement about the energy basis matrix elements of physical observables,
Aαβ ≈ A(E)δαβ + e−S(E)/2fA(E,ω)Rαβ, (2.7)
where E = (Eα + Eβ)/2 is the mean energy and ω = Eα − Eβ is the transition
energy. The first term describes the behaviour of the microcanonical ensemble
A(E) as a smooth function of energy. The second term describes the deviations
13
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and fluctuations about the microcanonical prediction. The overall scale of this
term is controlled by an exponential in S(E), the thermodynamic entropy, equiva-
lently the fluctuations decay as the square root of the density of states, c.f. the D
dependence in Equation (2.6). The hypothesis is clearly then a statement about
excited eigenstates where the density of states diverges in the thermodynamic
limit as opposed to the low energy physics of ground states. Finally there is an
envelope function fA(E,ω) which is smooth in both parameters. This function
describes the quantum fluctuations in the microcanonical ensemble, behaviour of
non-equal time correlation functions and linear response to perturbation (85).
The ETH predictions have been observed numerically in many systems, first
with hard-core bosons and fermions in 1D (131, 132). Predictions are known to
fail for integrable systems, where the integrals of motion impede thermalisation,
and in the presence of many-body localisation — see Section 2.5. A comment
is in order about the caveat around physical observables. Necessarily, only some
Hermitian operators will satisfy ETH and others will not, such as projectors
onto individual eigenstates. It is generally believed, however, that few body
observables, even those with support of up to half of the total system (56), are
appropriate operators for the ETH ansatz.
Another phenomena found in chaotic systems is that f(E,ω) at small ω should
saturate to a value constant with respect to ω, a feature known as a Thouless
plateau (93). The extent of the plateau sets an energy scale referred to as the
Thouless energy, below this energy scale the system can essentially be modelled
by standard ensembles from random matrix theory (46). This sets a longest time
scale after which we expect observables to cease evolution. This typically diverges
polynomially in number of degrees of freedom, much slower than the exponential
increase in the density of states. Consequently, although the RMT hypothesis has
validity only for a narrow range of energy widths ω, in the RMT energy windows
there is an exponential number of states consistent with the use of RMT.
2.4 Level statistics
A commonly used diagnostic of quantum chaos is the level statistics (21, 125)
which looks as the distribution of energy level gaps in a system. In an ergodic
and non-integrable phase we expect energy levels to exhibit spectral repulsion.
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This can be understood from perturbation theory as any unusually small en-
ergy gap would be unstable to a perturbation like the appearance of an avoided
crossing. There is no level repulsion between distinct symmetry sectors, as the
perturbation theory analogy suggests because no symmetric perturbation can cre-
ate off-diagonal matrix elements between them. For this reason the level statistics
must always be considered in an irreducible symmetry sector.
The basic idea can be illustrated with a 2x2 matrix (176),
H =
(
+∆
2
V
2
V ∗
2
−∆
2
)
, (2.8)
where ∆ and V are (real) Gaussian random variates around zero with variance σ2.
This is a GOE random matrix with the irrelevant identity component removed, i.e.
the matrix is shifted so that its spectrum is centred about zero. The distribution
of energy level spacings has for a probability density functions
P (ω) =
1
2piσ2
∫
d∆ dV δ
(√
∆2 + V 2 − ω
)
exp
(
−∆
2 + V 2
2σ2
)
, (2.9)
which is an integral over a circle. This results in
P (ω) =
ω
σ2
e−
ω2
2σ2 . (2.10)
In systems without time-reversal symmetry the real and imaginary parts of V are
independent variables, thus corresponding is an integral over a spherical surface.
Together, these may be summarised as
P (ω) = Aβω
βe−Bβω
2
, (2.11)
where β = 1 in the GOE case and β = 2 in the GUE case. The constants Aβ and
Bβ are fixed by normalisation and the mean level spacing. In this distribution
we can see level repulsion, i.e. P (ω) → 0 as ω → 0. The adjacent level spacing
distributions for large matrices does not have a closed form. They are, however,
very well approximated by the result for 2x2 matrices (177) in what is known as
the Wigner surmise.
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For many different systems with a chaotic classical limit, it has been found
that the level spacings follow the Wigner surmise for narrow windows and at high
energies (9, 24, 163). Based on this original observation, Bohigas, Giannoni and
Schmit (BGS) conjectured that this is true for generic quantised chaos (24). In
more generic non-integrable many-body quantum systems similar observations
are made, for example in lattice systems (142, 143). In an integrable system (and
also many-body localised systems (125)), however, see Section 2.5, eigenstates
adjacent in energy will differ in an extensive number of local integrals of mo-
tion. This causes the matrix elements of local perturbations between them to be
suppressed, leading to an absence of level repulsion. This is easily distinguish-
able from the Wigner surmise, and for this reason the level statistics is a useful
diagnostic for the presence, or absence, of quantum chaos.
2.5 Integrability and localisation: examples of
strong ergodicity breaking
Classical integrable systems (13) are systems of differential equations that can be
exactly integrated. In the case Hamiltonian systems, as per the Liouville–Arnold
theorem, there exists a canonical transformation to action-angle coordinates and
consequently the phase space is foliated by invariant tori (12). The action vari-
ables are integrals of motion, and each configuration of action variables produces
invariant surface which are toroidal, assuming they are compact. Some exam-
ples of integrable systems include harmonic potentials, the Korteweg–de Vries
equation and the classical Heisenberg ferromagnet.
One case in quantum mechanics where exact solutions can be easily obtained
are non-interacting systems. These are said to be one-body reducible. This means
that for each solution of the corresponding single-particle problem there is an
integral of motion which counts the number of particles which take that solution.
All scattering matrices are trivial and follow from the symmetry properties of the
particles concerned. Examples include electronic band theory, integer quantum
Hall effect (97) and models for topological insulators and superconductors (69).
The single-particle problem may be chaotic, but even in this case the chaotic
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eigenfunctions still produce integrals of motion for the many-body system. These
are much less complex to calculate compared to finding solutions of a generic
many-body system.
A more demanding family of exactly solvable quantum models are the one-
dimensional quantum integrable systems (164), these are typically related to ex-
actly solvable two-dimensional statistical mechanical models (18). Theses models
are solved through use of the Bethe Ansatz or quantum inverse scattering method.
This has been successfully applied, for example, to the antiferromagnetic Heisen-
berg model and the Fermi-Hubbard model (77). Quantum integrable systems
are said to be two-body reducible. This means that from a two-particle scatter-
ing matrix which satisfies the Yang-Baxter equation, all many-particle scattering
matrices are generated.
A recently discovered non-equilibrium phase of matter is many-body localisa-
tion. This is found in some interacting models with strong quenched disorder (2).
They are a generalisation of Anderson localisation (10) by the addition of in-
teractions. They are characterised by an emergent set of localised integrals of
motion (78, 151). In the fully localised phase, the highly excited eigenstates sat-
isfy and entanglement area law (17, 151) and following a product state quench the
entanglement follows a characteristic logarithmic growth (14, 186). More detail
will be given in Chapter 3. Both results are in contrast to what is found in Bethe
Ansatz integrable model, hence localised models are a distinct class of models by
themselves.
As mentioned previously, when a system has a complete set of local integrals
of motion we do not expect level repulsion. Poisson level statistics are commonly
observed in integrable systems. This occurs because the energy levels are ef-
fectively uncorrelated random variables. The analogue to the BGS conjecture
for integrable systems is by Berry and Tabor (21), they propose that quantised
integrable systems have Poisson level statistics. This also commonly occurs in
integrable systems without classical counterparts, and the context of many-body
localisation (125). However, there are examples where this fails. This typically
occurs in cases of additional structure, such as for harmonic potentials (126), or
large separation of energy scales (181).
The presence of integrals of motion in integrable and localised systems makes
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dynamics predictable. They foliate the phase space of classical systems prevent-
ing it from being fully explored, and decompose the Hilbert space of quantum
systems so eigenstates nearby in energy can take very different expectation val-
ues. In the end, ergodicity and eigenstate thermalisation are violated in these
systems. Quantum integrable systems thermalise to generalised Gibbs ensem-
bles (172) rather than the standard ensembles of statistical physics. We could
refer to integrability and many-body localisation collectively as forms of strong
ergodicity breaking, analogous to violating the quantum ergodicity property from
Section 2.2, as all their eigenstates are non-thermal. This is in contrast to the
weak ergodicity breaking of a many-body quantum scar, which would be analo-
gous to systems that are not quantum unique ergodic. In the remainder of this
thesis, Chapters 4–6, we will study an example which bears the hallmarks of
hosting a many-body quantum scar.
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Chapter 3
Entropy and entanglement in
interacting quantum systems
In this chapter, we will look at the ergodicity and thermalisation from the perspec-
tive of quantum entanglement. Quantum entanglement is often studied through
the use of entanglement monotones, the prototypical example of which is the en-
tanglement entropy (118). Given the central role of entropy in thermodynamics
it is natural to look for measures of ergodicity and thermalisation in entropic
quantities. First we will review the use of entanglement entropy, either regarding
eigenstates or dynamically following a quench, for understanding the processes
of thermalisation in quantum systems. Then we will review the entanglement
spectrum introduced by Li and Haldane (99), which provides greater detail into
the patterns of entanglement in quantum systems. Finally, we will identify in-
formation in the entanglement spectrum that distinguishes interacting systems
from non-interacting systems. This is based on our work in Ref. (109, 166). As
non-interacting systems are regular, or non-chaotic, when viewed as many-body
systems this provides another witness to quantum chaos in the entanglement.
3.1 Entanglement entropy
Entropy is a key concept in statistical physics, and provides another witness to
thermalisation and its breakdown. In classical systems entropy is used to char-
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Figure 3.1: Illustration of spatial bipartition into subsystems. Tracing over the
degrees of freedom in B leaves a density matrix ρ on the reduced system A. The
von Neumann entropy of this density matrix is called the entanglement entropy.
For gapped ground states this follows an area law S = O(|∂A|), where |∂A| is the
size of the boundary between the subsystems. Thermal states and highly-excited
eigenstates typically follow a volume law S = Θ(|A|).
acterise the delocalisation of a phase space distribution. For an isolated system,
however, Liouville’s theorem implies that phase space volumes are conserved,
leaving simple entropy measures invariant. This issue is circumvented by in-
tegrating out some number of degrees of freedom effectively producing an open
subsystem within the isolated one. Analogously the quantum evolution is unitary,
rendering the purity and distinguishability of quantum states invariant. The same
trick in the quantum case leads to the consideration of entanglement entropies.
The Von Neumann entropy
S(ρ) = − tr (ρ ln ρ) (3.1)
of a mixed state ρ is the most often used quantum entropy in quantum infor-
mation (118), and is a straightforward generalisation of the Gibbs or Shannon
entropy from classical information theory. The von Neumann entanglement en-
tropy for a state ψ and a subsystem A is the entropy of a reduced density matrix
ρ, formed by the partial trace of ψ over B, the complementary subsystem to A,
see Figure 3.1.
Thermalisation of all observables within a small subsystem A, as expected in
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the ETH scenario, implies the entanglement entropy is equal to the thermody-
namic entropy of A at a temperature T (56, 141). The thermodynamic entropy is
an extensive quantity, scaling proportional to the volume of A and is greatest in
the middle of the spectrum where the many-body density of states is greatest. In
finite-size lattice systems, the eigenstate entanglement entropies are expected to
cluster strongly around the curve describing the relationship between mean energy
and thermodynamic entropy and consequently follow a volume law S = Θ(L),
assuming we are in one dimension and where L is the system size.
In integrable systems the entanglement entropy of highly excited state is typ-
ically volume law, but concentrates around the statistical mechanical prediction
much more slowly and rare states with greatly reduced entanglement entropy can
be found down to scaling that is logarithmic in system size (5, 144). In Anderson
and MBL fully localised phases, in one-dimension, the eigenstate entanglement
entropy is typically area law S = O(1) throughout the spectrum (17, 151), rem-
iniscent of gapped ground states (72). In the related notion of quantum critical
glasses the eigenstate entropies are logarithmic S = O(logL) in system size (169),
similar to the ground states of quantum critical points (29, 171). Logarithmic
corrections to the area law also appear in Fermi liquids with Fermi surfaces at
least dimension one (179). In summary, eigenstate entropy is a powerful way of
identifying ergodic systems and different forms of ergodicity breaking but at the
same time it is much more computationally demanding than diagnostics such as
the level spacing distribution. For a many-body system featuring weak ergodicity
breaking with rare non-thermal states we would expect these to appear as outliers
in the eigenstate entanglement entropy (167).
A more direct way to view thermalisation through entanglement is in a quench
experiment. An initial state with low entanglement is chosen and then the en-
tanglement entropy is tracked over the course of the time evolution. In chaotic
systems the initial growth of entanglement in such a quench experiment is linear
in time (87), before eventual saturation (124). This, however, is not a reliable
sign of chaotic dynamics. In integrable systems linear growth in entanglement
is also observed, although with great variability in the slope depending on the
initial state (6, 30). Surprisingly, even in systems considered chaotic there can
be considerable variation in the slope of the initial entanglement growth (111).
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Figure 3.2: Entropy growth in a many-body localised phase is logarithmic in term
following a quench to a product state (14, 186). The precise model here is the
disordered field Heisenberg XXZ chain. Here, the ratio Jz/J⊥ sets the interaction
strength. For Jz = 0, the system is an Anderson insulator and following local
relaxation quickly saturates to a system size independent value. When Jz 6= 0, the
system is many-body localised and following local relaxation there is an extended
growth logarithmic in time. Reproduced from (14).
Indeed, integrable systems can show this same phenomenon despite forming the
prototypical non-chaotic systems. The converse implicate works better; in An-
derson localised systems where the entanglement growth saturates quickly to a
non-extensive value and in many-body localised systems where the growth is log-
arithmic (14, 186). This was a key early result in many-body localisation which
showed that many-body localised systems were genuinely different to Anderson
localised ones, see Figure 3.2.
3.2 Entanglement spectrum
The entanglement spectrum is another way to characterise the bipartite entan-
glement in a quantum state, introduced by Li and Haldane (99). This is the col-
lection of eigenvalues pk of the reduced density matrix ρ = trB |ψ〉 〈ψ|. These are
commonly viewed as entanglement energies ξk = − ln pk, so that the probabilities
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pk = exp (−ξk) are Boltzmann factors with a unit “entanglement temperature”.
From this, we refer to the largest eigenvalues of ρ as being low-lying because they
correspond to the smallest entanglement energies. The entanglement spectrum
packages up the information of the von Neumann entanglement entropy together
with all the Re´nyi entropies. For quantum Hall states, the entanglement energies
exhibits a universal gapless structure, related to the real energy spectrum of a
low-energy conformal field theory description of the boundary (99). Beyond these
low-lying entanglement energies there may be additional levels describing non-
universal properties further interior into the system, separated from the universal
portion by an entanglement gap.
Motivated by this bulk boundary correspondence (52) the entanglement spec-
trum quickly became a popular tool in the study of topological insulators and
superconductors (69). The entanglement spectrum is also central to the clas-
sification of interacting symmetry-protected topological phases in one dimen-
sion (53, 165). In gapped integrable systems (7) it decays faster than a power-
law, and it was found to take a particular universal form around quantum critical
points (31). Much less is known about the entanglement spectrum of highly-
excited eigenstates. The reduced density matrices of highly-excited states of
chaotic systems are similar to Wishart random matrices, and their spectrum fol-
lows the Marchenko-Pastur distribution (103, 180). In contrast, for many-body
localised systems the entanglement spectrum decays as a power law (150).
We now give an intuitive argument why low-energy entanglement levels should
be thought of as being close to the cut and high-energy as being far away, a de-
tail that appears related to a bulk-boundary correspondence. This argument is
strongly related to one made in Ref. (165). We will assume that we are looking
at a weakly entangled state with area law entanglement entropy. We can take
a Schmidt decomposition or singular value decomposition of a state between the
two subsystems separated by the cut. Using the unitary isometries provided by
the decomposition, we can take an operator acting on the entanglement Hilbert
space, where the singular values or entanglement spectrum lives, and represent it
as an operator on either of the two subsystems. Equally, chopping off one of the
isometries produces a purification of the reduced density matrix, which is a joint
pure state between the reduced system and the entanglement Hilbert space. If
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we consider a connected correlation function between an operator acting on the
entanglement Hilbert space and one that is separated from the entanglement cut
by a distance l, this can be represented as a correlation function of the full sys-
tem by representing the entanglement operator on the other subsystem. Hence,
this vanishes up to corrections O(e−l/ξ), where ξ is the correlation length. This
suggests that a perturbation to our system at a distance l from the cut would
disturb the entanglement Hilbert space only to O(e−l/ξ). A small influence on the
entanglement spectrum may however significantly alter highly-excited entangle-
ment energies. The eigenvalues of ρ that are referred to as being high-energy are
actually nearly degenerate, and thus can be strongly disturbed by some change
far from the boundary. From this argument, it is reasonable to suggest that as we
look at increasingly excited entanglement energies we are in turn looking further
into the bulk of the subsystem.
3.3 Detecting interactions through entanglement
We have briefly explained how the entanglement spectrum can be used to identify
topological phases and edge theories of quantum Hall states. What information
about quantum chaos is contained within the entanglement spectrum? If the
ground state reproduces information about the excitation spectrum through the
bulk-boundary correspondence, then the ground state entanglement spectrum
might inform us of the relaxation of low-lying excitations. We will look for signa-
tures of interactions in the spectrum, as interactions are necessary for many-body
quantum chaos by comparing them against non-interacting, or free, fermion sys-
tems.
For this purpose, we introduce the interaction distance (166) for a mixed
quantum state, or density matrix, ρ,
DF(ρ) = min
σ∈F
D(ρ, σ) (3.2)
where
D(ρ, σ) =
1
2
tr
√
(ρ− σ)2 (3.3)
is the trace distance (118) between ρ and σ. The states σ are chosen out of F,
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the manifold of all free fermion states. This contains Gaussian states for any set
of fermionic quasiparticles rather than depending on a imposed canonical choice,
unlike in some previous works (57, 58, 60, 104). This makes DF suitable for sys-
tems which might be free in terms of emergent quasiparticles. DF has a geometric
interpretation as the distance from ρ to F. As the trace distance is bounded be-
tween 0 and 1, so is the interaction distance. Furthermore, the trace distance has
a physical interpretation as measuring the maximum distinguishability of ρ and σ
when measuring a single observable (55, 118); this is inherited by the interaction
distance.
This definition is not immediately helpful for calculations, featuring a min-
imisation over a large class of operators, and requires simplification. For any
σ ∈ F, the algebra of fermion operators in which σ is a Gaussian state respects
the canonical anticommutation relations. These relations are invariant under
unitary conjugation, hence F can be partitioned into unitary orbits or equiva-
lence classes each identified only by the eigenvalue spectrum. The optimisation
problem may be broken into two steps. First, fix a spectrum for σ and find the
minimum element within that equivalence class to take as the representative of
the orbit. This occurs when σ and ρ are simultaneously diagonal, and the eigen-
values are matched in rank order (75, 105). Then, DF is obtained by minimising
over the representative minimum elements from each orbit by taking variations in
the eigenvalue spectrum only (166). In general, the unitarily transformed modes
form non-linear combinations of the original modes and so there is no canonical
transformation between them.
So far, we have not specified where the mixed state ρ has come from. We
will concern ourselves with states which are reduced density matrices of quantum
ground states after taking a spatial bipartition. In this case the eigenvalue spectra
of ρ and σ are entanglement spectra for correlations between the two parts of the
system. The partial trace serves as a quantum channel through which we view
the ground state. A channel is said to be Gaussian if it maps any Gaussian
state, in a fixed set of canonical operators, to another Gaussian state in those
same operators (174). If a partial trace is taken over a set of fermion modes
from the set of canonical operators, or over a subset of the modes following a
canonical transformation, then it is a Gaussian channel (127). We can say that
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the interaction distance measures the tension between picking a set of operators
such that the ground state is a Gaussian state and such that the partial trace is
a Gaussian channel.
Given that σ is a Gaussian state, over a set of M fermion operators, its
eigenvalues σk are highly constrained. The corresponding entanglement energies
must satisfy,
− lnσk() = 0 +
M∑
i=1
ni(k) i (3.4)
where each n(k) = (n1(k), n2(k), . . . , nM(k)) is an assignment of occupation num-
bers patterns to each level in the spectrum and 1 ≤ 2 ≤ · · · ≤ M is a set of
single-particle entanglement energies (127). The constant 0 is fixed by normal-
isation. The assignment of occupation numbers is such that resulting spectrum
is sorted by k. This is the same structure as the many-body energy spectrum of
a free-fermion Hamiltonian. Hence, the interaction distance can be recast as a
minimisation over these single-particle energies
DF(ρ) = min

1
2
∑
k
|ρk − σk()| , (3.5)
where ρk are the rank ordered eigenvalues of ρ.
Intriguingly, for most fermion system even when interactions are strong DF is
relatively small. For an example take the 1D Ising model, which can be mapped
to the Majorana chain by means of a Jordan-Wigner transformation (90, 148).
With only a transverse field this is a free fermion system, but the addition of
the longitudinal field introduces long-range interactions to the Majorana picture.
The interaction distances found in this model is small, at most around 10−3 close
to the quantum critical point (166). Close to criticality, we find DF to scale as a
power-law, similar to the Widom scaling. The small values for DF could be related
to emergent quasiparticles which are to a large extent independent excitations but
with a finite lifetime. We should emphasise that these need not be particles of a
similar type to those the model is presented in, nor need this description extend
beyond low-energy. We can find systems for which the interaction distance is
much greater than these value, these are usually those that do not look at all like
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a system of bosons or fermions.
3.4 Interaction distance in ZN-parafermion chains
We present an example where the interaction can have values both zero or very
small, and much larger than what was found in the Ising model. These are gener-
alisations of the Ising model known as the clock or Potts model which has a long
history in statistical physics (18). Numerical evidence suggests that the largest
DF obtained here is in fact the maximum value obtainable for any system (109),
something we could refer to as being maximally interacting. We will refer to
these in an alternative picture, being made out of parafermionic degrees of free-
dom which are ZN generalisations of the Majorana fermion (54), where they are
known as parafermion chains (8). This is to highlight how the low-energy physics
could be thought of as producing parafermionic quasiparticles, and this underlies
the differences seen in DF. Parafermions may be realised as fractionalised de-
grees of freedom at interfaces between different 2D topological phases (36, 112).
The underlying physics of this model was recently realised in a Rydberg atom sys-
tem (84) similar to the experiment motivating our work in the following chapters.
Recent work shows that these systems may also host scarred dynamics (27).
In the parafermion language a simplified clock model is described by the
Hamiltonian,
HZN = −
∑
j
α†2jα2j+1 − f
∑
j
α†2j−1α2j + h.c., (3.6)
where αj are the parafermion operators, satisfying generalised commutation rela-
tions αjαk = ωαkαj for k > j with ω the N -th root of unity and (αj)
N = 1. This
reduces to the transverse Ising model and Majorana fermions when N = 2. Typ-
ically clock models are studied with a variety of additional terms beyond those
shown here (114).
For the most part we will discuss the fixed point f = 0 of the topologi-
cally non-trivial phase. Here, the ground state of a periodic chain has an en-
tanglement spectrum that is N -fold degenerate, and has no other levels in its
entanglement spectrum (50). This is related by the bulk-boundary correspon-
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dence to the ground-state degeneracy of the open chain. This is a flat spectrum
ρ(N) = { 1
N
, . . . , 1
N
, 0, . . .} with the 1/N eigenvalue repeated N times. We would
like to determine the free spectrum σ most similar to ρ(N) and the interaction
distance between them. Let n be the greatest integer such that 2n ≤ N . We
surmise that the solution is {
1
N
, . . . ,
1
N
, p, . . . , p
}
, (3.7)
where there are 2n eigenvalues for each value 1/N and p. Normalisation of σ fixes
p = 2−n−1/N . This guess is an element of the variational class the the minimum
is taken over, hence it forms an upper bound
DF(ρ(N)) ≤ 3− N
2n
− 2
n+1
N
. (3.8)
In Figure 3.3 (b), we show that numerical calculations for DF for flat spectra
reveal that this upper bound is actually the exact result. We have verified this
numerically up to N = 28 and by exact calculation up to N = 6 (109).
In Figure 3.3 (c) we show that moving away from the fixed point by changing
f leaves DF initially unchanged, until we get close to the critical point separating
the topologically trivial and non-trivial phases. This is because the interaction
distance like the entanglement spectrum tells us about the virtual edge excita-
tions. Within the non-trivial phase there is a virtual parafermionic edge excitation
which disappears on crossing the phase transition. This is mirrored by the plateau
in DF in the non-trivial phase followed by DF becomes very small in the trivial
phase. The inset shows how the interaction distance exponentially approaches
the characteristic value for the phase as the size LA of the subsystem is increased
beyond the correlation length. For the case of Z4 parafermions, DF = 0 not only
at the fixed point but for any value of f .
The supremum of the upper bound on DF over flat spectra ρ is 3 − 2
√
2,
which is approached by rational approximations N/2n to
√
2 for increasing n. We
conjecture that it is not possible to exceed this value for the interaction distance.
Indeed, extensive numerical searches for a counterexample which exceeds this
bound has failed. This highlights how parafermion models are very dissimilar to
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Figure 3.3: Interaction distance for parafermion chains. (a) Illustration of a
parafermion chain at a fixed point, partitioned into subsystems A and B. (b)
Interaction distance for parafermion chains at the non-trivial fixed point for ZN
parafermion chains. The comparison is with the upper bound in Equation (3.8).
The dashed line is the maximum value 3− 2√2. (c) Except where indicated this
is for Z3-parafermion chains and system size L = 12. Away from the fixed point,
the interaction distance approaches a phase specific value when the subsystem
size LA is much larger than the correlation length. In contrast, for Z4 (data here
is for L = 8) the interaction distance is always zero. (inset) Clearer view of the
exponential convergence with LA for Z3 parafermion chains. Lines are labelled
with the value of f .
fermionic ones.
3.5 Conclusions
Entanglement is of increasing importance in the study of quantum many-body
systems, improving our understanding particularly in the cases of symmetry-
protected topological phases and topological order. The entanglement entropy
and related entanglement spectrum are the most often employed, detecting cor-
relations across the system. The entanglement entropy can be used to distinguish
ergodic and non-ergodic systems, as well as the different forms of ergodicity break-
ing. In subsequent chapters, we will use entanglement measures to probe the usual
dynamics of a Rydberg atom system.
We introduced a measure, the interaction distance, which distils information
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about deviations from Gaussianity out of the entanglement spectrum. The inter-
action distance is of most interest when it is zero or merely very small. A striking
feature of ZN -parafermion models is that some have exactly zero DF, as seen in
Figure 3.3. This suggests there may be some way to “fermionise” these models.
Indeed, an exact mapping to free fermions was subsequently identified in the case
of Z4 parafermion chains (32). Such a strong result is not possible for higher
powers of two, but there may still be a fermionisation of only the ground state or
low-lying excitations. Beyond identifying non-interacting systems, small values
for the interaction distance appear to indicate effective descriptions of the low-
energy physics by fermionic or boson quasiparticles. The value of the interaction
distance might be connected to the timescales at which low-energy configurations
of quasiparticles relax, with higher quality quasiparticles featuring both lower DF
and longer lifetimes.
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Chapter 4
Phenomenology of weak
ergodicity breaking in a
constrained quantum system
In this chapter we will focus on the behaviour of the Rydberg atom chain in the
limit of strong van der Waals forces which produces a perfect Rydberg block-
ade. A recent experiment observed coherent oscillatory dynamics when quenched
from a highly non-equilibrium state (19). In the model of this experiment, we will
demonstrate the presence of strong quantum revivals where the entire wavefunc-
tion with good fidelity periodically recurs. We also find that the entanglement
entropy contains a signature of these oscillations. The overall trend in the en-
tanglement entropy is a linear increase in the quench experiment. However the
slope depends strongly on the initial state with the Ne´el state initial configura-
tion showing a slower rate of entanglement generation. This is surprising because
the model cannot be included within our existing classifications of quantum sys-
tems which fail to thermalise, as discussed in Chapter 2. This remarkable fact is
evidenced by the Wigner-Dyson class level statistics that the spectrum exhibits.
We will then relate the dynamical behaviour observed to the presence of a
number of atypical eigenstates embedded among many typical eigenstates through-
out the spectrum. The relationship between dynamics and eigenstates is illus-
trated with a discussion of the consequences of perfect quantum revivals on the
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eigenstates and spectrum. We will also examine matrix elements of some local
observables and compare findings against the predictions of the eigenstate ther-
malisation hypothesis (ETH). In this we will see the presence of the atypical
eigenstates and suggest that even the typical states parametrically disagree with
the ETH prediction. These findings will show this model to be a very interesting
system in which to explore quantum dynamics.
4.1 Cold-atom quantum simulators
The experimental platform is cold neutral atoms coupled with highly-excited
Rydberg states (82, 175), see Figure 4.1. Transitions are laser driven between the
ground state of individual atoms |◦〉 and a Rydberg state |•〉, passing through
an intermediate state. These experience repulsive van der Waals interactions
with a strength Vi,j ≈ Cr−6i,j (C > 0) between pairs of atoms {i, j} both in the
Rydberg state at a separation of ri,j. The kind of set-up can be used to implement
quantum gates (80, 82, 139, 178). An effective Hamiltonian, without explicit time
dependence, for this system is as follows:
H =
∑
j
(
Ωj
2
Xj −∆jQj
)
+
∑
i<j
VijQiQj, (4.1)
where ∆j are the laser detunings and Ωj are the effective Rabi frequencies. The
operator Xj generates transitions between |◦〉 and |•〉 on atom j, while Qj projects
into the Rydberg state |•〉 on atom j. The parameters ∆j and Ωj are individually
controllable by adjusting the intensity and frequency of the laser drive to each
atom. The interaction energies Vij can also be controlled by changing the distance
between the atoms. In absence of the interactions, isolated atoms undergo Rabi
oscillations. At resonance ∆ = 0, the atoms oscillate between the ◦ and • states.
The strong interactions between Rydberg atoms produces an effective con-
straint which removes the possibility of simultaneous excitation in Rydberg states
when the atoms are sufficiently close. This effect is known as the Rydberg block-
ade (82), which forms the basis for the implementation of quantum gates in
Rybderg atom systems (80, 139, 178). The blockade radius Rb is defined as the
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Figure 4.1: Experimental platform consisting of individual cold atoms trapped
and arranged by optical tweezers. The atoms are laser driven into a highly-excited
Rydberg state. Controllable interactions are present between nearby atoms in
their Rydberg states. Figure is reproduced from Ref. (19).
separation at which Vi,j = Ω. Effectively, within this radius simultaneous excita-
tion is prevented and outside it excitations are independent.
The operation of the quantum simulator starts with the insertion of atoms
into the tweezer array. The atoms are then manipulated into a chosen arrange-
ment (16, 48, 89) and brought into their simultaneous ground state |◦◦◦ · · ·〉 by
optical pumping. After this initialisation, the traps are switched off and the sys-
tem is left to evolve under the Hamiltonian H as the tunable control fields Ω(t)
and ∆(t) can be varied. The optical trap is then turned back on. Since the
Rydberg state |•〉 is anti-binding to the trapping potential, it is ejected from the
trap. The final state is observed with fluorescent imaging, measuring the posi-
tions of atoms within the trap and, effectively, the state each atom was in before
the trapping was resumed.
When ∆/Ω is large and negative the ground state has each atom is their ◦
state. On the other hand, when ∆/Ω is large and positive the ground state is a
state where the number of atoms in their Rydberg state is maximised, subject
to the Rydberg blockade constraints. These states are the so-called Rydberg
crystals (51, 129), with different orders corresponding to spontaneously breaking
translation symmetry. In the experiment reported by Ref. (19), the system is
first prepared as described above before adiabatic sweeping from large negative
∆/Ω to large positive. This prepares a Rydberg crystal state depending on the
blockade radius, see the schematic in Figure 4.2. In the particular case of Vi,i+1 
∆  Ω  Vi,i+2 this process prepares a Z2 Rydberg crystal |•◦•◦ · · ·〉. This
is analogous to the Ne´el antiferromagnetic order, or a Z2 charge density wave.
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Figure 4.2: Schematic showing how various Rydberg crystal states (51, 129) can
be prepared by an adiabatic sweep from large negative to large positive ∆/Ω.
(a) The particular crystal states obtained depends on the interaction strength C,
through the blockade radius Rb. (b) Excitation probability across the preparation
sweep for different Rydberg crystals. Figure is reproduced from Ref. (19).
Similarly, other Ryberg crystals, such as Z3 and Z4 orders, can be prepared by
expanding the Rydberg radius.
After preparing an initial Z2 Rydberg crystal a quench is taken to resonance
(∆ = 0). As the system is left to evolve it was found to periodically return,
with high probability, to its initial Z2 configuration, passing through the other
Z2 crystal translated by a single site, |◦•◦• · · ·〉. The oscillations can be quan-
tified with the domain wall density, where a domain wall is a ◦◦ pattern. The
quench is performed many times, stopping and measuring the state of each atom
after different amounts of time has elapsed to build a picture of what happens
when the system is left to evolve. These experimental results are reproduced
in Figure 4.3. The domain wall density was found to oscillate beyond the local
relaxation timescale 1/Ω. In Ref. (19), a matrix product state (MPS) description
of the dynamics is found which qualitatively reproduces these oscillations, the
result of this approximation is also shown in Figure 4.3.
The finding is surprising, given that there are no known conserved quan-
tities beyond energy and spatial reflection, and is far from any known inte-
grable point (51). We should expect such a system to thermalise rapidly, espe-
cially considering that the initial state energy-density corresponds to an infinite-
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Figure 4.3: Domain wall density features coherent oscillations following a quench.
These last much longer than the natural relaxation timescale 1/Ω. Frequency is
largely independent of system size. The MPS line is a matrix-product state
approximation to the time-evolution from Ref. (19). Figure is reproduced from
Ref. (19).
temperature ensemble within the subspace that satisfies the Rydberg blockade
constraint. In Chapter 4, we will examine this problem using the numerical solu-
tion of an effective model for the system. There we will find that this feature is
highly state dependent. Most initial states with the same mean energy will ther-
malise rapidly. This contrast is unexpected in conventional forms of ergodicity
breaking.
4.2 Effective model, Hilbert space and symme-
tries
The local Hilbert space for each atom is taken to have two states: the ground
state ◦ and an excited, or Rydberg, state •. The transition between these two
states is laser driven at resonance producing Rabi oscillations. However, strong
van der Waals interactions between adjacent excitations shift their energies and
take transitions off-resonance in this case. Oscillations are hereby prevented from
forming adjacent excitation •• patterns. The effective dynamics generates transi-
tions between ◦ and • locally, but only if both adjacent atoms are in their ground
states. The following are examples of allowed and disallowed transitions:
◦◦◦ ↔ ◦•◦, ◦◦• 6↔ ◦••. (4.2)
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This dynamical constraint leaves the Hilbert space highly reducible. Each
•• is a frozen pattern and its presence or absence in a particular location is an
integral of motion. Wherever these patterns occur the system is split into two
isolated systems, on either side of the pattern, terminating with open boundaries.
We can therefore consider only the sector (or component) where all configurations
with two adjacent excitations •• are excluded, and in this sector the dynamics is
closed. We will also refer to this as the constrained Hilbert space.
We can write a Hamiltonian for the effective dynamics as
H =
N∑
j=1
Pj−1XjPj+1, (4.3)
where N is the number of sites, from which we derive the name “PXP” model.
The Pauli matrixXj generates spin flips on atom j and Pj = |◦〉j 〈◦|j is a projector
into the ◦ state of atom j. The derivations of Equation (4.3) will be discussed
in more detail in Section 4.5.1. It will be useful to define orthocomplementary
projectors Qj = 1− Pj. The local operator algebra satisfies the relations
XP = QX, X2 = 1, P 2 = P, Q = 1− P , (4.4)
where the subscript tensor factor labels were omitted. Naturally, operators acting
on different tensor factors commute. Another operator that we use is Zj = Qj−Pj
which anti-commutes with Xj. Periodic boundary conditions are implemented by
identifying site N+1 with site 1. For open boundaries we add the boundary terms
X1P2 and PN−1XN and remove any term which would be undefined. This Hamil-
tonian as written is valid for all the different irreducible components (according
to the frozen patterns), but we will interpret it as only acting on the component
free of frozen patterns.
Now we turn to determining the dimension of the constrained Hilbert space
P. Let dn be the dimension of the constrained Hilbert space of a open system
of n sites. We may glue on the left end of the system the pattern ◦ or •◦,
regardless of what basis configuration is to the right, to form another allowed
basis configuration. Each allowed configuration is either prefixed with ◦ or •◦
and then what follows is an allowed configuration. This establishes a one-to-
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one correspondence between those configurations of n sites prefixed by ◦ and
configurations of n − 1 sites; and also between those configurations of n sites
prefixed by •◦ and configurations of n − 2 sites. From this we may deduce that
the dimension satisfies the linear recurrence
dn = dn−1 + dn+2, (4.5)
with initial conditions d0 = 1 and d1 = 2. This generates the well-known Fi-
bonacci sequence.
The periodic system Hilbert space for n sites can be formed by taking the
open Hilbert space of the same number of sites and removing the configurations
which both begin and end with •. This implies that
dPBCn = dn − dn−4, (4.6)
where dPBCn is the dimension of the constrained Hilbert space for a system of n
sites with periodic boundary conditions.
Finally, we discuss the symmetries of the PXP model of Equation (4.3). Re-
striction to particular symmetry sectors is essential when calculating measures of
quantum chaos such as the level statistics, and greatly reduces the computational
cost in calculations. The PXP model has a spatial inversion symmetry I which
maps sites j 7→ L− j + 1. For periodic boundary conditions the system also has
a translation symmetry producing in total a dihedral group for the space group
symmetries. Additionally, there exists an operator,
C =
∏
j
Zj, (4.7)
which anticommutes with the Hamiltonian. This produces a spectral reflection
symmetry in the energy spectrum where each eigenstate at an energy E (for
E > 0) is partnered with another at an energy −E. Unless otherwise specified,
results will be given for periodic boundary conditions with the spatial symmetries
taken into account. In this way we can obtain the full eigendecomposition of the
Hamiltonian for large systems up to N = 32 sites.
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4.3 Quantum revival
We previously saw that some local observables display long-lived oscillations when
the system is prepared in the Ne´el state. As we will demonstrate below, we can
see the stronger phenomenon of quantum revivals, which is a periodic recurrence
in the state of a quantum system (136). Let the state at time t be |ψ(t)〉 and
define a function
g(t) = |〈ψ(0)|ψ(t)〉|2 . (4.8)
This is variously known as the Loschmit echo, return probability or autocorre-
lation function. A quantum revival occurs when this return probability reaches
some appreciable fraction of unity (the quality of the revival) for a time that is
longer than the energy scales involved but shorter than the exponentially long
timescale of a quantum Poincare´ recurrence (23). These Poincare´ recurrences
are disregarded because they are a generic effect of a finite number of degrees
of freedom and their timescales are much longer than what could be observed in
experiment. If a system undergoes periodic quantum revival then all non-trivial
observables will pick up this oscillatory behaviour explaining the non-equilibrium
dynamics observed in experiment. In Figure 4.4 (a) we show (as also reported in
Ref. (19)) that this effective model exhibits quantum revivals following a quench
from a Ne´el state. This can also be seen in the oscillatory behaviour of local ob-
servable expectation values such as a local Z operator as shown in Figure 4.4 (b).
In the experiments a more complicated observable detecting domain walls be-
tween different Z2 charge-density waves was used (19). In this section, we will
familiarise ourselves with some general results of perfect revivals, focussing on
the spectral properties, to build an intuition on what features are related to
quantum revivals. Then we shall numerically examine the eigendecomposition of
Equation (4.3) for these signatures.
It will be helpful to consider the time-evolution operator,
U(t) = exp(−iHt). (4.9)
We will say that a state |v〉 is periodic if there exists some time τ and a scalar γ
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Figure 4.4: Oscillatory dynamics of the effective model Equation (4.3) following a
quench to a Ne´el state. (a) Periodic revival can be seen in the return probability or
fidelity g(t) of Equation (4.8). (b) Oscillations in local observable Z expectation
value are consistent between system sizes N for times O(N). Data shown is for
a periodic system of system size N .
such that
U(τ) |v〉 = γ |v〉 , (4.10)
with |γ| = 1. To describe the relationship between periodicity and the eigenvalue
decomposition we will make use of a few concepts. Firstly, the eigenvalue support
of a state |u〉 is the set of all eigenvalues θr of H where 〈r|u〉 6= 0 for a corre-
sponding eigenvector |r〉. Secondly, the r-th order Krylov subspace generated by
an operator H and |v〉 is
Kr(H, |v〉) = span{|v〉 , H |v〉 , H2 |v〉 , . . . , Hr−1 |v〉}. (4.11)
If for any |v〉 in a subspace V the image H |v〉 is contained within V then we
say that V is H-invariant or closed under H. If our original vector space is
finite-dimensional then clearly Kr will be closed for some r. This closed Krylov
subspace is also the minimal H-invariant subspace that contains |v〉, which can be
seen because given the subspace contains Hk |v〉 it must contain Hk+1 |v〉 in order
to be H-invariant. Hence, by induction, any such closed subspace must contain
this closed Krylov subspace. The eigenvalues contained within the closed Kryov
subspace are the eigenvalue support of |v〉. The significance of the eigenvalue
support will be made clear in the following proof reproduced from Ref. (61).
Theorem 1 (Ratio condition). Let u be a vector which is periodic under U . For
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any θk, θl, θr, θs eigenvalues in the support of u and θr 6= θs then
θk − θl
θr − θs ∈ Q. (4.12)
This condition is known as the ratio condition.
Proof. Since u is periodic then there exists time τ and constant γ, with |γ| = 1,
such that
〈u|U(τ) |u〉 = γ. (4.13)
Because U(τ) is unitary we have
γ |u〉 =
∑
r
exp(−iθrτ) |r〉 〈r|u〉 . (4.14)
Now the vectors |r〉 form an orthonormal basis, and so
exp(−iθrτ) = γ (4.15)
for all |r〉 in the support of |u〉 and consequently τ(θk − θl) is a integer multiple
of 2pi.
It should be clear that if the ratio condition (4.12) holds in the eigenvalue
support of |u〉, then |u〉 is periodic. Theorem 1 reveals that this condition is also
necessary.
Corollary 1. Consider a generic local many-body Hamiltonian H, with bandwidth
‖H‖ = O(N) growing with the volume N . If a state |v〉 is periodic under the time
evolution with a period τ = Θ(1) convergent with system size N , then |v〉 can be
decomposed as a linear combination of O(N) energy eigenstates, and at least one
of them |u〉 will have large overlap |〈u|v〉|2 = Ω(1/N) with the periodic state.
Proof. Without loss of generality, one may choose a basis {|µ〉} of energy eigen-
states where for each eigenvalue in the support of |v〉 there is exactly one basis
state with non-zero overlap with |v〉. This is because |v〉, projected into a de-
generate eigenspace, provides a eigenvector with non-zero overlap with |v〉. Then
we can choose additional basis vectors within the subspace, mutually orthogonal
and orthogonal with the projected vector, to form a basis.
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In Theorem 1 we found that τ(θk − θl) was an integer multiple of 2pi for any
pair of eigenvalues θk, θl in the eigenvalue support of |v〉. This provides a mini-
mum spacing between these eigenvalues and implies that there are O(N) energy
eigenvalues in the support of |v〉. Consequently at least one of the corresponding
eigenvectors |u〉 has overlap Ω(1/√N) with |v〉.
With these results on perfect revivals in mind, we turn back to our Ryd-
berg atom system with its imperfect revivals. In Figure 4.5 we show the weight
|〈Z2 | E〉|2 of each eigenstate E on the Ne´el state and the corresponding eigenval-
ues E for a periodic chain of length N = 32, produced by exact diagonalisation.
The most striking feature is the band of high weight states with approximately
equal energy spacings which are indicated with the red circles. The number of
states in this band at each size is N + 1, with half of these states found in the
zero-momentum, inversion-even sector and the others found in the pi-momentum,
inversion-odd sector. These states account for most of the weight of the Ne´el
state and are an indication of the persistent revivals seen previously. Motivated
by the significance of these states for describing the revivals we will in subse-
quent chapters seek an approximation scheme which finds these eigenvalues and
their weights in the Ne´el state. Beside these most significant contributions, the
eigenstates arrange themselves into “towers”, clusters of eigenstate at energies
around those of the special states with atypically large overlap with the Z2 state.
Together these give a comb-like shape to the energy-overlap plot of Figure 4.5.
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Figure 4.5: Scatter plot of energy and overlap with the Ne´el state for eigenstates.
This exhibits a number of so-called special states highlighted by the red circles
with anomalously large overlap. Where the density of points is high, colour is
used to indicate their density. Data shown is for periodic system of size N = 32
in the k = 0, I = +1 sector.
4.4 Signatures of quantum chaos
In light of the highly regular dynamics observed in Figure 4.4, we might suspect
that the system is close to some integrable point where it would be solvable
exactly. There are even a number of known candidate integrable points in the
vicinity of Equation (4.3) (49, 51), such as the Golden chain which is Yang-Baxter
integrable. This is a quantum spin chain formulation of the A4 restricted solid
on solid (RSOS) model (11). However from all these the Hamiltonian differs by
several terms with O(1) couplings, thus it is not in a standard sense perturbatively
close to these integrable points. From an analysis of several standard diagnostics
of quantum chaos, we will show that our model is much more similar to chaotic
systems than to integrable ones.
We will first examine the energy level spacing distribution (21, 125). Recall
that in an ergodic and non-integrable phase we expect energy levels to exhibit
spectral repulsion, whilst in an integrable system, or a many-body localised sys-
tem (125), the integrals of motion cause an absence of level repulsion. A more
detailed prediction for the level statistics of ergodic phases is found in the Wigner-
42
4.4 Signatures of quantum chaos
Dyson classes, which predicts a distribution of “unfolded” energy level spacings
P (s) =
〈
s− Ea+1−Ea
δa
〉
where δa is a mean level spacing. This unfolding is de-
signed to control for the effects of a varying density of states, up to first order.
For Hamiltonians that can be modelled as real symmetric matrices, such as the
PXP model, the appropriate random matrix ensemble is the Gaussian orthogonal
ensemble (GOE). In Figure 4.6 (a) we plot the distribution P (s) which is found to
be in good agreement with the Wigner-Dyson prediction for system size N = 32.
There is an additional complication in that the model has an exponential num-
ber of states exactly degenerate at zero energy (in the middle of the spectrum)
due to the interplay of symmetry, sublattice structure in the Hamiltonian and
the Hilbert space structure explained in Ref. (145, 167, 168). This requires that
these degenerate eigenvalues are removed before calculating level statistics.
In Figure 4.6 (b), we show the so-called r-statistic (120),
〈r〉 =
〈
min{Ei+1 − Ei, Ei − Ei−1}
max{Ei+1 − Ei, Ei − Ei−1}
〉
i
. (4.16)
It is useful because it removes dependence on the local density of states. As a
single scalar statistic it is helpful for comparing a number of different systems and
here provides an easier way to see the approach to the Wigner-Dyson ensemble
with system size than examining the unfolded distributions P (s). For the GOE
the r-statistic gives 〈r〉 ≈ 0.53. For comparison, most integrable and many-
body localised systems follow a Poisson statistics, since the energy levels are
uncorrelated, which predicts 〈r〉 ≈ 0.39. Both level statistic measures provide
good evidence that the model does not fall into one of the existing classes of
non-ergodic models: those of exactly solvable, integrable or many-body localised
systems.
In order to better understand the structure of the eigenstate we examine their
components in the computational basis. The second participation ratio of an
eigenstate ψ is a moment of the product state probability distribution for that
state, explicitly
PR2 =
∑
α
|〈α | E〉|4, (4.17)
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Figure 4.6: Absence of level repulsion in the PXP model. (a) Distribution of
unfolded level spacings P (s) for system size N = 32 exhibits level repulsion and
is well described by the Wigner-Dyson prediction. (b) The r-statistic travels with
increasing system size N towards the Wigner-Dyson GOE value of 〈r〉 ≈ 0.53.
Data shown is for the k = 0, I = +1 and k = pi, I = −1 sectors. Eigenvalues at
zero energy have been removed because of an exponential degeneracy.
where the sum is over the basis of product states α with a definite value of Zj for
all j. It is a measure of the concentration or localisation of a state in a particular
basis. In the context of Anderson localisation, PR2 is used to characterise the
localisation of wavefunctions in real-space (94). The classical configurations have
identical mean energy and similar energy variances (each the square root of the
number of sites which can undergo transition). Because of this, the ergodic
hypothesis would predict that eigenstate would be delocalised in the product
state basis, as a many-body analogue of the Berry-Tabor conjecture (21). In
Figure 4.7 we plot the participation ratio PR2 averaged alternately over typical
eigenstates or only those special states. Typical states have a participation ratio
which decays, consistent with the prediction, but the special states exhibit a
participation ratio which decays at a rate much slower than predicted.
The leading theory of thermalisation in quantum many-body systems is the
eigenstate thermalisation hypothesis (ETH) (44, 133, 159), which we reviewed
in Chapter 2. In this scenario, individual eigenstates are expected to effec-
tively reproduce the microcanonical ensemble for some family of physical ob-
servables (41). The ETH is an assumption about the form of observable matrix
elements Oαβ = 〈Eα|O |Eβ〉, where |Eα〉 is a highly-excited energy eigenstate, see
Equation (2.7).
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Figure 4.7: Participation ratios for eigenstates over the product state basis decays
exponentially with system size. The dashed line shows the expected behaviour
for typical states satisfying Berry’s conjecture. D0+ is the dimension of the sym-
metry sector. The line labelled “special states” is the mean participation ratio
for the middle 2/3 of the special states in order to exclude low-energy states.
The participation ratio of special states decays at a rate inconsistent with the
prediction. The line labelled “other states” is the mean of all states which are
not special states and in contrast decays at a rate similar to the prediction. Data
shown is for the k = 0, I = +1 sector.
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Figure 4.8: Diagonal matrix elements of Z in the energy eigenbasis. (a) Scatter
plot of matrix elements against energy. The special states indicated with red
circles have atypical matrix elements in violation of the ETH prediction. These
have a greater density of excitations compared to typical states. The blue line
shown is the expectation value of Z in a canonical ensemble with a mean energy
of E. Data shown is for N = 32 in the k = 0, I = +1 sector. (b) Distribution of
differences in diagonal matrix elements ∆Z for the observable in adjacent energy
levels. Inset: the scaling of mean diagonal differences against symmetry-resolved
Hilbert space dimension D0+ follows a power law but the ETH prediction of the
exponent is not met.
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In Figure 4.8 we show the diagonal matrix elements in the energy eigenbasis
of an observable Z on an arbitrary site. The special states are highlighted with
red circles. The line is the expectation value found in a thermal state with
mean energy E. The typical expectation value around infinite temperature is
non-zero as a result of the Hilbert space constraints. Once again, we see that the
special states identified previously form outliers from the typical behaviour which
clusters around the canonical ensemble prediction. Following Ref. (88) we define
the differences of the diagonal matrix elements,
(∆Z)α = | 〈Eα+1|Z |Eα+1〉 − 〈Eα|Z |Eα〉 |. (4.18)
The diagonal differences are insensitive to the smooth variation in the micro-
canonical and envelope functions, provided the density of states is sufficiently
high as these scale as exp−S(E), where S(E) is the thermodynamic entropy, and
are thus much smaller than fluctuations in the second term of Equation (2.7). In
Figure 4.8 we show the distribution of diagonal differences which narrows with in-
creasing system size around zero. The data is selected from an interval [0.05, 1.1]
to avoid the degeneracy at zero energy and the edges of the spectrum where the
density of states is much lower. In the inset we show the scaling of the mean
diagonal difference with system size N up to N = 32; here D0+ refers to the
dimension of the symmetry-resolved Hilbert space, see Table 4.1. The depen-
dence can be fit with a power-law but the exponent found (−0.34) differs from
the ETH prediction of −0.5. In more conventional systems ETH predictions can
be confirmed in systems with Hilbert space dimensions significantly smaller than
the largest sectors considered here (131, 132). However only the largest system
sizes appear to be converged, thus we cannot rule out the possibility that the
exponent flows with system size towards the ETH value. In integrable systems
the observable matrix element can look similar to the ETH scenario, however the
fluctuations only decay polynomially in system size (5).
The ETH was tested previously in a Fibonacci anyon chain (33) formed by
taking the integrable Hamiltonian of Ref. (49) and adding anyon appropriate
perturbations which break integrability. This system has a similar constrained
Hilbert space structure although the Hamiltonian differs from the effective model
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N 20 22 24 26 28 30 32
dN 15 127 39 603 103 682 271 443 710 647 1 860 498 4 870 847
D0+ 455 1 022 2 359 5 536 13 201 31 836 77 436
Table 4.1: Table of Hilbert dimensions for periodic systems of size N . dN is the
full Hilbert space dimension while respecting constraints. D0+ is the dimension
of the zero-momentum and inversion-even subspace.
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Figure 4.9: Envelope function controlling the off-diagonal matrix elements of the
Z observable. (a) Envelope function f 2(E,ω) integrated over energy and plotted
as a function of ω. This is independent of system size and decays exponentially
with ω consistent with a local model satisfying ETH. However, a number of
features appear at some of the harmonics of the oscillation frequency. These are
indicated by the dashed lines. (b) With the frequency rescaled in terms of the
mean many-body level spacing ∆, there is no well-developed Thouless plateau
at this minimum energy scale. The largest sizes available show some rounding
suggestive of the appearance of a Thouless plateau at larger sizes.
of Rydberg atoms in Equation (4.3). They found that the ETH predictions were
satisfied, which means that these differences cannot be simply attributed to the
constraints.
We can isolate the envelope function from the off-diagonal matrix elements as
follows:
f 2(E,ω) = eS(E)〈|〈β|Z |α〉|2 δ(Eα − Eβ − ω)〉α,β, (4.19)
where the angle brackets 〈·〉α,β denote averaging over all pairs of eigenstates α
and β. In Figure 4.9 (left) we see that at large ω the envelope function decays
exponentially. This is the expected behaviour for local systems where large ω
transitions are many-body processes that appear only at high orders in pertur-
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Figure 4.10: Entanglement entropy for the PXP model. (a) Scatter plot of energy
and bipartite von Neumann entanglement entropy for eigenstates of a periodic
system of N = 32 sites. (b) Growth of bipartite entanglement entropy follow-
ing various product state quenches in an infinite system with open boundary
conditions. |0〉 = |◦◦◦ · · ·〉
bation theory (3, 117). At intermediate ω, we see non-monotonic behaviour at
frequencies corresponding to harmonics of the oscillation frequency E ≈ 1.33.
These kind of features can appear in thermalising systems but there they are
found at frequencies that scale as 1/N (41). We could interpret this as a sign
that the bulk of the eigenstates have an imprint of the special states and are not
fully random.
Another feature of thermalising systems is that f 2(ω) at small ω saturates to a
value constant with respect to ω, a feature known as a Thouless plateau (46, 93).
This sets a maximum energy scale after which we expect observables to have
thermalised. In Figure 4.9 (right), we once again show the envelope function
however focussing on the very small ω regime. We rescale the frequency by the
mean level spacing ∆ (as a function of energy) to show that there is little sign
of a Thouless plateau even at the scale of adjacent energy levels. There appears
a rounding of the curve with system size which is suggestive of the eventual
appearance of a plateau at some larger size.
Thermalisation of all observables within a small subsystem A, as expected in
the eigenstate thermalisation scenario, implies the entanglement entropy is equal
to the thermodynamic entropy of A at a temperature T . The thermodynamic
entropy is an extensive quantity, scaling in proportion to the volume of A and is
greatest in the middle of the spectrum where the many-body density of states is
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greatest. In Figure 4.10 (a) we show the bipartite von Neumann entanglement
entropy. This means the subsystem A is chosen to be some contiguous set of N/2
atoms out of the total of N . The bulk of the eigenstates fall onto a parabola
showing that most of the eigenstates cluster around the thermodynamic entropy
as would be expected in a thermalising system. Against the pattern however,
outliers are again visible with much lower than typical entropy. These are the
same states identified by their atypical overlap with the |Z2〉 states. It is however
not possible to reliably distinguish between linear and logarithmic scaling with
N for these outlier states over the limited range of system sizes available. Inte-
grable systems can show this same phenomena of rare states with greatly reduced
entanglement entropy (5, 144), but remember that these typically follow Poisson
level statistics.
In chaotic systems the initial growth of entanglement in such a quench exper-
iment is linear in time, however this is not a reliable sign of chaotic dynamics.
Indeed, integrable systems can show this same phenomenon despite forming the
prototypical non-chaotic systems. The converse implicate works better; in An-
derson localised systems where the entanglement growth saturates quickly to a
non-extensive value and in many-body localised systems where the growth is log-
arithmic (14, 186). We show the growth of entanglement following a quench
from various product states in Figure 4.10 (b). This calculation was performed
using the time-evolving block decimation (TEBD) algorithm directly in the ther-
modynamic limit of an open boundary system, the so-called infinite boundary
conditions (170). In this technique computational complexity is controlled by
the entanglement giving a window into the short-time dynamics where the en-
tanglement is relatively small. The results are converged in the maximum bond
dimension for the times shown in the figure. What we see in this system however
is a strong dependence of the slope on the initial state. With the initial state
being |Z2〉 the linear growth is much reduced from typical configurations which
behave more similarly to the polarised state, denoted |0〉 here.
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4.5 Effect of perturbations
So far we have seen interesting dynamical and eigenstate properties in the pure
PXP model. We expect the phenomena observed to be unstable under generic
perturbations leading to the restoration of conventional thermalisation. However,
a better understanding of which perturbations leave the special states unharmed
and those most effective at removing them could provide clues to better under-
stand the origin of the phenomenon. In this section we will first consider some
“physical” perturbations, which can be motivated as corrections to the model
which are likely to appear in physical realisations. Furthermore, we discuss sev-
eral deformations that bring the PXP model to previously studied exactly solvable
points (49, 51, 98). We will demonstrate that these perturbations are destructive
to the oscillations, which shows that the effects seen are not due to proximity to
a previously studied integrable point.
4.5.1 Physical perturbations
In this section we will take a step back from the effective PXP model and use
perturbation theory to first derive it and then corrections for finite interaction
energy between adjacent Rydberg atoms. This will produce a number of local
perturbations which are likely to form small corrections on any physical realisa-
tion. We will start however from a time-independent Hamiltonian that strictly
speaking is already a highly simplified effective Hamiltonian for a complicated
arrangement of lasers and other optical elements (19),
H =
∑
j
(
Ω
2
Xj −∆nj
)
+
∑
i,j
Vi,jQiQj, (4.20)
where Ω is the Rabi frequency, ∆ is a detuning for when the drive is off resonance
and V is the van der Waals interaction energy. Rescale the Hamiltonian by a
factor of 1/V and introduce a small parameter  = Ω/(2V ). Now we have a
Hamiltonian
H = H0 + H1 =
∑
j
QjQj+1 + 
∑
j
Xj. (4.21)
50
4.5 Effect of perturbations
The dominant term H0 counts the number of adjacent excitations; accordingly its
eigenvalues are the non-negative integers and is highly degenerate. The perturba-
tion H1 admits a simple interpretation as the trivial paramagnet; its eigenvalues
are every other integer between −N and +N inclusive.
The tool we will use to resolve this degenerate perturbation theory problem
and produce an effective Hamiltonian is the Schrieffer-Wolff transformation (26,
147). First we introduce the low-energy subspace P corresponding to the zero
eigenvalue subspace of H0, which is equivalent to a projector into that subspace
P =
∏
j
(1−QjQj+1). (4.22)
The complementary subspace is defined by Q = 1−P. The subspace P is spanned
by configurations with definite occupations where no two excitations are adjacent.
Now the Schrieffer-Wolff effective Hamiltonian may be calculated perturbatively
to first order as
HSW = H0P+ PH1P+
∑
n>1
nH
(n)
SW = P
(∑
j
Pj−1XjPj+1
)
P+O(2), (4.23)
for finite N . The leading term is our promised effective model for the limit
V  Ω. We will often simply write it as Heff =
∑
j Pj−1XjPj+1 and implicitly
project into P as it is block diagonal. The purpose of H0 is seen to produce a set
of constraints, that no two excitations may be adjacent. The space of solutions
to these constraints is P — our constrained Hilbert space.
We might wonder what happens when the constraint energy scale V is made
finite. Our first concern should be whether the perturbation series will converge.
Standard results on the Schrieffer-Wolff transformation (26) show that the series
will converge absolutely if
V ≥ Vc = ΩN
8
. (4.24)
The dependence on N is unfortunate for the thermodynamic limit, but for every
finite size it shows there is a finite V sufficiently large that these corrections are
perturbative. Increasing V (or decreasing Ω) appropriately as the thermodynamic
limit is taken is surely less demanding than isolating a N -qubit system from the
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vagaries of its environment. Furthermore, this inequality might be too stringent,
as this bound doesn’t know anything about locality or any other structure of the
system. It also is concerned with eigenstate or infinite-time properties whereas
finite-time properties can be much better behaved (3).
If we are however curious as to the effects the perturbation might have, we
ought to consider the second-order correction. First, let us introduce some no-
tation. Define O(H1) as the off-block part of H1, that contains the generated
transitions between the low-energy subspace where no constraints are violated
and the complementary high-energy subspace, and the propagator superoperator
L(X) =
∑
i,j
|i〉 〈i|X |j〉 〈j|
Ei − Ej , (4.25)
where the energies and eigenvectors are of H0. The second-order correction can
now be computed as
H
(2)
SW = b1P[L(O(H1)),O(H1)]P (4.26)
= b1PH1
(
P(1) +
1
2
P(2)
)
H1P (4.27)
where P(n) is the eigenspace of H0 with eigenvalue n. This is because the action
H1 on the low-energy subspace can only generate either one or two excitations of
H0. From here simply substitute H1 and perform some algebraic manipulations
to arrive at
H
(2)
SW = −P
∑
j
(
2Qi − 1
2
Qi−1Qi+1 +XiXi+1
)
P, (4.28)
assuming periodic boundary conditions.
To summarise, this perturbation can be used to simulate the effect of weak-
ening the constraint energy scale V without resorting to calculation in the un-
constrained Hilbert space. At second order, it consists of constrained hopping,
next-nearest neighbour interaction between Rydberg excitations and a chemical
potential. In addition, we will consider the following other local perturbations to
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Figure 4.11: (a) Periodic quantum revivals are dampened by the influence of
the perturbations. However, some are more effective than others. (b) Von Neu-
mann entanglement entropy dynamics under the influence of perturbations for
the midpoint bipartition. The perturbations are defined in Equations (4.28) and
(4.29). The longer ranged XIX perturbation is most effective at promoting the
generation of entanglement and damping oscillations from the signal. The shorter
ranged perturbations, including the perturbation designed to mimic finite inter-
action energy, tend to affect the dynamics less strongly. The line labelled by 
is the second order perturbation theory in  = Ω/(2V ). Coupling constants were
chosen to make the operator norm of the perturbations approximately equal.
Calculations are for a periodic system of N = 28 sites.
the PXP Hamiltonian,
δHZ = gZ
∑
j
Zj, (4.29a)
δHXX = gXX
∑
j
PXjXj+1P, (4.29b)
δHXIX = gXIX
∑
j
PXjXj+2P. (4.29c)
These can be given physical interpretations: HZ is a uniform chemical potential
and HXX and HXIX are hopping processes subject to the constraint. These form
part of the second order correction H
(2)
SW to finite interaction energy, but are likely
to be generated by any other imperfections in the system. We note that these
perturbations lift the zero-energy degeneracy, as they commute with both the
spectral reflection symmetry and spatial inversion (145, 167, 168).
In Figure 4.11 we show the effect of these perturbations on the unusual dynam-
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ics of our system following a quench from the Z2 state. The perturbations from
Equations (4.28) and (4.29) are used with coupling constants chosen to give them
all approximately equal operator norms. These are by no means small pertur-
bations, especially considering the exponentially small many-body level spacing
in the N = 28 site periodic system. The addition of the longer range terms
XX and XIX are best at increasing the rate of entropy production, consistent
with how we expect terms like these to increase the speed at which information
travels in the system. Surprisingly the addition of the XX and H
(2)
SW pertur-
bations have little effect on the oscillations in the entropy, whereas Z dampens
them and XIX essentially erases them. This doesn’t translate immediately into
the fidelity dynamics where there are no revivals with XX despite oscillations
in the entropy. The fidelity dynamics with the XX perturbation decays rapidly
and equally there are no special eigenstates, but when combined into H
(2)
SW the
perturbation is much better tolerated. For the XIX perturbation, it might be
that the extent of the term makes the constraint less important. It is of partic-
ular relevance that the H
(2)
SW perturbation, even though with a coupling beyond
the range at which the series converges, does not affect the findings significantly,
something that is related to prethermalisation (1, 47).
Moreover, in Figure 4.12 these differences also play out in the off-diagonal ma-
trix elements of a local Z observable. In Figure 4.12 (a), the XIX perturbation
broadens and shifts the anomalous peak and other features seen before in Fig-
ure 4.9, which appeared at harmonics of the oscillation frequency, analogous to
the erasure of oscillations in the entropy dynamics. In Figure 4.12 (b), we show
the envelope function with frequency rescaled by the many-body level spacing
∆. Only with the XIX perturbation does a Thouless plateau appear, extending
up to around 10 times ∆, indicating a regime of very small energy fluctuations
where random matrix theory predictions are in operation. Other predictions of
ETH are similarly restored, such as the inverse square-root scaling in diagonal
matrix element fluctuations. As was found in the entropy dynamics the other
perturbations affect the results much less significantly and no Thouless plateau
is observed even around ω ≈ ∆. The XX perturbation, which retains entropy
oscillations while removing fidelity oscillations, is among those with no Thouless
plateau.
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Figure 4.12: Local Z observable off-diagonal matrix elements under the influence
of perturbations. See Equation (4.19). (a) Envelope function f 2(E,ω) integrated
over energy as a function of ω for the shorter-range perturbations retains the
anomalous peak The longer-range XIX perturbation broadens and shifts this
peak and washes out many of the other features. (b) With the frequency rescaled
by the mean many-body level spacing ∆, theXIX perturbation leads to the emer-
gence of a Thouless plateau. In contrast the other perturbations, even though
they are not small, are not effective at restoring ETH predictions. In particular
the effect of the perturbation designed to mimic finite interaction energy doesn’t
strongly effect the behaviour.
Thus, we conclude that what we have seen so far is not isolated to a finely
tuned point, and local perturbations, even those that are in no sense small, do not
necessarily destroy remove the non-equilibrium phenomena. There are however
other perturbations, such as XIX, which are much more effective at restoring
conventional thermalisation whilst still respecting the constraints. As in the
unperturbed case, the non-equilibrium dynamics can lead to a small number of
atypical eigenstates but also affects the full spectrum of eigenstates as can be seen
in deviations from ETH predictions. This contrasts with the behaviour expected
around integrable points where almost all perturbations lift integrability and
restore eigenstate thermalisation with exponential sensitivity due to the many-
body density of states.
4.5.2 Integrable deformations
After showing physically motivated perturbations tend to restore thermalisation,
I turn now to discuss related models that have been more deliberately constructed.
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There are a number of special models which might live on an extended parameter
space that includes the PXP model. A one-parameter family of integrable models
considered by Ref. (51), which features the so-called “golden chain” model of
Fibonacci anyons (49), a quantum group version of the Heisenberg XXX chain. In
addition, there is a one-parameter family of frustration-free Hamiltonians formed
from the PXP Hamiltonian, plus a number of terms diagonal in the product state
basis (98).
The integrable models of Ref. (51) can be obtained by adding the term,
δHv = −
∑
j
P
[
vQj−1Qj+1 +
(
v−1 − v)Qj]P (4.30)
with one free real parameter v. This can be solved using the Bethe-ansatz (51).
The integrable line features a quantum tricritical and a quantum critical point
at v = ±((√5 + 1)/2)5/2, respectively (51, 140). This perturbation is never small
for any value of v. On this line, the special eigenstates from PXP are strongly
perturbed, have large energy variances and the decay of oscillations following a Z2
quench is much faster. Moreover we did not observe low-entanglement eigenstates
in the middle of the spectrum, unlike in the unperturbed model, see Figure 4.10.
The frustration-free model of Ref. (98) is found by adding a term,
δHz =
∑
j
(zPj−1PjPj+1 + z−1Pj−1QjPj+1), (4.31)
which allows for the exact solution of its ground state for any z ∈ R with an
exact matrix product state (MPS) representation (98). Again, this perturbation
is never small for any value of z. Variational approximations to the PXP ground
state can be formed using the same MPS Ansatz (79, 168). This successfully
reproduces local observables, such as the energy density, to high precision. As
was the case for the integrable model, we find that the there are no analogous low
entropy states and the special eigenstates from PXP are not stable to the action
of the perturbed Hamiltonian. Following a Z2 quench, we find that the fidelity
oscillations always decay much faster.
In summary, we observed that deforming the PXP model towards nearby
solvable points does not improve the robustness of the special eigenstates. In-
56
4.6 Conclusions
stead, such deformations lead to their complete disappearance. This suggests that
despite the existence of extended parameter spaces featuring several integrable
points, these do not explain for the phenomena observed in the model without
these perturbations.
4.6 Conclusions
We have demonstrated that the PXP model displays an unconventional form
of ergodicity breaking where the dynamical approach to equilibrium is strongly
dependent on the initial condition. This stands in contrast to more familiar er-
godicity breaking in quantum systems which is all-or-nothing. Most dramatically
this is seen in the fidelity which undergoes periodic quantum revival following a
quench from the Ne´el state, which is related to the presence of a number of special
eigenstates with anomalous support on the initial state. The consequent oscil-
latory behaviour in many local observables gives this physical relevance and has
been observed in a recent experiment (19). This is also present in the dynamics
of local observables and entanglement entropy.
Alongside these dynamical properties are those associated with the eigen-
states. In particular, the special states form violations of conventional eigenstate
thermalisation by exhibiting atypical matrix elements of local observables. Fur-
thermore, in the remainder of the eigenstates there are signs of anomalous ther-
malisation. The absence of a Thouless plateau in the envelope function, along
with the parametrically slower decay of fluctuations in the diagonal matrix el-
ements, stands against the detailed predictions of the eigenstate thermalisation
hypothesis.
Careful statements of the ETH however will only make claims about the ther-
modynamic limit. We would suggest that for the PXP model, or similar systems
that are not integrable or disordered, the methods available do not allow one
to speak definitively about thermodynamic limit. For any computing capability
there exists a size that cannot be reasonably calculated. For that, and subse-
quent sizes, conventional thermalisation cannot be excluded, but this is actually
independent of whether the hypothesis is true or otherwise. Definitive answers
to these questions might be provided by identifying further algebraic structure
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within the model, but there are no guarantees that this exists. Indeed, in the
largest size systems for which we can do calculations there appear features sugges-
tive of an eventual return to conventional thermalisation. This would be similar
to integrability which is highly sensitive to perturbation, where any finite non-
integrable perturbation restores thermalisation at some long time scale and large
system size. The behaviour before that eventual return to thermalisation is re-
ferred to as prethermalisation (22). A corollary to this similarity would be that
with some perturbation to the PXP model we might find a model which idealises
the phenomena seen here, and stabilises it to arbitrarily long times and large
sizes. This is a thread that we will pick up in a later chapter.
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Chapter 5
Forward-scattering
approximation and quantum
scars
In the previous chapter we saw that the quantum revival observed in experiments
is underlined by the presence of a vanishingly small fraction of eigenstates with
anomalously large overlap with the initial state. The most significant contribu-
tions arose from states forming a highest overlap band with approximately evenly
spaced eigenvalues. Further, these special states had anomalous participation ra-
tios and much reduced entropy in comparison to typical states at their energy
densities. In this chapter we will seek to explain these findings using a technique
we call a forward-scattering approximation, that we introduced in Ref. (167, 168).
Within this approximation we find approximations to the eigenpairs forming the
highest overlap band with the Ne´el state, producing explanations of the revivals
and the other anomalous properties of these special states. Complete solution of
the PXP model is likely impossible, whereas calculations within this approxima-
tion can be done efficiently in a number of different ways. We will show in detail
how calculations can be performed by linear recurrences and transfer matrices,
and briefly mention those using matrix-product states (MPS).
The PXP Hamiltonian can be viewed as the adjacency matrix of a graph
where vertices are in correspondence with basis configurations and an edge is
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present if the Hamiltonian generates a transition between those two states as all
the matrix elements of the Hamiltonian in this basis are either zero or one. For
open boundary conditions this forms a family of graphs (indexed by N) known
as the Fibonacci cubes, or for periodic boundaries the Lucas cubes. An example
of the Lucas cube of dimension 6 is shown in Figure 5.1 with vertices labelled by
the configuration of a periodic system of 6 sites.
The Fibonacci and Lucas cubes share many properties with the simpler hy-
percube graphs (92). The hypercube graphs correspond to the trivial paramagnet
Hamiltonian, H =
∑
j Xj, which has a trivial oscillatory dynamics for any initial
product state. These graphs have a number of intriguing graph theoretic proper-
ties; they are isometric subgraphs of hypercubes and median graphs (91), which
means that for any triple of vertices there is a unique median vertex that belongs
to some shortest path between any pair of vertices from that triple. This impre-
cise notion of similarity is inspiration for their application in network topologies
as alternatives to hypercube networks (39, 76, 92). In the same manner we will
model the PXP Hamiltonian as a deformed version of the trivial paramagnet.
5.1 Forward-scattering approximation
In this section we will develop a method of constructing approximations to those
special eigenstates most important for describing the behaviour of the Ne´el state.
The basic idea follows the Lanczos recurrence (96) which builds an orthonormal
basis of Lanczos vectors for the Krylov subspace generated by the acting Hamil-
tonian on an initial state. This method is often used as an algorithm to find
eigenstates and to compute the action of the matrix exponential such as for time
evolution. The additional ingredient is an approximation, that in a certain way
the PXP Hamiltonian acts similarly to the trivial paramagnet Hamiltonian.
We will start by carrying through the Lanczos tridiagonalisation on the N -
dimensional hypercube graph. The Lanczos recurrence recursively constructs the
sequence of Lanczos vectors using the matrix action,
βj+1 |vj+1〉 = H |vj〉 − α |vj〉 − βj |vj−1〉 , (5.1)
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Figure 5.1: Illustration of a Lucas cube graph. The vertices are labelled with
the allowed configurations for the periodic chain of 6 sites. Edges are present
whenever the Hamiltonian generates transitions between the two corresponding
configurations. The vertices are arranged horizontally according to the Hamming
distance DZ2 from the Ne´el state indicated on the axis below. The forward-
propagating part of the Hamiltonian moves to the right, incrementing DZ2 ,
whereas the backward-propagating term moves one to the left.
where the coefficients αj and βj are chosen to ensure that the vectors are nor-
malised and mutually orthogonal. Take as an initial vector |v0〉 = |0〉 = |◦◦◦◦ · · ·〉,
the polarised state and begin to form the sequence of Lanczos vectors. Taking
the first matrix-vector product, A |0〉, we produce a state which is a superposi-
tion of all states with a single spin flip. The hypercube graph has the symmetric
group SN for its an automorphism group, which in the many-body picture cor-
responds to taking permutations of the spins. This symmetry forces all of the
vector components for the single spin flips to be equal.
Taking a second product for A2 |0〉 we produce a state which is a superposition
of all states reached by two spin flips. Some of these paths go back on themselves
whereas the majority feature spin flips on two distinct sites. Those that go back
on themselves produce the initial vector |0〉 and this component of the state will
be removed when orthogonalising against the previous Lanczos vectors. Within
the component with two distinct flips, the same automorphism group as before
ensures all the probability amplitudes are equal because any two disjoint spin
flips are equivalent according to the symmetric group action.
From here we proceed inductively. First, we classify the product state basis
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vectors according to the minimum number of spin flips that connects them with
the initial state. This is their Hamming distance from the initial state. For pre-
sentational simplicity, take a splitting of the N -dimensional hypercube adjacency
matrix A into two parts
A+ =
∑
j
XjQj, A
− =
∑
j
XjPj, (5.2)
the former of which always increases the Hamming distance from the polarised
state |0〉 and the latter always decreases this. Suppose that for some n, the j-th
element (starting from zero) for any j < n in the sequence of Lanczos vectors is
the equal-weight positive superposition of all basis states with j flips from the
initial polarised state |0〉:
|vj〉 =
(
N
j
)− 1
2 ∑
S⊆[N ]
: |S|=j
XS |0〉 , (5.3)
where [N ] is set of natural numbers up to N . We now calculate the backward
scattering part:
A−vn−1 =
(
N
n− 1
)− 1
2 ∑
S⊆[N ]
: |S|=n−1
∑
j∈S
XS\j |0〉 (5.4)
=
(
N
n− 1
)− 1
2
(N − n+ 2)
∑
S′⊆[N ]
: |S′|=n−2
XS′ |0〉 (5.5)
=
√
(n− 1)(N − n) vn−2, (5.6)
and find it proportional to the previous Lanczos vector. The orthogonalisation
will remove this component from the next Lanczos vector.
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Correspondingly, the forward scattering part,
A+ |vn−1〉 =
(
N
n− 1
)− 1
2 ∑
S⊆[N ]
: |S|=n−1
∑
j /∈S
XSunionsqj |0〉 (5.7)
=
(
N
n− 1
)− 1
2
n
∑
S′⊆[N ]
: |S|=n
XS′ |0〉 (5.8)
=
√
n(N − n+ 1) |vn〉 (5.9)
is found to be proportional to |vn〉, which extents the domain of validity of Equa-
tion (5.3) to j = n completing the inductive step. By induction, we then have
that Equation (5.3) is valid for all j ≥ 0.
The off-diagonal elements for the tridiagonal matrix produced by these Lanc-
zos iterations are seen to be
βj =
√
j(N − j + 1). (5.10)
The diagonal elements all vanish because the hypercube is a bipartite graph.
An unusual feature of these iterations in that the process terminates after N
iterations which is signalled by the Lanczos vector |vN+1〉 being the zero vector.
This produces an invariant Krylov subspace of dimension N + 1. Diagonalising
the adjacency matrix in this subspace will produce exact eigenpairs.
We now turn to the the problem of the PXP Hamiltonian. Once again take a
splitting of the Hamiltonian H = H+ + H− into forward and backwards propa-
gating parts:
H+ =
∑
x even
Px−1Px+1XxQx +
∑
x odd
Px−1Px+1XxPx, (5.11)
H− =
∑
x even
Px−1Px+1XxPx +
∑
x odd
Px−1Px+1XxQx, (5.12)
the former of which always increases the Hamming distance from the Ne´el state
and the latter always decreases this. See the diagram in Figure 5.1. Substituting
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this splitting into the Lanczos recurrence yields
|wj〉 = βj |vj〉 = H |vj−1〉 − αj−1 |vj−1〉 − βj−1 |vj−2〉 , (5.13)
= H+ |vj−1〉 − αj−1 |vj−1〉+ (H− |vj−1〉 − βj+1 |vj+2〉). (5.14)
Now we make the assumption that the final term
|δwj〉 = H− |vj−1〉 − βj−1 |vj−2〉 , (5.15)
is unimportant and can be safely ignored. This step cannot be rigorously justified,
but later in Section 5.2 we will quantify these errors. Fairly accurate results
can be obtained for either local observables or short times. Even for non-local
quantities such as the return probability good estimates of the revival frequency
can be obtained. It can also be viewed as a heuristic coming from the graph
structure. Around each vertex of a Fibonacci or Lucas cube the connectivity in
its neighbourhood is similar to a hypercube with a dimension between N/2 and
N . The similarity of Fibonacci cubes to hypercubes has motivated a great deal
of work on their structure (92). Together with the fact that H is bipartite and
thus αj = 0, we arrive at
βj |vj〉 = H+ |vj−1〉 , (5.16)
which is our forward-scattering Lanczos recurrence. The vectors |vj〉 of this se-
quence starting from |v0〉 = |Z2〉 form an orthonormal subspace because each is
in a different Hamming distance sector. Accordingly there are N + 1 elements in
the sequence because it is not possible to be more than N spin flips away from
any state. After this number of steps the recurrence closes, producing the zero
vector. It turns out that the coefficients βj can be calculated by a number of
efficient means, and these will be the subject of several subsequent sections.
Diagonalising the tridiagonal matrix generated produces Ritz estimates for
eigenvalues and eigenvectors of H. These forward-scattering Ritz values and
overlaps with the Ne´el state are shown in Figure 5.2 (a) and compared with
the numerically exact eigenvalue decomposition for system size N = 32. In this
forward-scattering subspace we get good approximations to the special states of
the highest-overlap band which underlie the phenomena observed in experiment.
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Figure 5.2: Comparison between the forward-scattering approximation and the
numerically exact eigenvalue decomposition. (a) Scatter plot of energy against
overlap with Z2 for the forward-scattering approximation (crosses) and the nu-
merically exact eigenvalue decomposition. Data is for system size N = 32 in
the zero-momentum, inversion-even sector. (b) Scaling of bipartite entanglement
entropy with system size for both special eigenstates and their approximations
with the forward-scattering analysis.
In Figure 5.2 (b), we show the scaling of the bipartite entanglement entropy for
the special eigenstates and their forward-scattering approximations. The exact
eigenstates were found with a shift-invert Lanczos algorithm. The entropy of the
ground state and some low-lying excited states follows an area law, as expected
for a gapped system. The entropy of the special states, with the exception of the
exact eigenstates for the largest sizes, grows as a logarithm of system size. This
is surprising as logarithmic scaling of entropy is normally found in critical-point
ground states (29, 171), and typically highly excited states follow a extensive
volume law scaling. Intriguingly, parallel developments in the AKLT model have
found rare highly-excited yet non-thermal states also with logarithmic entangle-
ment entropy (116). We interpret the erratic behaviour, see Figure 5.2 (b), in the
largest sizes as an indicator that the atypical states are unstable with system size
and will become thermal for sizes that are not numerically accessible. The non-
equilibrium properties seen will be retained however for some finite time. The
lack of proper thermalisation at these very large sizes suggests that the model
for small sizes is perturbatively close to another model in which the properties
observed are retained in the thermodynamic limit. This is something we will
explore in the next chapter.
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Figure 5.3: Time series of quantum revival probability to the Ne´el state and
probability to be found within the forward-scattering subspace for system size
N = 32. The latter is measured by the expectation value of the projector into
the subspace K.
The logarithmic growth in entropy also indicates that the Lanczos vectors
|vj〉 can be approximated by matrix product states (MPS) with polynomial time
and space complexity in N and j. This suggests an algorithm where a matrix
product operator (MPO) representation for H+ is applied to each Lanczos vector
and then compressed to a lower bond dimension MPS in the same way as in the
time evolving block decimation (TEBD) or DMRG algorithms. Indeed this is
what was done to calculate the entropies for system sizes up to 80 sites (168).
In Figure 5.3 the red curve tracks the probability that the system is within the
forward-scattering subspace over time. That this changes over time indicates that
the subspace is not exactly H-invariant and that some probability “leaks out”
of it. The subspace probability is non-monotonic with peaks that coincide with
returns to the initial |Z2〉 state or the translated state |◦•◦• · · ·〉, which appears
as frequency doubling with respect to the return probability curve in blue. The
gap between the revival probability and the subspace probability shows the effect
of dephasing within the forward-scattering subspace. Algebraically, this means
that the algebra generated by H+ and H− is not closed like a ladder algebra, and
is deformed away from that of su(2). This algebraic perspective will be taken up
in Chapter 6, where we attempt to remove the deformation.
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Figure 5.4: Error quantities in the forward-scattering analysis. (a) Forward-
scattering step errors ‖vj‖ against step index j for a range of system sizes. Axes
are rescaled to achieve a good scaling collapse showing that ‖vj‖ = O(
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fixed j/N . (b) Subspace variance against system size N . Scaling shows that
varK(H) = O(N
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5.2 Error analysis
In this section we will calculate the errors incurred in individual steps of the
forward-scattering approximation and measure errors in the entire procedure
through a quantity we call the subspace variance. First, the error made in a
single Lanczos iteration is the difference between the backward-scattered part
and the β term in the Lanczos recurrence it is approximated as cancelling, i.e.,
|δwj〉 = H− |vj−1〉 − βj−1 |vj−2〉 . (5.17)
More important will be the error vector |δvj〉, defined as βj |δvj〉 = |δwj〉, which
is the relative error in the Lanczos vector |vj〉. After a little manipulation the
squared-norm of the error vector can be brought to the following form
‖δwj‖2 = 〈vj−1| [H+, H−] |vj−1〉+ β2j − β2j−1 (5.18)
in terms of the commutator [H+, H−], which turns out to be remarkably sim-
ple. In Figure 5.4 we see that ‖δwj‖2 is at most O(N) as to be expected from
Equation (5.18).
For a second measure of the accuracy of the forward-scattering approxima-
tion we will examine the energy fluctuations for states in the forward-scattering
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subspace through the energy variance. For individual Ritz vectors this variance
will be related to the coherence lifetime of that state in a form of energy-time
uncertainty principle. Define the subspace energy variance as the sum of Ritz
vector variances
varK(H) =
∑
j
varψ˜j(H), (5.19)
where ψ˜j are the eigenstates of the projected Hamiltonian in the forward-scattering
subspace. More specifically,
varK(H) =
∑
j
〈ψ˜j|H2 |ψ˜j〉 − 〈ψ˜j|H |ψ˜j〉 〈ψ˜j|H |ψ˜j〉 (5.20)
=
∑
j
〈ψ˜j|KH2 − (KH)2 |ψ˜j〉 (5.21)
= tr{KH2 − (KH)2}, (5.22)
where K is the projection superoperator into the forward-scattering subspace.
In the Lanczos basis,
(KH)2 =

β21 β1β2
β21 + β
2
2 β2β3
β1β2 β
2
2 + β
2
3
. . .
β2β3
. . . βN−1βN
. . . β2N−1 + β
2
N
βN−1βN β2N

.
(5.23)
Hence, we have
tr{(KH)2} = 2
N∑
j=1
β2j (5.24)
or
trKH2 = tr{KH+H− +KH−H+}, (5.25)
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since (H+)2 is traceless. This gives
tr{KH−H+} =
N∑
j=0
〈vj|H−H+ |vj〉 =
N∑
j=0
β2j+1〈vj+1 | vj+1〉 =
N∑
j=1
β2j . (5.26)
Putting this together we have that
varK(H) = tr{K[H+, H−]}. (5.27)
Incidentally,
varK(H) =
∑
j
‖δwj‖2, (5.28)
showing that these two measures of error are related to one another. This is all
consistent with varK(H) being at most O(N
2), as shown in Figure 5.4 (b). This
does not affect the short time behaviour of local observables since these can be
produced with a fixed size system according to the Lieb-Robinson bound; these
can be modelled with a system size independent error. Long range observables
however, such as return probability, have no such protection. As their range
increases the quality of the approximation will generically decrease.
5.3 Linear recurrence system
The recurrence defining the forward-scattering approximation, that we introduced
in Section 5.1, is
βj |vj〉 = A+ |vj−1〉 . (5.29)
Calculating the off-diagonal matrix elements directly from this formula is ineffi-
cient due to the exponential growth in the dimension of the connected subspace
of the PXP model, and for this reason we seek more efficient methods. First, in
Eq. (5.30), it will be shown that β coefficients are determined by the number of
loops reaching a given distance from the initial state. Recursive expressions for
these loop countings will then be derived for open boundary conditions, yielding
as main results Eqs. (5.36), (5.37) and (5.38). Analogous expressions for periodic
boundary conditions are given in Eqs. (5.44), (5.45) and (5.47). These results
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allow for the exact computation of Hamiltonian matrix elements, commutators
of H+ and H− and some simple local observables using dynamic programming
techniques. The complexity is polynomial in the system size and in the more
complicated case of periodic boundaries large systems with size of the order of
hundreds of sites are practical.
By repeated substitution of Equation (5.29) into itself we reach
β2j = 〈vj−1|H−H+|vj−1〉
=
〈v0| (H−)j (H+)j |v0〉∏j−1
k=1 β
2
k
=
〈v0| (H−)j (H+)j |v0〉
〈v0| (H−)j−1 (H+)j−1 |v0〉
. (5.30)
From this we recognise the amplitude
WN,j = 〈v0|
(
H−
)j (
H+
)j |v0〉 (5.31)
as the number of shortest closed paths reaching a distance of j from the initial Z2
configuration. The first subscript indicates the system size N . In terms of these
numbers the off-diagonal elements are
βj =
√
WN,j
WN,j−1
. (5.32)
Our goal here is to derive a linear recurrence system for calculating WN,j
and our strategy will be to count loops recursively in terms of loops on smaller
subsystems. We will first present results for open boundary conditions before
moving on to the more complicated case of periodic boundaries.
5.3.1 Loop counting for open chains
Consider a loop of valid spin flips on the open system on N sites. This loop can
be projected into two subsystems where each flip is assigned to the subsystem
in which the spin in flips is located. We will choose the two subsystems to
comprise of the two leftmost spins and the remaining N − 2 sites of the system.
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These subsystem loops are valid loops on the corresponding open systems of 2
and N − 2 sites. The original loop is one of the ways in which the spin flips
of the subsystem loops can be interlaced such that the constraints are never
violated. Given a pair of loops on the two subsystems we only need to know
when the left-most spin of the right subsystem and the right-most spin of the
left subsystem are flipped, if at all, in order to count the ways in which they
can be interlaced. Because the loops discussed are properly shortest loops, these
boundary spins are either flipped once moving away from the Ne´el state and once
again on the return journey, or not at all. This key simplification comes from the
forward-scattering assumption; without it there would be exponentially many
boundary configurations. Evaluating 〈0| (H+)j |0〉 is equivalent to contracting
a 2D tensor network, where one dimension is a discrete “imaginary time” for
each application of H, the entropy of the network cut along the imaginary time
dimension is O(j), following an area law. This cannot be evaluated both exactly
and efficiently (122). With the forward-scattering assumption only logarithmic
boundary entropy is produced along the “imaginary time” direction which allows
for efficient and exact evaluation. This will be reflected in the boundary vectors
that are the partial contraction of the tensor network (which will called be fN,j,
lN,j etc.), only growing in dimension polynomially with j or N .
The most general shortest loop looks like a word
A · · ·ALA · · ·AR
c︷ ︸︸ ︷
A · · ·A︸ ︷︷ ︸
a︸ ︷︷ ︸
j
|
d︷ ︸︸ ︷
A · · ·A︸ ︷︷ ︸
b
LA · · ·ARA · · ·A︸ ︷︷ ︸
j
, (5.33)
where the symbol A stands-in for any spin flip (and each instance is different)
of a bulk spin, L represents flipping the leftmost spin and R the rightmost spin.
The symbols appear in the order which the represented moves occur in the loop,
the vertical line separates the forward and backward steps in the loop and the
braces are counting the number of symbols that appear in a certain portion of
the word terminated by the appearance of an L or R symbol. The order in which
the L and R flips appear, if at all, in the forward and backward half-words is not
constrained, Equation (5.33) represents only one possible ordering.
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We will start by considering only the case of open boundaries. Let F be the
combinatorial class of forward-scattering loops on a system with open boundaries
where the left-most spin remains fixed throughout the process. This class is
graded by the size of the system N and the number of forward and backward
transitions j. Similarly, let L be the class where the left-most spin is flipped at
some point of the process and is additionally graded by a and b. The index a
specifies the number of forward steps which follow the flip of the leftmost spin,
b is the number of backward steps preceding the return flip of the leftmost spin.
These classes are defined recursively from the following equations,
F = •◦•◦ ∗ (F + L) , (5.34)
L =
•◦◦◦
◦◦•◦ ∗ (F + L) +
•◦◦◦
◦•◦•
◦◦•◦ ∗ L, (5.35)
where the ∗ operation glues together two collections of loops by producing the col-
lection of all possible interlacings where the right boundary of the left operand has
been joined to the left boundary of the right operand that satisfy the Fibonacci
constraint. The loop diagrams are showing successive configurations along a loop
in the vertical direction and the horizontal line separates the forward and back-
ward steps.
These equations can be made explicit by introducing the counting sequences
for the classes. Let fN,j be the number of shortest loops on the open chain of N
sites reaching a Hamming distance of j from the Ne´el state where the leftmost spin
is invariant, and let la,bN,j count those loops where the leftmost spin is flipped. These
are the counting sequences for F and L, respectively. The previous equations then
become,
fN,j = fN−2,j +
∑
a′,b′
la
′,b′
N−2,j, (5.36)
la,bN,j = fN,j−1 +
∑
a′,b′
La,a
′
la
′,b′
N−2,j−2L
b,b′ , (5.37)
where La,a
′
= min(a, a′ + 1). Equation (5.36) captures the idea that we may
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glue two additional sites and the loop of doing nothing onto any loop on the
reduced system. The first term in Equation (5.37) captures the idea that we can
also glue a loop in which only the leftmost site transitions onto any loop on the
reduced system. The second term counts the ways that that loops where both
of the additional sites transition can be joined, while respecting the constraint
that crosses the boundary on which they are joined. The right site in the left-
subsystem can only be excited after the leftmost site of the right-subsystem has
its excitation removed. Finally, the class of all loops in F+L and can be counted
by
WN,j = fN+2,j, (5.38)
because for every loop on N sites we may glue the trivial loop on two-sites onto
its left boundary to get a distinct loop on N+2 sites, and for every loop on N+2
sites where the leftmost two-sites never transition we may cut off the leftmost
two sites to get a distinct loop on N sites.
Let us illustrate how the recurrence works on an example with N = 4 site
open chain. Directly from Eq. (5.31), it is easy to show that the number of loops
for different j sectors is given by W4,1 = 2, W4,2 = 5, W4,3 = 13, and W4,4 = 25.
Using the recurrence, we can obtain these values starting from a smaller N = 2
site chain. In that case, the admissible j are given by 0, 1 and 2, and the only
non-zero coefficients are f2,0 = l
0,0
2,1 = l
1,1
2,2 = 1. Then, applying Eqs. (5.38), (5.36),
and (5.37), we have
W4,1 = f6,1 = f4,1 +
∑
a,b=0
la,b4,1,
f4,1 =
∑
a′,b′
la
′,b′
2,1 = 1,
la,b4,1 = f4,0 = 1, (5.39)
thus we get W4,1 = 1 + 1 = 2. Analogous calculation gives W4,2 = 5. For W4,3 we
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need to include the L tensors. We have
W4,3 = f6,3 = f4,3 +
2∑
a,b=0
la,b4,3,
f4,3 = 0,
la,b4,3 = f4,2 +
∑
a′,b′
La,a
′
Lb,b
′
la
′,b′
2,1 = 1 + L
a,0Lb,0. (5.40)
Therefore, we obtain
W4,3 =
2∑
a,b=0
(1 + min(a, 1) min(b, 1)) = 9 + 4 = 13, (5.41)
as anticipated. Repeating this procedure and using Eq. (5.30), we can obtain
the set of N + 1 coefficients βj that form the tridiagonal matrix in the forward-
scattering approximation.
5.3.2 Loop counting on periodic chains
Turning now to periodic boundaries, we must keep track of what happens at the
subsystem right boundary in order to retain the information required to ensure
the constraints are not violated, when the left and right sides are glued together.
We reinterpret F and L with the additional requirement that for all the loops
in these classes the rightmost site is at no point excited. This gives us two new
classes, R and M, which are the analogues of F and L, except that the rightmost
site is now excited at some point of the process. Additionally, these are graded by
new indices c and d which mark the locations of the right boundary transitions
as shown back in Equation (5.33). The new classes satisfy identical equations to
the previous classes
R = •◦•◦ ∗ (R+M) , (5.42)
M = •◦◦◦
◦◦•◦ ∗ (R+M) +
•◦◦◦
◦•◦•
◦◦•◦
∗M. (5.43)
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Figure 5.5: Computation time T in seconds for calculating the full set of β coef-
ficients as a function of system size N . This is done, for both open and periodic
boundaries, using dynamic programming, with the results of previous system
sizes cached. A linear regression suggests an asymptotic scaling of T = Θ(N3)
for open boundaries and T = Θ(N6) for periodic boundaries.
This is because the the gluing process never changes, whether the rightmost site
is excited or not.
Keeping track of how all these indices are changed as loops are interlaced
during gluing results in the following set of equations:
rc,dN,j = r
c,d
N−2,j +
∑
a′,b′
ma
′,b′,c,d
N−2,j , (5.44)
ma,b,c,dN,j = r
c−δ(c≥a), d−δ(d≥b)
N,j−1 +
∑
a′,b′,c′,d′
T c,c
′,a,kma
′,b′,c′,d′
N−2,j−2T
d,d′,b,m, (5.45)
where
T a,c,a
′,c′ = δa6=c
min(a′,a−1)∑
k=0
δk 6=c δc′, c−δ(c≥a)−δ(c≥k). (5.46)
Finally, the total number of loops is found by demanding compatibility between
the left and right boundaries:
WN,j = fN,j +
∑
a,b
la,bN,j +
∑
a>c, b>d
ma,b,c,dN,j . (5.47)
The two methods of either direct computation with Eq. (5.29) and the use of
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the linear recurrence can be compared and indeed agree to machine precision. The
recurrence method, however, gives access to much larger system size and is also
more accurate. The exponential time complexity of the na¨ıve method translates
into an exponential number of arithmetic operations as sources of rounding errors.
The grey lines on Figure 5.5 indicate linear regressions to the tail of the data series
and the slope suggests an asymptotic scaling of T = Θ(N3) for open boundaries
and T = Θ(N6) for periodic boundaries. The calculations were performed on a
single workstation, and clearly size of the order of hundreds of sites are feasible,
far beyond the possibilities of exact numerical methods.
5.4 Asymptotics and zig-zag surfaces
In this section we will uncover a classical statistical mechanical model for which
the forward-scattering behaviour of PXP is encoded in the partition function.
This will provide a clearer picture of the objects computed in the previous sec-
tion and allow us to work directly in the thermodynamic limit. One way in which
this is interesting is in the search for a classical system with a correspondence to
the quantum model, that could be identified as underlying the non-equilibrium
properties seen. This would be analogous to the connection between the unstable
periodic orbit in the stadium billiard and the scarred wavefunctions in the quan-
tised version. It was for precisely this relationship that the term quantum scar
was originally coined.
The first problem that must be handled is the sheer number of loops, which
grows much too fast. For j  N the number of loops is approximately (j!)2,
corresponding to all the different orderings, which is faster than any exponential
growth. We cannot hope to describe such a growth rate with a transfer matrix
calculation. If for each transition we instead associate a continuous imaginary
time in the interval [0,1], then the total measure is instead unit rather than (j!)2.
We now have a statistical model as above but on deciding to place a forward and
backward transition on a site also chooses (uniformly) a valid imaginary time for
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each of those transitions. The partition function for this model,
W˜N(µ) =
∑
j
1
(j!)2
WN,j p(µ)
j (1− p(µ) )N−j, (5.48)
is an exponential generating function (in p/(1− p)) for the number of loops con-
sidered previously. The argument µ should be thought of as a chemical potential.
Alternatively, this is the expected number of forward-scattering loops when each
site transitions with probability p, rescaled by the aforementioned (j!)2 factor.
The original object of interest can be recovered with an inverse Laplace transform,
WN(k) =
1
2pii
lim
t→∞
∫ γ+it
γ−it
dµ W˜ (µ) (eµ + e−µ)Neµk (5.49)
=
WN,j
(j!)2
δk,2j−N . (5.50)
This can be imagined as a process that zips over the chain deciding with a
probability
p(µ) =
e−µ
e+µ + e−µ
(5.51)
to make a transition on the current site. The random process described which
generates configurations of this model suggests an alternative picture for the
system. Configurations are coupled pairs of zigzag sequences which are alter-
nately increasing and decreasing with synchronised resetting. Configurations are
sequences consisting of zigzag runs, which are alternately increasing and decreas-
ing, and between them empty sections. Each zigzag run starts on a even site with
an exponential distribution of lengths. The empty sections consist of at least one
element and follow an exponential distribution, subject to the even starting con-
straint aforementioned. Strictly speaking, we will only analyse the case of open
boundary conditions in this section. However, the choice of boundary conditions
will asymptotically only change by a constant factor (i.e. WPBCj,N = Θ(W
OBC
j,N ))
that is smooth in p and therefore the β coefficients are asymptotically equal.
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5.4.1 Differential solution for the case of p = 1
For now, take the special case of p = 1 or j = N which is much simpler. Suppose
u(x) is a (non-normalised) probability density for loop configurations where the
left-boundary transitions at an imaginary time x measured from the midpoint
(like a in Equation (5.33)). We can define a transfer operator for gluing two sites
onto the left boundary as
(Tu)(y) =
∫ 1
0
dx min(x, y)u(x). (5.52)
This is an integral operator with a kernel function T (y, x) = min(x, y). This
can be found by noticing that if the new left boundary transitions at y, then the
intermediate site must transition (p = 1) after both x and y, and the measure of
these possibilities is min(x, y).
The asymptotic form for large N can be found by solving for the dominant
eigenvalue in the eigenvalue equation, (Tuλ)(y) = λuλ(y). Take derivatives,
λu′λ(y) =
d
dy
∫ 1
0
dx min(x, y))uλ(x) (5.53)
=
∫ 1
0
dxΘ(x > y)uλ(x), (5.54)
λu′′λ(y) =
d
dy
∫ 1
0
dxΘ(x > y)uλ(x) (5.55)
= −
∫ 1
0
dx δ(y − x)uλ(x) = −uλ(y). (5.56)
A general solution to this familiar differential equation is
uλ(y) = Aλ cos
1√
λ
(1− y) +Bλ sin 1√
λ
(1− y), (5.57)
for some constants Aλ and Bλ. The boundary conditions to consider are
λuλ(0) = (Tuλ)(1) =
∫ 1
0
dx min(x, 0)uλ(x) = 0 (5.58)
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and
λu′λ(1) =
∫ 1
0
dxΘ(x > 1)uλ(x) = 0. (5.59)
Whence the eigenvalues of T are determined to be
λk =
4
pi2k2
, (5.60)
for k odd. This reproduces a classic result on alternating sequences known as
Andre´’s theorem (162). The corresponding eigenfunctions are
uλk = cos
1√
λk
(1− y). (5.61)
The end result is an asymptotic estimate
WN,N ∼ (N !)2
(
4
pi2
)2N
. (5.62)
5.4.2 Numerical solution and analytic bounds in general
For the more general case when p 6= 1 the transfer operator is
λu(x, x′) =
∫ 1
0
dx
∫ 1
0
dx′
(
(1− p)2u(x, x′) δ(y)δ(y′) + p(1− p)u(x, x′)
+ p2 min(x, y) min(x′, y′)u(x, x′)
)
. (5.63)
The first term is when neither of the two additional sites transitions, this produces
delta functions as a “mass” at y = 0. These can be interpreted as the left
boundary site not transitioning, as the measure for the disallowed process (the
third term) vanishes at this point. The second term is when, in the two site
system glued on the left, the initially • site on the new boundary transitions but
the initially ◦ intermediate site does not; this process erases information about
the previous state. The third term is the only term that survives in the previously
considered p = 1 case, corresponding to the case when both of the additional sites
transition.
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Alternatively the distribution can be separated into a continuous portion u
and a point mass f at y = y′ = 0, following the convention chosen in the previous
sections,
λu(y, y′) =
∫ 1
0
dx
∫ 1
0
dx′
(
p(1− p) + p2 min(x, y) min(x, y)) l(x, x′) + p(1− p)f ,
(5.64)
λf =
∫ 1
0
dx
∫ 1
0
dx′ (1− p)2l(x, x′) + (1− p)2f . (5.65)
We can eliminate f from the problem as follows
λf = (1− p)2
(∫ 1
0
dx
∫ 1
0
dx′ l(x, x′) + f
)
, (5.66)
f =
(1− p)2
λ− (1− p)2
∫ 1
0
dx
∫ 1
0
dx′ l(x, x′), (5.67)
whence we find
λl(y, y′) =
∫ 1
0
dx
∫ 1
0
dx′
(
αλ + p
2 min(x, y) min(x′, y′)
)
l(x, x′), (5.68)
where
αλ =
λp(1− p)
λ− (1− p)2 . (5.69)
This is then a problem which would have to be solved self-consistently for λ,
however it is already even under the fiction that αλ and λ are independent. We
could attempt the same procedure and derive an equivalent differential equation
away from the previously considered case of p = 1. This produces a simple enough
differential equation, however the constant term in the transfer operator creates
non-local boundary conditions and so far has resisted solution. We will instead
show numerical solution for and analytic bounds on the dominant eigenvalue of
this transfer operator.
The main tool we use to provide bounds is a Collatz-Wielandt (37, 110) for-
mula for compact operators for which we sketch a proof. Let A : M → M on a
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Banach space M with a Schauder basis be some compact and strongly positive
operator according to some total order cone K, with positive spectral radius.
Define functions f(u) and g(u) for any u interior to the order cone as
f(u) = min
x
(A(u))(x)
u(x)
and g(u) = max
x
(A(u))(x)
u(x)
. (5.70)
We have written elements of M as functions of elements from some base space
X. This should be understood as minimising (or maximising) over some set of
functionals which span the algebraic dual. Now “pointwise” we have that
0 ≤ f(u)u(x) ≤ Au(x) ≤ g(u)u(x). (5.71)
Using the Krein-Rutman theorem, which generalises the Perron-Frobenius the-
orem to Banach spaces (95), the spectral radius of A is infact an algebraically
simple eigenvalue λ with a strictly positive eigenvector, and the same is true of
the dual operator AT . Let w be this eigenvector, then
0 ≤ f(u)〈w, u〉 ≤ λ〈w, u〉 ≤ g(u)〈w, u〉. (5.72)
Since w and u are both interior to the total cone, 〈w, u〉 > 0 and we arrive at the
general bound
0 ≤ f(u) ≤ λ ≤ g(u). (5.73)
Starting from Equation (5.65), we apply these inequalities to the dual transfer
operator, as T is non-symmetric and this provides better bounds. The precondi-
tions for the Collatz-Wielandt formula are all satisfied, provided p is not 0 or 1
— cases which can be resolved by continuity. The transfer operator is considered
over space 1⊕C([0, 1]2), where 1 is the one-dimensional vector space representing
the point mass and C([0, 1]2) is the function space of continuous functions from
the unit square. By choosing an element u that is the sum of the positive unit
vector for the point space and a positive constant function over the unit square,
we arrive at the bounds,
1− p+ p
2
4
≥ λ ≥ 1− p. (5.74)
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Figure 5.6: Numerical solution for the dominant eigenvalue λ of the transfer oper-
ator, Equation (5.63). (a) Dominant eigenvalue λ as a function of the transition
probability p. The shaded area is the feasible region for the bounds in Equa-
tion (5.74). (b) Convergence of the numerical solution for λ scales as 1/N2 as
finer discretisations are taken.
These bounds are shown as the shaded area in Figure 5.6 (a) alongside the value
obtained by numerical solution. The bound can also be seen by considering the
columns of the discretised transfer operator that follows.
We find numerical solution of Equation (5.65) by discretising the unit square
into an N by N grid. This leads to transfer matrices of the form (1− p)2 1N2 (1− p)2
p(1− p) 1
N2
(
p(1− p) + p2 2 min(j,k)+1
2N
2 min(j′,k′)+1
2N
)  , (5.75)
where the right column takes an extra indices k and k′ and the bottom row takes
extra indices j and j′. This means that the top-right block is a N2-dimensional
row vector, the bottom-left block is a N2-dimensional column vector and the
bottom-right block a N2 by N2 matrix. In Figure 5.6 (b) we show the convergence
as the discretisation is made finer (i.e. N → ∞) for p = 0.75, as expected
for smooth solutions convergence is proportional to 1/N2. The curve shown in
Figure 5.6 (a) is the result of extrapolating from these discretised solutions with
a linear regression.
In this section, we have shown how quantities can be calculated within the
forward-scattering approximation even directly in the thermodynamic limit. We
demonstrated this for finding the matrix elements of the Hamiltonian in the
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Lanczos basis. However, this could be extended to find matrix elements of local
observables or correlation functions. This extension would work by describing
each local operator insertion as an alternative transfer operator in the product.
5.5 Conclusions
In this chapter we have developed a way of identifying a subspace which is approx-
imately dynamically separated from the rest of the Hilbert space. This subspace
we call the forward-scattering subspace K, and calculations within it we call
forward-scattering approximations (FSA). The subspace K contains the initial
state and has high overlap with all of the special eigenstates, thus it provides
a description for the non-equilibrium physics observed in the experiment (19).
We can interpret K as being analogous to the bouncing ball quasi-modes in the
story of single-particle quantum scars. The main achievement is in identifying
this subspace out of the exponentially large dimensional full Hilbert space, and
then showing that quantities within it can be calculated efficiently. Central to
the method is a splitting of the Hamiltonian into two terms which are identified
with raising and lower operators. This gives rise to the physical interpretation
of the subspace, and the dynamics therein, being that of a large deformed spin.
This intuition will be further developed in Chapter 6.
We created systems of linear recurrences which show that calculations pro-
jected into the subspace K can be performed exactly in polynomial time. This
was used to find matrix elements of the Hamiltonian in this subspace. Other
quantities such as commutators, [H+, H−] and some local observables, can be
calculated in the same way. We also showed how the PXP model in this ap-
proximation is related to a statistical mechanical model of alternating surfaces
and transfer operator calculations, which were solved exactly at a special point.
By discretising the transfer operator problem, we can calculate within the FSA
directly in the thermodynamic limit, with only a controllable additional discreti-
sation error. In this way the time complexity is made independent of system size
N .
A concern is the errors of the approximations in the analysis which leads to a
leaking of probability out of the special subspace. Errors were found to be small,
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suitable for the recovery of local observables in dynamics, but eigenstates can be
exponentially sensitive through their dependence on the density of states. The
subsequent chapter will focus on mitigating this by the use of local perturbations.
Not only will this stabilise a internally coherent (undeformed) large spin that is
well isolated from the complementary subspace, but the errors in the forward-
scattering method will be reduced until they are as small as one part in a million
up to the largest accessible system sizes.
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Chapter 6
Enhanced quantum revival and
emergent SU(2) dynamics
The picture we have advanced in Chapter 4 to explain the experimental find-
ings is one of a small non-ergodic subspace of scarred eigenstates hiding within
an otherwise thermalising spectrum. In Chapter 5, we found that the effective
model for the Rydberg atom experiment has a non-ergodic large spin subspace.
This subspace was constructed only approximately, analogously to the bouncing
ball quasi-modes in the single-particle quantum scar, in the hope of using it to
show the existence of the scarred eigenstate, and to study their properties. The
Hamiltonian within this subspace was generated by a pair of raising and lowering
operators, H+ and H−. It’s good to keep in mind alternative propositions such
as proximity to integrability (86). In Section 4.5.2, we looked at known nearby
integrable points, which were found to have little to do with the behaviour of
the PXP model. The integrability hypothesis would then rely on some hitherto
unknown realisation of an integrable system. According to this hypothesis the
entire Hilbert space would become strongly non-ergodic sufficiently close to this
purported integrable point. In the opposite direction when leaving the integral
point, it would require that some eigenstates of this integrable point are less sen-
sitive to integrability breaking to leave behind a remnant of special eigenstates.
In this chapter, based on our work in (35), we will show the non-ergodic sub-
space can be enhanced by addition of small extra terms, while the complementary
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subspace remains thermal, contrary to hypothesis of proximity to integrability.
First, we will review the findings of Ref. (86). We then show that, with nu-
merically optimised coefficients, the quantum revival can be made almost perfect
with a suitable exponentially local perturbation. At the same time, the growth in
entanglement is nearly arrested. We find with this carefully chosen deformation,
the forward-scattering subspace of Chapter 5, appropriately modified, becomes
almost exactly closed under the dynamics. At the end, we discuss some related
results on other anomalously non-thermal quantum systems.
6.1 Deformation to suppress level repulsion
First, we cover the results of Ref. (86). To facilitate a change in notation, we
restate the Hamiltonian as
H0 =
∑
j
Pj−1XjPj+1. (6.1)
We will consider systems H = H0 + h δH2 with perturbation
δH2 =
∑
j
Pj−1XjPj+1(Zi+2 + Zi−2). (6.2)
This is equivalent to the perturbation used in Ref. (86), where they found a min-
imum in the r-statistic, defined in Equation (4.16), for open boundary conditions
at around h ≈ 0.01. It can be motivated as the only perturbation within this
range that preserves both the spatial-inversion and time-reversal symmetries, and
the spectral reflection symmetry. They interpreted this finding as a signature of
a close-by near-integrable point and conjectured that the behaviour of the un-
perturbed system (6.1) was due to proximity to that special point in parameter
space.
In Figure 6.1, we show the same result, although for the case of periodic
boundaries where care must be taken to resolve all the spatial symmetries. Here
a dip in the r-statistic is observed, this time around h ≈ 0.024. The difference
between boundary conditions is not particularly unusual as integrable systems are
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Figure 6.1: Minimum in the r-statistic. As reported in Ref. (86) the r-statistic
with perturbation, Equation (6.2), displays a minimum as a function of h around
h ≈ 0.024 for periodic boundaries, this is around twice the value found for open
boundary conditions. Ref. (86) conjectured that this is an indicator of a nearby
integrable point, whose proximity explain the behaviour of the unperturbed model
in Equation (6.1).
often quite sensitive to boundary conditions. We will examine the consequences of
this perturbation on the dynamical and algebraic properties explored previously.
We will find that these properties can also be greatly improved with the addition
of this perturbation.
6.2 Deformation to stabilise revivals
The optimal coupling constant for the dynamical properties is found to be h ≈
0.05, i.e. , around twice as large as the perturbation which minimises 〈r〉. Later
in the chapter we will demonstrate that with additional perturbations the im-
provement can be such that for N = 32 sites the first revival has a probability
deficit of around 10−6. This is not to say that there is no near-integrable point
or that it is not relevant, but that this would a priori give the expectation to
find the best oscillatory behaviour at that same integrable point. For now, it is
good to observe that at this point of interest (h ≈ 0.05) the r-statistic is trending
toward the GOE value 〈r〉 ≈ 0.53 with increasing system size N .
In Figure 6.2 we show the effect of the deformation on (a) the fidelity g(t) =
|〈Z2 | ψ(t)〉|2 and (b) the midpoint entanglement entropy S for the unperturbed
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Figure 6.2: Enhanced oscillatory dynamics of the PXP model with range-4 per-
turbation. Many-body fidelity g and bipartite entanglement entropy S following
a quench from the Ne´el state for the system with perturbation eq. (6.2). The
perturbation chosen to minimise the r-statistic (h ≈ 0.024) improves fidelity of
revivals and suppresses the linear growth in entropy. The optimal value for this
effect is however around h ≈ 0.048.
model h = 0 (black), the coupling that minimises the r-statistic h ≈ 0.024 (blue)
and the value chosen to maximise the return probability h ≈ 0.048 (red). The
return probability is enhanced and the entropy growth suppressed by the 〈r〉
minimising coupling constant. At the optimal value around h ≈ 0.0481 this
effects is greatly enhanced leading to fidelity g(τ) ≈ 0.998 at its first maximum
for N = 32 sites. Furthermore the linear growth in entanglement entropy is
greatly slowed down with more pronounced oscillations.
6.3 Algebraic argument for revival stabilisation
This effect can be seen in the forward-scattering analysis, introduced in Chapter 5,
as a partial cancellation in the first non-trivial forward scattering error. More
precisely we can show, after redefining the raising and lower operators H±, that
the component of H−H+ |v2〉 perpendicular to |v2〉 is minimised close to the value
observed.
The forward and backward scattering, or variously raising and lowering, op-
erators are a splitting of the Hamiltonian H into parts which raise and lower
the eigenvalue of the alternating field operator A = −∑j(−1)jZj respectively.
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Explicitly these are
H± =
∑
j
(
P2j−2S±2j−1P2jW2j−1 + P2j−1S
∓
2jP2j+1W2j
)
(6.3)
where
Wj = 1 + h(Zj−2 + Zj+2). (6.4)
We will connect the forward-scattering errors to the behaviour of the commu-
tator [H+, H−], which is more convenient for calculation. First, define a number
of error quantities:-
(j)µ = min
µ
∥∥(H−H+ − µ) |j〉∥∥ , (6.5)

(j)
λ = min
λ
∥∥([H+, H−]− λ) |j〉∥∥ , (6.6)
(j)κ = min
κ
∥∥(H+H− − κ) |j〉∥∥ . (6.7)
The subscripts µ, λ and κ are simply labels rather than variables or indices. If
the forward-scattering analysis were exact, then these quantities would all be
zero, indeed 
(j)
µ is just a new name for the original forward-scattering error from
Section 5.2. Now, from the triangle inequality,
∥∥(H−H+ − µ) |j〉∥∥ ≤ ∥∥([H+, H−]− λ) |j〉∥∥+ ∥∥(H+H− − µ) |j〉∥∥ , (6.8)
for any choice of λ,κ and µ such that λ+ κ = µ. We can first minimise the first
term of the right-hand side over λ, then minimise the left-hand side which breaks
the relationship between κ and µ. Finally, κ is then free to be minimised leading
to a triangle inequality between the different error quantities,
(j)µ ≤ (j)λ + (j)κ . (6.9)
The process can be followed to find the two other triangle inequalities to demon-
strate that the error quantities form the sides of a triangle.
If we look more closely at 
(2)
κ , we see that it vanishes because there is only one
state at a Hamming distance of one with the appropriate symmetry. This means
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that the first non-trivial forward scattering error 
(2)
µ is equal to the commutator
error 
(2)
λ , which allows us to focus on the commutator error. Beyond j = 2 where

(2)
κ may not vanish, we would still expect each of these quantities to be similar
in magnitude as they all essentially measure the extent to which the forward-
scattering subspace is not H-invariant around the state |j〉.
In calculating the commutator Hz = [H+, H−], we can break up the calcu-
lation into the commutators of individual terms. If the centres of these terms
(the site on which the S± operator sits) are separated by more than 2 sites then
the commutator vanishes. Additionally, if the centres are separated by a single
site, then the commutator vanishes because the products attempt a forbidden
◦◦ ↔ •• transition. The remaining contributions can be calculated to find
Hz =
∑
j
(−1)j+1
(
Pj−1Pj+1W 2j [S
+
j , S
−
j ] + Pj−2PjPj+2[S
+
j−1Wj−1, S
−
j+1Wj+1]
− Pj−2PjPj+2[S−j−1Wj−1, S+j+1Wj+1]
)
,
Hz =
∑
j
(−1)j+1
(
Pj−1ZjPj+1W 2j
+ 2hPj−2PjPj+2(2 + h(Zj−3 + Zj+3))(S+j−1S
−
j+1 + S
−
j−1S
+
j+1)
)
.
(6.10)
To calculate the first non-trivial error, we first find the Lanczos vector
|2〉 = γ2
∑
j
(
S−2jS
−
2j+2 + (1− 2h)
∑
k>j+1
S−2jS
−
2k
)
|0〉 , (6.11)
where γ2 is a constant chosen for normalisation. Then, we calculate the action of
Hz upon it,
Hz |2〉 = γ2
∑
j
(
f2(h,N)S
−
2jS
−
2j+2 + (1− 2h)f4(h,N)S−2jS−2j+4
+ (1− 2h)f6(h,N)
∑
k>j+1
S−2jS
−
2k
)
|0〉
(6.12)
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where the functions
f2(h,N) = −(1− 2h)2(N
2
− 4)− 1− 12h+ 12h2, (6.13)
f4(h,N) = −(1− 2h)2(N
2
− 5)− 1− 20h+ 12h2 − 8h
1− 2h , (6.14)
f6(h,N) = −(1− 2h)2(N
2
− 6)− 2− 24h+ 24h2, (6.15)
can be determined by careful and lengthy calculation from Equation (6.10) and
Equation (6.11).
The greatest number of contributions come from the f6 term which then essen-
tially sets the constant of proportionality λ between |2〉 and Hz |2〉. The number
of contributions for terms carrying f2 and f4 are equal, hence the error scales like(

(2)
λ
)2
∝ (f6 − f2)2 + (f6 − f4)2. (6.16)
The minimum point is found at
h =
29
82
−
√
159
41
≈ 0.0461, (6.17)
which is around 10% from the numerically observed value at N = 20, a dis-
crepancy due to finite N . This suggests that the additional term leads to an
improvement in the oscillatory dynamics through improving the accuracy of the
forward-scattering analysis, as opposed to some entirely separate effect.
Without perturbation, we previously observed that the scatter plot between
eigenstate overlap with the Ne´el state and energy has a characteristic structure,
with a band of special states approximately equally spaced in energy and with
anomalously large overlap with the Ne´el state. These special states also had
anomalously low entanglement entropy, with typical states forming a narrow
parabola shaped distribution where the entanglement entropy is related to the
subsystem thermodynamic entropy. These results are reproduced in the left col-
umn of Figure 6.3 for N = 30 sites.
We track the effects of the addition of the perturbation in Figure 6.3. In
the middle column of Figure 6.3, we consider the effect when the coupling con-
stant which minimises the r-statistic around h ≈ 0.02. The overlap panel dis-
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Figure 6.3: Eigenstate properties of the PXP model with range-4 perturbation.
Top row: Scatter plot of eigenstate overlap with |Z2〉 and energy. Bottom row:
Scatter plot of eigenstate midpoint entanglement entropy with energy. Results
are for (left) unperturbed model, (middle) perturbation with strength h ≈ 0.02
chosen to minimise the r-statistic and (right) with strength h ≈ 0.0481 which
maximises the quality of the quantum revivals. Where the density of points is
high, colour is used to indicate their density.
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plays a striking visual regularity, organising into vertical “towers” and horizontal
“bands”. We also observe the broadening of the distribution of entanglement
entropies for typical states in the bottom row. This is consistent with the devia-
tion from Wigner-Dyson level statistics at this point and suggestive of a broader
breakdown of eigenstate thermalisation for the entire spectrum.
In the right column we move on to the coupling strength which leads to
the highest quality revivals. The main effect seen at this coupling strength is the
separation in overlap between the special states from the remainder. Furthermore,
the remaining states concentrate around the same energies as the special states.
The resulting narrow peaked distribution of overlap against energy is consistent
with the high quality revivals observed in its Fourier transform, the Loschmidt
echo. For typical states the entanglement entropy forms a narrow parabola once
again, indicative of the return to eigenstate thermalisation for typical states.
These results support the hypothesis that an isolated non-thermal H-invariant
subspace hidden within an ergodic “bulk” and that this reason for the dynamical
phenomena is independent of any nearby integrable point contrary to Ref. (86).
6.4 Long-range deformation
The success in improving the non-equilibrium dynamics with the simple pertur-
bation suggests it may be possible to further enhance the effect. It is natural to
consider longer-range versions of the same perturbation of the form
δH =
∞∑
d=2
hd
∑
j
Pj−1XjPj+1(Zj+d + Zj−d), (6.18)
where {hd} are a sequence of coupling constants. With this perturbation the
precession rate, between ◦ and •, of each site is influenced by the states of atoms
at increasing distances.
We numerically optimise the coupling constants to maximise the fidelity g at
the first revival. The coupling constants found in this way are shown in Fig-
ure 6.4. In the following section we will give details about this optimisation and
the optimisation of related cost functions. The coupling constants are found to
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Figure 6.4: Coupling constants hd in Equation (6.18) when chosen to maximise
the fidelity at first revival. These decay exponentially and are well fit by Equa-
tion (6.19).
be exponentially decaying making this an (exponentially) local perturbation that
can be fit by the simple function form
hd ≈ c
(φ+(d−1) − φ−(d−1))2 (6.19)
where φ is the golden ratio and c is some constant factor. The denominator of
this expression is a Fibonacci number.
In Figure 6.5 we compare the original unperturbed system, the system with
the optimal short-range perturbation Equation (6.2) found previously and the
optimal long-range perturbation Equation (6.18) for a periodic system of N = 32
sites. The quantum fidelity periodically revives with very small losses. This can
be seen in the inset to Figure 6.5 (a) which zooms in around the first revival at a
time τ . The infidelity here can be made as small as 1−g(τ) ≈ 10−6. Consistently
the entanglement entropy at each revival drops back nearly to zero removing the
linear growth typical of thermalising systems.
While this deformed model shows very stable non-equilibrium dynamics the
bulk of the spectrum remains thermal. To demonstrate this, we compute the dis-
tribution of unfolded level spacings P (s) shown in Figure 6.6 and the r-statistics
(inset). Both are consistent with the Wigner-Dyson surmise and show level re-
pulsion. Furthermore the trend with increasing system size N is clearly towards
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Figure 6.5: Enhanced oscillatory dynamics of the PXP model with long-ranged
perturbation. Many-body fidelity g (left) and bipartite entanglement entropy
S (right) following a quench from the Ne´el state for the system with pertur-
bation Equation (6.2). Data is for system size N = 32. (left inset) Close up
on the infidelity 1 − g at first revival shows the difference between the effects
of the short-range perturbation Equation (6.2) and the long-range perturbation
Equation (6.18). (right inset) Clear oscillations in the leading eigenvalues of the
reduced density matrix for the half system with the long-range perturbation.
the GOE value of 〈r〉 ≈ 0.53.
The near perfect fidelity revivals with the deformed Hamiltonian suggests
there is a small-dimensional subspace that has very high overlap with the initial
state and is closed under the action of the Hamiltonian. In the following section
we will see that the forward-scattering subspace itself is almost H-invariant at
this point. This then suggests that the H+ and H− form a closed algebra within
this subspace K. We numerically verify the approximate root system,
K
(
[Hz, H±]
) ≈ ±∆K (h±) (6.20)
where ∆ is a scalar constant and superoperator K acts by projecting into the
subspace K. To the extent Equation (6.20) holds, the algebra generated in the
subspace is that, up to a multiplicative factor, of a representation of SU(2). The
manner in which the forward-scattering subspace is constructed suggests that this
should be a single large spin representation (spin S = N/2).
In this identification the forward-propagating and backward-propagating parts
of the Hamiltonian are taken to be similar to raising and lower operators of
this large spin. The matrix elements are the β coefficients that were calculated
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Figure 6.6: Level statistics in the PXP model with long-ranged perturbation.
Distribution P (s) of unfolded level spacings s for the system with the optimal
long-range perturbation and the unperturbed system for comparison. As expected
from the r-statistic shown in Figure 6.1 both are well described by the Wigner
surmise and exhibit level repulsion. (inset) The r-statistic converges with system
size N towards the GOE value.
previously in the case without perturbation. The SU(2) theory prediction for
these matrix elements is
βk ∝
√
(k +N/2 + 1)(N/2− k). (6.21)
This is shown in Figure 6.7 (a) where we find the optimised model can be well fit
to this functional form. In contrast, the unperturbed model noticeably deviates
from the curve. The commutator Hz = [H
+, H−] then plays the role of a rescaled
Sz spin projection operator in this picture. Projected into the forward-scattering
subspace, Hz forms a diagonal matrix. We find the diagonal matrix elements
Hzk = 〈k|Hz|k〉 in Figure 6.7 (b) to be well fit by a straight line as is to be expected
from a spin projection operator. Finally, in this picture, the oscillatory dynamics
following a quench to |Z2〉 can be intuitively understood as the precession around
a field aligned in the x-direction of a spin originally aligned in the z-direction.
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Figure 6.7: Algebraic structure in forward-scattering subspace. This is a com-
parison between the unperturbed system and that with the optimal long-range
perturbation, Equation (6.18). (left) Off-diagonal matrix elements of the Hamil-
tonian in the forward-scattering subspace βk+1 = 〈k + 1|H+ |k〉. (right) Diag-
onal matrix elements of forward-scattering commutator Hz = [H
+, H−]. The
matrix elements of the optimised model are fit to a curve directly proportional
to
√
(k + 1)(N − k), which is the curve these coefficients follow for the uncon-
strained paramagnet.
6.5 Parameter optimisation
In the previous section we presented results for coupling constants {hd} chosen to
maximise the return probability of the Ne´el state at the first revival. It was found
that this infidelity could be made remarkably small, while preserving the ergodic
nature of the remainder of the Hilbert space. This suggests the phenomena
observed is independent of integrability. In this section we now discuss some
details of this optimisation procedure, and compare that with some alternative
optimization schemes. Since optimizing the fidelity revivals simultaneously tunes
several properties of the system (e.g. the microscopic structure of eigenstates and
their energy separation), we would like to understand the effect of perturbations
on each one of these properties. The evaluation of these alternative quantities in
some cases could be much more computationally tractable than calculating the
fidelity time-series. For this, we shall consider some alternative cost functions (or
figures of merit) which capture different properties of the system that we expect
to be important for producing the high return probability. As we explain below,
these cost functions are defined to vanish for the optimal model when there is an
exact SU(2) invariant subspace.
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We start by introducing these different cost functions. The first cost function
is our main object of interest – the return probability at the first revival. In
a short time interval around each revival, the fidelity is reliably unimodal, and
as such we can use a golden-section search to efficiently determine the location
of the revival peak, that is the period of the revival. On top of this, there is
a variational optimization for the couplings {hd}. Since we do not have much
intuition about the cost function expressed in terms of the couplings, we resort
to a general optimisation strategy, specifically we used the Nelder-Mead simplex
search, as implemented in the Scipy Python package. We use the same type of
search when optimizing any of the other cost functions mentioned below.
The second measure we consider is the subspace variance, which was intro-
duced in Section 5.2, which measures the energy fluctuations of a subspace. In
terms of the projection superoperator K into the forward scattering subspace it
can be expressed as
varK(H) =
∑
j
varψ˜j(H) = tr{KH2 − (KH)2}. (6.22)
Additionally, common to the case without perturbation discussed in the previous
chapter, this quantity is equivalent to the trace of the commutator,
varK(H) = tr{K[H+, H−]} = tr{K(Hz)}, (6.23)
which featured in the derivation of the optimal short range perturbation. We will
use this to measure H-invariance for the forward-scattering subspace K. If the
subspace variance were zero then the forward-scattering subspace would be closed.
Recall that the presence of perfect revivals would require the existence of such a
low dimensional closed subspace necessary, see Section 4.3. This measure is also
computationally easier than finding the revival peak as it can be obtained with
matrix product state methods. With this measure, beyond testing for a low-
complexity approximately H-invariant subspace, we are testing our hypothesis
that the subspace can be generated with our matrix splitting H = H+ +H−.
The third measure is a FSA error cost function — the first non-trivial forward-
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scattering error from Section 5.2,
‖δv3‖2 = ‖H− |3〉 − β3 |2〉 ‖2 = 〈3|H+H− |3〉 − β23 . (6.24)
The FSA error must be zero if the forward-scattering subspace is to be H-
invariant, but is itself not a sufficient condition. It is but one contribution to
the subspace variance, which is the sum of the forward-scattering errors at each
step.
The final surrogate we use seeks to measure how “anharmonic” are the en-
ergy spacings. We do this by taking the Ritz values (i.e. the FSA approximations
to the associated special eigenvalues) and finding the least-squares fit to having
equally spaced energy levels, i.e. minimising the root-mean-square of the residu-
als. Precisely, this is
frval = min
m,c
|j − jm− c|2 , (6.25)
where {j} = eig(K(H)) are the sorted Ritz values. This measure is testing the
idea that in the effective decoupled subspace, the Hamiltonian acts as a Sx gen-
erator of a large-spin representation of SU(2). Unlike the previous cost functions
which were focussed on how well decoupled the forward-scattering subspace is
from the rest of the system, the present Ritz-value cost function only sees the
dynamics within the subspace.
The different optimisation schemes are found to result in very similar cou-
pling constants, in particular the all follow the same rough dependence on d as
captured by Equation (6.19). The coupling constants {hd} are shown together in
Figure 6.8 (a), which we found by numerical optimisation for a system of N = 20
sites. Optimising for the harmonic spacing of Ritz values leads to some non-
monotonic behaviour in the coupling constants, but these still follow the same
general trend. They also behave inconsistently with regards to system size which
indicates this measure is not particularly well behaved.
We show the correlations between the different optimisation schemes in Fig-
ure 6.8 (b). In each of the four panels we find the optimised coupling constants
according to a particular cost function (given on the x-axis), and then evaluated
the cost according to each of the figures of merit (marked according to the leg-
end). We performed these calculations, again, for a size of N = 20 because of
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Figure 6.8: Cross-comparison of the different cost functions. (a) Coupling con-
stants for the perturbation found by minimizing various cost functions. The
labels: “fid” refers to the fidelity deficit at the first revival (also used in the main
text); “fsa” to the first non-trivial forward-scattering error, Equation (6.24); “tr-
var” to the subspace variance, 6.22, and “rvals” to the anharmonicity of Ritz
values, 6.22. (b) Evaluating the results of each of these optimization choices
against these same figures of merit. Different optimization choices are labelled in
the same way as in the left panel. The trace variance works as a good surrogate
for the fidelity deficit, which implies that the most important factor in producing
the quantum revivals is creating a good closed subspace.
the large number of different couplings that need to be examined. One feature
that particularly stands out is that optimizing for the first non-trivial error in the
FSA is no longer sufficient to find the fidelity maximum once longer range terms
are added beyond range 4. It’s possible to make this cost function very small,
however this has little further impact on the revivals or trace variance. In con-
trast, optimising for the subspace variance fares much better – its optimal model
also produces fidelity revivals with very similar accuracy. This highlights how
having a low-dimensional approximately H-invariant subspace, which contains
the initial state, is a stringent condition and strongly correlates with high-quality
revivals. Finally, while the harmonic spacing of the Ritz values is needed to pro-
duce revivals, it appears to trade off with increased line width. As a consequence,
optimising for harmonic energy spacing fares comparatively poorly in terms of
return probability and the other figures of merit. In conclusion, being able to
generate a low-dimensional, almost H-invariant subspace appears to be the most
important factor responsible for the oscillatory dynamics in the fidelity.
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6.6 Toy model and eigenstate embedding
Our results are part of a rapidly developing field of anomalous thermalisation.
Here we will discuss some of these other developments and how they might relate
to our results on the PXP model. The predictions of eigenstate thermalisation
are widely (161) expected to hold for all eigenstates at finite energy density and
in the limit of large systems under the following conditions: (i) Absence of local
conserved quantities, (ii) Short-range interactions, (iii) Translation invariance. In
support of this, exceptions to eigenstate thermalisation are typically found to
violate these conditions. Integrable systems have local conserved quantities and
thermalise to a generalised Gibbs’ ensemble (172) and do not satisfy the ETH.
Anderson and many-body localised systems also have local conserved quantities
beside not satisfying translation invariance. The challenge is to find exceptions
to the canonical thermalisation without violating these preconditions.
The idea of Ref. (153) is to “embed” non-thermal eigenstates corresponding
to the (degenerate) ground states of frustration free models into the middle of
an otherwise thermal spectrum. The construction starts from a family of local
projection operators {Pi} that are not assumed to commute with one another.
These operators pick out a subspace T which is their common nullspace, i.e.
Pi |ψ〉 = 0, (6.26)
for all i and |ψ〉 ∈ T. The subspace must be non-trivial. A Hamiltonian can then
be constructed as
Hˆ =
∑
i
PihiPi +H
′, (6.27)
where [H ′, Pi] = 0 for all i and the subspace T is Hˆ-invariant. The hi are chosen
under the conditions that PihiPi is a local operator such that Hˆ is short-range,
but are otherwise arbitrary. It is not required that [Pi, H] or even [hi, Pi] are
necessarily equal to zero. Topological order is commonly studied in the form
of frustration-free stabiliser models. In Ref. (121) this method was used to em-
bed the degenerate ground states of topological phases into the middle of the
spectrum.
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In Ref. (35), we introduced an example of this construction that closely resem-
bles the PXP model. The model is of a chain of N spin-1/2 degrees of freedom.
Define projectors
Pi,j =
1
4
(1−XiXj − YiYj − ZiZj) (6.28)
which has a subspace invariant under exchange of site i and j as its nullspace.
The n-th symmetric power of the spin-1/2 representation is the spin-n/2 repre-
sentation. Hence the common nullspace of Pi,i+1 for i = 1, . . . , N is this large
spin representation, because the transpositions (i, i+ 1) generates the symmetric
group SN . Using these we can produce a toy model,
H =
∑
j
Xj + Vj−1,j+2Pj,j+1 (6.29)
where Vj−1,j+2 is a generic two-site operator supported on the sites {j− 1, j+ 2}.
Therefore,Vj−1,j+2 commutes with Pj,j+1 as they have non-overlapping support.
The only relevant part of the Hamiltonian in the subspace is the
∑
j Xj term,
which in this subspace generates an X rotation of this large spin and produces
equally spaced eigenvalues. All other terms act as the zero operator. This toy
model demonstrates the key features we see in the PXP model. Perfect quantum
revivals are obtained starting from either of the two eigenvectors of
∑
j Zj within
this subspace, which are both unentangled states. These two initial states have
mean energy zero, but by choice of the Vj−1,j+2 this can be made the middle of
the spectrum, coexisting with the absolutely continuous spectrum. This example
illustrates how one might obtain results similar to those we observed in the PXP
model with and without perturbation by this method of embedding.
In another recent development, exact excited eigenstates were constructed
in the AKLT model (115, 116) using a method known as the single-mode ap-
proximation (67). The single-mode approximation is an Ansatz formed by linear
combinations of matrix-product states that are that of the ground state but with
a single site tensor substituted. The AKLT model (4) is one of a family of
frustration free stabiliser Hamiltonians built from projectors into particular spin
representations. This includes the Majumdar-Gosh model (102) that was used
to construct one of the examples in Ref. (153). The ground state stabilisers in
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these models are spin projectors like those used in Equation (6.28) to construct
our toy model.
In another recent work by Lin and Motrunich (100), an exact MPS eigenstate
was found at zero energy in the PXP model, where the spectrum is highly degen-
erate, and in the case of open boundary conditions another two exact eigenstates
were identified. These were close to the special eigenstates we identified, they
were found at similar energies and also have anomalously large overlap with Z2
but are not the same states. They then proceeded to construct other states on
top of these using the single-mode approximation but unlike in the work on the
AKLT model these were found to be only approximate.
6.7 Conclusions
In this chapter we have shown how the intriguing non-equilibrium dynamics ob-
served in the PXP model can be stabilised and enhanced by the addition of ex-
ponentially local corrections terms. The fidelity revivals can be tuned to within
10−6 of a perfect revival by numerical variation of the small number of param-
eters in the correction. Most strikingly the entanglement entropy growth over
time is almost arrested. These terms act to produce a well-isolated subspace of
special states as can be shown with the subspace variance. Concomitantly, the
Ritz values in this subspace become equally spaced consistent with the fidelity
oscillations. The special subspace can be identified using the forward-scattering
ideas from the previous chapter suitably adapted to the addition terms in the
Hamiltonian. The isolation of the subspace and harmonically spaced eigenvalues
together forms a SU(2) root system, with raising and lower operators given by
the forward and backward propagating parts of the FSA Hamiltonian splitting.
In more physical language the special subspace behaves as a precessing coherent
large spin.
This produces a picture quite similar to a class of model considered by (153),
which features a non-thermal subspace at finite energy-density despite generically
being non-integrable. Finding any of the other eigenstates need be no easier than
finding highly excited states of a completely chaotic system. From this we suggest
that the behaviour of the original PXP model is due to proximity to a model with
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exponentially localised corrections. This model would then fall into the class of
Ref. (153) and is non-integrable, but none the less violates the predictions of
eigenstate thermalisation.
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Chapter 7
Conclusions
In this thesis, we have focussed on the strange behaviour of the Rydberg atom
chain in the limit of strong van der Waals forces, as revealed in a recent ex-
periment (19). There it was found that, following certain quenches, coherent
oscillatory dynamics could be observed in observables such as the domain wall
density. We have demonstrated that the effective model for this problem displays
an unconventional form of ergodicity breaking, where the dynamical approach to
equilibrium is strongly dependent on the initial condition. The picture we have
advanced is one of a small non-ergodic subspace of scarred eigenstates, hidden
within an otherwise thermalising spectrum.
In Chapter 4, we showed the presence of strong quantum revivals where the
entire wavefunction with good fidelity periodically recurs. The oscillations can
also be seen in the entanglement entropy, where the rate of entanglement gen-
eration depends strongly on the initial state. The atypical dynamical behaviour
can be attributed to the presence of a small number of atypical eigenstates em-
bedded among the many typical eigenstates throughout the spectrum. These
special state have anomalously large overlap with the Z2 Rydberg crystal state,
approximately evenly spaced eigenvalues and greatly reduced entropy compared
to typical states at their energy densities. This allows for some initial conditions
to rapidly equilibrate, whilst others show persistent non-equilibrium properties.
Surprisingly, the model cannot be included within the existing classifications
of non-thermal quantum systems, as evidenced by the level statistics. Explicitly,
this rules out strong ergodicity breaking such as integrability and many-body
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localisation. However, the special states also form violations of conventional
ideas of eigenstate thermalisation where each eigenstate ought to look typical
for its energy density. Furthermore, in the remainder of the eigenstates there
are signs of anomalous thermalisation. In contrast to the detailed predictions
of the eigenstate thermalisation hypothesis, there is no Thouless plateau and
the matrix element fluctuations decay parametrically slower than the prediction.
These findings show this model to be a very interesting system in which to explore
quantum dynamics.
These findings we explained using a technique we call a forward-scattering
approximation. This efficiently finds approximations to the eigenstates forming
the scarred subspace. The Hamiltonian within this subspace is generated by a
pair of raising and lower operators, H+ and H−. From this, we can interpret the
subspace as a large spin, precessing about a constant field. This picture is approx-
imate as the subspace is neither truly closed, nor are the matrix elements within
in exactly those of an SU(2) generator. This leads to the decay in the oscillations
over long times. To make sense of these findings, we recalled the distinction be-
tween ergodicity and unique ergodicity from single-particle quantum chaos (71).
A quantum system can be quantum ergodic but not quantum unique ergodic
when it has a small number of exceptional eigenstates, these are then referred
to as a quantum scar. The approximately closed subspace could be considered
analogous to the bouncing ball quasi-modes of the Bunimovich stadium, which
were an important step in proving the existence of this single-particle quantum
scar.
Next, we showed that the scarred subspace can be enhanced by addition of
an exponentially local perturbation, while the complementary subspace remains
thermal. In this way, the fidelity revivals can be tuned to within 10−6 of a
perfect revival. Most strikingly, the growth in entanglement is nearly arrested.
Once again a forward-scattering subspace can be identified, which becomes almost
exactly closed under the dynamics. The forward-scattering subspace and the
scarred subspace then almost exactly coincide, and the algebra within the space
is essentially that of su(2), giving its interpretation as a large spin subspace.
A common hypothesis is that the quantum scar could be an effect due to prox-
imity to integrability (86), like the phenomena of prethermalisation (22). This
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would rely on some hitherto unknown realisation of an integrable system pertur-
batively close to the PXP model. The entire Hilbert space would presumably
become strongly non-ergodic sufficiently close to this purported integrable point.
In the opposite direction, there would be some mechanism such that some eigen-
states of this integrable point are less sensitive to the integrability breaking and
leave behind a remnant of special eigenstates. The evidence for this hypothesis
is mixed. While in Ref. (86) it was found that level repulsion, a key indicator of
non-integrability, could be suppressed by the addition of a perturbation, we found
in Ref. (35) that the usual dynamical properties could be improved by moving in
the other direction.
As we noted in Chapter 6, the scarred subspace picture is compatible with
a family of models recently devised with the construction of Ref. (153). These
are non-integrable and qualify as quantum scarred models. They are constructed
from frustration-free Hamiltonians, which provides an additional symmetry op-
erator to separate the special eigenstates from the typical ones. Recent work has
suggested a connection between the PXP model and the AKLT model of this
form (152).
Another approach taken to the description of the usual dynamics in this sys-
tem is the time dependent variational principle for matrix product (65, 66). The
original variational Ansatz takes coherent states distinguishing only even and odd
sites, and projects into the subspace which satisfies the constraints (19, 74). The
classical phase space for these equations of motion features a stable periodic or-
bit, on which the initial Rydberg crystal states lie. The Lyapunov exponents (68)
for this classical dynamical system vanish on this trajectory. At each point along
a trajectory, an error is made in the variational approximation, which geometri-
cally is the extent that the quantum dynamics points out of the manifold. The
other trajectories in the phase space are drawn towards a fixed point where the
error grows as the quantum evolution flow becomes perpendicular to the vari-
ational manifold. A hypothesis offered up in this line of research is that the
periodic orbit in the variational manifold is a counterpart to the periodic orbits
in classical billiard systems, which can ultimately lead to a single-particle quan-
tum scar (74, 111). These TDVP methods have been extended to find additional
weakly-entangled initial states with regular dynamics (111), and generalisations
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to high-spin models (27, 74). Another interesting finding is the appearance of
mixed phase space, where some regions are regular and toroidal whilst others are
chaotic, in this system, and others beside (111).
There are many open directions around the PXP model. An important one is
the ultimate fate in the thermodynamic limit: both dynamically and in eigenstate
properties. This is a challenging problem for numerics which can often only see
finite sizes, and probably too difficult to answer conclusively without an exact
theory. At larger sizes, it might be that what is currently individual eigenstates
might melt into those states close by in energy. It appears that the effective
number of eigenstates that would share the quasi-mode character must be very
small, at least compared to the exponential number required to dilute it enough
to hide below the ETH fluctuations. This is similar to the spirit of single-particle
quantum scars where the quasi-modes are concentrated into a small number of
eigenfunctions. Otherwise, it would be very strange that, even when the density
of states has become very large, it has not already occurred. Of course, with
the exponential density of states, there is some principle which suppresses mixing
with other eigenstates.
The PXP model has a wide variety of different presentations in one dimen-
sion: Rydberg atoms, dimers on a ladder, monomer-dimer models on the line and
Fibonacci anyons. These all suggest different generalisations to two dimensions.
For example, there has recently been great progress in the quantum simulation
of lattice gauge theory (149). Lattice gauge theories are another setting in which
constrained Hilbert spaces naturally arise. It seems reasonable to expect exper-
iment similar to the one reported in Ref. (19) on 2D Rydberg atom lattices in
the near future. After all, the experiment on the Rydberg chain was done by
preparing many chains in parallel. It will be interesting to see how dimension-
ality, Hilbert space constraints and symmetries are important in the quantum
scar. The ground space subspaces found in topologically protected spaces and
their manipulation form the basis for topological quantum computation (123). It
would be interesting to consider how the scarred subspace could be of use in a
quantum information protocol.
More generally the outlook for future progress in our understanding of quan-
tum dynamics is promising. With the growing capability of quantum simulation
108
experiments, we can expect that the many-body quantum scar is only one of the
first surprises in quantum dynamics to be uncovered. May there be many more
to come.
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