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Abstract
We present BDF-type formulas capable of the exact integration (with only round-off errors) of differential
equations, the solutions of which belong to the space generated by the linear combinations of 〈1, eAx, xeAx〉.
Plots of their 0-stability regions in terms of  are provided. We will see that the explicit method is 0-stable with
many parameters h. Plots of their regions’ absolute stability that include all the negative real axis are provided.
Numerical examples show the efﬁciency of the proposed codes, specially when we are integrating stiff problems
with the explicit method.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Several numerical methods have been proposed for initial-value problems (IVPs) of the form
y′(x) = F(x, y(x)), y(x0) = y0, (1)
where y = [y1, . . . , ym] and F = [f 1, . . . , f m].
Equations having highly oscillatory solutions or stiff problems are very common problems in many
ﬁelds, such as atmosphere, biology, celestial mechanics, combustion, control, dispersed phases, ﬂuids,
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heat transfer, chemical kinetics, lasers or mechanics (see [1,3]). In general, any physical system modeled
by an ordinary differential equation and having physical components with greatly differing time constants
leads to a stiff problem. Singularly perturbed problems or discretized partial differential equations can
be stiff problems, too.
Traditionally, implicit BDF and implicit Runge–Kutta are used in this kind of problems. We are going
to construct methods that will improve the numerical results of the classical methods such as MEBDF
and Radau5.
The idea of using exponentially ﬁtted formulas for the approximation numerical integration of certain
classes of stiff systems has recently received considerable attention (see, for example, [3,10] or more
recently [7,13]).
By these methods, specially with respect to [7,13], where other exponentially BDF methods are con-
structed, the stability regions are improved. For example, the explicit BDF method is 0-stable with many
parameters h, as we will see in Section 3.
The article is divided as follows: in Section 2, we will construct the methods in the scalar case and we
will study the local truncation error. In Section 3, we will provide plots of the 0-stability of the methods,
and then, the deﬁnition of absolute stability of the methods and some plots of those regions. In Section 4,
we will extend the methods to the vectorial case and we will prove that we can study properties through
the scalar case. Finally, in Section 5 we will compare our algorithms with well-known algorithms for the
numerical solution of stiff problems.
2. Exponential-ﬁtting BDF methods
It is easy to check that the two-step explicit method with ﬁxed step-length (applied to scalar problem)
c0yn+1 + c1yn + c2yn−1 = hf (xn, yn), (2)
where the coefﬁcients are
c0 = −1 + e
h − h
(−1 + eh)2 , (3)
c1 = 1 + h + e
2h(−Id + h)
(−1 + eh)2 , (4)
c2 = −e
h(1 + eh(−1 + h))
(−1 + eh)2 , (5)
has the properties of integrate exactly Eq. (1) when the solution belong to the space 〈1, ex, xex〉.
The two-step implicit BDF method of ﬁxed step-length
c∗0yn+1 + c∗1yn + c∗2yn−1 = hf (xn+1, yn+1), (6)
where the coefﬁcients are
c∗0 =
eh(−1 + eh − 2h + ehh)
(−1 + eh)2 , (7)
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c∗1 =
−eh(−1 − 2h + e2h)
(−1 + eh)2 , (8)
c∗2 =
e2h(−1 + eh − h)
(−1 + eh)2 , (9)
again, has the same properties, that is, the method integrates exactly Eq. (1) when the solution belong to
the space 〈1, ex, xex〉.
With some algebra it is easy to give the local truncation error of the explicit method:
h3
2y′(x) − 2y′′(x) + y′′′(x)
6
, (10)
while the error of the implicit method is
−h3 
2y′(x) − 2y′′(x) + y′′′(x)
6
. (11)
Then, both methods are consistent of order two.
We can conclude that both methods are convergent of order two, while they verify the 0-stability
conditions of the methods.
3. Stability of the methods
Firstly, we will study the 0-stability regions of the new methods.
In this case, we only need to show when the roots rk of the characteristic polynomial
p(r) =
2∑
i=0
ci(h)r
2−i (12)
veriﬁes | rk | < 1 and those of modulus unity are simple.
To get 0-stability of the explicit method we have to study if the roots of the polynomial
c0x
2 + c1x + c2 = 0 (13)
all have modulus less than one, and those of modulus unity are simple (where c0, c1, c2 are given in (3),
(4) and (5)).
The roots of this polynomial are 1 and −eh(1 − eh − ehh)/(−1 + eh − h). Then, the 0-stability
region of this explicit method is all C−, as shown in Fig. 1.
If we want to study the 0-stability of the implicit one, we have to get the h values verifying that the
roots of
c∗0x2 + c∗1x + c∗2 = 0 (14)
all have modulus less than one, and those of modulus unity are simple (where c∗0, c∗1, c∗2 are now given in
(7), (8) and (9)).
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Fig. 1. 0-stability of two-step explicit method.
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Fig. 2. 0-stability region of two-step implicit method.
We show the 0-stability region in Fig. 2.
Now, we can study the absolute stability regions in the cases where the method is 0-stable.
The classical deﬁnitions of regions of absolute stability and A-stability (see [8]) were designed for
linear multistep methods with constant coefﬁcients. In this section those deﬁnitions are modiﬁed so as
to provide a basis for linear stability analysis of exponential-ﬁtting methods for the special class of
ordinary differential equations of type (1). The stability properties of proposed methods are analyzed to
demonstrate its relevance to stiff oscillatory problems.
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Fig. 3. Absolute stability regions (in grey) for the two-step explicit method. Real parameter in the method h.
We are going to consider as test problem the scalar problem
y′(t) = y(t), (15)
but the parameter of the method will be h, where Re()< 0, Re()< 0.
That is, we are going to introduce the value  in the method, while the true solution depends on
the exponential of . When we applied the methods to this equation we obtain the following stability
polynomial:
2∑
i=0
ci(h)r
2−i = hr2−s , (16)
with s = 1 in the explicit case and s = 0 in the implicit one.
Deﬁnition. The linear multistep method is said to be absolute stable for a given pair u=(u1=h, u2=h)
if for that u all the roots of the stability polynomial satisfy | rk | < 1 and to be absolutely unstable for
that u otherwise.
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Fig. 4. Absolute stability regions (in grey) for the explicit method. Imaginary parameter in the method h.
Deﬁnition. The linear multistep method is said to have a region of absolute stability RA, where RA is a
region of the complex space C × C, if it is absolute stable for all u ∈ RA.
Of course, it is impossible to plot regions of absolute stability; however, we can ﬁx the ﬁrst component
of u (that is to say a value of u1 = h that makes the method 0-stable) and plot in the complex plane the
values of the second component h that makes the method absolute stable.
This new deﬁnition is needed because we do not know the matrix A with which we calculate the
coefﬁcients, and because it can change with the function of the time variable or with the solution of the
IVP.
Then, we have to consider the possibility of differences between the matrix A in the method and the
optimal one.
In this case, the explicit method is absolute stable (with the new deﬁnition of absolute stability) if the
roots of the polynomial
c0x + (c1 − h)x + c2 = 0 (17)
all have modulus less than one, where we get c0, c1 and c2 from (3), (4) and (5).
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Fig. 5. Absolute stability regions (in grey) for the implicit method. Real parameter in the method h.
Now, we show in Fig. 3 the behavior of the absolute stability of the explicit method, with different
values h ∈ R−.
We can see that the region grows when h −→ −∞, with h ∈ R−, that is, when the parameter | h |
is bigger, the error can be bigger and the method stable.
We plot the stability regions when the parameter h ∈ C− in Fig. 4.
We can see that in the same direction, when the modulus of the parameter grows, the stability region
grows too.
Now, we are going to study the regions of absolute stability of the implicit method, that is, when the
roots of the polynomial
(c∗0 − h)x2 + c∗1x + c∗2 = 0 (18)
as function of x are all of modulus less than one, where c∗0, c∗1 and c∗2 are given in (7), (8) and (9).
In Fig. 5 we show the absolute stability regions of the implicit method with h ∈ R−.
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Fig. 6. Absolute stability regions (in grey) for the implicit method. Imaginary parameter in the method h.
We can see that these regions are very big (bigger than the explicit ones) and when h −→ −∞ (with
h ∈ R−), the stability region is bigger.
We can see that the regions of absolute stability of the implicit method are symmetric (in Fig. 6), as
the explicit one.
4. Extension to the vectorial case
Stiffness in numerical examples of the scalar kind is not very usual. However, it is very easy to construct
methods with the same properties that solve the IVP problem
y′(x) = F(x, y(x)), y(x0) = y0, (19)
where, now, y = [y1, . . . , ym], and F = [f 1, . . . , f m].
The explicit method is
c0yn+1 + c1yn + c2yn−1 = hF(xn, yn), (20)
where, now, the coefﬁcients are
c0 = (−Id + eAh − Ah)(−Id + eAh)−2, (21)
c1 = (Id + Ah + e2Ah(−Id + Ah))(−Id + eAh)−2, (22)
c2 = (−eAh(Id + eAh(−Id + Ah)))(−Id + eAh)−2. (23)
The implicit method is
c∗0yn+1 + c∗1yn + c∗2yn−1 = hF(xn+1, yn+1), (24)
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the coefﬁcients being
c∗0 = eAh(−Id + eAh − 2Ah + AeAhh)(−Id + eAh)−2, (25)
c∗1 = −eAh(−Id − 2Ah + e2Ah)(−Id + eAh)−2, (26)
c∗2 = e2Ah(−Id + eAh − Ah)(−Id + eAh)−2. (27)
Methods as (20) or (24) are usually called stable if for some M ∈ R+
‖An+l · · ·An‖M (28)
for all n and l0 (see [5]), where
An = · · · = An+l =
(−c1.(c0)−1 −c2.(c0)−1
Id 0
)
(29)
in the explicit case, or
An = · · · = An+l =
(−c∗1.(c∗0)−1 −c∗2.(c∗0)−1
Id 0
)
(30)
in the implicit one.
However, if we take
T =
(
Id Id
0 Id
)
, (31)
then we have that
T −1An+iT =
(
A∗n+i 0
Id Id
)
, (32)
A∗n+i being the second root of (13) in the explicit case (changing  by A and 1 by Id) or the second root
of (14) in the implicit case (again changing  by A and 1 by Id).
Then, we can study stability through the scalar case. Because if for all i eigenvalue of A the modulus
of the second root of the polynomial is less than one, then
‖An+l . . . An‖‖T ‖‖T −1‖. (33)
5. Numerical examples
The improve of those methods, is not only the fact one is explicit, but the behavior with stiff oscillatory
problems, too.
We will say that one ODE is stiff oscillatory when y′ = F(t, y) and jacobian Fy has eigenvalues i ,
j , where Re(i)>0 and | Im(j )/Re(j ) | ?1.
In this kind of problems we have compared the new methods with other well-known methods (for
stiff problems), as Radau5 and MEBDF (see [5,6,2]). These are variable-step, higher-order and implicit
methods, but the results with the new methods are not worse with many stiff oscillatory (and not oscillatory)
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Fig. 7. Results in modiﬁed B5.
problems. We have compared with RadauIIA with ﬁxed step-length (see [5,6]), too, because it is a two-step
method; however, this is an implicit method, too.
We have chosen the test known as B5 (in Jeff Cash’s web page, for example). But our methods solve
this problem exactly. Then we have changed this problem a little to get
⎛
⎜⎜⎜⎜⎜⎝
y′1(t)
y′2(t)
y′3(t)
y′4(t)
y′5(t)
y′6(t)
⎞
⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎝
−10y1(t) + wy2(t)
−wy1(t) − 10y2(t)
−4y3(t)
−y4(t)
−0.5y5(t)
−0.1y6(t)
⎞
⎟⎟⎟⎟⎟⎠
+
⎛
⎜⎜⎜⎜⎜⎝
(cos(t) + 10 sin(t))
w sin(t)
0
0
0
0
⎞
⎟⎟⎟⎟⎟⎠
, (34)
where w = 50 and we have considered  = 10−3>1 (to prove absolute stability is a very difﬁcult test).
The solution of this problem is
sol(t) =
⎛
⎜⎜⎜⎜⎜⎝
e−10t (cos(wt) + sin(wt)) +  sin(t)
e−10t (cos(wt) − sin(wt))
e−4t
e−t
e−t/2
e−t/10
⎞
⎟⎟⎟⎟⎟⎠
. (35)
In Fig. 7 we show the biggest error, maxi=1,...,n‖yi − y(ti)‖2, with the new explicit method and with
RadauIIA (ﬁxed step-length).
Then, we observe the ﬁrst improvement of the new methods: if we choose correctly the matrix Ah,
parameter in the method, the new methods have very good results in stiff problems where good stability
regions are needed.
These methods are able to solve exactly all ODEs of the class y′(t)=Ay(t)+ b (when eigenvalues of
A, i ∈ R−), with b = [b1, . . . , bn], bi ∈ R, as many test problems, between stiff problems.
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For example, the heat equation ut = uxx + f (x), if we discretize the spacial problem we get a stiff
problem, as stiff as we want (see [11]), with eigenvalues in [−4N2,−2] and N → ∞. But the method
integrates this problem without local truncation error.
This is a new improvement which is very interesting in partial differential equation. For example, we
have considered the problem of the heat equation that appears in [4]
ut = uxx + f (x), u(0, x) = 0, 0x1,
u0(t) = 0, uN+1(t) = 0, t ∈ [0, 1], (36)
where f (x) is an approximation of the Dirac delta function at x = 0.5. Discretizing in space, we obtain
u′(t) = Au(t) + b, u(0) = [0, . . . , 0], (37)
where A is the matrix of dimension N × N
A = N2
⎛
⎜⎝
−2 1 0 . . . 0
1 −2 1 0 . . .
. . . . . . . . . . . . . . .
0 . . . 0 1 −2
⎞
⎟⎠ (38)
and u(0) a vector of dimension N. The new methods solve exactly (without local truncation error), for
example, in 10 steps (the explicit method needs 10 function evaluations), however, with N = 100, the
method MEBDFDAE with variable-order until seven variable-step, with tol = 10−4 needs 28 835 steps
and 103 024 function evaluations to integrate until t =1, with error ‖y28 835 −y(1)‖2 ≈ 1.77379×10−4.
We have proved with linear problems until here, now we are going to consider a nonlinear problem:
the Brusselator model is a two variable nonlinear dynamical model, it shows a simple mechanism of
chemical reactions that exhibits properties of nonlinear oscillations.
The chemical mechanism is
A −→ X,
B + X −→ Y + D,
2X + Y −→ 3X,
X −→ E,
A + B −→ D + E,
(39)
where A,B are input chemical maintained at constant concentrations; D,E are output chemicals and
X, Y are intermediates.
Then, the rate equations for these two intermediates are
du
dt
= A − (1 + B)u + Cu2v + 1 d
2u
dx2
,
dv
dt
= Bu − Cu2v + 2 d
2v
dx2
. (40)
This is the equation we have considered. Again, we have discretized variable x ∈ [0, 1], and we have
transformed the partial differential equation in an ordinary differential equation.
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In this example, we have considered A = 0.25, B = 0.01, C = 0.1 and 1 = 2 = 0.2, with boundary
conditions
u(x, 0) = 1 + sin(2x)
2
, v(0, x) = 0.5,
u0(t) = 0.4 = uN+1(t), v0(t) = 0.4 = vN+1(t), (41)
where N = 1/
x = 100.
In this way, we have got 200 ordinary differential equations with eigenvalues of the Jacobian in
[−8000,−1.9], then the problem can be considered stiff.
We have integrated the problem in [0, 5], and we have calculated the error at t = 5 as√(∑N
i=1(uei − ui(5))2 +
∑N
i=1(vei − vi(5))2
)
/200 (where uei , vei are the results of the methods at t=5),
to have an idea of the medium error at each component. We compare the error and the number of the
function evaluations in the following table:
Error Number of function evaluations
Explicit method, order 2 5.22003 × 10−6 50
MEBDF, variable order until 7 2.08744 × 10−5 59
Radau5, order 5 1.11443 × 10−4 91
We have considered Liniger and Willoughby’s nonlinear problem [10]:
y′ = 0.01 − (1 + (y + 1000)(y + 1))p(y, z), y(0) = 0,
z′ = 0.01 − (1 + z2)p(y, z), z(0) = 0, (42)
where p(y, z)= 0.01 + y + z. We have integrated this problem in x ∈ [0, 100], and eigenvalues at x = 0
are 1 = −1012 and 2 = −0.01. We show the results in the following table:
Error Number of function evaluations
Implicit method, h = 0.065, order 2 2.376 × 10−6 4800
MEBDF, Rtol = 10−4, until 7 4.204 × 10−6 394 147
We ﬁnally consider a nearly periodic IVP which was studied in [12,9]:
y′′(t) + y = 0.001eit , y(0) = 1, y′(0) = 0.9995i. (43)
This problem is not stiff, and it represents motion on a perturbation of a circular orbit in the complex
plane in which the point y(t) spirals slowly outwards.
The IVP (43) can be expressed as
y′1 = y2, y1(0) = 1,
y′2 = −y1 + 0.001 cos(t), y2(0) = 0,
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y′3 = y4, y3(0) = 0,
y′4 = −y3 + 0.001 sin(t), y4(0) = 0.9995. (44)
The true solution is given by
y1 = cos(t) + 0.0005t sin(t),
y3 = sin(t) − 0.0005t cos(t). (45)
The eigenvalues of this problem are pure imaginary. This is a difﬁculty to many methods that integrate
stiff problems.
We are going to compare again the explicit method with Radau5 and MEBDF. We show the errors in
the point t = 40 in the following table:
Error Number of function evaluations
Explicit method, order 2 1.284 × 10−5 480
MEBDF, order until 7 2.555 × 10−5 708
Radau5, order 5 6.953 × 10−5 1689
Finally, the same problem was solved with the symmetric multistep method of Lambert and Watson [9]
as well as the Stormer–Cowell ﬁve step multistep formula (both methods of order 6). We show the errors
in the following table:
Explicit method Symmetric, order 6 Stormer–Cowell, order 6
h = /4 9.544 × 10−5 0.031272 0.048014
h = /12 1.284 × 10−5 3.321 × 10−5 7.325 × 10−5
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