In this work, we characterize the existence of a solution for a certain variational inequality by means of a classical minimax theorem. In addition, we propose a numerical algorithm for the solution of an inverse problem associated with a variational inequality. To this end we state a collage-type result in this variational framework.
Introduction
The well-known collage theorem [2] , a direct consequence of the Banach fixed point theorem, states that for the unique fixed point x 0 of a c-contractive self-mapping Ψ on a complete metric space (X, d), there holds
This result has became a fundamental tool for a class of numerical methods providing the solution of some inverse problems: see, for instance, [15, 18, 19] . Furthermore, if one replaces the Banach fixed point theorem by the Lax-Milgram theorem or some of its generalizations ( [13, 31] ), it is possible to establish results along the lines of the collage theorem: these are the so-called generalized collage theorems ( [5, 16, 17, 18] ). Our main aim in this paper is to state a collagetype result starting from the Stampacchia theorem to deal with inverse problems related to a variational inequality.
First of all, we prove that the existence of a solution for a variational inequality in a reflexive Banach space is equivalent to the existence of a constant satisfying an adequate convexity condition. To this end, we make use of the classical minimax theorem of J. von Neumann and K. Fan. In addition, we show how our result clearly implies the Stampacchia theorem.
Once the existence of a solution is studied, we deal with the inverse problem associated with a variational inequality. 
Existence of a solution for variational inequalities
We adopt a minimax approach for deaing with variational inequalities, as in [12, 30] , unlike that of K. Fan [7] (see also [1] ), where an equilibrium result is the main tool. In this way, we not only derive sufficient but also necessary conditions for the existence of a solution for a certain variational inequality.
We make use of the following classical minimax theorem ( [8, 14, 23] 
This result has been used, in an equivalent form of theorem of the alternative, or that of Hahn-Banach type result, to characterize the existence of a solution for nonlinear infinite programs: see [20, 21, 22, 28] . Let us also mention that the convexity condition in Theorem 2.1 is the so-called infsup-convexity (see [14, 29] 
Proof. The fact that (2.1) implies (2.2) is very easy to check: it suffices to consider α := x 0 and use the linearity of a at its first variable.
And conversely. Let X := Y ∩ αB E and observe that, thanks to (2.2) with m = 1, it holds
Then, we write
and so, µ ∈ R. If we define the bifunction f :
and the minimax theorem, Theorem 2.1, applies when we endow E with its weak topology, since X is a nonempty, weak compact and convex subset of E (Y is weak closed and B E is weak compact) and f is concave and weak continuous on X. Therefore, there exists
which is clearly equivalent to the condition (2.2). ✷
When, in addition, Y is convex -in this case Y is closed for the norm topology, since it is weakly closed and convex-and a is non-negative at the diagonal, the condition (2.2) is simpler and (2.1) can be equivalently reformulated:
Under the same assumptions that in Theorem 2.2, let us also suppose that Y is convex and that, for all x ∈ E, a(x, x) ≥ 0. Then 
The existence of solution for (systems of) variational equations or different variational inequalities has been previously established by means of minimax inequalities or the Hahn-Banach theorem [12, 13, 27, 30, 31] .
Let us note that Stampacchia's theorem is a direct consequence of the previous result:
assume that E is a Hilbert space, Y is a nonempty, closed and convex subset of E, a : E×E −→ R is ρ-coercive (ρ > 0), continuous and bilinear and that x * 0 ∈ E * -here we do not use the Riesz identification of E with its topololgical dual E * -. These hypotheses are sufficient for the existence
To prove this, let β > 0 such that Y ∩ βB E = ∅ and note that
hence in particular, for some α > β we have that (Y ∩ αB E = ∅ and) a(y, x) ), so condition (2.4) is valid and then the variational problem (2.3) admits a solution.
The inverse problem
The Stampacchia theorem straightforwardly implies the following collage-type result, which will allow us to deal with an inverse problem associated with a certain variational inequality. The role of this result is the same as that of the Banach fixed point in the collage treatment of some inverse problems (see, for instance, [15] ). In fact, such an approach is motivated by this stability idea, previously considered for differential and variational equations in terms of the Lax-Milgram theorem or some of its generalizations, which is known as the generalized collage theorem: see [5, 16, 17, 18, 19] .
Theorem 3.1 Let J be a nonempty set, E be a real Hilbert space, Y be a nonempty, closed and convex subset of E, and for all j ∈ J let x * j ∈ E * , a j : E × E −→ R be continuous, bilinear and such that, for some ρ j > 0, y ∈ E ⇒ ρ j y 2 ≤ a j (y, y).
If in addition
Proof Given y ∈ Y and j ∈ J, the announced inequality follows from this chain of inequalities:
We point out that, if Y is a closed affine subspace of E, then we can replace in the theorem a j (y, ·) − x * j by (a j (y,
As mentioned above, our work is motivated by the collage treatment in [17] , here for the following inverse problem: let us assume the hypotheses in Theorem 3.1 hold. If y ∈ Y is a given target element, then we want to determine, if possible, that j 0 ∈ J minimizing the distance y − x j , that is,
However, such an optimization problem is very difficult to solve, since we should not only minimize that function but also solve all the variational problems: find ( [5, 16, 18, 19] ). Let us notice that Schauder bases are tools for the numerical solution of a wide variety of differential, integral and integro-differential problems [3, 4, 10, 11, 24] . It is worth mentioning that, unlike in our motivating works [5, 16, 17] , the choice of the target function is obtained by an approximation of the exact solution provided by a Galerkin scheme for the direct problem. Therefore, such a numerical method will become an auxiliary tool for dealing with the inverse problem. Now, we illustrate this collage-based numerical method for the solution of the inverse problem associated with the family of variational inequalities (3.5) . Before this, we introduce the above-mentioned numerical method for approximating the direct problem. 
Then, the Stampacchia theorem, when applied to the continuous, bilinear and 1-coercitive form
and the continuous and lineal functional x * 0 :
guarantees the existence of a unique solution u ∈ Y of the variational inequality (3.7). Now we introduce a Galerkin method based upon the properties of a certain Schauder basis in H 1 0 (0, 1). To this end, if we write (3.7) with ω ∈ H 1 0 (0, 1), ω := v − u we obtain
In order to generate an increasing sequence of finite dimensional linear subspaces of H 1 0 (0, 1) whose union is dense in this space, let us consider the Haar {h k } k≥1 in L 2 (0, 1) and define the sequence in H 1 (0, 1)
and for any k ≥ 2,
This sequence is a Schauder basis for H 1 (0, 1) and the sequence {g k+2 } k≥1 is also a Schauder basis for H 1 0 (0, 1) (see [9, Propositions 4.7 and 4.8] . Let us note that we can express any element v ∈ Y as
for some scalars α k . Then, we define the aforementioned m-dimensional subspaces H m := span {g 3 , . . . , g m+2 } ,
(m ≥ 1).
In the following table we collect the errors generated when approximating the exact solution u We analyze the performance of the collage-based method. In order to illustrate it, we take j = √ 2 and obtain a target function u m ∈ Y by the Galerkin method described in Example 3.3.
Then, in order to solve the inverse problem given in (3.6), we observe that in our problem inf j∈ [1, 4] a j (y, ·) − x * = inf j∈ [1, 4] sup ω ∈ H 1 0 (0, 1) ω = 1 |a j (y, ω) − x * (ω)|. Now, we note that ω ∈ H 1 0 (0, 1) can be written as
for some scalars α k verifying that |α k | ≤ 1. Then inf j∈ [1, 4] sup ω ∈ H 1 0 (0, 1) ω = 1 |a j (y, ω) − x * (ω)| ≤ inf j∈ [1, 4] ∞ k=1 (a j (y, g k+2 ) − x * (g k+2 ) .
The next table shows the approximations obtained for j solving the minimizing problem inf j∈ [1, 4] n k=1 (a j (y m , g k+2 ) − x * (g k+2 ) .
for the value n = 31, with different target elements u m of the previous example. 
