An alternate method for ranking journals based on the algorithm used in the Google search engine for pagerank is applied to the information science and library science set of journals from Journal Citation Reports. A method of calculating individual paper influence based on this algorithm is proposed.
Introduction
A common measure of the importance of a journal in a field is the impact factor as calculated by the Institute of Scientific Information (ISI) and published in their Journal Citation Reports (JCR) annually. This is calculated by dividing the total number of citations to articles published in the previous two years from articles published in the JCR year by the total number of articles published in the previous two years. This is the average number of times that articles published in the journal in the previous two years have been cited. This includes self citations, cites from articles in the same journal. The only normalizing factor in this calculation is the number of articles that are published in the journal.
This measure has been criticized many times. For example by Seglen (1997) , lists a number of limiting factors for the measure. First, the journal impact factor conceals the difference in article citation rates, so we should be looking at more article-based measures. Also, "Journal impact factors depend on the research field: high impact factors are likely in journals covering large areas of basic research with a rapidly expanding but short lived literature that use many references per article" (Seglen, 1997) . Thus, it is useful to analyze subfields separately as we will here. Garfield (1996) himself suggested some modifications of impact factor that could be done and also emphasize s that individual articles are important when doing evaluations. He also discusses some of the differences between review articles, method articles, and others. Glänzel and Moed (2002) give a comprehensive review of previous work on journal measurements based on citations and summarize nine limitations of the impact factor measure discussed previously in the literature. The first two limitations listed are that there is no normalization for different referencing patterns in the difference disciplines and that the quality and merits of the citing journal are not incorporated. Vinkler (2002) also concentrates on the problems of journals in subfields and proposes an adjustment based on the citations within a set of journals. Mainly because of these reasons, we are interested in recalculating the ranking of the journals by bringing a new factor: the importance of the journal that references another journal. The journals analyzed will be limited to one subject field. We can do this by analogy with the pagerank factor that is used as weighting factor in some internet search engines, particularly in Google. The original white paper by Brin and Page (n.d.) is still available on the web. Before we discuss this measure for journals we will introduce some notation.
Notation
In order to discuss any of the measures based on journal citations including the measure in this paper, we start with an asymmetric journal cross-citation matrix. Using the same notation as Glänzel and Moed (2002) for the matrix, we have the data as displayed in table 1. There are journal titles in the rows (citing sources) and in the columns (cited journals). Each cell value C ij is the number of references that the source journal J is gives to a destination (cited) journal J dj . The row sum R i represents the total number of references given from J i to all the other journals. The column sum C j represents the total number of citations received by journal J i from the source journals. In addition, one must specify the time period for both the source journals (t r ) and the destination journals (t c ). Table 1 . Cross-citation matrix We can then express the impact factor of a journal as:
Another measure that has the same objectives as our measure, is the journal influence measure of Pinski and Narin (1978) , which can be expressed as:
As we will show later, our measure based on page rank is closely related to their influence measure.
Calculating a "Journal Rank" and Influence.
We will start with a definition of pagerank for web pages: "PageRank is defined as follows:
We assume page A has pages T1...Tn which point to it (i.e., are citations). The parameter d is a damping factor which can be set between 0 and 1. We usually set d to 0.85. There are more details about d in the next section. Also C(A) is defined as the number of links going out of page A. The PageRank of a page A is given as follows:
Note that the PageRanks form a probability distribution over web pages, so the sum of all web pages' PageRanks will be one." (Brin and Page, Section 2.1.1)
The damping factor is not justified in the paper but seems to included to allow an adjustment for how much the other pages influence the pagerank of page A. Also, the correct wording is that the average pagerank is one, not the sum. Another way of explaining the formula is that the page rank of a web page is divided up evenly amongst the pages that it links to.
We can calculate the "pagerank" of a journal by using the same formula but substituting journals for web pages. We must first interpret C(T i ) for journals. If we stay strictly to the analogy then C(J i ) is the number of other different journals that journal T i references. It does not count the number of references and does not count self citations. The formula for journal rank F of journal A then becomes:
where journal A has journals J 1 to J n which reference journal A. We will call it journal rank to continue the terminology used for web pages. Thus the journal rank of a journal is divided up among the journals it references. The parameter d is a damping factor which can be set between 0 and 1. Brin and Page usually set d to 0.85 to start. Since all weights are distributed over the journals the average of all journal ranks will be one. So F is not an actual rank number but a journal ordering can be calculated from it. In order to calculate the actual values an iterative procedure must be employed, as we don't know any of the F values to insert in the formula above. We can start with simple initial values such as one and in most cases the formula will converge to stable values. Since this is n equations in n unkowns we can use standard matrix theory to explain the solution of the equations (see also Pinski and Narin,1976) .
To test the feasibility of this procedure a data subset from 54 journals in information science and library science as designated in JCR 2004 for the social sciences has been downloaded. The journal rank values have been calculated and the results compared with the ranking by impact factor and Pinski and Narin's influence measure (See Appendix 1). Before we make comparisons between the different measures we will develop one more measure.
There are a number of things in the formula that could be easily changed. First, if we truly want to reflect the effect of other journals we could remove the damping factor. It is not necessary for the calculation of the values. In addition we could also include the journal itself as an influence (i.e. self citations), which would have the effect of slightly raising the influence of journals at the top of the range and lowering the journals near the bottom. The third possible improvement would be to use the actual number of references that a journal makes in place of just the number journals. In this case to keep with the original idea of proportioning the total journal rank over all journals referenced we must take the proportion C ki / R i of each journal rank. If we make all these changes then we have a measure that we will call the modified journal rank FΝ:
Now compare this to the influence measure of Pinski and Narin (1976) which is:
we see this exactly the same as our modified journal rank. So coming from an information retrieval analogy we have arrived at the same formula. For a matrix and eigenvalue derivation of the solutions see Pinski and Narin (1976) . Geller (1977) also derives sufficient conditions for the solution to exist using Markov chain theory.
To see how the three measures differ, tables 2, 3, and 4 show the ten top ranked journals as determined by each of the three measures, impact factor, journal rank and influence respectively. First, one should remember that impact factor is calculated over all journals in the social sciences whereas we only make calculations for the subset of information science and library science. We can see that the Annual Review of Information Science moves down in the rankings for the new measures (it was twelfth by influence). Also MIS Quarterly has a high impact factor in general but is not receive many citations from the top information science journals so moves down the rankings. The same thing happens for a few other journals. On the other hand, journals suc h as the Journal of Information Science and Information Research move up in the rankings because they are more central to the field. For the subject area of Information and library science both journal rank and influence seem to give a better measure of the important journals in the subject area. The journal rank measure seems to be between impact factor and influence in placement of journals in the ranking. Table 4 . Top 10 journals by Influence.
Conclusion
A better analogy might be to substitute a single article for a web page. Then we have article matrix and we can calculate a "paper influence" for individual papers and C(T i ) is just the total number of references a paper makes. We could then calculate the influence of a journal as the average paper influence for the papers published in one year (or other time period). The data for this analysis is more difficult to collect and analyze, particularly for a set of journals in one subject area, because it is not usually tabulated in this way by ISI.
We have shown how journal rank calculated as in Google is a simplified version of the journal influence measure. The information and library science field may not have been the best example as it is very inter-disciplinary and many of the references and citations are to journals outside the group of 54 journals. Even so, the journal rank and influence measures offer two better alternatives for evaluating journals within a field. 
