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SEMIGROUPS OF OPERATOR MEANS AND
GENERALIZED KARCHER EQUATIONS
MIKLO´S PA´LFIA
Dedicated to prof. De´nes Petz and prof. Istva´n Vajk
Abstract. In this article we consider means of positive bounded linear
operators on a Hilbert space. We extend the theory of matrix power
means to arbitrary operator means in the sense of Kubo-Ando. The
basis of the extension is relying on ideas coming from differential ge-
ometry. We consider generalized Karcher equations for positive opera-
tors and show that such equations admit unique positive solutions that
can be obtained as a limit of one-parameter families of operator means
called induced operator means. These means are themselves unique fixed
points of one parameter families of strict contractions induced, through
Kubo-Ando theory of operator means, by semigroups of holomorphic
functions mapping the upper half-plane into itself. These semigroups of
holomorphic functions are considered with Koenigs function correspond-
ing to Schroeder’s functional equation. Koenigs function in this setting
provides us with a logarithm map corresponding to every 2-variable op-
erator mean. The semigroups of 2-variable means behave as geodesics
and we exactly classify the cases when they are indeed geodesics of
affinely connected manifolds, thereby providing the cases when these
generalized Karcher equations are exactly Karcher equations in the geo-
metric sense. This is achieved by studying the arising holonomy groups.
The unique solutions of these generalized Karcher equations are called
lambda extensions and have numerous desirable properties which are
inherited from the induced operator means themselves.
1. Introduction
Let E be Hilbert space and S(E) denote the Banach space of bounded
linear self-adjoint operators. Let P ⊆ S(E) denote the cone of positive
definite operators on E. In this article we are concerned with means of
members of P that enjoy certain attractive properties that recently became
important from the point of view of averaging in the finite dimensional case,
see for example [2, 12, 24, 3, 4]. Usually the main difficulties here arise from
the required property of operator monotonicity, i.e. our means must be
monotone with respect to the positive definite order on P. The 2-variable
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theory of such functions is relatively well understood, each such function
is represented by an operator monotone function according to the theory
of Kubo-Ando [28], however in the several variable case we have no such
characterization of operator monotone functions.
When E is finite dimensional, then there are additional geometrical struc-
tures that are used to define certain n-variable mappings on P that are re-
garded as several variable operator means [1, 37, 33]. In this setting P is just
the cone of positive n-by-n Hermitian matrices denoted by P(n,C). It is a
smooth manifold as an open subset of the vector space of n-by-n Hermitian
matrices H(n,C) (which is just S(E) in this case) and has a Riemannian
symmetric space structure P(n,C) ∼= GL(n,C)/U(n,C), where U(n,C) is
the unitary group [9]. This symmetric space is nonpositively curved, hence
a unique minimizing geodesic between any two points exists. The midpoint
operation on this space, which is defined as taking the middle point of the
geodesic connecting two points, is the geometric mean of two positive defi-
nite matrices [6]. The multivariable geometric mean or Karcher mean of the
k-tuple A := (A1, . . . , Ak) ∈ P(n,C)
k is defined as the center of mass
(1) Λ(w1, . . . , wk;A1, . . . , Ak) = argmin
X∈P(n,C)
k∑
i=1
wiδ
2(X,Ai).
on the Riemannian manifold P(n,C) endowed with the trace metric
d(A,B) =
√
Tr log(A−1B)
with respect to the positive probability vector ω := (w1, . . . , wk). The
Karcher mean Λ(ω;A) is also the unique positive definite solution of the
Karcher equation
(2)
k∑
i=1
wi log(X
−1Ai) = 0
corresponding to the gradient of the function in the minimization problem
(1).
Recently Lim and Pa´lfia [35] found a one parameter family of multivari-
able matrix means called the matrix power means which are defined as the
unique positive definite solution of the matrix equation
(3) X =
n∑
i=1
wiGt(X,Ai)
where Gt(A,B) = A
1/2
(
A−1/2BA−1/2
)t
A1/2, t ∈ [0, 1] is the weighted geo-
metric mean of A,B ∈ P(n,C). An attractive property of this family is
that as the defining parameter t → 0, the matrix power means converge
to the Karcher mean. Moreover this limiting behavior still holds if E is
infinite dimensional [32], i.e. the operator equation (2) still has a unique
positive solution and the unique positive definite solutions of the operator
equations (3) for t ∈ [0, 1] still converge to the unique solution of the Karcher
3equation (2), although there is no Riemannian metric in the infinite dimen-
sional case. This limiting behavior is used to prove certain nice properties
of the Karcher mean, for example operator monotonicity, since the matrix
power means have nice properties and these properties are preserved in the
limit t→ 0. The source of such results can be traced back to the existence
of affinely connected geometric structures, like the Riemannian symmetric
space structure of P(n,C) [1, 37, 33]. For example the well known arithmetic
and harmonic means also occur as center of mass operations on, this time,
Euclidean spaces, hence also unique solutions of gradient (in other words
Karcher) equations.
In this paper we are concerned of extending the above ideas to the case of
all possible operator means. One of the main results proved in Section 8 is
that an extension of (3) for all possible 2-variable operator means M(A,B)
(in the sense of Kubo-Ando)
(4) X =
n∑
i=1
wiM(X,Ai)
admits a unique positive definite solution in P defining a mean extension
to multiple variables called the induced operator means in Section 9. We
achieve this by showing that the map f(X) = M(A,X) is a strict con-
traction with respect to Thompson’s part metric [49] on arbitrary bounded
subsets of the cone P, hence the map g(X) =
∑n
i=1wiM(X,Ai) is also a
strict contraction, so it has a unique fixed point in P. This result itself, as
a byproduct, also proves the open problem that the extension of Ando-Li-
Mathias [1] also works in the infinite dimensional setting P for all 2-variable
operator means using the constructions in [31]. In our setting this contrac-
tion property leads to a new multivariable theory of operator means relying
on these induced operator means. We show several crucial properties of
these induced means, for example operator monotonicity and later our goal
is to consider one parameter families of these induced means in Section 10,
similarly to the case of matrix power means (3).
In order to consider those one parameter families we have to construct
such families for 2-variable operator means in the sense of Kubo-Ando. In
the mentioned cases above of the geometric, arithmetic and harmonic means
these one parameter families are naturally derived from the corresponding
geometric structures as geodesic lines. In Section 12 we find all possible 2-
variable operator means which occur such a way, in other words we classify
affine operator means (the problem was raised in [42] and [15]). It turns out
that these means are exactly the matrix power means. We prove also that
the corresponding affine connections are
∇XpYp = DY [p][Xp]−
κ
2
(
Xpp
−1Yp + Ypp
−1Xp
)
,
where 0 ≤ κ ≤ 2 and the tangent space is H(n,C) at every point p ∈ P(n,C).
These connections appear earlier when we construct them as prototypes of
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invariant affine connections in Section 6. In Section 13 among other results
we show that these affine connections are non-metric in general, i.e. there
exist no other Riemannian (or other metric) structures as in the case of
the Karcher mean (1) in the finite dimensional setting. In order to achieve
this we investigate the holonomy groups and other properties of these affine
connections.
By knowing that in general there are no geometric structures available
for us, we consider instead one parameter semigroups of 2-variable operator
means. The idea relies on a geometric construction in Section 3 which can
be used over a general affinely connected space to reconstruct the logarithm
(hence also the exponential) map of the corresponding affine connection from
the midpoint operation m(p, q) = expp(1/2 logp(q)) on the manifold as
logp(q) = limn→∞
m(p, q)◦n − p
1
2n
where we use the notation m(p, q)◦n ≡ m
(
p,m(p, q)◦(n−1)
)
and logp(q) is
the logarithm map. We apply an analogue of such a process to 2-variable
operator means in Section 4 and we obtain a corresponding ”logarithm map”
logA(B) = A
1/2 logI
(
A−1/2BA−1/2
)
A1/2
of the operator mean, where logI(x) is an operator monotone function. We
show that logA(B), hence logI(x) directly induce a one parameter family
of operator monotone functions which represent operator means. Since all
operator monotone functions are Pick functions, i.e. holomorphic function
mapping the upper complex half-plane into itself [5], this construction is
closely related to the classical topic in iteration theory [10, 29, 48] of holo-
morphic functions coming from Koenigs classical paper [27] written on the
problem of solving Schroeder’s functional equation [45]
σ ◦ ft(z) = tσ(z)
for a given ft(z) holomorphic function with isolated attractive fixed point.
Then in Section 5 we show that taking directly such operator monotone
functions logI(x) that can be prototype of logarithm maps, we obtain simi-
lar one parameter semigroups of operator means. In the univalent case these
families are Loewner semigroups of Pick functions which itself has a classical
and rich theory [13, 14, 19, 20, 21, 22]. We also show that the further ex-
tendability to greater parameter values of the one parameter family depends
on the distribution of the ramification points of the corresponding logarithm
map. We relate this extendability property to functional equations over the
upper complex half-plane of the form
(5) logI(ft(z)) = t logI(z),
where ft(z) is the representing operator monotone function of the matrix
mean and logI(z) is the corresponding unique logarithm map. We show
that if logI(z) has no ramification points in the upper half-plane, then the
5functional equation, hence the one parameter family ft(z) is a Pick function,
i.e. an operator monotone function for all t ∈ [0, 1].
With these one parameter families of operator means in hand we consider
the limit of the corresponding parameter t → 0+ in Section 10. We prove
that the one parameter semigroup of induced operator means occurring as
unique solutions of operator equations
X =
n∑
i=1
wiMt(X,Ai)
converge as t → 0+ in the strong operator topology and the limit point
satisfies, what we call, a generalized Karcher equation
(6)
n∑
i=1
wi logX(Ai) = 0,
where logX(A) is the ”logarithm map” corresponding to the one parameter
semigroup of 2-variable operator means Mt(A,B). This limit points are
referred to as the lambda extensions of an operator mean. Moreover we
prove that these lambda extensions provide the unique positive solutions of
(6) and the numerous properties fulfilled by the induced operator means,
for example as operator monotonicity, are preserved in the limit, hence also
fulfilled by the lambda extensions. These considerations provide our other
main result.
In Section 11 we consider the consequences of this theory of induced oper-
ator means and lambda extensions in the case of 2-variable operator means.
We characterize the subset of lambda extensions in the set of all 2-variable
operator means. We further prove that even in the case of induced operator
means there are generalized Karcher equations (6) such that induced opera-
tor means provide their unique positive solutions. Then we formulate some
further open problems related to these extensions.
2. Matrix means and some constructions
Let us recall the family of matrix (or operator) means [28]:
Definition 2.1. A two-variable function M : P × P 7→ P is called a matrix
or operator mean if
(i) M(I, I) = I where I denotes the identity,
(ii) if A ≤ A′ and B ≤ B′, then M(A,B) ≤M(A′, B′),
(iii) CM(A,B)C ≤M(CAC,CBC) for all Hermitian C,
(iv) if An ↓ A and Bn ↓ B then M(An, Bn) ↓M(A,B),
where ↓ denotes the convergence in the strong operator topology of a mono-
tone decreasing net.
In property (ii), (iii), (iv) the partial order being used is the positive
definite order, i.e. A ≤ B if and only if B − A is positive semidefinite. An
important consequence of these properties is [28] that every matrix mean
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can be uniquely represented by a normalized, operator monotone function
f(t) in the following form
(7) M(A,B) = A1/2f
(
A−1/2BA−1/2
)
A1/2.
This unique f(t) is said to be the representing function of the matrix mean
M(A,B). So actually matrix means are in one to one correspondence
with normalized operator monotone functions, the above characterization
provides an order-isomorphism between them. Normalization means that
f(1) = 1. For symmetric means, i.e. for means M(A,B) = M(B,A), we
have f(t) = tf(1/t) which implies that f ′(1) = 1/2. Operator monotone
functions have strong continuity properties, namely all of them are analytic
functions and can be analytically continued to the upper complex half-plane.
This is the consequence of the integral characterization of an operator mono-
tone function f(t), which is given over the interval (0,∞):
(8) f(t) = α+ βt+
∫ ∞
0
(
λ
λ2 + 1
−
1
λ+ t
)
dµ(λ),
where α is a real number, β ≥ 0 and µ is a unique positive measure on
(0,∞) such that
(9)
∫ ∞
0
1
λ2 + 1
dµ(λ) <∞.
Actually the interval (0,∞) may be changed to an arbitrary (a, b), in this
case the integral is transformed to this interval accordingly. These are the
consequences of the theory of Loewner, an introduction to the theory can be
found in Chapter V [5]. We will use such integral characterization at several
points in the article. The set of all matrix means is denoted by M, i.e.
M = {M(·, ·) :M(A,B) = A1/2f(A−1/2BA−1/2)A1/2, f operator monotone on
(0,∞), f(1) = 1}.
Similarly m = {f(x) : f is a representing function of an M ∈M}.
One of our objectives is to find all possible symmetric matrix means which
are also geodesic midpoint operations on smooth manifolds. Or more gener-
ally those matrix means that are arbitrary dividing points of geodesics. We
will call such a matrix mean affine [42]:
Definition 2.2 (Affine matrix mean). An affine matrix meanM : W 2 7→W
is a matrix mean which is also a point of an arc-length parametrized geodesic
on a smooth manifold W ⊇ P(n,C) equipped with an affine connection ∇.
I.e. M(A,B) = expA(t logA(B)) for a fixed t ∈ (0, 1) and for all A,B ∈
P(n,C), B is assumed to be in the injectivity radius of the exponential map
expA(x) of the connection ∇ given at the point A. The mapping logA(x) is
just the inverse of the exponential map at the point A ∈W .
We can make some basic observations about affine matrix means. First
of all note, that by (7) we have that f(X) = M(I,X), so if M(A,B) is an
7affine matrix mean, then f(X) is some point of a geodesic connecting X and
I. Also on a smooth manifold with an affine connection if we differentiate
the exponential map expp(X) at p, then we get d expp = Ip, where Ip is
the identity transformation of the tangent space at p [17]. Therefore if we
differentiate its inverse, the logarithm map logp(q) we also get d logp = Ip
at p. So if we combine this with the chain rule we get that the differential
of the mapping M(p, q) = expp(t logp(q)) is dM(p, ·) = tIp.
Now if we apply the above argument to an affine matrix mean M(A,B)
we get the following result.
Proposition 2.1. Let M(A,B) := expA(t logA(B)) be an affine matrix
mean. Then f ′(1) = t.
Proof. Since P(n,C) is diffeomorphically embedded in H(n,C), therefore we
can differentiate the mapM(A,B) = expA(t logA(B)) using the vector space
structure of H(n,C), i.e. calculate the Fre´chet differential which we denote
for an arbitrary differentiable function g by
(10) Dg[X][Y ] = lim
s→0
g(X + Y s)− g(X)
s
at the matrix X in the direction of the matrix Y . So by (7) for all H ∈
H(n,C) we have
lim
s→0
M(A,A +Hs)−M(A,A)
s
= lim
s→0
A1/2
M(I, I +A−1/2HA−1/2s)−M(I, I)
s
A1/2 =
= A1/2 lim
s→0
f(I +A−1/2HA−1/2s)− f(I)
s
A1/2 = A1/2Df [I][A−1/2HA−1/2]A1/2.
Since f is an operator monotone function on (0,∞), it admits an integral
characterization (8), so it can be analytically continued to the upper half-
plane through the interval (0,∞). Therefore we may differentiate a power
series representation of f , that uniformly converges on an open interval
which contains 1, so then we get that Df [I][K] = Df [I][I]K = f ′(1)K for
all K ∈ H(n,C). Combining this with the above we get that
lim
s→0
M(A,A +Hs)−M(A,A)
s
= A1/2
(
Df [I][I]A−1/2HA−1/2
)
A1/2 = f ′(1)H.
Since H was arbitrary this yields that t = f ′(1), because dM(p, ·) = tIp
and also the tangent space of P(n,C) at every point can be indentified by
H(n,C).  
By the preceding proposition we shall focus on matrix means represented
by operator monotone functions f on (0,∞) such that f ′(1) ∈ (0, 1). We will
use the notation P(t) to denote the set of all operator monotone functions f
on (0,∞) such that f(x) > 0 for all x ∈ (0,∞) and f(1) = 1, f ′(1) = t. We
can find the minimal and maximal elements of P(t) for all t ∈ (0, 1) easily.
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Lemma 2.2. For all f(x) ∈ P(t) we have
(11)
(
(1− t) + tx−1
)−1
≤ f(x) ≤ (1− t) + tx.
Proof. Since every operator monotone function is operator concave, see
Chapter V [5], therefore we must have f(x) ≤ (1 − t) + tx by concavity
and the normalization conditions on elements of P(t). Since the map x−1 is
order reversing on positive matrices, we have that if f(x) ∈ P(t) then also
f(x−1)−1 ∈ P(t). So again by concavity
f(x−1)−1 ≤ (1− t) + tx
f(x−1) ≥ ((1− t) + tx)−1
f(x) ≥
(
(1− t) + tx−1
)−1
.

Since
(
(1− t) + tx−1
)−1
and (1 − t) + tx are operator monotone we see
that the they are the minimal and maximal elements of P(t) respectively,
and also they are the representing functions of the weighted harmonic and
arithmetic means. This already gives us that the minimal and maximal affine
matrix means are the weighted harmonic and arithmetic means respectively,
so if M(A,B) is an affine matrix mean, then
(12)
[
(1− t)A−1 + tB−1
]−1
≤M(A,B) ≤ (1− t)A+ tB.
In general by the previous Lemma 2.2 the above inequality is true for all
M(A,B) matrix means with representing operator monotone function f for
which we have f ′(1) = t. In this sense P(t) characterizes weighted matrix
means. If we take this as the definition of weighted matrix means, one can
compare it with the definition of weighted matrix means given in [42].
Consider a real differentiable function f on some real open interval I and
a ∈ I. The function f has a fixed point at a if f(a) = a and this is an
attractive fixed point if |f ′(a)| < 1 or in other words the iterates f◦n(x)
converge to a in a neighborhood of a, where f◦n(x) = f(f◦(n−1)(x)), see
[29].
Lemma 2.3. All f(x) ∈ P(t) for t ∈ (0, 1) has only one fixed point in
(0,∞) which is 1 and 1 is an attractive fixed point on (0,∞).
Proof. By the definition of P(t) for all members f(x) of this set f(1) = 1,
so 1 is indeed a fixed point. By the preceding Lemma 2.2 we have(
(1− t) + tx−1
)−1
≤ f(x) ≤ (1− t) + tx.
Therefore for all x > 1 we have f(x) < x, i.e. f(x) has no fixed point in
(1,∞). Similarly for all x ∈ (0, 1) we have
x <
(
(1− t) + tx−1
)−1
≤ f(x),
therefore f(x) cannot have a fixed point in (0, 1) as well.
9Now the attractivity of the fixed point follows from the fact that f(x) is
monotonically increasing positive and concave on (0,∞) by operator mono-
tonicity. Concavity implies that f ′′(x) ≤ 0 for all x ∈ (0,∞). Also its
derivative f ′(1) = t ∈ (0, 1) at the fixed point 1, so by Banach’s fixed point
theorem this fixed point is attractive on (ǫ,∞), where ǫ < 1 is such that
the derivative f ′(ǫ) = 1. On (0, ǫ) the function (1 − t) + tx ≥ f(x) > x
so its subsequent iterates form an increasing sequence of functions. I.e. if
we start an iteration with x0 ∈ (0, ǫ), then after finitely many iterations by
f(x), xn = f(xn−1) will be in the interval (ǫ, 1). From there convergence to
1 follows again from Banach’s fixed point theorem.

In the paper [28] Kubo and Ando used the following variant of the integral
characterization (8) for all f(x) positive operator monotone functions on
(0,∞):
(13) f(x) = a+ bx+
∫ ∞
0
(1 + λ)x
x+ λ
dm(λ)
where m is a positive Borel measure on (0,∞), see Chapter 6 in [47].
Proposition 2.4. Let f(x) be a representing function of a matrix mean in
M. Then
(14) f(x) =
∫
[0,1]
[(1− s) + sx−1]−1dν(s)
where ν is a probability measure over the closed interval [0, 1].
Proof. Let us begin with the integral characterization (13) and let λ = s1−s .
Then λ ∈ [0,∞] if and only if s ∈ [0, 1] and the mapping is a bijection. With
m({0}) = a and m({∞}) = b we have
f(x) =
∫
[0,∞]
(1 + λ)x
x+ λ
dm(λ) =
∫
[0,1]
1
s
(
1− s
s
+ x−1
)−1
dm
(
s
1− s
)
=
∫
[0,1]
[(1 − s) + sx−1]−1dν(s)
where dν(s) = dm
(
s
1−s
)
is a positive Borel measure on [0, 1]. Now since
f(1) = 1 we have that
1 = f(1) =
∫
[0,1]
dν(s).

Remark 2.1. The above results gives us that all matrix means are uniquely
represented as convex combinations of weighted harmonic means, since the
normalized operator monotone function
ft(x) = [(1 − t) + tx
−1]−1
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is the representing function of the weighted harmonic mean, see Lemma 2.2.
Also the extreme points of this set are these weighted harmonic means.
There are two degenerate cases of matrix means induced by a ν which are
supported only over the single points 0 or 1. One of them is the left trivial
mean
l(x) = 1
with represented matrix mean M(A,B) = A and the right trivial mean
r(x) = x
with represented matrix mean M(A,B) = B.
Proposition 2.5. Let M ∈ M with representing function f(x). Then 0 ≤
f ′(1) ≤ 1. Moreover if M is not the left or right trivial mean (f(x) 6= 1 or
x), then f ∈ P(t).
Proof. Using Proposition 2.4 we have that
M(A,B) =
∫
[0,1]
[(1− s)A−1 + sB−1]−1dν(s)
where ν is a probability measure on [0, 1]. This means that
f(x) =
∫
[0,1]
(1− s+ sx−1)−1dν(s)
and
f ′(1) = lim
h→0
∫
[0,1]
(1− s+ s(x+ h)−1)−1 − (1 − s+ sx−1)−1
h
dν(s)
∣∣∣∣∣
x=1
.
By Lebesgue’s dominated convergence theorem we have
f ′(1) =
∫
[0,1]
lim
h→0
(1− s+ s(x+ h)−1)−1 − (1− s+ sx−1)−1
h
∣∣∣∣
x=1
dν(s)
=
∫
[0,1]
sdν(s).
Since ν is a probability measure on [0, 1], this means that for its expectation
f ′(1) (the value of the above integral) we have the bound 0 ≤ f ′(1) ≤ 1. If
ν is supported over a larger set then the single point sets {0} or {1}, then
clearly its expectation f ′(1) ∈ (0, 1).

Proposition 2.6. Let Φ be a positive unital linear map and M ∈M. Then
Φ(M(A,B)) ≤M(Φ(A),Φ(B))
for A,B > 0.
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Proof. Using Proposition 2.4 we have that
M(A,B) =
∫
[0,1]
[(1− s)A−1 + sB−1]−1dν(s)
where ν is a probability measure on [0, 1]. By Theorem 4.1.5 in [6] we have
that
Φ([(1 − s)A−1 + sB−1]−1) ≤ [(1− s)Φ(A)−1 + sΦ(B)−1]−1.
Using the fact that ν can be approximated by finitely supported measures
and the linearity of Φ, we get from the above that
Φ(
∫
[0,1]
[(1− s)A−1 + sB−1]−1dν(s)) =
∫
[0,1]
Φ([(1− s)A−1 + sB−1]−1)dν(s)
≤
∫
[0,1]
[(1− s)Φ(A)−1 + sΦ(B)−1]−1dν(s).

In [28] Kubo and Ando defined the transpose of a matrix mean M(A,B)
as
(15) M ′(A,B) =M(B,A).
By Proposition 2.4 it is clear that for an
M(A,B) =
∫
[0,1]
[(1− s)A−1 + sB−1]−1dν(s)
we have that
M ′(A,B) =M(B,A) =
∫
[0,1]
[(1− s)B−1 + sA−1]−1dν(s).
So ifM ′(A,B) has corresponding measure ν ′, then dν ′(s) = dν(1−s). Simi-
larly for the representing functions we have f ′(x) = xf(1/x). Also symmet-
ric means M(A,B) =M ′(A,B) have corresponding probability measures ν
such that dν(s) = dν(1− s) and vice versa.
Corollary 2.7. The property dν(s) = dν(1 − s) characterizes symmetric
means.
In order to advance further in the understanding of affine matrix means,
we should be able to grasp more geometrical structure related to the affinely
connected manifolds corresponding to affine matrix means. In the next
section we will study the general situation of affinely connected manifolds
given with a geodesic dividing point operation. We will see that in this case
we can reconstruct the exponential map and its inverse, the logarithm map
from the geodesic dividing point operation.
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3. The reconstruction of the exponential map
In this section we reconstruct the exponential map of an arbitrary affinely
connected differentiable manifold based first on its midpoint map. Without
loss of generality we fix a base point p as the starting point of the geodesics.
The basics of the exponential map of a manifold can be found for example
in Chapter I. paragraph 6 [17].
Theorem 3.1. Let M be an affinely connected smooth manifold diffeomor-
phically embedded into a vector space V . Suppose that the midpoint map
m(p, q) = expp(1/2 logp(q)) is known in every normal neighborhood where
the exponential map expp(X) is a diffeomorphism. Then in these normal
neighborhoods the inverse of the exponential map logp(q) can be fully recon-
structed from the midpoint map in the form
(16) logp(q) = limn→∞
m(p, q)◦n − p
1
2n
,
where we use the notation m(p, q)◦n ≡ m
(
p,m(p, q)◦(n−1)
)
.
Proof. We will use some basic properties of the differential of the exponential
map to construct the inverse of it, the logarithm map. Since in small enough
normal neighborhoods the exponential map is a diffeomorphism, it can be
given as the inverse of the logarithm map logp(q).
By the basic properties of the exponential map we have
∂ expp(Xt)
∂t
∣∣∣∣
t=0
= lim
t→0
expp(Xt)− p
t
= X,
where X ∈ TpM . Here we used the fact that we have an embedding into a
vector space. Suppose expp(X) = q is in the normal neighborhood. We are
going to provide the limit on the right hand side of the above equation. The
limit clearly exists in the normal neighborhood so
lim
t→0
expp(Xt) − p
t
= lim
n→∞
expp
(
X 12n
)
− p
1
2n
= lim
n→∞
m(p, q)◦n − p
1
2n
.
Here we use the notation m(p, q)◦n ≡ m
(
p,m(p, q)◦(n−1)
)
. We are in a
normal neighborhood so the exponential map has an inverse, the logarithm
map, so the limit can be written as
X = lim
t→0
expp(Xt)− p
t
= lim
n→∞
m(p, q)◦n − p
1
2n
= logp(q).

In the above assertion we used the midpoint map to reconstruct the expo-
nential map, but we can use arbitrary dividing point operation that yields a
point, other then the ending points on the geodesic connecting two points in
the normal neighborhood. This is summarized in the following proposition.
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Proposition 3.2. Let M be an affinely connected smooth manifold diffeo-
morphically embedded into a vector space V . In every normal neighborhood
N let γa,b(t) denote the geodesic connecting a, b ∈ N with parametrization
γa,b(0) = a and γa,b(1) = b. Suppose that the map m(a, b)t0 = γa,b(t0) =
expp(t0 logp(q)) is known for a t0 ∈ (0, 1) in every normal neighborhood N
where the exponential map is a diffeomorphism and a, b ∈ N . Then in these
normal neighborhoods the logarithm map can be fully reconstructed as
logp(q) = limn→∞
m(p, q)◦nt0 − p
tn0
,
with the notation m(p, q)◦nt0 ≡ m
(
p,m(p, q)
◦(n−1)
t0
)
t0
. We also obtain the
exponential map by inverting logp(q).
We are going to use this construction in the next sections to characterize
affine matrix means.
4. The exponential map of affine matrix means
Based on the idea of reconstruction given by Proposition 3.2 we are going
to formally take the limits for matrix means in P(t). The following result
will show that if a matrix mean is affine then the exponential map of the
corresponding smooth manifold has a special structure. The construction
will be based on Proposition 3.2 and is closely related to Schro¨der’s func-
tional equation and its solution by Koenigs function as we will see later.
We will use similarly the notation M(A,B)◦n = M
(
A,M(A,B)◦(n−1)
)
as
before in the previous section. The following result is similar to Theorem
11.6.1 in [29], actually some parts of it can be derived from that theorem,
however we give a slightly more general proof here for the sake completeness
and further usage.
Theorem 4.1. Let M(A,B) be a matrix mean with representing function
f ∈ P(t). Then
(17) lim
n→∞
M(A,B)◦n −A
f ′(1)n
= A1/2 logI
(
A−1/2BA−1/2
)
A1/2
where the limit exists and is uniform for all A,B ∈ P(n,C) and logI(x) is
an operator monotone function which fulfills the functional equation
(18) logI(f(x)) = f
′(1) logI(x)
on the interval (0,∞).
Proof. We will prove the convergence to a continuous function logI(t) in a
more general setting. The operator monotonicity in the matrix mean case
will be a particularization.
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First of all note that by the repeated usage of (7) we can reduce the above
problem to the right hand side of the following formula:
M(A,B)◦n −A
f ′(1)n
= A1/2
f
(
A−1/2BA−1/2
)◦n
− I
f ′(1)n
A1/2.
From now on we will explicitly use the notation g(x)◦n = g
(
g(x)◦(n−1)
)
for
arbitrary function g(t) where this notation is straightforward.
Due to the above formula it is enough to prove the assertion for a single
operator monotone function f(x). By operator monotonicity of f(x) this is
just the special case of the problem considered for arbitrary concave, analytic
functions f(x) given in the following form
(19) lim
n→∞
f(X)◦n − I
f ′(1)n
,
for X ∈ P(n,C). As every operator monotone function which maps (0,∞)
to (0,∞), is analytic on (0,∞) and has an analytic continuation to the com-
plex upper half-plane across (0,∞), we can consider the functional calculus
for Hermitian matrices in the above equations. Therefore we can further
reduce the problem to the set of the positive reals by diagonalizing X and
considering the convergence for every distinct diagonal element separately.
For an extensive study on operator monotone functions one may refer to
Chapter V in [5].
Without loss of generality we may shift the function f(x) by 1 so it is
enough to show the assertion for
lim
n→∞
g(x)◦n
g′(0)n
,
where g(x) = f(x+1)− 1 and so g(x)◦n = f(x+1)◦n − 1. From now on we
will be considering the shifted problem. At this point we must emphasize
the fact that the function g must have 0 as an attractive and only fixed point
on the interval of interest (−1,∞). In the unshifted case this is equivalent to
f having 1 as the only attractive fixed point on the interval (0,∞), which is
the case by Lemma 2.3. So we can also assume that 0 < g′(0) < 1. The rest
of the argument will be based on the claim that the above limit of analytic
functions of the form g(x)◦n/g′(0)n is uniform Cauchy therefore the limit
function exists and is continuous.
First of all we have 0 as the attractive and only fixed point of g, so for
arbitrary x ∈ (−1,∞) the sequence xn = g(x)
◦n converges to 0. We have
g(0) = 0 and by the mean value theorem we have
xn = g(x)
◦n = g′(tn)g(x)
◦(n−1) =
n∏
i=1
g′(ti)x,
where ti ∈
[
0, g(x)◦(i−1)
]
if x ≥ 0 or ti ∈
[
g(x)◦(i−1), 0
]
if x < 0, since
g is a concave function on (−1,∞). As xn → 0 for arbitrary x we have
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g′(ti)→ g
′(0). Now we have to obtain a suitable upper bound on
(20)
∣∣∣∣g(x)◦ng′(0)n − g(x)
◦m
g′(0)m
∣∣∣∣ .
We argue as follows∣∣∣∣g(x)◦ng′(0)n − g(x)
◦m
g′(0)m
∣∣∣∣ = |g(x)◦n − g′(0)n−mg(x)◦m|g′(0)n ≤
≤
∣∣∏n
i=m+1 g
′(ti)− g
′(0)n−m
∣∣ |∏mi=1 g′(ti)|
g′(0)n
|x| =
=
∣∣∣∣∣
n∏
i=m+1
g′(ti)
g′(0)
− 1
∣∣∣∣∣
∣∣∣∣∣
m∏
i=1
g′(ti)
g′(0)
∣∣∣∣∣ |x|.
Now uniform convergence follows if |
∏∞
i=1 g
′(ti)/g
′(0)| < ∞ because then
the tail
∏∞
i=m+1 g
′(ti)/g
′(0) → 1 so (20) can be arbitrarily small on any
closed interval in (−1,∞) by choosing a uniform m. By the continuity of
g′(t) and xn → 0 we have g
′(ti) → g
′(0) and by assumption 0 < g′(0) < 1,
therefore there exists N and q such that for all i > N we have 0 < g′(ti) ≤
q < 1. What follows here is that ∃K1,K2 < ∞ such that |tN | ≤ K1 and
|g′′(ti)| ≤ K2 for all i > N . This yields the bound |ti| ≤ K1q
i−N for all
i > N . Considering the Taylor expansion of g′ around 0 we get
g′(ti)
g′(0)
=
g′(0) + g′′(t′i)ti
g′(0)
for 0 < t′i < ti. What follows from this is that∣∣∣∣∣
∞∏
i=N
g′(ti)
g′(0)
∣∣∣∣∣ ≤
∞∏
i=N
(
1 +
K1K2
g′(0)
qi−N
)
.
The infinite product on the right hand side converges because
∑∞
j=0
K1K2
g′(0) q
j
converges hence |
∏∞
i=1 g
′(ti)/g
′(0)| <∞ for all x in the closed interval.
At this point we can easily establish the convergence for normalized op-
erator monotone functions because they are concave functions by Theorem
V.2.5 in [5], so f ′′(t) ≤ 0 and they have only one fixed point which is 1. The
fact that the limit is operator monotone function in this case follows from
the operator monotonicity of the generating f(t).
The functional equation (18) is the consequence of the following:
logI(f(x)) = limn→∞
f(f(x))◦n − 1
f ′(1)n
= lim
n→∞
f(x)◦(n+1) − 1
f ′(1)n
= lim
n→∞
f ′(1)
f(x)◦(n+1) − 1
f ′(1)n+1
= f ′(1) logI(x).

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Remark 4.1. The above result is formulated for A,B ∈ P(n,C), but in-
voking the properties of the functional calculus for bounded self-adjoint
operators on a Hilbert space, it holds more generally for A,B ∈ P as well.
Actually the proof of Theorem 4.1 works for a larger class of functions
then the family of normalized operator monotone functions. The limit in
(19) exists and it is a continuous function if the twicely differentiable function
f(x) has 1 as the only attractive fixed point and the derivative 0 < f ′(x) < 1.
This is not a coincidence:
Remark 4.2. The functional equation (18) was first studied by Schro¨der
for holomorphic functions on the unit disk in [45] long ago. Later Koenigs
suggested in [27] the iterative construction given above in Theorem 4.1 to
provide a solution to the functional equation on the unit disk. Usually
in this setting the function logI is said to be a Koenigs eigenfunction for
function composition as an operator acting on a certain Hardy space of
holomorphic functions on the complex unit disk. He proved also that the rate
of convergence of the iteration to logI is geometric, moreover that Koenigs
function is the unique solution of the functional equation in the class of
analytic functions. See also [10, 44, 48] for other results in this setting.
The next example shows how to calculate the limit function explicitly.
Example 4.1. Consider the one parameter family of functions
fq(x) = [(1− t) + tx
q]1/q
for t ∈ (0, 1). These are in P(t) if and only if q ∈ [−1, 1], because for other
values of q the function is not operator monotone, see exercise 4.5.11 in [6].
It is easy to see that
fq(x)
◦n =
[
tnxq +
n−1∑
k=0
tk(1− t)
]1/q
= [tnxq − tn + 1]1/q .
In this case we can easily calculate the limit function logI,fq(x) by turning
the limit into a derivative:
logI,fq(x) = limn→∞
(tnxq − tn + 1)1/q − 1
tn
= lim
s→0
(sxq − s+ 1)1/q − 1
s
=
∂
∂s
(sxq − s+ 1)1/q
∣∣∣∣
s=0
=
xq − 1
q
.
The limit functions indeed are operator monotone again if and only if q ∈
[−1, 1]. This family has a singularity at q = 0 but it is easy to verify that it
is a removable singularity, so in fact we have
f0(x) = x
t
logI,f0(x) = log(x),
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where log(x) and xt are also well known to be operator monotone. Partic-
ularly xt as a representing function corresponds to the weighted geometric
mean.
Proposition 4.2. The limit function logI(x) in Theorem 4.1 satisfies the
following:
(i) logI(x) maps P(n,C) to H(n,C) injectively,
(ii) 1− x−1 ≤ logI(x) ≤ x− 1 for all x > 0,
(iii) If logI,f (x) and logI,g(x) are the corresponding limit functions for
f, g ∈ P(t) such that f(x) ≤ g(x) for all x > 0, then logI,f (x) ≤
logI,g(x) for all x > 0,
(iv) logI(1) = 0 and log
′
I(1) = 1.
Proof. (iii): Since f(x) ≤ g(x) by monotonicity we have f(x)◦n ≤ g(x)◦n.
From this it follows that
f(x)◦n − 1
f ′(1)n
≤
g(x)◦n − 1
g′(1)n
,
and the inequality is also preserved in the limit.
(ii): By Lemma 2.2 we have(
(1− t) + tx−1
)−1
≤ f(x) ≤ (1− t) + tx
where on the left hand side we have the function f−1(x) and on the right
hand side we have f1(x) from Example 4.1. In Example 4.1 we calculated the
corresponding limit functions, so these combined with the previous property
(iii) proves property (ii).
(i): By property (ii) it follows that logI(x) is nonconstant on (0,∞).
Also logI(x) is operator monotone there, so it is strictly concave, therefore
injective and real valued. This combined with the functional calculus for
matrix functions proves the property.
(iv): logI(1) = 0 follows from (ii). Using this and (ii) again we have
1− (1 + h)−1
h
≤
logI(1 + h)− logI(1)
h
≤
(1 + h)− 1
h
.
Taking the limit h → 0 we get derivatives on the left and right hand sides
are 1, so also log′I(1) = 1.

Since logI(x) is operator monotone on (0,∞), it is also analytic there,
so it has an analytic inverse expI(x) by Lagrange’s inversion theorem, since
its derivative is nonzero due to Proposition 4.2. It is also easy to see that
exp′I(0) = 1 and expI(0) = 1. By these considerations we have just arrived
at the following
Proposition 4.3. Let f ∈ P(t). Then
(21) f(x) = expI
(
f ′(1) logI(x)
)
,
18 MIKLO´S PA´LFIA
where logI ∈ L is the unique solution of the functional equation (18) in the
wider class of continuously differentiable and invertible functions on (0,∞)
which vanish at 1 and have derivative 1 at 1.
Proof. The first part of the assertion follows from the invertibility of logI(x)
on (0,∞) by Theorem 4.1. For the second uniqueness part note that if
logI,2(x) is an invertible continuously differentiable solution of the functional
equation (18) and also logI,2(1) = 0 and log
′
I,2(1) = 1, then its inverse
expI,2(x) exists, expI,2(0) = 1 and exp
′
I,2(0) = 1. Moreover by Theorem 4.1
logI(x) = limn→∞
f(x)◦n − 1
f ′(1)n
= lim
n→∞
expI,2(f
′(1)n logI,2(x)) − expI,2(0)
f ′(1)n
= lim
s→0
expI,2(s logI,2(x))− expI(0)
s
=
∂
∂s
expI,2(s logI,2(x))
∣∣∣∣
s=0
= logI,2(x),
so the functions logI and logI,2 are identical.

The above propositions put some restrictions on the possible functions
logI(x) that can occur as limits in Theorem 4.1. Therefore we will use the
notation L to denote the set of operator monotone functions g(x) on (0,∞)
such that g(1) = 0 and g′(1) = 1. By Proposition 4.3 it is clear, that for
each f ∈ P(t) we have a unique corresponding logI(x) in L.
Definition 4.1 (Exponential and logarithm maps). We say that for an
f ∈ P(t) the corresponding unique solution logI(x) in L of the functional
equation (18) is the logarithm map corresponding to f(x), while its inverse
expI(x) is the exponential map corresponding to f(x).
In the following section we will go the other way around and see whether
the function
f(x) = expI (t logI(x))
is in P(t) for all logI ∈ L and t ∈ (0, 1).
5. Semigroups of representing functions induced by logarithm
maps
In the previous section we established that for every f ∈ P(t) there exists
a unique function logI ∈ L such that it fulfills the functional equation (18).
In order to see whether an element logI ∈ L also induces a representing
function f ∈ P(t) with the generalized functional equation
logI(f(x)) = t logI(x)
for all t ∈ (0, 1), we must extend our investigations into the upper complex
half-plane H+ = {z ∈ C : ℑz > 0}.
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First of all let us recall Nevanlinna’s representation [5] of holomorphic
functions f : H+ → H+. By Nevanlinna’s theorem each such f can uniquely
be written as
(22) f(z) = α+ βz +
∫ ∞
−∞
λz + 1
λ− z
dν(λ),
where α ∈ R, β ≥ 0 and ν is a positive measure with support in (−∞,∞).
It is well known that f can be extended to the lower half-plane H− =
{z ∈ C : ℑz < 0} as well by Schwarz reflection f(z) for all z ∈ H−. Therefore
also if this extension is by analytic continuation over an interval (a, b), then
ν vanishes on the interval [5]. Similarly if ν vanishes on a real interval, then
f is holomorphic on the interval as well and can be analyticly continued to
the lower half-plane.
Representation (22) will be useful for studying functions in L. For ex-
ample Nevanlinna’s representation yields that all f ∈ L can be represented
as
(23) f(z) = α+ βz +
∫ 0
−∞
λz + 1
λ− z
dν(λ),
where α ∈ R, β ≥ 0 and ν is a positive measure with support in (−∞, 0).
This is due to the required holomorphicity of f on (0,∞). Next let us find
the maximal and minimal elements in L.
Lemma 5.1. For all logI ∈ L we have
(24) 1− x−1 ≤ logI(x) ≤ x− 1.
Proof. Since every operator monotone function is operator concave, there-
fore we must have logI(x) ≤ x− 1 by concavity and the normalization con-
ditions on elements of L. Since the map x−1 and −x is order reversing on
hermitian matrices, we have that if logI(x) ∈ L then also − logI(x
−1) ∈ L.
So again by concavity
− logI(x
−1) ≤ x− 1
logI(x) ≥ 1− x
−1.
Clearly x− 1 and 1− x−1 are also in L.

Proposition 5.2. Let logI ∈ L. Then
(25) logI(x) =
∫
[0,1]
[
1− 2s+
sx− (1− s)
(1− s)x+ s
]
dν(s)
(1− s)2 + s2
where ν is a probability measure over the closed interval [0, 1].
Proof. By (23) and the transformation of the integral we have that
(26) logI(z) = α+ βz +
∫ ∞
0
λz − 1
λ+ z
dµ(λ),
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where α ∈ R, β ≥ 0 and µ is a positive measure with support in (0,∞).
The mapping λ = s1−s is a bijection from [0, 1] to [0,∞]. Then by change of
variables we have
logI(z) = α+ βz +
∫ 1
0
sz − (1− s)
(1− s)z + s
dµ
(
s
1− s
)
.
Letting µ({∞}) = β, we have
logI(z) = α+
∫
[0,1]
sz − (1− s)
(1− s)z + s
dµ
(
s
1− s
)
.
Since logI(1) = 0 we have
α =
∫
[0,1]
1− 2sdµ
(
s
1− s
)
.
Using Lemma 5.1 and Lebesgue’s dominated convergence theorem we get
log′I(1) = 1 =
∫
[0,1]
(1− s)2 + s2dµ
(
s
1− s
)
which means that the measure
dν(s) = [(1− s)2 + s2]dµ
(
s
1− s
)
is a probability measure on [0, 1], so (25) follows.

At this point let us refer again to the functional equation (18) in the
previous section. By the above considerations we can generalize (18) by
analytic continuation.
Proposition 5.3. Let f ∈ P(t). Then the function logI(x) given in The-
orem 4.1 admits analytic continuation to H+ and also to H− across (0,∞)
by relfection, moreover it fulfills the functional equation
(27) logI(f(z)) = f
′(1) logI(z)
for all z ∈ C\(−∞, 0].
Proof. Since analytic continuation of f(x) and logI(x) can be performed
using the integral characterizations (8) and (23) respectively, we end up with
holomorphic functions living on C\(−∞, 0]. Since logI(z) is a holomorphic
function, it has a meromorphic inverse expI(z). So we have
F (z) = expI
(
f ′(1) logI(z)
)
,
a meromorphic function that is identical to f(z) everywhere on the domain
(0,∞). Therefore by uniqueness of meromorphic and analytic continuation
we must have F (z) = f(z) everywhere on the domain C\(−∞, 0].

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The above result tells us, that for a given logI ∈ L we should consider the
generalized functional equation
(28) logI(ft(z)) = t logI(z)
to define a representing function ft(z) for all t ∈ (0, 1) corresponding to
logI(z) which was itself obtained by analyitc continuation using representa-
tion (23). The obvious question that arizes here is whether every logI(z) in
L has a corresponding ft ∈ P(t)? We need the following:
Definition 5.1 (Radial convexity). Let S ⊆ C be such that 0 ∈ S. We will
say that S is radially convex if and only if for all z ∈ S also tz ∈ S for all
t ∈ [0, 1].
Proposition 5.4. Let logI ∈ L. Then logI maps H
+ to a radially convex
set in H+.
Proof. By Proposition 5.2 we have that
logI(z) =
∫
[0,1]
[
1− 2s+
sx− (1− s)
(1− s)x+ s
]
dν(s)
(1− s)2 + s2
where ν is a probability measure on [0, 1]. Since the set of probability
measures on [0, 1] is weak-∗ compact, by the Krein-Milman theorem there
exists a net νl of finitely supported probability measures converging to ν.
Therefore the functions
logI,l(z) =
∫
[0,1]
[
1− 2s +
sx− (1− s)
(1− s)x+ s
]
dνl(s)
(1− s)2 + s2
converge pointwisely to logI(z). Since νl is finitely supported, logI,l(z) is a
finite convex combinations of functions of the form
hs(z) =
1− 2s
(1− s)2 + s2
+
1
(1− s)2 + s2
sx− (1− s)
(1− s)x+ s
.
If we have hs(z) = w for z ∈ H
+ and s 6= 1, then after some calculation we
get that
z =
(1− s)2 + s2
[(1− s)4 + s2(1− s)2]w + 2s(1− s)2 − (1− s)
−
s
1− s
which means that if hs(z) = w ∈ H
+, then for all a ∈ (0, 1) there exists
za ∈ H
+ such that hλ(za) = aw. Similar argument proves this in the case of
s = 1.
Now if we consider any convex combination of such functions hs(z), the
resulting function will still have a radially convex image of H+. The reason
for this is that if xi ∈ Si ⊆ H
+ where Si are radially convex sets, then
axi ∈ Si for all a ∈ (0, 1). Therefore if Si are the images of H
+ under the
mappings Kihsi(z) for some Ki > 0 and si, then the image S of H
+ under
the function that we get as the sum of the functions Kihsi(z), is radially
convex, since every element of it can be written as a sum of some xi ∈ Si.
So we also have that the sum of axi is in S too by the convexity of each
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Si. Therefore S must be radially convex. Now sums of Kihsi(z) give each
logI,l(z) that converge to logI . Since sums of Kihsi(z) have radially convex
image, so does logI .

Theorem 5.5. Let logI ∈ L. Then ft ∈ P(t) for all t ∈ (0, 1) if and only if
logI(z) has no ramification point in H
+.
Proof. First of all since logI ∈ L, it follows that logI(x) is invertible on (0,∞)
because it is nonconstant monotone increasing there, also it is invertible in
a neighborhood of (0,∞) and its inverse expI(z) is holomorphic in that
neighborhood and ft(x) ∈ (0,∞) and meromorphic in H
+.
Suppose that logI(z) has no ramification point in H
+. Then by the pre-
vious Proposition 5.4 it maps H+ to a radially convex set. Since logI(z) has
no ramification point, it has a univalent holomorphic inverse expI(z), so
ft(z) = expI(t logI(z))
is a well defined holomorphic function on H+. Moreover ft(z) is real valued
over (0,∞). Since the image logI(H
+) of H+ under the map logI(z) is
radially convex, we have that for any s ∈ logI(H
+) also ts ∈ logI(H
+).
Therefore t logI(H
+) ⊆ logI(H
+), so also expI(t logI(H
+)) ⊆ H+.
Now for the only if part suppose on the contrary that logI has a ramifica-
tion point in H+. Then its inverse expI has a branch point at the image of
the ramification point under logI which means that ft(z) is not holomorphic
there, but this contradicts ft ∈ P(t).

What happens if logI has a ramification point in H
+? What can then be
said about ft(z)?
Proposition 5.6. Let logI ∈ L be induced by an ft0 ∈ P(t0) using Propo-
sition 4.3. Then ft ∈ P(t) for all 0 < t ≤ t0.
Proof. By Proposition 4.3 we have that there is no image of a ramification
point of logI in the domain t0 logI(H
+) ⊆ H+, otherwise ft0(z) would have
a singularity in H+. But since for all 0 < t ≤ t0 we have that t logI(H
+) ⊆
t0 logI(H
+), therefore ft(z) is singularity free as well.

Remark 5.1. In general one can assure that if for a given logI ∈ L with
ramification points t logI(H
+) avoids the image of the ramification points
(of logI) under logI in H
+, then ft ∈ P(t).
Considering only real x > 0 it makes sense to talk about ft(x) for all
t ∈ [0, 1], even if ft(z) has some singularities, since there are no positive real
singularities. Then one can prove a general upper bound on ft(x) and also
a monotonicity result.
23
Proposition 5.7. Let ft0 ∈ P(t0). Then for all t ∈ [0, 1]
ft(x) ≤ (1− t) + tx.
Moreover 1 ≥ s ≥ t implies fs(x) ≥ ft(x) for all x > 0.
Proof. By definition ft(x) = expI(t logI(x)) and this is well defined for real
x > 0, since logI ∈ L, so logI is strictly monotone and holomorphic. By
Lemma 5.1 we have logI(x) ≤ x−1 and since logI ∈ L, therefore logI is also
concave, i.e. log′′I (x) ≤ 0. By simple calculation
(29) f ′t(x) =
∂
∂x
ft(x) = exp
′
I(t logI(x))t log
′
I(x)
also since x = expI(logI(x)) therefore
(30) 1 =
∂
∂x
expI(logI(x)) = exp
′
I(logI(x)) log
′
I(x).
Notice that ∂∂x(1 − t) + tx = t and also ft(1) = 1 = (1− t) + tx|x=1 and
f ′t(1) = t = ∂/∂x(1 − t) + tx|x=1. So to conclude the assertion it suffices to
prove by the Mean value theorem that f ′t(x) ≤ t for x ≥ 1 and f
′
t(x) ≥ t
for 0 < x < 1. Now logI is concave and logI(1) = 0, log
′
I(1) = 1, therefore
exp′I(x) is increasing and exp
′
I(0) = 1. This means that exp
′
I(tx) ≤ exp
′
I(x)
for x ≥ 0 and exp′I(tx) ≥ exp
′
I(x) for x < 0. This combined with (30) and
(29) yields that f ′t(x) ≤ t for x ≥ 1 and f
′
t(x) ≥ t for 0 < x < 1.
The second monotonicity part of the assertion follows from a similar argu-
ment leading to f ′t(x) ≤ f
′
s(x) for x ≥ 1 and f
′
t(x) ≥ f
′
s(x) for 0 < x < 1. 
Remark 5.2. By Proposition 5.6 if ft0 ∈ P(t0), then for all 0 < s, t ≤ t0
we have
fst = fs ◦ ft = ft ◦ fs
and fst ∈ P(st). I.e. ft is a semigroup of holomorphic functions with respect
to function composition, see [10, 29]. Actually this semigroup property is
still true if we consider 0 ≤ s, t ≤ 1, but then we have possible singularities
as well.
Proposition 5.8. Let ft ∈ P(t) and logI ∈ L its corresponding logarithm
map such that it fulfills the functional equation (18). Then z0 is a ramifica-
tion point of ft if and only if it is a ramification point of logI .
Proof. By Proposition 5.3 ft(z) = expI(t logI(z)). So
f ′t(z) = t exp
′
I(t logI(z)) log
′
I(z).
Since ft(z) = expI(t logI(z)) is holomorphic on H
+ also exp′I(t logI(z)) is
holomorphic, moreover exp′I(t logI(z)) 6= 0 since the inverse exp
−1
I (z) =
logI(z) exists and is holomorphic on the whole H
+ and ft(H
+) ⊆ H+. There-
fore if f ′t(z0) = 0 then also log
′
I(z0) = 0 and vice versa.

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According to Theorem 5.5 we need to find members of L without ramifi-
cation points. In other words we are looking for mappings that are univalent
(schlicht) holomorphic functions on H+ mapping H+ into itself. Such map-
pings are characterized by FitzGerald in the classical article [13].
Theorem 5.9 (FitzGerald). Suppose f(x) is a twice continuously differen-
tiable, real-valued function with positive first derivative on (a, b). Suppose
the origin is in (a, b) and f(0) = 0. A necessary and sufficient condition
that f can be continued to be a univalent analytic function of H+ onto a
subset of itself that is radially convex with respect to the origin is that the
function
η(x) = −
f(x)
f ′(x)
be conditionally positive definite, i.e.∫ b
a
∫ b
a
φ(s)
η(s)− η(t)
s− t
φ(t)dsdt ≥ 0
for all real continuous φ having compact support in (a, b) and satisfying∫ b
a φ(s)ds = 0, where
η(s)−η(s)
s−s is identified with η
′(s).
To summarize the results from the point of view of affine matrix means,
Theorem 4.1 with Proposition 3.2 leads us to
Proposition 5.10. If a matrix meanM(A,B) is affine, then the exponential
map and its inverse, the logarithm map of the corresponding manifold W
with affine connection are given as
expp(X) = p
1/2 expI
(
p−1/2Xp−1/2
)
p1/2
logp(X) = p
1/2 logI
(
p−1/2Xp−1/2
)
p1/2
(31)
for p ∈ P(n,C), where expI(X) and logI(X) are analytic functions such
that expI : H(n,C) 7→ P(n,C) and logI(X) is its inverse and log
′
I(I) =
I, exp′I(0) = I, logI(I) = 0, expI(0) = I.
Note that by Weierstrass’s approximation theorem we also have
p1/2 expI
(
p−1/2Xp−1/2
)
p1/2 = p expI
(
p−1X
)
p1/2 logI
(
p−1/2Xp−1/2
)
p1/2 = p logI
(
p−1X
)
.
(32)
In some cases, to ensure easier reading, similarly as in the above formu-
las, we will denote matrices with uppercase letters which are elements of
some tangent space, while at the same time we will use lowercase letters for
denoting matrices which are points of a differentiable manifold.
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6. Construction of an invariant affine connection
Let us recall the classical symmetric space GL(n,C)/U(n,C), the cone of
positive definite n×n matrices P(n,C) [9]. This is a Lie group and the K =
U(n,C) isotropy group invariant inner product at the identity I is 〈U, V 〉 =
Tr {UV }. The tangent space, considering the Cartan decomposition of the
Lie algebra, is the space of Hermitian matrices H(n,C). The action of the
isometry group GL(n,C) on this manifold is g(o) = gog∗ and acting with
left translations we can transport the inner product to any point p on this
manifold and we get the Riemannian metric 〈U, V 〉p = Tr
{
p−1Up−1V
}
.
The exponential map is just the ordinary matrix exponential at the identity.
The left invariant affine connection is
(33) ∇XpYp = DY [p][Xp]−
1
2
(
Xpp
−1Yp + Ypp
−1Xp
)
,
here DY [p][Xp] denotes the Fre´chet-differential of Y at the point p in the
direction Xp. A well known property of this metric is that the midpoint
map of the space m(p, q) = expp(1/2logp(q)) is just the geometric mean of
two positive matrices
(34) G(A,B) = A1/2
(
A−1/2BA−1/2
)1/2
A1/2.
The question that can be asked at this point is that are there other sym-
metric matrix means which correspond to symmetric spaces as midpoint
maps on P(n,C)? Two other examples are known, these are the arithmetic
mean (A+B)/2 and the harmonic mean 2(A−1 + B−1)−1. The symmetric
spaces corresponding to these two means are Euclidean while the symmetric
space corresponding to the geometric mean has nonpositive curvature. It
has flat and negatively curved de Rham factors.
At this point we begin with the characterization of means that correspond
to affine symmetric spaces in general. What we know at this point is that
the two functions, which are of each others inverse, logI(t) and expI(t) exist
for all matrix means, as it was proved in Theorem 4.1.
In [16] and [17] there is an extensive study of affine connections on man-
ifolds. A well known fact is that the affine connection on a manifold can be
reconstructed by differentiating the parallel transport:
∇XpYp = lim
t→0
Γ0t (γ)Yγ(t) − Yγ(0)
t
,
where γ(t) denotes an arbitrary smooth curve emanating from p in the
direction Xp = ∂γ(t)/∂t|t=0 and Γ
s
t (γ)Y denotes the parallel transport of
the vector field Y along the curve γ from γ(t) to γ(s), refer to [16, 17]. The
above limit does not depend on the curve itself, only on its initial direction
vector and it depends on the vector field Y in an open neighborhood of p.
On affine symmetric spaces the parallel transport from one point to another
along the connecting geodesic is given by the differential of the geodesic
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symmetries with a negative sign. The geodesic symmetry is given as
Sp(q) = expp(− logp(q)).
On affine symmetric spaces this map is an affine transformation so one can
conclude that
(35) Γ01(γ)Y = −
∂Sγ(1/2)(expq(Y t))
∂t
∣∣∣∣
t=0
,
where γ(t) is a geodesic connecting p = γ(0) and q = γ(1).
We have already proved the following formulas for the exponential and
logarithm maps at the end of the preceding section
expp(X) = p
1/2 expI
(
p−1/2Xp−1/2
)
p1/2 = p expI
(
p−1X
)
logp(X) = p
1/2 logI
(
p−1/2Xp−1/2
)
p1/2 = p logI
(
p−1X
)
.
(36)
The above identities already specify the geodesic symmetries with the nota-
tion SI(X) = expI(− logI(X)) as
(37) Sp(q) = expp(− logp(q)) = p
1/2SI
(
p−1/2qp−1/2
)
p1/2 = pSI
(
p−1q
)
.
Now we are in position to prove the following
Theorem 6.1. Let P(n,C) be subset of an affine symmetric space with affine
geodesic symmetries given as (37). Then the invariant affine connection has
the form
(38) ∇XpYp = DY [p][Xp]−
κ
2
(
Xpp
−1Yp + Ypp
−1Xp
)
,
where κ = S′′I (1)/2.
Proof. We are going to use (35) to obtain the connection (38). We make the
assumption that the geodesic symmetries are of the form (37). The functions
expp(X) and logp(X) are of the form (36), where expI(t) and logI(t) are
analytic functions on a disk centered around 0 and 1 respectively. We also
have that logI(1) = 0, expI(0) = 1 and furthermore
∂ expI(t)
∂t
∣∣∣∣
t=0
= 1.
First of all we have to differentiate the map Sp(q) given in (37) to obtain
Γ01(γ)Y = Tq→pY , where γ(t) is a geodesic connecting p = γ(0) and q = γ(1).
∂Sp(expq(Y t))
∂t
∣∣∣∣
t=0
=
∂pSI(p
−1 expq(Y t))
∂t
∣∣∣∣∣
t=0
=
= pDSI
[
p−1q
] [
p−1Y
](39)
We used the fact that ∂ expq(Y t)/∂t|t=0 = Y which is a consequence of
exp′I(0) = 1.
27
Now we are going to differentiate the parallel transport as given by (35)
to get back the connection. We use the holomorphic functional calculus to
express the Fre´chet-differential in (39) as
DSI [X][U ] =
1
2πi
∫
g
SI(z)[zI −X]
−1U [zI −X]−1dz.
It also easy to see that DSI [I][I] = S
′
I(1) = −1, so we may express the limit
(35) by the following differential
∇γ′(0)Yγ(0) = −
∂γ(t/2)DSI
[
γ(t/2)−1γ(t)
] [
γ(t/2)−1Yγ(t)
]
∂t
∣∣∣∣∣
t=0
=
we massage this further by using the holomorphic functional calculus
= −
∂
∂t
γ(t/2)
1
2πi
∫
g
SI(z)[zI − γ(t/2)
−1γ(t)]−1γ(t/2)−1Yγ(t)×
[zI − γ(t/2)−1γ(t)]−1dz
∣∣
t=0
= −
1
2
γ′(0)γ(0)−1Yγ(0)DSI [I][I]−
− γ(0)
1
2πi
∫
g
SI(z)
{
[zI − I]−1
1
2
γ(0)−1γ′(0)[zI − I]−1γ(0)−1Yγ(0)[zI − I]
−1 +
+ [zI − I]−1γ(0)−1Yγ(0)[zI − I]
−1 1
2
γ(0)−1γ′(0)[zI − I]−1+
+ [zI − I]−1
[
−γ(0)−1
1
2
γ′(0)γ(0)−1Yγ(0) + γ(0)
−1DY [γ(0)][γ′(0)]
]
×
[zI − I]−1
}
dz =
by using the fact that DSI [I][I] and [zI− I]
−1 commutes with every matrix
we get
= −
DSI [I][I]
2
γ′(0)γ(0)−1Yγ(0)−
− γ(0)
1
2πi
∫
g
SI(z)dz
(z − 1)3
1
2
γ(0)−1γ′(0)γ(0)−1Yγ(0)−
− γ(0)
1
2πi
∫
g
SI(z)dz
(z − 1)3
1
2
γ(0)−1Yγ(0)γ
′(0)γ(0)−1−
− γ(0)
1
2πi
∫
g
SI(z)dz
(z − 1)2
[
−
1
2
γ(0)−1γ′(0)γ(0)−1Yγ(0) + γ(0)
−1DY [γ(0)][γ′(0)]
]
at this point we use the integral representation
S
(j)
I (1) =
j!
2πi
∫
g
SI(z)
(z − 1)j+1
dz
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to further simplify the above.
∇γ′(0)Yγ(0) = −
S′′I (1)
4
[
γ′(0)γ(0)−1Yγ(0) + Yγ(0)γ(0)
−1γ′(0)
]
−
−
S′I(1)
2
γ′(0)γ(0)−1Yγ(0) −
S′I(1)
2
[
−γ′(0)γ(0)−1Yγ(0) + 2DY [γ(0)][γ
′(0)]
]
=
= −S′I(1)DY [γ(0)][γ
′(0)]−
S′′I (1)
4
[
γ′(0)γ(0)−1Yγ(0) + Yγ(0)γ(0)
−1γ′(0)
]
.
So we have that κ = S′′I (1)/2.

The above clearly tells us that all symmetric spaces occuring in such a
way that their geodesic division maps are matrix means, have invariant affine
connections in the form (38). We are going to study these connections as
κ being a parameter. We will find out later for which values of κ are these
spaces symmetric. Also for arbitrary real κ (38) defines an affine connection
with corresponding exponential and logarithm map which are of the form
(36) as we will see later. We will also determine if these connections are
metric or not.
7. Properties of these affine connections
In this section we study the connections
(40) ∇XpYp = DY [p][Xp]−
κ
2
(
Xpp
−1Yp + Ypp
−1Xp
)
for p ∈ P(n,C) and vector fields Xp, Yp ∈ H(n,C) on the smooth manifold
P(n,C) with tangent bundle H(n,C). It is easy to see that indeed these
connections are affine and analytic for real κ.
We can fix a coordinate frame by taking the basis Ei ∈ H(n,C), where i
indices over the set of distinct Hermitian matrices which have zero entries,
excluding exactly the entry [Ei]kl = 1 and its transpose [Ei]lk = 1. If we
equip H(n,C) with the inner product 〈X,Y 〉 = Tr {XY }, then the Ei form
an orthonormal basis of H(n,C). The dimension of H(n,C) is n(n + 1)/2
such as the dimension of the smooth manifold P(n,C). In this coordinate
frame the Christoffel symbols are given as
(41) ΓkijEk = −
κ
2
(
Eip
−1Ej + Ejp
−1Ei
)
,
where we used the Einstein summation convention for repeated covariant
and contravariant indices. Given an arbitrary connection ∇ the geodesic
equations corresponding to it are given as
(42) ∇γ˙(t)γ˙(t) = 0
with given initial conditions γ(0) and γ˙(0), for all t ∈ [0, T ). I.e. the curve
γ must be parallel along itself.
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Theorem 7.1. The geodesic equations corresponding to the affine connec-
tions (40) are
(43) γ¨ = κγ˙γ−1γ˙.
The solutions of these equations with initial conditions γ(0) = p, γ˙(0) = X
are the folowing one parameter family of functions
(44) γ(t) = expp(Xt) = p
1/2 expI
(
p−1/2Xp−1/2t
)
p1/2
where
(45) expI(X) =
{
[(1− κ)X + 1]
1
1−κ if κ 6= 1,
exp(X) else.
Proof. For the connections (40) it is easy to see that the corresponding
∇γ˙(t)γ˙(t) = 0 geodesic equations are (43).
Let us first consider the case when γ(0) = p = I = γ˙(0) = X. Then it is
enough to solve the equation (43) for real numbers. Therefore the equation
takes the form
(46) exp′′I (t) = κ exp
′
I(t)
2 expI(t)
−1.
If we transform the equation to the inverse function of expI(t) which will
be the logarithm map logI(t), then we get a separable first order differential
equation of the form
log′′I (t) = −κ log
′
I(t)t
−1.
Solving the above we get the logarithm map as
logI(X) =
{
X1−κ−1
1−κ if κ 6= 1,
log(X) else.
From this by inverting the above function we get the assertion for real num-
bers.
Now we check by substitution into (43) that the curve
γ(t) = p1/2 expI
(
p−1/2Xp−1/2t
)
p1/2
is also a solution of the equations (43), since the function expI is analytic.
Indeed
γ˙(t) = Xp−1/2 exp′I
(
p−1/2Xp−1/2t
)
p1/2 = p1/2 exp′I
(
p−1/2Xp−1/2t
)
p−1/2X
γ¨(t) = Xp−1/2 exp′′I
(
p−1/2Xp−1/2t
)
p−1/2X
and after substitution we get
Xp−1/2 exp′′I
(
p−1/2Xp−1/2t
)
p−1/2X = κXp−1/2 exp′I
(
p−1/2Xp−1/2t
)
×
expI
(
p−1/2Xp−1/2t
)−1
exp′I
(
p−1/2Xp−1/2t
)
p−1/2X
30 MIKLO´S PA´LFIA
which is fulfilled since
exp′′I
(
p−1/2Xp−1/2t
)
= κ exp′I
(
p−1/2Xp−1/2t
)2
expI
(
p−1/2Xp−1/2t
)−1
holds by the functional calculus for expI and its derivatives and (46).

Corollary 7.2. The exponential and logarithm map for the affine connec-
tions (40) are given in the form
expp(X) = p
1/2 expI
(
p−1/2Xp−1/2
)
p1/2
logp(X) = p
1/2 logI
(
p−1/2Xp−1/2
)
p1/2,
(47)
where
expI(X) =
{
[(1 − κ)X + 1]
1
1−κ if κ 6= 1,
exp(X) else,
logI(X) =
{
X1−κ−1
1−κ if κ 6= 1,
log(X) else.
(48)
The affine matrix means which induce these affinely connected manifolds are
Mt(X,Y ) = expX (t logX(Y )) =
=

X1/2
[
(1− t)I + t
(
X−1/2Y X−1/2
)1−κ] 11−κ
X1/2 if κ 6= 1,
X1/2
(
X−1/2Y X−1/2
)t
X1/2 else,
(49)
if κ ∈ [0, 2], for other values of κ the functions (49) are not matrix means.
Proof. The first part of the assertion is clear, the second part follows from the
fact that (49) are matrix means if and only if κ ∈ [0, 2], refer to Example 4.1.

Remark 7.1. The one parameter family of affine matrix means (49) seems
to have a singularity at κ = 1, however it is known that the singularity is
removable and indeed as κ → 1 we get the matrix geometric mean as the
limit. This phenomenon has already been investigated in [35]. In that paper
the same one parameter family of matrix means were considered under the
name of matrix power means.
If κ = 0 we get back the arithmetic mean as the midpoint operation, and
the weighted arithmetic mean
(50) At(A,B) = (1− t)A+ tB
is the geodesic line connecting A and B with respect to the metric 〈X,Y 〉p =
Tr {X∗Y }. If κ = 2 we get back the harmonic mean as the midpoint oper-
ation, and the weighted harmonic mean
(51) Ht(A,B) =
(
(1− t)A−1 + tB−1
)−1
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is also a geodesic with respect to the metric 〈X,Y 〉p = Tr
{
p−2Xp−2Y
}
.
We have already mentioned that the second metric is isometric to the first
one, so it is also Euclidean.
In the case when κ = 1 the midpoint is the geometric mean and the
geodesics are given by the weighted geometric mean
(52) Gt(A,B) = A
1/2
(
A−1/2BA−1/2
)t
A1/2.
The corresponding Riemannian metric is 〈X,Y 〉p = Tr
{
p−1Xp−1Y
}
. This
manifold, which is the symmetric space GL(n,C)/U(n,C), is nonpositively
curved while the other two has zero curvature.
In the paper [35] matrix power means Ps(w1, . . . , wk;A1, . . . , Ak) are de-
fined as the unique positive definite solution of the equations
(53) X =
k∑
i=1
wiGs(X,Ai)
where s ∈ [−1, 1], wi > 0,
∑k
i=1 wi = 1 and Ai ∈ P(n,C). Existence and
uniqueness of the solutions follow from the fact that the function
f(X) =
k∑
i=1
wiGs(X,Ai)
is a strict contraction for s ∈ [−1, 1], s 6= 0 with respect to Thompson’s part
metric [35]. In the case k = 2 we get back the affine matrix means (49) with
s = κ− 1 and t = w2.
Corollary 7.3. With the identification s = κ − 1, the two-variable matrix
power means Ps(w1, w2;A1, A2) are geodesic lines, with w2 being the arc-
length parameter, of the affinely connected spaces with affine connections
(40).
The arithmetic (50), harmonic (51) and geometric (52) means have nice
chracterizations and extensions to several variables as the center of mass or
Karcher mean of the corresponding manifolds [41, 42, 7, 35]. I.e.
(54) Λ(w1, . . . , wk;A1, . . . , Ak) = argmin
X∈P(n,C)
n∑
i=1
wid
2(X,Ai),
where d(·, ·) is a Riemannian metric given as
(55) d2(X,Y ) = 〈logX(Y ), logX(Y )〉X
where 〈·, ·〉X is one of the corresponding metrics given above for the arith-
metic (50), harmonic (51) and geometric (52) means, and logX(Y ) are the
corresponding logarithm maps (47) (for κ = 0, 2, 1 respectively). It is well
known that in geodesically convex neighborhoods on a Riemannian manifold
(54) has a unique solution [24, 41]. The solution can be expressed by taking
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the gradient of the cost function on the right hand side of (54) [24] and then
one arrives at
(56)
n∑
i=1
wi logX(Ai) = 0.
The unique solution of this equation can be expressed in closed form in
the case of the arithmetic and harmonic means, since the corresponding
manifolds are Euclidean. The solutions are just the multivariable weighted
arithmetic
∑k
i=1wiAi and harmonic means
(∑k
i=1wiA
−1
i
)−1
[42]. These
functions are monotone in their variables with respect to the positive def-
inite order and have some other desirable properties [35]. These two cases
are well known and of less interest, however the same situation is of much
more interest in the case of the geometric mean. In this case the unique so-
lution of the minimization problem (54) cannot be expressed easily in closed
form since the corresponding Riemannian manifold is no longer flat. The
corresponding equation for the gradient (56) is given in the form
(57)
n∑
i=1
wi log(X
1/2A−1i X
1/2) = 0
and usually this equation is called the Karcher equation [35] and the corre-
sponding unique positive definite solution (54) the Karcher mean. Several
properties of this mean were open problems, for example its monotonic-
ity with respect to the positive definite order, however this and other key
properties of the mean were proved by using different techniques [33, 35, 8].
One of the techniques given in [35] is based on the matrix power means
Ps(w1, . . . , wk;A1, . . . , Ak). These means are given as the unique positive
definite solutions of (53). The following result provides a geometric charac-
terization of matrix power means.
Proposition 7.4. The matrix power means Ps(w1, . . . , wk;A1, . . . , Ak) for
s ∈ [−1, 1] are the unique positive definite solutions of the Karcher equations
(58)
n∑
i=1
wi logX(Ai) = 0
where logX(Ai) are the logarithm maps (47) corresponding to the affine fam-
ily (40) with parameter identification s = κ− 1.
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Proof. The defining equation (53) of matrix power means with s 6= 0 is
equivalent to
k∑
i=1
wi(Gs(X,Ai)−X) = 0
n∑
i=1
wiX
1/2
[(
X−1/2AiX
−1/2
)s
− I
]
X1/2 = 0
n∑
i=1
wiX
1/2
(
X−1/2AiX
−1/2
)s
− I
s
X1/2 = 0,
which is by (47) equivalent to
n∑
i=1
wi logX(Ai) = 0.
The case s = 0 is just the case (57).

Remark 7.2. By the continuity of fixed points of pointwise continuous
families of strict contractions [35], the unique solution of (58) varies contin-
uously with respect to the parameter s. The singularity at s = 0 is known
to be removable and the limit is the Karcher mean [35].
Now since the Karcher equations (58) admit unique positive definite so-
lutions the obvious question arises whether there are Riemannian metrics
corresponding to other values of κ? Also for what other values of κ is the
manifold P(n,C) with affine connection (40) a symmetric space? The full
solution of these questions requires the study of the curvature tensors and
holonomy groups which is postponed to the last section. At this point we
prove some other results which gets us closer to this metrizability problem
of the affine connections (40). First of all we compute the parallel transport
over a geodesic connecting an arbitrary point and the identity. The parallel
transport of a vector Yγ(0) given in the tangent space at γ(0) with respect to
the connection ∇ along the curve γ(t) is defined to be the vector field Yγ(t)
which is the solution of the ODE
∇γ˙(t)Y = 0.
Proposition 7.5. Let c(t) be a geodesic with respect to the connection (40)
and c(0) = I, c(1) = p. Then the unique solution of ∇c˙(t)Y = 0 with respect
to the connection (40) and the initial condition Yc(0) = Y0 is the vector field
(59) Y (t) = c(t)
κ
2 Y0c(t)
κ
2 .
Proof. We have to integrate the equation ∇c′(t)Yc(t) = 0. This is equivalent
to
DY [c(t)][c′(t)]−
κ
2
(
c′(t)c(t)−1Yc(t) + Yc(t)c(t)
−1c′(t)
)
= 0.
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We are looking for the solution Yc(t) = Y (t) in the form
Y (t) = f(c(t))Y0f(c(t)),
for some analytic function f(x). We have for the Fre´chet-differential
DY [c(t)][c′(t)] =
dY (t)
dt
=
df(c(t))
dt
Y0f(c(t)) + f(c(t))Y0
df(c(t))
dt
.
Now substituting into the equation of the parallel transport above, we get
df(c(t))
dt
Y0f(c(t))+f(c(t))Y0
df(c(t))
dt
=
κ
2
(
c′(t)c(t)−1Yc(t) + Yc(t)c(t)
−1c′(t)
)
.
Since c(t) = expI(t logI(p)), it has a power series expansion, as has f(x), so
we have by commutativity that
κ
2
c′(t)c(t)−1f(c(t)) =
df(c(t))
dt
= Df [c(t)][c′(t)] = f ′(c)c′(t).
Since everything on the left and right hand side commutes with one another,
we arrive at the following separable differential equation
κ
2
c−1 = f ′(c)f(c)−1,
which has its solution in the form f(c) = cκ/2.

On a Riemannian manifold the length of vectors are left invariant by
parallel transports with respect to the Levi-Civita connection due to the
Fundamental Theorem of Riemannian geometry [25]. It is easy to check
that the connections (40) are symmetric and torsion free so any of them can
possibly be a Levi-Civita connection of a Riemannian manifold. So by the
above proposition we should look for the Riemannian metrics in the form
(60)
〈
p−κ/2Xp−κ/2, p−κ/2Y p−κ/2
〉
κ
for some positive definite bilinear forms 〈·, ·〉κ given on the tangent space at
I. Later in the last sections we prove that all affine matrix means are actually
matrix power means, i.e. we do not have to look for other connections than
(40).
8. Contraction property of operator means
This section we prove further properties of matrix means using explicitly
the integral characterizations given in Proposition 2.4. We will use the
results given in this section to generalize the construction of matrix power
means to all possible matrix means in later sections.
Let E be a Hilbert space, B(E) denote the Banach space of bounded lin-
ear operators, S(E) denote the Banach space of bounded linear self-adjoint
operators and P ⊆ S(E) the cone of positive definite operators. On P we
have the positive definite order similarly to the finite dimensional case which
means that A ≤ B for A,B ∈ P if and only if B − A ∈ P. It is also easy to
see that if for A,B ∈ S(E) and 0 ≤ A ≤ B then also ‖A‖ ≤ ‖B‖ [32]. We
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will use the notation [A,B] for the order interval generated by A ≤ B, i.e.
[A,B] = {X ∈ P : A ≤ X ≤ B}. We also have that P =
⋃∞
k=1
[
1
kI, kI
]
. On
P this partial ordering induces a complete metric space structure [49]. The
Thompson or part metric is defined as
(61) d∞(A,B) = max {logM(A/B),M(B/A)}
for any A,B ∈ P, where M(A/B) = inf{α : A ≤ αB}. The metric space
(P, d∞) is complete and has some several other nice properties.
Lemma 8.1 (Lemma 10.1 in [31]). (1) d∞(rA, rB) = d∞(A,B) for any
r > 0,
(2) d∞(A
−1, B−1) = d∞(A,B),
(3) d∞(MAM
∗,MBM∗) = d∞(A,B) for all M ∈ GL(E) where GL(E)
denotes the Banach-Lie group of all invertible bounded linear opera-
tors on E,
(4) d∞(
∑k
i=1 tiAi,
∑k
i=1 tiBi) ≤ max1≤i≤k d∞(Ai, Bi) where ti > 0,
(5) e−d∞(A,B)B ≤ A ≤ ed∞(A,B)B and e−d∞(A,B)A ≤ B ≤ ed∞(A,B)A.
Property 4. in Lemma 8.1 is important for us, but we need a refined,
weighted version of it.
Proposition 8.2. Let Ai, Bi ∈ P, 1 ≤ i ≤ k and suppose that d∞(Am, Bm) ≥
d∞(Ai, Bi). Then we have
ed∞(
∑k
i=1Ai,
∑k
i=1Bi) ≤max
{∑k
i=1 e
d∞(Ai,Bi)e−d∞(Am,Ai)∑k
i=1 e
−d∞(Am,Ai)
,
∑k
i=1 e
d∞(Ai,Bi)e−d∞(Bm,Bi)∑k
i=1 e
−d∞(Bm,Bi)
}
.
Proof. Let αi = e
d∞(Ai,Bi). We seek the infimum of all β ≥ 0 such that both
k∑
i=1
Ai ≤ β
k∑
i=1
Bi
k∑
i=1
Bi ≤ β
k∑
i=1
Ai
are satisfied. We also have that
k∑
i=1
Ai ≤
k∑
i=1
αiBi
k∑
i=1
Bi ≤
k∑
i=1
αiAi.
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From this it follows that the infimum of the seeked β are bounded above by
the infimum of all β ≥ 0 satisfying both
k∑
i=1
Ai ≤
k∑
i=1
αiBi ≤ β
k∑
i=1
Bi
k∑
i=1
Bi ≤
k∑
i=1
αiAi ≤ β
k∑
i=1
Ai.
(62)
The first inequality above is equivalent to
0 ≤
k∑
i=1
(β − αi)Bi.
Now by Property 4. in Lemma 8.1 we have the natural bound β ≤ max1≤i≤n αi.
So we may try to find a better bound by assuming that β ≥ αi for 2 ≤ i ≤ n,
where without loss of generality α1 is assumed to be the maximal of all αi.
Using the assumption on β we get that we seek the infimum of all β ≥ 0
such that
k∑
i=2
(β − αi)Bi ≥ (α1 − β)B1.
The infimum here is therefore bounded above again by the infimum of all
β ≥ 0 such that
k∑
i=2
(β − αi)e
−d∞(B1,Bi) ≥ (α1 − β).
This is equivalent to
k∑
i=1
(β − αi)e
−d∞(B1,Bi) ≥ 0,
in other words we have that
β ≥
∑k
i=1 αie
−d∞(B1,Bi)∑k
i=1 e
−d∞(B1,Bi)
=
∑k
i=1 e
d∞(Ai,Bi)e−d∞(B1,Bi)∑k
i=1 e
−d∞(B1,Bi)
.
Doing the same calculation (Ai in place of Bi) by starting with the second
inequality in (62) we get
β ≥
∑k
i=1 e
d∞(Ai,Bi)e−d∞(A1,Ai)∑k
i=1 e
−d∞(A1,Ai)
.
This means that
ed∞(
∑k
i=1Ai,
∑k
i=1Bi) ≤max
{∑k
i=1 e
d∞(Ai,Bi)e−d∞(A1,Ai)∑k
i=1 e
−d∞(A1,Ai)
,
∑k
i=1 e
d∞(Ai,Bi)e−d∞(B1,Bi)∑k
i=1 e
−d∞(B1,Bi)
}
.
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which is what we wanted to prove.

Let BA(r) = {X ∈ P : d∞(A,X) ≤ r}.
Lemma 8.3. Let a, b > 0 be real numbers. Then the mappings h+a,b,A(B) =
aA+ bB and h−a,b,A(B) = (aA
−1 + bB−1)−1 are strict contractions on every
BA(r) for all r <∞, i.e. for all X,Y ∈ BA(r)
d∞(h
±
a,b,A(X), h
±
a,b,A(Y )) ≤ ρd∞(X,Y )
where
ρ =
log e
−r−| log a−log b|+e2r
e−r−| log a−log b|+1
2r
.
Proof. It suffices to prove the above for h+a,b,A(B), since then the same follows
for h−a,b,A(B) by the inversion invariancy of the metric d∞. Also by property
3 in Lemma 8.1 it is enough to prove for the case when A = I. Let X,Y ∈
BI(r). By Proposition 8.2 we have that
ed∞(h
+
a,b,I(X),h
+
a,b,I (Y )) ≤ max
{
e−d∞(bX,aI) + ed∞(X,Y )
e−d∞(bX,aI) + 1
,
e−d∞(bY,aI) + ed∞(X,Y )
e−d∞(bY,aI) + 1
}
= max
{
e−d∞((b/a)X,I) + ed∞(X,Y )
e−d∞((b/a)X,I) + 1
,
e−d∞((b/a)Y,I) + ed∞(X,Y )
e−d∞((b/a)Y,I) + 1
}
.
Since X,Y ∈ BA(r) we have that
e−rI ≤ X,Y ≤ erI
b
a
e−rI ≤
b
a
X,
b
a
Y ≤
b
a
erI,
which means that
d∞((b/a)X, I), d∞((b/a)Y, I) ≤ r +
∣∣∣log a
b
∣∣∣ .
With R = r +
∣∣log ab ∣∣ this means that
ed∞(h
+
a,b,I(X),h
+
a,b,I(Y )) ≤
e−R + ed∞(X,Y )
e−R + 1
.
So we seek 0 < ρ < 1 such that
d∞(h
+
a,b,I(X), h
+
a,b,I(Y )) ≤ log
(
e−R + ed∞(X,Y )
e−R + 1
)
≤ ρd∞(X,Y )
for all X,Y ∈ BI(r), i.e. d∞(X,Y ) ≤ 2r. It therefore suffices to find the
maximum of the function
f(x) =
log
(
e−R+ex
e−R+1
)
x
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on the interval (0, 2r]. Since f ′(x) > 0 on the interval (0, 2r], the maximum
is f(2r), so
ρ =
log
(
e−R+e2r
e−R+1
)
2r
suffices.

Remark 8.1. By Proposition 8.2 it is clear that the functions h±a,b,A(X) for
all a, b ≥ 0 are nonexpansive on the whole P, i.e.
d∞(h
±
a,b,A(X), h
±
a,b,A(Y )) ≤ d∞(X,Y ).
Remark 8.2. By Lemma 8.3 it follows that the weighted arithmetic (1 −
s)A+sB and harmonic ((1−s)A−1+sB−1)−1 means are strict contractions
on BA(r) for all r < ∞ and s ∈ (0, 1). The contraction coefficients ρ are
striclty less then 1 for all s ∈ (0, 1), in general ρ monotonically increases as
s ≥ 1/2 increases and ρ → 1 as s → 1−. Similarly as s ≤ 1/2 decreases,
ρ monotonically increases and ρ → 1 as s → 0+. The cases s = 0, 1
are degenerate, s = 1 gives the right trivial mean M(A,B) = B that is
nonexpansive, i.e.
d∞(M(A,X),M(A,Y )) ≤ d∞(X,Y ),
while s = 0 is the left trivial mean M(A,B) = A and it has contraction
coefficient 0 on all of P.
These preliminary results yield the following main result.
Theorem 8.4. Let M ∈ M and f(X) = M(A,X). If M is not the right
trivial mean (i.e. M(A,B) 6= B) then the mapping f(X) is a strict contrac-
tion on BA(r) for all r <∞, i.e. there exists 0 < ρr < 1 such that
d∞(f(X), f(Y )) ≤ ρrd∞(X,Y )
for all X,Y ∈ BA(r).
If M is the right trivial mean (i.e. M(A,B) = B) then f(X) is nonex-
pansive on P, that is
d∞(f(X), f(Y )) ≤ d∞(X,Y )
for all A,X, Y ∈ P.
Proof. The case of the right trivial mean is just the preceding remark, so
assume that M(A,B) is not the right trivial mean. Again by property 3 in
Lemma 8.1 it is enough to prove for the case when A = I. By Proposition 2.4
the mean M ∈M is represented as
(63) M(I,X) =
∫
[0,1]
[(1− s)I + sX−1]−1dν(s) =
∫
[0,1]
hs(X)dν(s)
So let X,Y ∈ BI(r). There are other simple cases when the probability
measure is supported only over the two points {0}, {1}. These cases in-
clude the weighted arithmetic mean with s ∈ (0, 1) and the case of the left
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trivial mean which is covered in the preceding remark and are clearly strict
contractions on BI(r).
For the remaining cases we split the integral in (63) to the sum of integrals
over the mutually disjoint intervals I1 = [0, a), I2 = [a, 1− a], I3 = (1− a, 1]
for some a ∈ (0, 1/2) such that ν has nonzero mass on the interval I2. Such
an a clearly exists since we have just exlcuded the cases when the measure
ν is supported only on the points {0}, {1}. Let Ji = 1 if ν is supported on
Ii and Ji = 0 if it is not. By assumption J2 = 1 always. We have that
fi(X) =
∫
Ii
[(1− s)I + sX−1]−1dν(s).
Moreover due to the weak-∗ compactness of the convex cone of probability
measures on the compact interval [0, 1], the integral in (63) can be approxi-
mated by finite convex combinations (this is the Krein-Milman theorem) of
the form ∑
i
[(1− si)I + siX
−1]−1Ksi
where si ∈ [0, 1], Ksi > 0. More precisely there exists a net of finitely
supported probability measures νk on [0, 1], such that the net
(64)
∫
[0,1]
[(1 − s)I + sX−1]−1dνk(s)
converges to f(X) =M(I,X). Now let
fi,k(X) =
∫
Ii
[(1− s)I + sX−1]−1dνk(s)
for i = 1, 2, 3, i.e. f(X) = limk f1,k(X) + f2,k(X) + f3,k(X). The functions
f1,k and f3,k are nonexpansive due to property 4 in Lemma 8.1 and the
preceding remarks, i.e.
d∞(fi,k(X), fi,k(Y )) ≤ ρid∞(X,Y )
where ρi = 1 for i = 1, 3. Again due to property 4 in Lemma 8.1, the
preceding remarks and Lemma 8.3 we have that
ρ2 =
log e
−r−| log a−log(1−a)|+e2r
e−r−| log a−log(1−a)|+1
2r
since it is easy to see that by Lemma 8.3 the contraction coefficient ρ corre-
sponding to a hs(X) with s ∈ [a, 1− a] is bounded above by the contraction
coefficient ρ corresponding to ha(X) or equivalently h1−a(X). Moreover it
is easy to see that these ρi are uniform for all k, so taking the limit k →∞
we get that
d∞(fi(X), fi(Y )) ≤ ρid∞(X,Y ).
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Now by Proposition 8.2 we have
ed∞(f(X),f(Y )) ≤ max
{∑3
i=1 e
d∞(fi(X),fi(Y ))Jie
−d∞(fm(X),fi(X))∑3
i=1 Jie
−d∞(fm(X),fi(X))
,
∑3
i=1 e
d∞(fi(X),fi(Y ))Jie
−d∞(fm(Y ),fi(Y ))∑3
i=1 Jie
−d∞(fm(Y ),fi(Y ))
}
≤ max
{∑3
i=1 e
ρid∞(X,Y )Jie
−d∞(fm(X),fi(X))∑3
i=1 Jie
−d∞(fm(X),fi(X))
,
∑3
i=1 e
ρid∞(X,Y )Jie
−d∞(fm(Y ),fi(Y ))∑3
i=1 Jie
−d∞(fm(Y ),fi(Y ))
}
where m is such that d∞(fm(X), fm(Y )) ≥ d∞(fi(X), fi(Y )), i = 1, 2, 3. To
obtain the second inequality above we used the monotonicity of the functions
ex and the weighted arithmetic mean
∑3
i=1 wixi∑3
i=1 wi
, with weights of the form
wi = e
−d∞(fm(Y ),fi(Y )). The next step is to see that d∞(fj(Y ), fi(Y )) is
bounded for i, j = 1, 2, 3. Indeed if fi is nonzero then it is a continuous (in
fact analytic) function on BI(r) and since BI(r) is bounded, the image of
it under fi is also bounded, so
max
i,j=1,2,3
sup
X∈BI(r)
d∞(fj(X), fi(X))
is bounded as well. Let this bound be L. Then since ρ1 = ρ3 = 1 we have
that
ed∞(f(X),f(Y )) ≤ max
{∑3
i=1 e
ρid∞(X,Y )Jie
−d∞(fm(X),fi(X))∑3
i=1 Jie
−d∞(fm(X),fi(X))
,
∑3
i=1 e
ρid∞(X,Y )Jie
−d∞(fm(Y ),fi(Y ))∑3
i=1 Jie
−d∞(fm(Y ),fi(Y ))
}
≤
ed∞(X,Y )(J1 + J3) + e
ρ2d∞(X,Y )e−L
e−L + J1 + J3
.
Similarly as in the end of the proof of Lemma 8.3 we seek some 0 < ρ < 1
such that
log
(
ed∞(X,Y )(J1 + J3) + e
ρ2d∞(X,Y )e−L
e−L + J1 + J3
)
≤ ρd∞(X,Y )
for all X,Y ∈ BI(r), i.e. d∞(X,Y ) ≤ 2r. By the same argument as in the
end of the proof of Lemma 8.3 we see that
ρ =
log
(
e2r(J1+J3)+eρ22re−L
e−L+J1+J3
)
2r
suffices and clearly ρ < 1.
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Remark 8.3. In [31] Lawson and Lim provided an extension of the geo-
metric, logarithmic and some other iterated means to several variables over
P relying on the Ando-Li-Mathias construction provided in [1]. They estab-
lished the above contractive property for these means. Our Theorem 8.4
shows that in fact the construction is applicable to all matrix means, hence
providing multivariable extensions which work in the possibly infinite dimen-
sional setting of P. This were only known in the finite dimensional setting
so far which case was proved in [42].
The further importance of Theorem 8.4 will be apparent in the following
sections, when we consider matrix (in fact operator) equations similarly to
the case of the matrix power means. We close the section with a general
nonexpansive property.
Proposition 8.5. Let M : Pk → P be such that
(1) if Ai ≤ Bi for all 1 ≤ i ≤ k, then M(A1, . . . , Ak) ≤M(B1, . . . , Bk),
(2) if t > 0, then M(tA1, . . . , tAk) = tM(A1, . . . , Ak),
then
d∞(M(A1, . . . , Ak),M(B1, . . . , Bk)) ≤ max
1≤i≤k
d∞(Ai, Bi)
for all Ai, Bi ∈ P.
Proof. Let t = max1≤i≤k d∞(Ai, Bi). Then Ai ≤ tBi and Bi ≤ tAi for all
1 ≤ i ≤ k, so by property 1 and 2
M(A1, . . . , Ak) ≤M(tB1, . . . , tBk) = tM(B1, . . . , Bk)
M(B1, . . . , Bk) ≤M(tA1, . . . , tAk) = tM(A1, . . . , Ak),
i.e.
M(A1, . . . , Ak) ≤ max
1≤i≤k
d∞(Ai, Bi)M(B1, . . . , Bk)
M(B1, . . . , Bk) ≤ max
1≤i≤k
d∞(Ai, Bi)M(A1, . . . , Ak).

9. Extension of operator means via contraction principle
Let ∆n denote the convex set of positive probability vectors, i.e. if ω =
(w1, . . . , wn) ∈ ∆n, then wi > 0 and
∑n
i=1wi = 1. We will use the following
notations:
For A = (A1, . . . , Ak) ∈ P
k, M ∈ GL(E),a = (a1, . . . , ak) ∈ (0,∞)
k, ω =
(w1, . . . , wk) ∈ ∆k, f : (0,∞)→ (0,∞), and for a permutation σ on k-letters
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let
MAM∗ = (MA1M
∗, . . . ,MAkM
∗), Aσ = (Aσ(1), . . . , Aσ(k)),
A
(n) = (A, . . . ,A︸ ︷︷ ︸
n
) ∈ Pnk, ω(n) =
1
n
(ω, . . . , ω︸ ︷︷ ︸
n
) ∈ ∆nk,
f(a) = (f(a1), . . . , f(ak)), ω ⊙ a =
1∑k
i=1wiai
(w1a1, . . . , wkak) ∈ ∆k,
ωˆ =
1
1− wk
(w1, . . . , wk−1) ∈ ∆k−1, a · A = (a1A1, . . . , akAk).
In [35] Lim and Pa´lfia defined the one parameter family of matrix power
means Ps(ω;A) as the unique positive definite solution of the equations
(65) X =
k∑
i=1
wiGs(X,Ai)
where s ∈ [−1, 1], wi > 0,
∑k
i=1 wi = 1 and Ai ∈ P and
Gs(A,B) = A
1/2
(
A−1/2BA−1/2
)s
A1/2
is again the weighted geometric mean. Existence and uniqueness of the
solution of (65) follow from the fact that the function
f(X) =
k∑
i=1
wiGs(X,Ai)
is a strict contraction for s ∈ [−1, 1], s 6= 0 with respect to Thompson’s part
metric [35]. In the case k = 2 we get back the affine matrix means (49) with
s = κ− 1 and t = w2 as we have seen earlier.
Now we will study the generalized form of (65).
Lemma 9.1. Let ω ∈ ∆k and Ai ∈ P, 1 ≤ i ≤ k and M ∈ M which is not
the right trivial mean. Then the function
(66) fM(X) =
k∑
i=1
wiM(X,Ai)
is a strict contraction with respect to the Thompson metric d∞(·, ·) on every
bounded S ⊆ P such that Ai ∈ S for all 1 ≤ i ≤ k.
Proof. Let A ∈ P and r <∞ given such that S ⊆ BA(r) and for all X,Y ∈ S
the functions gi(X) = M(X,Ai) are strict contractions for all 1 ≤ i ≤ k.
Clearly by the boundedness of S and the set {A1, . . . , Ak} and Theorem 8.4
such A ∈ P and r < ∞ exists. Suppose the largest contraction coefficient
for the functions gi(X) =M(X,Ai) for 1 ≤ i ≤ k is ρm on BA(r). Then by
property 4 in Lemma 8.1 we have that
d∞(fM (X), fM (Y )) ≤ ρmd∞(X,Y ).

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Proposition 9.2. Let ω ∈ ∆k and Ai ∈ P, 1 ≤ i ≤ k and M ∈ M. Then
the equation
(67) X =
k∑
i=1
wiM(X,Ai)
has a unique positive definite solution in P.
Proof. Suppose that M is not the right trivial mean. Then by Lemma 9.1
for every bounded subset S ⊆ P the function fM(X) given in (66) is a strict
contraction on S, so by Banach’s fixed point theorem fM (X) has a unique
fixed point on S, so the equation (67) has a unique positive definite solution
on S. Since S was arbitrary bounded subset of P, it follows that the same
holds on all of P.
If M is the right trivial mean, then (67) is equivalent to
X =
k∑
i=1
wiAi,
i.e. the unique solution is the weighted arithmetic mean.

Definition 9.1 (Induced Operator Mean). LetM(·, ·) ∈M, A = (A1, . . . , Ak) ∈
P
k and ω ∈ ∆k. We denote by M(ω;A) the unique solution of the equation
(68) X =
k∑
i=1
wiM(X,Ai).
We call M(ω;A) the ω-weighted induced operator mean of M ∈ M of
A1, . . . , An.
Remark 9.1. Let fM (X) be defined by (66). Then by the monotonicity of
M , fM is monotone: X ≤ Y implies that fM(X) ≤ fM (Y ).
Remark 9.2. The one parameter family of matrix power means Ps(ω;A)
is the unique positive definite solution of the equations
X =
k∑
i=1
wiGs(X,Ai)
where s ∈ [−1, 1]. These means are induced means for s ∈ (0, 1] and the
inducing mean is the weighted geometric mean Gs(A,B).
Proposition 9.3. Let A = (A1, . . . , Ak),B = (B1, . . . , Bk) ∈ P
k, ω ∈ ∆k
and M,N ∈ M and M(ω;A), N(ω;A) the corresponding induced operator
means. Then
(1) M(ω;A) = A if Ai = A for all 1 ≤ i ≤ k;
(2) M(ωσ;Aσ) =M(ω;A) for any permutation σ;
(3) M(ω;A) ≤M(ω;B) if Ai ≤ Bi for all i = 1, 2, . . . , k;
(4) if M(A,B) ≤ N(A,B) for all A,B ∈ P then M(ω;A) ≤ N(ω;A);
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(5) M(ω;XAX∗) = XM(ω;A)X∗ for any X ∈ GL(E);
(6) (1−u)M(ω;A)+uM(ω;B) ≤M(ω; (1−u)A+uB) for any u ∈ [0, 1];
(7) d∞(M(ω;A),M(ω;B)) ≤ max1≤i≤k{d∞(Ai, Bi)};
(8) M(ω(n);A(n)) =M(ω;A) for any n ∈ N;
(9) M(ω;A1, . . . , Ak−1,X) = X if and only if X =M(ωˆ;A1, . . . , Ak−1).
In particular, M(A1, . . . , Ak,X) = X if and only if X =M(A1, . . . , Ak);
(10) Φ(M(ω;A)) ≤ M(ω; Φ(A)) for any positive unital linear map Φ,
where Φ(A) = (Φ(A1), . . . ,Φ(Ak)).
Proof. (1) By (68) we haveX =
∑k
i=1 wiM(X,A) and using thatM(A,A) =
A we see that X = A is a, and by uniqueness, the solution to (68).
(2) Follows from the defining equation (68).
(3) Suppose that Ai ≤ Bi for all i = 1, 2, . . . , k. Define fM (X) =∑k
i=1wiM(X,Ai) and gM (X) =
∑k
i=1wiM(X,Bi). ThenM(ω;A) = liml→∞ f
l
M(X)
and M(ω;B) = liml→∞ g
l
M (X) for any X ∈ P, by the Banach fixed point
theorem. By the monotonicity of M ∈ M, fM (X) ≤ gM (X) for all X ∈ P,
and fM(X) ≤ fM(Y ), gM (X) ≤ gM (Y ) whenever X ≤ Y. Let X0 > 0. Then
fM(X0) ≤ gM (X0) and f
2
M (X0) = fM (fM (X0)) ≤ gM (fM (X0)) ≤ g
2
M (X0).
Inductively, we have f lM(X0) ≤ g
l
M (X0) for all l ∈ N. Therefore, M(ω;A) =
liml→∞ f
l
M (X0) ≤ liml→∞ g
l
M (X0) =M(ω;B).
(4) Define f(X) =
∑k
i=1 wiM(X,Ai) and g(X) =
∑k
i=1wiN(X,Ai).
ThenM(ω;A) = liml→∞ f
l(X) and N(ω;A) = liml→∞ g
l(X) for any X ∈ P,
by Banach’s fixed point theorem. Since M ≤ N , f(X) ≤ g(X) for all
X ∈ P, and f(X) ≤ f(Y ), g(X) ≤ g(Y ) whenever X ≤ Y. Let X0 > 0.
Then f(X0) ≤ g(X0) and f
◦2(X0) = f(f(X0)) ≤ g(f(X0)) ≤ g
◦2(X0). In-
ductively, we have f l(X0) ≤ g
l(X0) for all l ∈ N. Therefore, M(ω;A) =
liml→∞ f
l(X0) ≤ liml→∞ g
l(X0) = N(ω;A).
(5) It follows from the defining equation of M(ω;A) and the uniqueness
of the positive definite solution.
(6) Let X = M(ω;A) and Y = M(ω;B). For u ∈ [0, 1], we set Zu =
(1− u)X + uY. Let fM(Z) =
∑n
i=1wiM(Z, ((1− u)Ai+uBi)). Then by the
joint concavity of two-variable operator means (Theorem 3.5 [28])
Zu = (1− u)X + uY =
n∑
i=1
wi[(1 − u)M(X,Ai) + uM(Y,Bi)]
≤
n∑
i=1
wiM(((1 − u)X + uY ), ((1 − u)Ai + uBi)) = f(Zu).
Inductively, Zu ≤ f
l
M (Zu) for all l ∈ N. Therefore, (1 − u)M(ω;A) +
uM(ω;B) = Zu ≤M(ω; (1 − u)A + uB).
(7) Follows from Proposition 8.5 using property (4) and (5).
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(8) Let X =M(ω;A). Then
X =
k∑
i=1
wiM(X,Ai) =
1
n
(
k∑
i=1
wiM(X,Ai) + · · ·+
k∑
i=1
wiM(X,Ai)︸ ︷︷ ︸
k
)
and therefore X =M(ω(n);A(n)).
(9) We haveM(ω;A1, . . . , Ak−1,X) = X if and only ifX =
∑k−1
i=1 wiM(X,Ai)+
wkX if and only ifX =
1
1−wk
∑k−1
i=1 wiM(X,Ai) if and only ifX =M(ωˆ;A1, . . . , Ak−1).
(10) Note that Φ(M(A,B)) ≤M(Φ(A),Φ(B)) for any A,B > 0 by Propo-
sition 2.6. Then
Φ(M(ω;A)) =
k∑
i=1
wiΦ(M(M(ω;A), Ai)) ≤
k∑
i=1
wiM(Φ(M(ω;A)),Φ(Ai)).(69)
Define fM (X) =
∑k
i=1wiM(X,Φ(Ai)). Then liml→∞ f
l
M (X) =M(ω; Φ(A))
for any X > 0. By (69), fM(Φ(M(ω;A))) ≥ Φ(M(ω;A)). Since f is mono-
tonic, f lM (Φ(Xt)) ≥ Φ(M(ω;A)) for all l ∈ N. Thus
M(ω; Φ(A)) = lim
l→∞
f lM(Φ(M(ω;A))) ≥ Φ(M(ω;A)) = Φ(M(ω;A)).

Corollary 9.4. If k = 2, M(w1, w2;A,B) ∈ M is an operator mean (in-
duced by another mean M(A,B) ∈M).
Proof. By property (5) in Proposition 9.3 it follows that
M(w1, w2;A,B) = A
1/2M(w1, w2; I,A
−1/2BA−1/2)A1/2
and property (1) yields that M(w1, w2; I, I) = I. By Lemma 9.1 we have
that
lim
l→∞
f◦l(X) =M(w1, w2; I,A
−1/2BA−1/2)
for all X ∈ P with f(X) = w1M(X, I)+w2M(X,A
−1/2BA−1/2). So we can
choose X = I and then
lim
l→∞
f◦l(I) =M(w1, w2; I, C)
where C = A−1/2BA−1/2. Also by simple calculation we have that
f(X) = w1Xg(X
−1) + w2Xg(X
−1C)
where g is the representing function of M . Let h(C) := M(w1, w2; I, C).
Then h(C) = liml→∞ f
◦l(I) and by property (3) in Proposition 9.3, h is
operator monotone. Moreover f◦l(I) is an analytic real map in the single
variable C for all l, moreover the net f◦l(I) converges uniformly on bounded
subsets of P due to the strict contraction property of f(X). Hence the
pointwise limit liml→∞ f
◦l(1) for positive real (scalar) C is a continuous real
map as well and is identical to h by the properties of the functional calculus
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of self-adjoint operators, since the net f◦l(I) converges in norm for all C
(the topology generated by the metric d∞ agrees with the relative Banach
space topology [49]). It is also easy to see that h is positive on (0,∞) and
h(1) = 1, hence h is an operator monotone function in m. So by Theorem
3.2 in [28] we get that M(w1, w2;A,B) is an operator mean in the sense of
Definition 2.1.

Proposition 9.5. Let ω ∈ ∆2, A,B ∈ P and M ∈ M with representing
function f . Then
M(w1, w2;A,B) = A
1/2g
(
A−1/2BA−1/2
)
A1/2
where
g−1(x) = xf−1
(
1−w1f(x
−1)
w2
)
.(70)
Proof. By (68) we have
X = w1X
1/2f(X−1/2AX−1/2)X1/2 + w2X
1/2f(X−1/2BX−1/2)X1/2
which, with f ′(x) = xf(1/x) denoting the transpose of f , is equivalent to
A−1/2XA−1/2 = w1f
′(A−1/2XA−1/2)
+w2A
−1/2X1/2f(X−1/2A1/2A−1/2BA−1/2A1/2X−1/2)X1/2A−1/2
= w1f
′(A−1/2XA−1/2)
+w2A
−1/2XA−1/2A1/2X−1/2f(X−1/2A1/2A−1/2BA−1/2A1/2X−1/2)X1/2A−1/2
= w1f
′(A−1/2XA−1/2) + w2A
−1/2XA−1/2f(A1/2X−1A1/2A−1/2BA−1/2)
= w1f
′(U) + w2Uf(U
−1W ) = w1Uf(U
−1) + w2Uf(U
−1W ) = U,
where U = A−1/2XA−1/2 and W = A−1/2BA−1/2. From this we get that
I = w1f(U
−1) + w2f(U
−1W ), i.e. W = Uf−1
(
I−w1f(U−1)
w2
)
= g−1(U).
This means X = A1/2g
(
A−1/2BA−1/2
)
A1/2. Note that (70) may only be
well defined in a small neighborhood, but we know by Corollary 9.4, that g
can be analytically continued to the whole (0,∞), since M(w1, w2;A,B) is
an operator mean with representing operator monotone function g.

Remark 9.3. Since the induced two-variable operator meanM(w1, w2;A,B)
is uniquely determined by the inducing M ∈ M, therefore the induced
means M(ω;A) can be regarded as an extension of the operator mean
M(w1, w2;A,B) to more then two variables. Formula (70) uniquely de-
termines the representing function of M(w1, w2;A,B) in terms of the rep-
resenting function f of M ∈ M, the mapping ind : M 7→ M given as
M(·, ·) 7→M(w1, w2; ·, ·) gives a self mapping of the set M. It is easy to see
that the weighted arithmetic and harmonic means are inducing themselves,
so they are fixed points of the map ind.
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10. Generalized Karcher equations and one parameter families
of operator means
In this section we generalize the results of [35, 32] which were given for the
one parameter family of power means. We will provide solutions of nonlinear
operator equations that are given in the following
Definition 10.1 (Generalized Karcher equation). Let logI ∈ L and logX(A) =
X1/2 logI(X
−1/2AX−1/2)X1/2. The generalized Karcher equation induced
by logI is the operator equation
k∑
i=1
wi logX(Ai) = 0
where X,Ai ∈ P.
By Proposition 2.5 we have that if M ∈ M is not the left or right trivial
mean, then f ∈ P(t), t = f ′(1). The results in section 4 and 5, in particular
Theorem 4.1 ensures us, that all f ∈ P(t0) can be uniquely written as
(71) f(x) = expI(t0 logI(x))
where logI ∈ L is the unique logarithm map corresponding to f and expI
is the inverse of logI . We also have by Theorem 5.5 that if logI has no
ramification points in the upper half-plane H+, then the one parameter
family ft(x) = expI(t logI(x)) is in P(t) for all t ∈ (0, 1). In the general
situation of ramification points if a given logI ∈ L is induced by an f ∈ P(t0),
then by Proposition 5.6 ft ∈ P(t) for all 0 < t ≤ t0. This makes it possible
to consider one parameter families of induced operator means, similarly to
the case of the matrix power means Ps(ω;A) where s ∈ [−1, 1] (65).
Throughout this section we suppose that M ∈M with representing func-
tion f(x) given as (71) and f(x) is not the left or right trivial mean. This
means that f ∈ P(t0) and also then
ft(x) = expI(t logI(x))
is well defined for 0 < t ≤ t0, i.e. ft ∈ P(t) and Mt(A,B) denotes its
corresponding mean in M. Also we assume that Ai ∈ P for all 1 ≤ i ≤ k
and that ω ∈ ∆k.
Proposition 10.1. The one parameter family of induced operator means
Mt(ω;A) induced by the Mt(A,B) ∈ M with representing function ft(x) is
continuous for t ∈ (0, t0] on any bounded set S ⊆ P.
Proof. The induced operator means Mt(ω;A) are fixed points of mappings
fMt(x) given in (66) which are strict contractions on any bounded subset
of S ⊆ P according to Lemma 9.1. Therefore on every bounded set S ⊆ P
Mt(ω;A) varies continuously with respect to t due to the continuity of fixed
points of pointwisely continuous families of strict contractions [38].

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Lemma 10.2. For t ∈ (0, t0] we have(
k∑
i=1
wiA
−1
i
)−1
≤Mt(ω;A) ≤
k∑
i=1
wiAi.
Proof. By Lemma 2.2 we have that
[(1 − t)A−1 + tB−1]−1 ≤Mt(A,B) ≤ (1− t)A+ tB.
By substituting into the defining equations (68) with the two-variable weighted
harmonic and arithmetic mean we get back the corresponding multivariable
versions
(∑k
i=1 wiA
−1
i
)−1
and
∑k
i=1 wiAi respectively. Then by property
(4) in Proposition 9.3 we get the assertion.

Let us recall the strong topology on P. The strong topology is the topology
of pointwise convergence which means that An → A if for all x ∈ E we
have 〈x,Anx〉 → 〈x,Ax〉. The positive definite partial order ≤ is strongly
closed, so if An → A, Bn → B and An ≤ Bn then A ≤ B. Also if An is
a monotonically decreasing net in P with respect to ≤ and it is bounded
from below, then it converges strongly to the infimum of An. Similarly if
Bn is monotonically increases and bounded from above, then Bn converges
strongly to its supremum [51].
Theorem 10.3. There exists X0 ∈ P such that
lim
t→0+
Mt(ω;A) = X0.
Furthermore for 0 < t ≤ s ≤ t0 we have
X0 ≤Mt(ω;A) ≤Ms(ω;A) ≤Mt0(ω;A).
Proof. First of all since ft(x) ∈ P(t), by Proposition 5.7 we have fu(x) ≤
(1 − u) + ux for all u ∈ [0, 1] and x > 0 real numbers and also fu(x) > 0
by the monotonicity property in u. Then these with simple considerations
yield that
Mu(A,B) := A
1/2fu(A
−1/2BA−1/2)A1/2 ≤ (1− u)A+ uB.
Moreover Mt(A,B) =M t
s
(A,Ms(A,B)) by the properties of expI and logI .
Let fM (X) =
∑k
i=1 wiMt(X,Ai). By Banach’s fixed point theorem we have
Mt(ω;A) = liml→∞ f
l
M(X) for all X ∈ P. From the above we have
fM(X) =
k∑
i=1
wiMt(X,Ai) =
k∑
i=1
wiM t
s
(X,Ms(X,Ai))
≤
k∑
i=1
wi
(
1−
t
s
)
X +
t
s
Ms(X,Ai) =
(
1−
t
s
)
X +
t
s
k∑
i=1
wiMs(X,Ai).
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Let Xs =Ms(ω;A). Then by the above we have
fM(Xs) ≤
(
1−
t
s
)
Xs +
t
s
k∑
i=1
wiMs(Xs, Ai) =
(
1−
t
s
)
Xs +
t
s
Xs = Xs.
By Remark 9.1 fM(X) is monotone, so f
l+1
M (Xs) ≤ f
l
M (Xs) ≤ · · · ≤ fM (Xs) ≤
Xs for all l ≥ 0, so
Mt(ω;A) = lim
l→∞
f lM (Xs) ≤ Xs =Ms(ω;A).
By Lemma 10.2 the monotonically decreasing net Mt(ω;A) is bounded from
below (and above) so has a strong limit as t→ 0+.

Definition 10.2. Let ΛM (ω;A) = limt→0+Mt(ω;A) and call it the ω-
weighted lambda extension of M ∈M.
Remark 10.1. If we take the one parameter family of matrix power means
Pt(ω;A), then it is known that limt→0 Pt(ω;A) is the Karcher mean Λ(ω;A)
given as (54).
Theorem 10.4. Let A = (A1, . . . , Ak),B = (B1, . . . , Bk) ∈ P
k, ω ∈ ∆k and
M,N ∈ M and ΛM (ω;A), ΛN (ω;A) the corresponding lambda extensions.
Then
(1) ΛM (ω;A) = A if Ai = A for all 1 ≤ i ≤ k;
(2) ΛM (ωσ;Aσ) = ΛM (ω;A) for any permutation σ;
(3) ΛM (ω;A) ≤ ΛM (ω;B) if Ai ≤ Bi for all i = 1, 2, . . . , k;
(4) if M(A,B) ≤ N(A,B) for all A,B ∈ P then ΛM (ω;A) ≤ ΛN (ω;A);
(5) ΛM (ω;XAX
∗) = XΛM (ω;A)X
∗ for any X ∈ GL(E);
(6) (1− u)ΛM (ω;A) + uΛM (ω;B) ≤ ΛM (ω; (1− u)A+ uB) for any u ∈
[0, 1];
(7) d∞(ΛM (ω;A),ΛM (ω;B)) ≤ max1≤i≤k{d∞(Ai, Bi)};
(8) ΛM (ω
(n);A(n)) = ΛM (ω;A) for any n ∈ N;
(9) Φ(ΛM (ω;A)) ≤ ΛM (ω; Φ(A)) for any positive unital linear map Φ,
where Φ(A) = (Φ(A1), . . . ,Φ(Ak));
(10)
(∑k
i=1A
−1
i
)−1
≤ ΛM (ω;A) ≤
∑k
i=1Ai.
Proof. Each of the properties easily follows from Proposition 9.3 and Lemma 10.2
by taking the limit t→ 0+.

Now we turn to the study of the generalized Karcher equation
(72)
k∑
i=1
wi logX(Ai) = 0,
where logX(A) = X
1/2 logI
(
X−1/2AX−1/2
)
X1/2 corresponding to logI ∈ L.
We denote by Ks(ω,A) the set of all solutions X of (72) in P.
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Lemma 10.5. Operator multiplication is strongly continuous on any bounded
set.
Proof. Let Al → A,Bl → B strongly, and ‖Al‖ , ‖Bl‖ ≤ K. Then
‖(AlBl −AB)x‖ ≤ ‖Al(Bl −B)x‖+‖(Al −A)Bx‖ ≤ K ‖(Bl −B)x‖+‖(Al −A)Bx‖ ,
so ‖(AlBl −AB)x‖ → 0 as well.

Lemma 10.6. Let Q be an open or closed subset of R and let f : Q→ R be
continuous and bounded. Then f is strong operator continuous on the set
S(E) of self adjoint operators with spectrum in Q.
Proof. Special case of Theorem 3.6 in [23].

Lemma 10.7. Let Q be an open or closed subset of R and let f : Q→ R be
continuous and bounded. Then f is strong operator continuous on the set
S(E) of self adjoint operators with spectrum in Q.
The consequece of the above is the following
Lemma 10.8. The functions
(1) x−1,
(2) logI(x) which is monotone,
(3) ft(x) = expI(t logI(x)) for 0 ≤ t ≤ t0,
(4) the mean Mt(A,B) for 0 ≤ t ≤ t0,
are strongly continuous on the order intervals [e−mI, emI] for any m > 0.
Lemma 10.9. Let V ∈ S(E). Then
(73) lim
(s,U)→(0,V )
expI(sU)− I
s
= V,
in the strong operator topology.
Proof. Since expI is the holomorphic inverse of logI and logI(1) = 0, log
′
I(1) =
1 it follows that expI(0) = 1 and exp
′
I(0) = 1. Thus there is a 0 centered
open disk D, on which expI is holomorphic, hence has a uniformly and
absolutely convergent power series expansion on D given as
expI(z) =
∞∑
j=0
exp
(j)
I
j!
(0)zj
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This means that
∑∞
j=0
∣∣∣∣ exp(j)Ij! (0)
∣∣∣∣ |z|j <∞ for all z ∈ D. Then for U ∈ S(E)
and s ≥ 0 such that s ‖U‖ ∈ D we have
∥∥∥∥expI(sU)− Is − U
∥∥∥∥ =
∥∥∥∥∥∥
∑∞
j=0
exp
(j)
I
j! (0)(sU)
j − I
s
− U
∥∥∥∥∥∥
=
∥∥∥∥∥∥
∞∑
j=1
exp
(j)
I
j!
(0)sj−1U j − U
∥∥∥∥∥∥
≤
∞∑
j=2
∣∣∣∣∣exp
(j)
I
j!
(0)
∣∣∣∣∣ |s|j−1 ‖U‖j
=
∞∑
j=2
∣∣∣∣∣ exp
(j)
I
(j − 1)!
(0)
∣∣∣∣∣ (s ‖U‖)j−1 ‖U‖ <∞
since the derivative exp′I(z) =
∑∞
j=1
exp
(j)
I
(j−1)!(0)z
j−1 absolutely and uniformly
converges on the same disk D, moreover as s → 0+ the above also goes to
0. Now let x ∈ E and let s → 0 and U → V strongly. Then by the above
we have∥∥∥∥expI(sU)− Is x− V x
∥∥∥∥ ≤
∥∥∥∥expI(sU)− Is x− Ux
∥∥∥∥+ ‖Ux− V x‖
≤
∞∑
j=2
∣∣∣∣∣exp
(j)
I
j!
(0)
∣∣∣∣∣ |s|j−1 ‖U‖j ‖x‖+ ‖Ux− V x‖ ,
as s→ 0 the first term in the last inequality goes to 0 so as the second term,
since also U → V strongly.

Theorem 10.10. The lambda extension ΛM (ω;A) satisfies the generalized
Karcher equation
k∑
i=1
wi logX(Ai) = 0,
where logX(A) = X
1/2 logI
(
X−1/2AX−1/2
)
X1/2.
Proof. For 0 < t ≤ t0 letXt =Mt(ω;A) andX0 = ΛM (ω;A) = limt→0+Mt(ω;A).
By Theorem 10.3 Xt → X0 strongly monotonically as t → 0+ and X0 ≤
Xt ≤ Xt0 ≤
∑k
i=1wiAi. Now choose m such that Ai,Xt0 ,X0 ∈ [e
−mI, emI]
for all i. Then also Xt ∈ [e
−mI, emI] for 0 ≤ t ≤ t0. The order interval
[e−mI, emI] is closed under inversion, also 1 ≤ x1/2 ≤ x for x ∈ [1,∞) and
1 ≥ x1/2 ≥ x for x ∈ (0, 1), so X
−1/2
t AiX
−1/2
t ∈ [e
−mI, emI]. By the pre-
vious lemmas therefore X
−1/2
t AiX
−1/2
t → X
−1/2
0 AiX
−1/2
0 strongly. By the
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strong continuity of logI
Ui := logI(X
−1/2
t AiX
−1/2
t )→ Vi := logI(X
−1/2
0 AiX
−1/2
0 ).
By Lemma 10.9 in the strong topology we have
(74) lim
t→0+
expI(tUi)− I
t
= Vi = logI(X
−1/2
0 AiX
−1/2
0 )
for all 1 ≤ i ≤ k.
By definition Xt =
∑k
i=1 wiMt(Xt, Ai) which is equivalent to
I =
k∑
i=1
wift(X
−1/2
t AiX
−1/2
t ) =
k∑
i=1
wi expI
(
t logI(X
−1/2
t AiX
−1/2
t )
)
,
that is 0 =
∑k
i=1wi
ft(X
−1/2
t AiX
−1/2
t )−I
t . By (74) we have
0 = lim
t→0+
k∑
i=1
wi
ft(X
−1/2
t AiX
−1/2
t )− I
t
=
k∑
i=1
wi lim
t→0+
ft(X
−1/2
t AiX
−1/2
t )− I
t
=
k∑
i=1
wi logI(X
−1/2
0 AiX
−1/2
0 ).
(75)
By this we have also that
∑k
i=1 wi logX(Ai) = 0.

Lemma 10.11. The set Ks(ω,A) is invariant under congruencies, i.e. for
any C ∈ GL(E)
CKs(ω,A)C∗ = Ks(ω,CAC∗).
Proof. For any X ∈ Ks(ω,A) we have
∑k
i=1wi logX(Ai) = 0. Equivalently
(76)
0 =
k∑
i=1
wi logX(Ai) =
k∑
i=1
wi logI(X
−1/2AiX
−1/2) =
k∑
i=1
wi logI(X
−1Ai).
Let C = UP the polar decomposition of C, i.e. U−1 = U∗ and P ∈ P. Then
by (76) it follows directly that
UKs(ω,A)U∗ = Ks(ω,UAU∗).
Similarly we have
0 = P−1
(
k∑
i=1
wi logI(X
−1Ai)
)
P =
k∑
i=1
wi logI(P
−1X−1AiP )
=
k∑
i=1
wi logI(P
−1X−1P−1PAiP ),
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so PXP ∈ Ks(ω,PAP ), i.e. PKs(ω,A)P ⊆ Ks(ω,PAP ). Also then
Ks(ω,A) ⊆ P−1Ks(ω,PAP )P−1 ⊆ Ks(ω,A) which means
PKs(ω,A)P = Ks(ω,PAP ).
From this and UKs(ω,A)U∗ = Ks(ω,UAU∗) we get that
CKs(ω,A)C∗ = Ks(ω,CAC∗).

Proposition 10.12. There exists ǫω > 1 such that the generalized Karcher
equation (72) has a unique solution on the order interval [1/ǫωA, ǫωA] for
any A ∈ P.
Proof. Let Fω,A(X) = F (A1, . . . , Ak,X) =
∑k
i=1 wi logI(X
−1/2AiX
−1/2).
Then the map Fω,A : P 7→ S(E) is C
∞ and Fω,A(X) = 0 if and only if
X ∈ Ks(ω,A). The Fre´chet derivative of Fω,A is a linear map on S(E).
Let I = (I, . . . , I) ∈ Pk. Then Fω,I(X) = logI(X
−1) so Fω,I(I) = 0 and by
the property log′I(1) = 1 we have that the Fre´chet derivative DFω,I[I] =
−idE . Thus by the Implicit Function Theorem (Theorem 5.9 [30]) there
exists and open neighborhood U of I and a C∞ mapping g : U 7→ P such
that Fω,A(X) = 0 if and only if x = g(A) for A ∈ U . Pick ǫ1 > ǫ > 1
such that [1/ǫI, ǫI]k ⊆ (1/ǫ1I, ǫ1I)
k ⊆ U . Then for any A ∈ [1/ǫI, ǫI]k,
ΛM (ω;A) ∈ Ks(ω,A) = {g(A)}, i.e. the generalized Karcher equation has
a unique solution ΛM (ω;A), the ω-weighted lambda extension of M(·, ·). It
also follows that the unique solution is C∞ on the order interval (1/ǫ1I, ǫ1I)
k
so as ΛM (ω;A).
Now let Ai ∈ [1/ǫA, ǫA]. Then Bi = A
−1/2AiA
−1/2 ∈ [1/ǫI, ǫI]. Then
by the above we have Ks(ω,B) = {ΛM (ω;B)}. Thus by Lemma 10.11 and
Theorem 10.4 we have
Ks(ω,A) = Ks(ω,A1/2BA1/2) = A1/2Ks(ω,B)A1/2 = A1/2{ΛM (ω;B)}A
1/2
= {ΛM (ω;A
1/2
BA1/2)} = {ΛM (ω;A)}.

Remark 10.2. The lambda extension ΛM (ω;A) is C
∞ on small enough
neighborhoods of the diagonal in the product cone Pk.
Theorem 10.13. Ks(ω,A) = {ΛM (ω;A)} for all ω ∈ ∆k and Ai ∈ P,
1 ≤ i ≤ k.
Proof. We start with a
Claim. The equation
(77) X = ΛM (ω;Mt(X,A1), . . . ,Mt(X,Ak))
has a unique solution in P for all 0 < t ≤ t0 and Ai ∈ P.
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Let S be a bounded subset of P. Let A ∈ P and r < ∞ given such that
S ⊆ BA(r) and for all X,Y ∈ S the functions gi(X) = Mt(X,Ai) are strict
contractions for all 1 ≤ i ≤ k. Clearly by the boundedness of S and the set
{A1, . . . , Ak} and Theorem 8.4 such A ∈ P and r < ∞ exists. Suppose the
largest contraction coefficient for the functions gi(X) = Mt(X,Ai) for 1 ≤
i ≤ k is ρt on BA(r). Now let ht(X) = ΛM (ω;Mt(X,A1), . . . ,Mt(X,Ak)).
Then
d∞(ht(X), ht(Y )) = d∞(ΛM (ω;Mt(X,A)),ΛM (ω;Mt(Y,A)))
≤ max
1≤i≤k
d∞(Mt(X,Ai),Mt(Y,Ai))
≤ ρtd∞(X,Y )
where the first inequality follows from Proposition 8.5 with properties (4)
and (5) of Theorem 10.4. So by Banach’s fixed point theorem ht(X) has a
unique fixed point on S, so the equation (77) has a unique positive definite
solution on S. Since S was arbitrary bounded subset of P, it follows that
the same holds on all of P. The claim is proved.
Let X ∈ Ks(ω,A). We have that ft(x) = expI(t logI(x)) ∈ P(t) for
0 < t ≤ t0. By Lemma 2.2 we have that(
(1− t) + tx−1
)−1
≤ ft(x) ≤ (1− t) + tx
which means that there exists a small enough 0 < t ≤ t0 such that
ft(X
−1/2AiX
−1/2) ∈ [1/ǫωI, ǫωI]
for all 1 ≤ i ≤ k. Also it is easy to see that
k∑
i=1
wi logI(X
−1/2AiX
−1/2) = 0 =
k∑
i=1
wi logI(ft(X
−1/2AiX
−1/2)),
since expI is the inverse of logI . From this it follows by Proposition 10.12
and the definition of the lambda extension ΛM (ω; ·) that
I = ΛM (ω; ft(X
−1/2A1X
−1/2), . . . , ft(X
−1/2AkX
−1/2)).
By property (5) in Theorem 10.4 we have that the above is equivalent to
X = ΛM (ω;X
1/2ft(X
−1/2A1X
−1/2)X1/2, . . . ,X1/2ft(X
−1/2AkX
−1/2)X1/2)
= ΛM (ω;Mt(X,A1), . . . ,Mt(X,Ak)).
Now the Claim implies that the solution of the above equation is unique,
hence all solutions X ∈ Ks(ω,A) are identically ΛM (ω;A), i.e. Ks(ω,A) =
{ΛM (ω;A)}.

Let us summarize our results for ΛM (ω;A).
Theorem 10.14. Let A = (A1, . . . , Ak),B = (B1, . . . , Bk) ∈ P
k, ω ∈ ∆k and
M,N ∈ M and ΛM (ω;A), ΛN (ω;A) the corresponding lambda extensions.
Then
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(1) ΛM (ω;A) = A if Ai = A for all 1 ≤ i ≤ k;
(2) ΛM (ωσ;Aσ) = ΛM (ω;A) for any permutation σ;
(3) ΛM (ω;A) ≤ ΛM (ω;B) if Ai ≤ Bi for all i = 1, 2, . . . , k;
(4) if M(A,B) ≤ N(A,B) for all A,B ∈ P then ΛM (ω;A) ≤ ΛN (ω;A);
(5) ΛM (ω;XAX
∗) = XΛM (ω;A)X
∗ for any X ∈ GL(E);
(6) (1− u)ΛM (ω;A) + uΛM (ω;B) ≤ ΛM (ω; (1− u)A+ uB) for any u ∈
[0, 1];
(7) d∞(ΛM (ω;A),ΛM (ω;B)) ≤ max1≤i≤k{d∞(Ai, Bi)};
(8) ΛM (ω
(n);A(n)) = ΛM (ω;A) for any n ∈ N;
(9) Φ(ΛM (ω;A)) ≤ ΛM (ω; Φ(A)) for any positive unital linear map Φ,
where Φ(A) = (Φ(A1), . . . ,Φ(Ak));
(10)
(∑k
i=1A
−1
i
)−1
≤ ΛM (ω;A) ≤
∑k
i=1Ai;
(11) ΛM (ω;A1, . . . , Ak−1,X) = X if and only if X = ΛM (ωˆ;A1, . . . , Ak−1).
In particular, ΛM (A1, . . . , Ak,X) = X if and only if X = ΛM (A1, . . . , Ak);
(12) ΛM (ω;A) is the unique solution of the operator equation
∑k
i=1 wi logX(Ai) =
0 where logX(A) = X
1/2 logI
(
X−1/2AX−1/2
)
X1/2.
Proof. We only need to show the previously unproved property (11). By
Theorem 10.13 we have that ΛM (ω;A1, . . . , Ak−1,X) = X if and only if∑k−1
i=1 wi logX(Ai)+wk logI(I) = 0. Since logI(I) = 0 we get that
∑k−1
i=1 wi logX(Ai) =
0, i.e.
∑k−1
i=1
wi
1−wk
logX(Ai) = 0.

Remark 10.3. In [32] Lawson and Lim proved the above theorem for the
Karcher mean Λ(ω;A) given in (54) using the matrix power means Pt(ω;A).
The corresponding Karcher equation is (56). The argument given here for
the general case is the extension of their argument to cover all possible cases
of induced logarithm maps logI ∈ L.
Remark 10.4. The lambda extensions ΛM (ω;A) of the two-variable weighted
arithmetic and harmonic means are multivariable versions
∑k
i=1 wiAi and(∑k
i=1wiA
−1
i
)−1
respectively. This is so since the one parameter families of
the corresponding meansMt(ω;A) are already
∑k
i=1wiAi and
(∑k
i=1wiA
−1
i
)−1
respectively.
Remark 10.5. Theorem 10.13 gives us a tool to solve operator equations
that can be written in the form of a generalized Karcher equation
k∑
i=1
wi logX(Ai) = 0
where the corresponding logI is induced by an M ∈M. The solution can be
calculated by choosing a sequence tl → 0+ as l → ∞ and then taking the
limit
lim
l→∞
Mtl(ω;A) = ΛM (ω;A).
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Corollary 10.15. If k = 2, ΛM (w1, w2;A,B) ∈M is an operator mean.
Proof. By Theorem 10.3 the lambda extension is the strong limit of (in-
duced) operator means, i.e.
ΛM (w1, w2;A,B) = lim
t→0+
Mt(w1, w2;A,B).
By Lemma 6.1 in [28] the pointwise weak limit of operator means is an opera-
tor mean as well, so therefore it follows that the strong limit ΛM (w1, w2;A,B)
of operator means is also an operator mean in the sense of Definition 2.1.

Similarly to the case of the induced means to find closed formulas for ΛM
is nontrivial. Although for two variables there is an analogue for Proposi-
tion 9.5 in the case of ΛM as well.
Proposition 10.16. Let ω ∈ ∆2, A,B ∈ P and M ∈ M with representing
function f(x) = expI(t logI(x)). Then
ΛM (w1, w2;A,B) = A
1/2g
(
A−1/2BA−1/2
)
A1/2
where
g−1(x) = x expI
(
−
w1
w2
logI(x
−1)
)
.(78)
Proof. The proof in principle is the same as the proof of Proposition 9.5.

11. Further properties of induced operator means and lambda
extensions
Int this section we consider further properties and problems related to
induced operator means and lambda extensions of operator means. One
of the main problems here are the characterization of the set of lambda
extensions in two variables. The reason for that is, that given a lambda
extension ΛM (ω;A), it can be regarded as a multivariate extension of its
two variable version ΛM (w1, w2;A1, A2). Therefore if a 2-variable operator
mean in M is a lambda extension, then it automatically admits multivariate
extensions through its lambda extension. Similar situation arises in the case
of induced operator means.
We start with some basic observations. Elements in P(t) directly generate
elements of L.
Proposition 11.1. Let f ∈ P(t). Then the function logI(x) =
f(x)−1
f ′(1) is in
L.
Proof. The function logI is operator monotone and also logI(1) = 0 and
log′I(1) = 1, hence is in L.

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It immediately follows that the generalized Karcher equations correspond-
ing to such logI admit unique solutions which are actually induced operator
means, similarly to the case of the matrix power means in Proposition 7.4:
Theorem 11.2. All induced operator means M(ω;A) are unique solutions
of generalized Karcher equations corresponding to logarithm maps given in
Proposition 11.1.
Proof. Let ω ∈ ∆k and A ∈ P
k. Let M ∈ M with representing function
f(x). By Proposition 11.1, the function logI(x) =
f(x)−1
f ′(1) is in L. Now
the induced operator mean M(ω;A) is the unique solution of the operator
equation (68)
X =
k∑
i=1
wiM(X,Ai).
This is equivalent to
0 =
k∑
i=1
wi[M(X,Ai)−X]
0 =
k∑
i=1
wi
M(X,Ai)−X
f ′(1)
0 =
k∑
i=1
wiX
1/2 logI(X
−1/2AiX
−1/2)X1/2
0 =
k∑
i=1
wi logX(Ai),
a generalized Karcher equation.

The above property of induced operator means is an notable structural
result which makes induced means quite similar to lambda extensions. It
is important to note however, that such logI might not give rise to opera-
tor means in the form ft(x) = expI(t logI(x)) for any t ∈ (0, 1), since ft(x)
might have ramification points (where it is obviuosly not holomorphic) corre-
sponding to the ramification points of logI , hence the expI lack holomorphic
inverses at those points.
How about the converse of the above result? Given a logI ∈ L we might
provide the unique solutions of the operator equations
∑k
i=1wi logX(Ai) = 0
directly using the induced mean M(ω;A).
Proposition 11.3. Let logI ∈ L and suppose that limx→0+ logI(x) > −∞.
Then the function
ft(x) = t logI(x) + 1
is in P(t) for 0 < t ≤ 1| limx→0+ logI(x)|
.
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Proof. Since ft is operator monotone hence monotonically increasing, there-
fore ft(x) > 0 for all x ∈ (0,∞) by operator monotonicity and the fact that
limx→0+ ft(x) ≥ 0. Also ft(1) = 1, so ft ∈ P(t).

Proposition 11.4. Let logI ∈ L with limx→0+ logI(x) > −∞ so by the
previous result Mt(I, x) = ft(x) = t logI(x) + 1 is in P(t) for 0 < t ≤
1
| limx→0+ logI(x)|
. Then the induced operator mean Mt(ω,A) is the unique
solution of the generalized Karcher equation
k∑
i=1
wi logX(Ai) = 0
in P where logX(A) = X
1/2 logI
(
X−1/2AX−1/2
)
X1/2.
Proof. By definition the induced operator mean Xt =Mt(ω,A) is the unique
solution of
Xt =
k∑
i=1
wiMt(Xt, Ai)
in P. The above is equivalent to
0 =
k∑
i=1
wiX
1/2
t
Mt(I,X
−1/2
t AiX
−1/2
t )− I
t
X
1/2
t =
k∑
i=1
wi logXt(Ai).

Remark 11.1. In the above case it is clear that every Mt(ω;A) is just the
same for all 0 < t ≤ 1| limx→0+ logI(x)|
, also Mt(ω;A) is a one parameter family
of induced operator means, although they generally do not form those one
parameter families of induced operator means, in the sense of the previous
section, that lead to a lambda extension by letting t→ 0+.
One might wonder whether all lambda extensions occur as induced ma-
trix means. If that would be the case we could directly calculate lambda
extensions using induced operator means. This is not the case however:
Proposition 11.5. LetM ∈M with representing function f(x) = expI(t logI(x)).
Suppose that the corresponding lambda extension ΛM (w1, w2;A,B) = N(w1, w2;A,B)
for all ω ∈ ∆2, A,B ∈ P where N ∈ M with representing function g(x).
Then
logI(x) =
g(x) − 1
g′(1)
.
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Proof. By Proposition 9.5 and 10.16 we have that
x expI
(
−
w1
w2
logI(x
−1)
)
= xg−1
(
1− w1g(x
−1)
w2
)
expI
(
−
w1
1− w1
logI(x
−1)
)
= g−1
(
1− w1g(x
−1)
1− w1
)
∂
∂w1
expI
(
−
w1
1− w1
logI(x
−1)
)∣∣∣∣
w1=0
=
∂
∂w1
g−1
(
1− w1g(x
−1)
1− w1
)∣∣∣∣
w1=0
− logI(x
−1) =
1
g′(1)
(1− g(x−1))
from which the assertion follows.

Remark 11.2. Not all logI ∈ L can be given in the above form. The
most convenient counterexample is the principal branch of the logarithm
logI(x) = log(x). It is easy to see that if log(x) =
g(x)−1
g′(1) then g(x) =
g′(1) log(x) + 1. There exists no such g(x), since the function s log(x) + 1 is
although operator monotone, but is not positive on (0,∞) close to zero for
any finite s > 0, hence it cannot be a representing function of any member
of M.
How big is the set of lambda extensions ΛM (w1, w2;A,B) in M? Is any
element of M a lambda extension of some M ∈ M? If that is the case
then every operator mean in the sense of Kubo-Ando occurs as a lambda
extension, hence has a multivariable extension ΛM (ω;A) with the sameM ∈
M. We investigate this question now.
Proposition 11.6. LetM ∈M with representing function f(x) = expI(t logI(x)).
Then the representing function g(x) of the corresponding lambda extension
ΛM (w1, w2;A,B) for all ω ∈ ∆2, A,B ∈ P is in P(w2).
Proof. By Proposition 10.16 we have that
g−1(x) = x expI
(
−
w1
w2
logI(x
−1)
)
∂
∂x
g−1(x)
∣∣
x=1
=
∂
∂x
expI
(
−
w1
w2
logI(x
−1)
)∣∣∣∣
x=1
1
g′(g−1(1))
= expI
(
−
w1
w2
logI(x
−1)
)
+ x exp′I
(
−
w1
w2
logI(x
−1)
)
w1
w2
log′I(x
−1)x−2
∣∣∣∣
x=1
1
g′(1)
= 1 +
w1
w2
=
1
w2
where we used that expI(0) = 1, exp
′
I(0) = 1, logI(1) = 0, log
′
I(1) = 1. Now
by Theorem 10.14 we know that ΛM (w1, w2;A,B) is a matrix or operator
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mean since the properties in Definition 2.1 are fulfilled hence the representing
function g(x) is positive operator monotone on (0,∞), moreover g′(1) = w2,
so g ∈ P(w2).

By the previous Proposition 11.6 it is clear that if an operator mean is a
lambda extension, then the derivative g′(1) = w2 of its representing function,
where ω = (w1, w2) is the weight of the lambda extension. In the next result
we will use the following fact. A real function g(x) is a representing function
of a mean in M if and only if the function g∗(x) = xg(x) is a representing
function of a mean in M, i.e. it is positive operator monotone on (0,∞) (cf.
Proposition 7.1 [47]). In this setting we say that g∗(x) is the conjugate pair
of g(x) and vice versa.
Theorem 11.7. LetM ∈M be an operator mean with representing function
g(x) such that g′(1) 6= 0, 1/2, 1. Let g∗(x) = xg(x) denote the conjugate pair.
Define the function h(x) s.t.
(1) if g′(1) < 1/2 then h(x) := x
g∗−1(x)
(2) if g′(1) > 1/2 then h(x) := xg−1(x−1).
Then M is a lambda extension if and only if there exists a positive integer
n, such that the function h◦2n(x) is in m, i.e. it is a representing function
of an operator mean in M. Moreover in this case the function logI ∈ L in
(78) in Proposition 10.16 is unique.
Proof. Suppose that M is a lambda extension. Then by Proposition 10.16
and some simple calculation with g∗(x) we have
xg−1(x−1) = expI
(
−
w1
w2
logI(x)
)
x
g∗−1(x)
= expI
(
−
w2
w1
logI(x)
)
where logI ∈ L and there exists t0 ∈ (0, 1] s.t. ft0(x) = expI(t0 logI(x)) is in
P(t0). Then by Proposition 5.6 we have that for all t ∈ [0, t0) the function
ft(x) = expI(t logI(x)) is in P(t). By the previous Proposition 11.6 we have
that w2 = g
′(1), moreover it is not hard to see that for the conjugate pair
w1 = g
∗′(1). So this means that either g′(1) < 1/2 or g′(1) > 1/2 the
derivative |h′(1)| < 1, since then h′(1) is either −w2/w1 or −w1/w2. Also
we have that h◦2(x) = expI
(
h′(1)2 logI(x)
)
where 0 ≤ h′(1)2 < 1. So the
iterates
h◦2n(x) = expI
(
h′(1)2n logI(x)
)
,
i.e. there exists a positive integer n, s.t. h′(1)2n ≤ t0. This means that
h◦2n ∈ P(h′(1)2n) by Proposition 5.6.
Conversely suppose that there exists a positive integer n, such that the
function h◦2n(x) ∈ m (it is a representing function of an operator mean),
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or equivalently h◦2n ∈ P(h′(1)2n). This also means that by denoting c =
d
dxh
◦2n(x)
∣∣
x=1
we have according to Theorem 4.1 and Proposition 4.3 that
h◦2n(x) = expI (c logI(x)) ,
where logI is unique among functions in L. Also note that by the defini-
tion of h(x) it follows that c = h′(1)2n and also −1 < h′(1) < 0. Now by
Theorem 11.6.1 in [29] concerning locally analytic iterative roots of holo-
morphic functions having a fixed point with corresponding derivative at the
fixed point which has modulus strictly less than 1, it follows that all 2n-th
iterative holomorphic roots of h◦2n(z) in the neighborhood of the fixed point
1 are of the form
h(z) = expI
(
c1/(2n) logI(z)
)
in an open neighborhood of the fixed point 1, where c1/(2n) can be any
complex 2n-th root of c. But in our case −1 < h′(1) < 0 by definition of
h(x), so it follows that
(79) h(z) = expI
(
h′(1) logI(z)
)
in an open neighborhood of the fixed point 1, since the derivatives of the
iterative root and h(z) at the fixed point 1 must be the same. Moreover
Theorem 4.6.1 in [29] also ensures us that this logI in (79) is unique among
holomorphic functions σ with σ(1) = 0, σ′(1) = 1 in the neighborhood of
the fixed point 1, hence among functions in L. Since h′(1) is either −w2/w1
or −w1/w2 given that either g
′(1) < 1/2 or g′(1) > 1/2 with w1 = g
∗′(1)
and w2 = 1− w1 = g
′(1) we arrive at the two equations
zg−1(z−1) = expI
(
−
w1
w2
logI(z)
)
z
g∗−1(z)
= expI
(
−
w2
w1
logI(z)
)
,
where the first equation holds if g′(1) > 1/2 and if g′(1) < 1/2 then the
second one is fulfilled in a neighborhood of the fixed point 1. Now since the
functions g and logI are holomorphic everywhere on C \ [0,−∞) we obtain
from this by analytic continuation that
w1 logI(1/g(z)) + w2 logI(z/g(z)) = 0
is satisfied, which is the generalized Karcher equation for logI and since
by assumption h◦2n ∈ P(h′(1)2n), therefore logI generates a one parameter
family of induced operator means converging to the lambda extension. We
already derived that logI is uniquely determined by h through (79). Also
it is easy to see that h is uniquely determined by g, so actually g uniquely
determines logI and vice versa.

We were unable to derive similar characterizations in the case when
g′(1) = 1/2. There is one clue however.
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Proposition 11.8. LetM ∈M be an operator mean with representing func-
tion g(x) such that g′(1) = 1/2. Define the function as h(x) := xg−1(x−1).
Then M is a lambda extension if and only if g(x) = xg(1/x) and there exists
a holomorphic function k(z) with k(1) = 0, k′(1) = 1/2 s.t.
(80) logI(z) = −k(h(z)) + k(z)
where logI ∈ L and there exists a t ∈ (0, 1] such that the function ft(x) =
expI(t logI(x)) is in P(t) (where expI denotes the inverse of logI as usual).
Proof. This result is based on Theorem 4.6.2 in [29] and the functional equa-
tion
(81) logI(h(z)) = − logI(z)
which follows from Proposition 10.16 and Proposition 11.6 with w2 = g
′(1).
Theorem 4.6.2 in [29] says (with transforming the fixed point 1 to 0) that
(81) has a solution logI(z) with logI(1) = 0 and log
′
I(1) = 1 if and only if
h(h(z)) = z and all solutions of (81) are given in the form (80) where k(z)
ranges over all holomorphic functions with k(1) = 0, k′(1) = 1/2. Now some
calculation reveals that g(x) = xg(1/x) is equivalent to h(h(x)) = x. Also
there must exist a t ∈ (0, 1] such that the function ft(x) = expI(t logI(x)) is
in P(t), otherwise logI does not generate a one parameter family of induced
operator means that converge to the lambda extension as t→ 0+.

Remark 11.3. It is easy to see that there exist representing functions g
in m such that g′(1) = 1/2, but g(x) 6= xg(1/x). By Proposition 2.4 and
Proposition 2.5
g(x) =
∫
[0,1]
(1 − s+ sx−1)−1dν(s)
where ν is a probability measure on [0, 1] and g′(1) =
∫
[0,1] sdν(s). We
also have that property g(x) = xg(1/x) is equivalent to the symmetricity of
the represented operator mean by g, which itself is equivalent to dν(s) =
dν(1− s) for all s ∈ [0, 1] according to Corollary 2.7. It is easy to construct
a probability measure ν on [0, 1] such that
∫
[0,1] sdν(s) = 1/2, but dν(s) 6=
dν(1 − s). So it follows that there exist operator means M ∈ M such that
they are not lambda extensions, so the set of 2-variable lambda extensions
form a proper subset of M.
Remark 11.4. We mention one more problem in this section. This is
related to the integral representation by Proposition 2.4 of positive operator
monotone f(x) on (0,∞) with f(1) = 1:
(82) f(x) =
∫
[0,1]
[(1− s) + sx−1]−1dν(s)
where ν is a unique probability measure over the closed interval [0, 1]. This
representation has a natural analogue in multiple variables for Ai ∈ P, 1 ≤
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i ≤ k:
(83) M(A1, . . . , Ak) =
∫
∆k
(
k∑
i=1
wiA
−1
i
)−1
dν(w1, . . . , wk)
where ν is a probability measure over the simplex ∆k. It is clear that
M(A1, . . . , Ak) is operator monotone in each of its entries since it is the con-
vex combination (with respect to the probability measure ν supported over
the compact ∆k) of weighted harmonic means, moreover fulfills the property
CM(A1, . . . , Ak)C
∗ = M(CA1C
∗, . . . , CAkC
∗) and also M(A, . . . , A) = A.
Moreover for positive real numbers it turns into a positive real function.
The question is how large is the set of k-variable functions on P that can
be represented in the form (83)? Are all functions M(A1, . . . , Ak) : P
k 7→ P
with properties
(1) M(A, . . . , A) = A,
(2) CM(A1, . . . , Ak)C
∗ =M(CA1C
∗, . . . , CAkC
∗) for all C ∈ GL(E),
(3) M(A1, . . . , Ak) is operator monotone,
(4) M(a1, . . . , ak) is real for all 0 < ai ∈ R,
representable in the form (83)?
12. The classification of affine matrix means
In this section we turn back to one of the first mentioned problems for
matrix means and characterize all affine matrix means. In order to do this we
stick again to the finite dimensional case of P(n,C). Due to Proposition 5.10
we have the exponential and logarithm map of affine matrix means in the
form
expp(X) = p
1/2 expI
(
p−1/2Xp−1/2
)
p1/2
logp(X) = p
1/2 logI
(
p−1/2Xp−1/2
)
p1/2
(84)
for p ∈ P(n,C), where expI(X) and logI(X) are analytic functions. The
function expI : H(n,C) 7→ P(n,C) and logI(X) is its inverse, log
′
I(I) =
I, exp′I(0) = I, logI(I) = 0, expI(0) = I. Suppose that (84) represent the
exponential and logarithm map of an affinely connected manifold. Then the
analytic function expI(t) is the solution of some geodesic equations
exp′′I (t) + Γ
(
exp′I(t), exp
′
I(t), expI(t)
)
= 0,
where Γ(·, ·, ·) : H(n,C) × H(n,C) × P(n,C) 7→ H(n,C) is a smooth func-
tion in all variables and linear in the first two, representing the Christoffel
symbols of an affine connection. By Propostion 15 and Corollary 16 of
Chapter 6 in [46] we know that connections which have the same torsion
and geodesics are identical and for an arbitrary connection there is a unique
connection with vanishing torsion and with the same geodesics. If we have
an affine connection with non-symmetric Christoffel symbols Γijk, it has the
64 MIKLO´S PA´LFIA
same geodesics as its symmetric part
Γijk+Γ
i
kj
2 , so without loss of general-
ity we can assume in our case that all connections are symmetric, so we
will be considering mappings Γ(·, ·, ·) which are symmetric in their first two
arguments.
Proposition 12.1. Suppose that Γ(·, ·, ·), expI(·), expp(·) are functions given
with the above properties. Then
(85) Γ(X,X, p) = p1/2Γ
(
p−1/2Xp−1/2, p−1/2Xp−1/2, I
)
p1/2
for p ∈ P(n,C) and X ∈ H(n,C).
Proof. Let γ(t) = expI
(
p−1/2Xp−1/2t
)
. Since expI is an analytic function
we have
γ˙(t) = p−1/2Xp−1/2 exp′I
(
p−1/2Xp−1/2t
)
γ¨(t) = p−1/2Xp−1/2 exp′′I
(
p−1/2Xp−1/2t
)
p−1/2Xp−1/2
and other formulas hold for γ˙(t) and γ¨(t) similarly to the second part of the
proof of Theorem 7.1. By the geodesic equations we have
γ¨(t) = −Γ (γ˙(t), γ˙(t), γ(t))
Xp−1/2 exp′′I
(
p−1/2Xp−1/2t
)
p−1/2X = −p1/2Γ
(
p−1/2Xp−1/2 exp′I
(
p−1/2×
Xp−1/2t
)
, p−1/2Xp−1/2 exp′I
(
p−1/2Xp−1/2t
)
, expI
(
p−1/2Xp−1/2t
))
p1/2.
If we consider the geodesic equations for γ(t) = expp(Xt) we get
Xp−1/2 exp′′I
(
p−1/2Xp−1/2t
)
p−1/2X = −Γ
(
Xp−1/2 exp′I
(
p−1/2Xp−1/2t
)
p1/2,
p1/2 exp′I
(
p−1/2Xp−1/2t
)
p−1/2X, p1/2 expI
(
p−1/2Xp−1/2t
)
p1/2
)
.
The left hand sides of the two equations above are the same so as the right
hand sides. Taking t = 0 and that exp′I(0) = I, expI(0) = I we get for all
p ∈ P(n,C),X ∈ H(n,C) that
p1/2Γ
(
p−1/2Xp−1/2, p−1/2Xp−1/2, I
)
p1/2 =
= Γ (X,X, p) ,
which proves the assertion.

By the above result we have just reduced the problem of characterizing
Γ (X,X, p) to the characterzation of Γ (X,X, I). Now we will show that
Γ (X,X, p) is invariant under similarity transformations.
Proposition 12.2. For all p ∈ P(n,C) and X ∈ H(n,C) and invertible S
we have
(86) Γ
(
SXS−1, SXS−1, SpS−1
)
= SΓ (X,X, p) S−1.
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Proof. We have by the geodesic equations
X2 exp′′I (Xt) = −Γ
(
X exp′I(Xt),X exp
′
I(Xt), expI(Xt)
)
SX2 exp′′I (Xt)S
−1 = −SΓ
(
X exp′I(Xt),X exp
′
I(Xt), expI(Xt)
)
S−1.
Similarly if we consider the geodesic equations for the curve γ(t) = expI
(
SXS−1t
)
we get
SX2S−1 exp′′I (SXS
−1t) = −Γ
(
SXS−1 exp′I(SXS
−1t), SXS−1 exp′I(SXS
−1t),
expI(SXS
−1t)
)
SX2 exp′′I (Xt)S
−1 = −Γ
(
SX exp′I(Xt)S
−1, SX exp′I(Xt)S
−1,
S expI(Xt)S
−1
)
.
Again since the above two equations are identical we get the assertion.

By the above proposition we have for Hermitian X that
(87) Γ (X,X, I) = UΓ (D,D, I)U∗,
for some diagonalD and unitary U , so it is enough to characterize Γ (X,X, I)
for diagonal X.
Theorem 12.3. Let D be diagonal with real coefficients. Then
(88) Γ (D,D, I) = −cD2,
for some real valued constant c.
Proof. First we will show that Γ (I, I, I) = cI for some real constant c.
Consider the case when γ(t) = expI(λIt) for some real λ. Then by the
geodesic equations for γ(t) we have
λ2 exp′′I (λIt) = −Γ
(
λ exp′I(λIt), λ exp
′
I(λIt), expI(λIt)
)
.
By linearity of Γ(·, ·, ·) in the first two variables, this is equivalent to
λ2 exp′′I (λIt) = −λ
2Γ
(
exp′I(λIt), exp
′
I(λIt), expI(λIt)
)
.
Letting t = 0 we get
cI = −Γ (I, I, I) ,
where c = exp′′I (0) is a real number, since expI : H(n,C) 7→ P(n,C) is an
analytic function with real coefficients in its Taylor series.
The next step is to show that for a projection P = P 2 = P ∗ we have
Γ (P,P, I) = −cP . Consider again γ(t) = expI(Pt). Then the geodesic
equations read
P 2 exp′′I (Pt) = −Γ
(
P exp′I(Pt), P exp
′
I(Pt), expI(Pt)
)
.
Since P 2 = P and again letting t = 0 we get
cP = −Γ (P,P, I) ,
where c is trivially the same constant as determined above for Γ (I, I, I).
Now suppose that we have two mutually orthogonal projections P1, P2 such
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that P1P2 = 0. Then we have for the projection P1 + P2 using linearity of
Γ(·, ·, ·) in the first two variables that
Γ (P1, P1, I) + Γ (P2, P2, I) = −c(P1 + P2) = Γ (P1 + P2, P1 + P2, I) =
= Γ (P1, P1, I) + Γ (P1, P2, I) + Γ (P2, P1, I) + Γ (P2, P2, I) ,
which yields that for mutually orthogonal projections P1, P2 we get the or-
thogonality relation
Γ (P1, P2, I) = 0.
Finally since a diagonal D can be written as D =
∑
i λiPi for mutually
orthogonal projections Pi, we have
Γ (D,D, I) = Γ
(∑
i
λiPi,
∑
i
λiPi, I
)
=
=
∑
i
λ2iΓ (Pi, Pi, I) = −
∑
i
λ2i cPi =
= −cD2,
which is what needed to be shown.

The above three theorems with the other preceeding results presented
here, lead us to the concluding
Theorem 12.4. All affine matrix means Mt(X,Y ) are of the form
(89)
M(X,Y ) =

X1/2
[
(1− t)I + t
(
X−1/2Y X−1/2
)1−κ] 11−κ
X1/2 if κ 6= 1,
X1/2
(
X−1/2Y X−1/2
)t
X1/2 if κ = 1,
where 0 ≤ κ ≤ 2. The symmetric affine connections corresponding to these
means are
(90) ∇XpYp = DY [p][Xp]−
κ
2
(
Xpp
−1Yp + Ypp
−1Xp
)
.
Proof. By Proposition 12.1, 12.2 and Theorem 12.3 we have that the func-
tions Γ(·, ·, ·) : H(n,C) × H(n,C) × P(n,C) 7→ H(n,C) representing the
Christoffel symbols are of the form
(91) Γ(X,X, p) = −cXp−1X.
This formula determines the functions that are the symmetric parts of the
possible connections, and these connections have geodesics determined by
Theorem 7.1 in the form (89). Again by Propostion 15 and Corollary 16
of Chapter 6 in [46] we know that connections which have the same torsion
and geodesics are identical and for an arbitrary connection there is a unique
connection with vanishing torsion and with the same geodesics. So in other
words since the connections (90) are symmetric, affine and have the same
geodesics, therefore they give the sought symmetric connections for each κ
if we choose c = κ.
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The corresponding geodesics are given in (49), and these are matrix means
if and only if κ ∈ [0, 2], since the representing functions f(t) in (7) turn out
to be operator monotone only in these cases due to Example 4.1.

The above result gives us the complete classification of affine matrix
means. So now we can concetrate only on the connections (90). In the
next section we solve the metrization problem of these connections.
13. The holonomy groups and metrizability of the affine family
Let W be a smooth connected manifold with an affine connection ∇. The
holonomy group Hp(∇) of the connection ∇ at point p ∈W is defined to be
the set of all linear automorphisms of the tangent space TpW at p induced by
parallel transports along p based closed rectificable curves. If W is simply
connected then Hp(∇) is known to be a Lie subgroup of End(TpW ) [36].
In case of non-simply connectedness the restricted holonomy group Hˆp(∇)
is defined as the normal subgroup of Hp(∇) which is induced by closed
rectificable curves homotopic to zero, see Chapter II Section 4 in [25] for
more detailed information. Let hp(∇) and hˆp(∇) denote the Lie algebra of
Hp(∇) and Hˆp(∇) respectively. The holonomy group Hp(∇) is known to
be an invariant of the connected manifold W , since Hp(∇) is conjugate to
every other Hq(∇) by parallel transports.
Now suppose that the connection ∇ is real analytic. Then by Theo-
rem 10.8 of Chapter II and Theorem 9.2 of Chapter III in [25], hˆp(∇) is
generated by the successive covariant differentials ∇rR, r = 0, 1, 2, . . . at the
point p where R(X,Y ) denotes the curvature endomorphism of the connec-
tion∇. This is a version of Ambrose-Singer’s theorem of Kobayashi-Nomizu.
The curvature tensor R is defined as
R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z
or expressed in local coordinate system with the Christoffel symbols Γijk as
(92) Rijkl =
∂Γilj
∂xk
−
∂Γikj
∂xl
+ ΓikmΓ
m
lj − Γ
i
lmΓ
m
kj.
Suppose now that the connection ∇ is torsion-free, i.e.
(93) ∇XY −∇YX − [X,Y ] = 0
for all vector fields X,Y or equivalently Γijk = Γ
i
kj everywhere. Then ∇ is
the Levi-Civita connection of a Riemannian metric if and only if the corre-
sponding holonomy group Hˆp(∇) is a compact Lie group. More generally
there exists a non-degenerate ∇ invariant bilinear form 〈·, ·〉p if and only if
Hˆp(∇) leaves 〈·, ·〉p invariant.
In [36] all possible irreducible holonomy groups of torsion-free affine con-
nections are classified, so in principle we know what kind of groups can occur,
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at least in the reducible case. Again we are interested in the connections
(94) ∇XpYp = DY [p][Xp]−
κ
2
(
Xpp
−1Yp + Ypp
−1Xp
)
.
These connections are real analytic, torsion-free and the corresponding man-
ifold P(n,C) is analytic simply connected. So to answer the question of
metrizability we have to determine the holonomy groups Hˆp(∇).
In our case it turns out that
ΓijkEi =−
κ
2
(Ejp
−1Ek + Ekp
−1Ej)
RijklEi =
(
κ
2
−
κ2
4
)
p
[
p−1Ej ,
[
p−1Ek, p
−1El
]]
,
(95)
where the Ei form the standard basis of the vector space of H(n,C) and
[·, ·] is the commutator. Note that the tangent space is H(n,C), so the left
hand sides are in H(n,C). In order to determine which of these manifolds
are symmetric spaces it is sufficient to calculate the covariant differential
Rsjkl;m, since it vanishes everywhere if and only if the underlying manifold is
a symmetric space [17]. Given the basis Ei for H(n,C) we have the identities
R(X,Y ;A1, . . . , Ar)Z =
∑
i,j,k,l1,...,lr,m
Rijkm;l1,...,lrEiX
jY kZmAl11 · · ·A
lr
1
Rijkm;l1,...,lr+1 =
∂
∂xlr+1
Rijkm;l1,...,lr + Γ
i
slr+1R
s
jkm;l1,...,lr
−
∑
µ
Γslµlr+1R
i
jkm;l1,...,s,...,lr
where indices after ; denote covariant differentiation. Now we prove an
analogue of Lemma 1 given in the proof of Theorem 9.2 of Chapter III [25].
Theorem 13.1. Let the smooth connected manifold P(n,C) be equipped with
real analytic connection ∇ and curvature tensor given by (95) with κ ∈ R.
Then
(96) R(X,Y ;A1, . . . , Ar)Z = (1− κ)
rD(R(X,Y )Z)[p][A1, . . . , Ar]
where D(R(X,Y )Z)[p][A1, . . . , Ar] denotes the r-th Fre´chet differential of
the map R(X,Y )Z at the point p ∈ P(n,C) in the directions Ai ∈ H(n,C).
Proof. The proof is based on writing R(X,Y )Z and its subsequent covariant
differentials in essentially two equivalent ways. First of all note that
(97)
∂
∂xi
p−1 = D(x−1)[p][Ei] = −p
−1Eip
−1,
69
so the differential operator ∂
∂xi
is equivalent to Fre´chet differentiation at p
in the direction of Ei, also
R(X,Y )Z =
(
κ
2
−
κ2
4
)
p
[
p−1Z,
[
p−1X, p−1Y
]]
=
(
κ
2
−
κ2
4
){
Z
[
p−1X, p−1Y
]
+
[
Y p−1,Xp−1
]
Z
}
=
(
κ
2
−
κ2
4
)[
Zp−1,
[
Xp−1, Y p−1
]]
p.
(98)
Using index-less notation and the linearity of R(X,Y ;A1, . . . , Ar)Z we have
R(X,Y ;A1, . . . , Ar+1)Z = ∇Ar+1(R(X,Y ;A1, . . . , Ar)Z)
−
κ
2
{
Ar+1p
−1R(X,Y ;A1, . . . , Ar)Z +R(X,Y ;A1, . . . , Ar)Zp
−1Ar+1
−R(Ar+1p
−1X +Xp−1Ar+1, Y ;A1, . . . , Ar)Z
−R(X,Ar+1p
−1Y + Y p−1Ar+1;A1, . . . , Ar)Z
−R(X,Y ;A1, . . . , Ar)(Ar+1p
−1Z + Zp−1Ar+1)
−
r∑
i=1
R(X,Y ;A1, . . . , Ar+1p
−1Ai +Aip
−1Ar+1, . . . , Ar)Z
}
.
(99)
Again the first term in the above equation is equivalent to
(100)
(Ar+1)
s ∂
∂xs
R(X,Y ;A1, . . . , Ar)Z = D(R(X,Y ;A1, . . . , Ar)Z)[p][Ar+1].
Claim. R(X,Y ;A1, . . . , Ar)Z is the linear combination of terms pS, where
S is some word which is a product of the terms p−1X, p−1Y, p−1A1, . . . , p
−1Ar
of the first order.
We prove by induction. For r = 0 it clearly holds by the first equality in
(98). Suppose that it holds for some r. Then by (99) it is easy to see that
it holds for r+1, due to (97), the linearity of R(X,Y ;A1, . . . , Ar)Z and the
product rule of Fre´chet differentiation. The claim is proved.
By the claim R(X,Y ;A1, . . . , Ar)Z is the linear combination of terms pS,
therefore by linearity, (100) and (97) we have
∇Ar+1(R(X,Y ;A1, . . . , Ar)Z) = Ar+1p
−1R(X,Y ;A1, . . . , Ar)Z
−R(Ar+1p
−1X,Y ;A1, . . . , Ar)Z −R(X,Ar+1p
−1Y ;A1, . . . , Ar)Z
−R(X,Y ;A1, . . . , Ar)(Ar+1p
−1Z)−
r∑
i=1
R(X,Y ;A1, . . . , Ar+1p
−1Ai, . . . , Ar)Z.
(101)
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Combining the above we arrive at a version of (99):
R(X,Y ;A1, . . . , Ar+1)Z =
=
(
1−
κ
2
){
Ar+1p
−1R(X,Y ;A1, . . . , Ar)Z −R(Ar+1p
−1X,Y ;A1, . . . , Ar)Z
−R(X,Ar+1p
−1Y ;A1, . . . , Ar)Z −R(X,Y ;A1, . . . , Ar)(Ar+1p
−1Z)
−
r∑
i=1
R(X,Y ;A1, . . . , Ar+1p
−1Ai, . . . , Ar)Z
}
−
κ
2
{
R(X,Y ;A1, . . . , Ar)Zp
−1Ar+1 −R(Xp
−1Ar+1, Y ;A1, . . . , Ar)Z
−R(X,Y p−1Ar+1;A1, . . . , Ar)Z −R(X,Y ;A1, . . . , Ar)(Zp
−1Ar+1)
−
r∑
i=1
R(X,Y ;A1, . . . , Aip
−1Ar+1, . . . , Ar)Z
}
,
which is equivalent to
R(X,Y ;A1, . . . , Ar+1)Z =
= (1− κ)
{
Ar+1p
−1R(X,Y ;A1, . . . , Ar)Z −R(Ar+1p
−1X,Y ;A1, . . . , Ar)Z
−R(X,Ar+1p
−1Y ;A1, . . . , Ar)Z −R(X,Y ;A1, . . . , Ar)(Ar+1p
−1Z)
−
r∑
i=1
R(X,Y ;A1, . . . , Ar+1p
−1Ai, . . . , Ar)Z
}
+
κ
2
{
p
[
p−1Ar+1, p
−1R(X,Y ;A1, . . . , Ar)Z
]
−R(p[p−1Ar+1, p
−1X], Y ;A1, . . . , Ar)Z
−R(X, p[p−1Ar+1, p
−1Y ];A1, . . . , Ar)Z −R(X,Y ;A1, . . . , Ar)(p[p
−1Ar+1, p
−1Z])
−
r∑
i=1
R(X,Y ;A1, . . . , p[p
−1Ar+1, p
−1Ai], . . . , Ar)Z
}
.
(102)
Now we can reverse the claim and using the exactly the same argument start-
ing with the third equality in (98) we can prove that R(X,Y ;A1, . . . , Ar)Z
is the linear combination of terms Sp, where S is some word which is a prod-
uct of the terms Xp−1, Y p−1, A1p
−1, . . . , A−1p r of the first order. Similarly
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we end up with
R(X,Y ;A1, . . . , Ar+1)Z =
= (1− κ)
{
R(X,Y ;A1, . . . , Ar)Zp
−1Ar+1 −R(Xp
−1Ar+1, Y ;A1, . . . , Ar)Z
−R(X,Y p−1Ar+1;A1, . . . , Ar)Z −R(X,Y ;A1, . . . , Ar)(Zp
−1Ar+1)
−
r∑
i=1
R(X,Y ;A1, . . . , Aip
−1Ar+1, . . . , Ar)Z
}
+
κ
2
{[
R(X,Y ;A1, . . . , Ar)Zp
−1, Ar+1p
−1
]
p
−R([Xp−1, Ar+1p
−1]p, Y ;A1, . . . , Ar)Z
−R(X, [Y p−1, Ar+1p
−1]p;A1, . . . , Ar)Z −R(X,Y ;A1, . . . , Ar)([Zp
−1, Ar+1p
−1]p)
−
r∑
i=1
R(X,Y ;A1, . . . , [Aip
−1, Ar+1p
−1]p, . . . , Ar)Z
}
.
(103)
Now subtracting (103) from (102) and using the fact that
[Ap−1, Bp−1]p = p[p−1A, p−1B] = −p[p−1B, p−1A]
for any A,B ∈ H(n,C) and linearity of R(X,Y ;A1, . . . , Ar)Z, we get that
R(X,Y ;A1, . . . , Ar+1)Z −R(X,Y ;A1, . . . , Ar+1)Z = 0 =
= p
[
p−1Ar+1, p
−1R(X,Y ;A1, . . . , Ar)Z
]
−R(p[p−1Ar+1, p
−1X], Y ;A1, . . . , Ar)Z
−R(X, p[p−1Ar+1, p
−1Y ];A1, . . . , Ar)Z −R(X,Y ;A1, . . . , Ar)(p[p
−1Ar+1, p
−1Z])
−
r∑
i=1
R(X,Y ;A1, . . . , p[p
−1Ar+1, p
−1Ai], . . . , Ar)Z.
(104)
So in particular (102) is just
R(X,Y ;A1, . . . , Ar+1)Z =
= (1− κ)
{
Ar+1p
−1R(X,Y ;A1, . . . , Ar)Z −R(Ar+1p
−1X,Y ;A1, . . . , Ar)Z
−R(X,Ar+1p
−1Y ;A1, . . . , Ar)Z −R(X,Y ;A1, . . . , Ar)(Ar+1p
−1Z)
−
r∑
i=1
R(X,Y ;A1, . . . , Ar+1p
−1Ai, . . . , Ar)Z
}
= (1− κ)p
{
p−1Ar+1p
−1R(X,Y ;A1, . . . , Ar)Z − p
−1R(Ar+1p
−1X,Y ;A1, . . . , Ar)Z
− p−1R(X,Ar+1p
−1Y ;A1, . . . , Ar)Z − p
−1R(X,Y ;A1, . . . , Ar)(Ar+1p
−1Z)
−
r∑
i=1
p−1R(X,Y ;A1, . . . , Ar+1p
−1Ai, . . . , Ar)Z
}
.
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Considering again (97) and the first claim we get that the above is equivalent
to
R(X,Y ;A1, . . . , Ar+1)Z = (1− κ)D(R(X,Y ;A1, . . . , Ar))[p][Ar+1],
which is just (96).

Now again the Lie algebra hˆp(∇) is generated by the endomosphisms∇
rR.
This means that the generated algebra grows as r increases and after some
finitely many steps it stabilizes and taking higher covariant derivatives of R
is unnecessary. Since the manifold P(n,C) is simply connected the holonomy
group and the restricted holonomy group coincide, so hˆp(∇) = hp(∇). By
the second formula in (98) and (96) we have the following
Corollary 13.2. The Lie algebra hp(∇) is faithfully represented over the
vector space V = H(n,C) (or V = H(n,R)) with ρ : hp(∇) 7→ End(V ) given
as
(105) ρ(W )Z = ZW +W ∗Z
for W ∈ hp(∇) and Z ∈ H(n,C) (or Z ∈ H(n,R)).
We are in position to do a case by case analysis for different values of κ.
so(n,R) denotes the Lie algebra of skew-symmetric n-by-n matrices over the
real field R, su(n,C) denotes the Lie algebra of skew-Hermitian matrices with
vanishing trace over C, sl(n,F) denotes the Lie algebra of traceless matrices
over the field F.
Theorem 13.3. Let the smooth connected manifold P(n,C) with tangent
space H(n,C) be equipped with real analytic connection
(106) ∇XpYp = DY [p][Xp]−
κ
2
(
Xpp
−1Yp + Ypp
−1Xp
)
with κ ∈ R. Then the holonomy algebra hp(∇) is as follows:
(107) hp(∇) =


the trivial algebra if κ = 0, 2,
su(n,C) if κ = 1,
sl(n,C) else.
In the case of the submanifold P(n,R) with tangent space H(n,R) we have
(108) hp(∇) =


the trivial algebra if κ = 0, 2,
so(n,R) if κ = 1,
sl(n,R) else.
Proof. By the conjugate invariancy of Hp(∇) it is enough to consider the
case when p = I.
Suppose κ = 0, 2. Then the curvature (95) of the connection vanishes, so
hp(∇) is the trivial algebra.
73
Suppose κ = 1. Then the curvature (95) is nonzero, but is covariantly
constant, all first and higher order covariant derivatives vanish due to The-
orem 13.1. Therefore the manifold is a symmetric space that is very well
known and the algebra hp(∇) by (98) is generated by elements of the form
[X,Y ] where X,Y ∈ H(n,F). We have for all [X,Y ] =W ∈ hp(∇) that
W ∗ = [X,Y ]∗ = −[X∗, Y ∗] = −[X,Y ]
where ∗ can be replaced by the transpose T over F = R. Also since TrW =
Tr[X,Y ] = 0 we have hp(∇) = so(n,R) if F = R and hp(∇) = su(n,C) if
F = C.
Suppose κ 6= 0, 1, 2. Then by Theorem 13.1 the higher order covariant
derivatives ∇rR (as we will see immediately) no longer vanish. Let W ∈
hp(∇). Then by (98), (96) and Corollary 13.2
W =
(
κ
2
−
κ2
4
)
(1− κ)rD([p−1X, p−1Y ])[p][A1, . . . , Ar],
where X,Y ∈ H(n,F). I.e. W is given by the linear combination of commu-
tators of some n-by-n matrices over the field F, so TrW = 0. This tells us
that
(109) hp(∇) ⊆ sl(n,F).
Now we will show that the generated algebra already stabilizes for r = 1.
Without loss of generality we can assume that p = I. Then we have to
consider the generators of the form
(110) G = D([p−1X, p−1Y ])[I][A1] = −[A1X,Y ]− [X,A1Y ].
Let
E+ik =
{
Eik + Eki if i 6= k,
Eii if i = k,
E−ik =Eik − Eki
where Eik is the matrix with zero entries excluding the (ik) entry which is
1. Then E+ik form a basis of H(n,R) and E
−
ik form a basis of the vector space
of skew-Hermitian matrices SH(n,R) over the real field R. The vector space
SH(n,C) is defined similarly over C. Note also that H(n,C) ∼= H(n,R) ⊕
SH(n,R) and that E+ikE
−
lm = 0 in general. Suppose that A1 = E
+
iz , X = E
+
ky
and Y = E+ik. Then by (110)
G = −E+izE
+
kyE
+
ik + E
+
ikE
+
izE
+
ky − E
+
kyE
+
izE
+
ik + E
+
izE
+
ikE
+
ky.
Using that E+ik = E
+
ki and imposing restrictions z 6= k and y 6= i we get that
G =
{
Ezy if z 6= y,
Ezz − Eii if y = z.
So the matrices G of this form span the whole sl(n,R), i.e. considering (109)
we have hp(∇) = sl(n,R) if F = R. Similarly if A1 = E
−
iz, X = E
−
ky and
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Y = E−ik, then we get the same generator G, so hp(∇) = sl(n,R) ⊕ sl(n,R)
due to E+ikE
−
lm = 0 if F = C; that is hp(∇) = sl(n,C) in the complex case.

By the proof of the previous Theorem 13.3 we see that Rsjkl;m = 0 every-
where if and only if κ = 0, 1, 2. This proves the following
Corollary 13.4. The only matrix means which are affine means correspond-
ing to symmetric spaces are the arithmetic, harmonic and geometric means.
Since we know the holonomy groups we can decide their metrizability.
Corollary 13.5. The affine connections (106) are metric in the following
cases:
(1) n = 1, 2, κ arbitrary, F = R or C,
(2) n ≥ 3, κ = 0, 1, 2, F = R or C.
Proof. The case n = 1 is trivial. In [36] all irreducible holonomies of affine
connections are classified and metrizability is also dicussed. The metric
connections were classified by Berger long ago. The holonomy sl(2,R) is
isomorphic to sp(2,R) which is metric, there exists an invariant symplec-
tic form. Also sl(2,C) is isomorphic to sp(2,C) there exists an invariant
symplectic form. This isomorphic correspondence fails in higher dimensions
n ≥ 3, where the holonomies sl(n,F) (F = R or C) with representation over
H(n,F) is non-metric.

Remark 13.1. In the second case in Corollary 13.5 although there exists
no metric structure, however by inspecting the holonomy group Hp(∇) we
get that there exist totally geodesic flat submanifolds. That is if we consider
the subset D(n,F) of diagonal matrices of H(n,F) in both cases F = R or C,
we get a totally geodesic Euclidean submanifold and a Riemannian metric
on D(n,F) is given in the form
Tr
{
p−2κ log2p(q)
}
where logp(q) is the logarithm map given in (47).
So there exist no previously unknown affine matrix mean which corre-
spond to a Riemannian manifold. Although we have found a previously
unknown, generally non-metrizable, one parameter family of affinely con-
nected manifolds where the points of the geodesics are matrix means, in
particular matrix power means.
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