



STRUCTURE-PROPERTY RELATIONSHIPS IN 







A dissertation submitted to The Johns Hopkins University in conformity with the 







© Liang Cao 2016 







  The cluster expansion approach, with the training data calculated by density functional 
theory (DFT) calculations, is used to investigate the structure-property relationships of 
Pt3Ni alloy catalysts for oxygen reduction reaction (ORR) at atomic level so as to enable 
the rational design of catalysts with desired catalytic activity and stability by tailoring 
surface structures. Firstly, a cluster expansion built on extended surfaces is developed to 
construct a direct bridge between the atomic structure and ORR catalytic activity of Pt-Ni 
alloy catalysts at a variety of compositions and chemical environments. 
Thermodynamically stable Pt3Ni(111) extended surfaces are predicted to have substantial 
sub-surface disorder, and as a result the ORR activity of different surface sites varies by 
approximately three orders of magnitude.  Using this model, I identify a Pt3Ni(111) surface 
with a multi-layer Pt skin that is predicted to maximize catalytic activity.      
  Secondly, a cluster expansion built on nanoparticles has been developed to investigate the 
structure and stability of Pt-Ni and Pt-Ni-Mo nanoparticles in both vacuum and oxidizing 
conditions.  For Pt-Ni nanoparticles, my calculations indicate that the preferential oxidation 
of edge sites makes (111) facet sites more vulnerable to dissolution than edge sites.  
Furthermore, I predict that for Mo-doped Pt3Ni nanoparticles with only a small amount of 
Mo doping (around 1.6% molar), the equilibrium concentration of Ni atoms on the particle 
surface is greatly reduced, limiting the rate at which Ni atoms dissolve from the particles. 
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Mo doping also increases Pt/Ni vacancy formation energies in the surface layer, which 
further stabilizes the nanoparticles against Ni dissolution and may help preserve the 
nanoparticle shape. 
  Finally, the thermodynamics of CO2/CO reduction on four different copper (Cu) facets, 
Cu(211), Cu(110), Cu(100) and Cu(111), are investigated by building the free energy 
diagrams for CO2/CO reduction to C1 and C2 products. For two possible reaction 
mechanisms of C-C coupling, CHO-CHO coupling and CO-CO coupling mechanisms, the 
Cu(110) facet is identified to be the surface with the lowest onset potential (about -0.30 V), 
which is in agreement with the most recent experimental observation of high catalytic 
activities and selectivity on highly dense Cu nanowires.   
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(b) there are two Ni atoms and one Pt atom; and (c) there are three Ni 
atoms. ...................................................................................................... ９８ 
Figure 4.4  In oxidizing conditions (at an applied potential of 0.95 V), the DFT-
calculated changes of free energies for all six types of surface sites 
defined in Figure 4.2 occupied by Pt/Ni/Mo atom due to adsorption of 
*OH on (a) Pt, (b) Ni, and adsorption of 3*O on (c) Mo.  Error bars 
refer to the standard deviation of 𝛥𝐺 (*OH/3*O) values of three 
different local atomic configurations for each site type. ..................... １００ 
Figure 4.5     Two Mo atoms at (a) diagonal and (b) adjacent vertex sites.  Red spheres 
represent Mo. Grey spheres can be occupied by Pt or Ni atom. ......... １０２ 
Figure 4.6  The shape of the prototypical 225-atom nanoparticle with six vertex 
atoms removed (only one atom at each end of particle edge is removed). 
Grey spheres can be occupied by Pt, Ni or Mo atoms. ....................... １０３ 
Figure 4.7  Layer-by-layer composition profile for octahedral Pt3Ni nanoparticles 
with varying edge length at 443 K. “Core layers” represent all layers 
deeper than the fifth layer. ................................................................... １０４ 
Figure 4.8  The (a) first, (b) second, (c) third, and (d) fourth layers of a 
representative Pt3Ni nanoparticle (Pt3398Ni1175) taken from a Monte 
Carlo simulation at 443 K. Blue spheres represent Pt and green 
represent Ni. Small spheres represent the positions of atoms in the outer 
layers. .................................................................................................. １０５ 
Figure 4.9  Layer-by-layer composition profile for octahedral Pt-Ni nanoparticles 
with varying Pt content in vacuum at (a) 443 K and (c) 298 K, and in 
oxidizing conditions at (b) 443 K and (d) 298 K. “Core layers” 
represent all layers deeper than the fifth layer.  The sharp fluctuations 
around a composition of Pt3Ni2 indicate the transition from an L10-like 
core to an L12-like core.  Additional evidence for this transition can be 
seen in Figure 4.8 and Figure 4.10. ..................................................... １０７ 
Figure 4.10  At 298 K, taken from a Monte Carlo simulation in oxidizing conditions, 
the (a) first, (b) second, (c) third, and (d) fourth layers of a 
representative Pt0.5Ni0.5 (Pt2287Ni2286) nanoparticle, the (e) first, (f) 
second, (g) third, and (h) fourth layers of a representative Pt0.6Ni0.4 
(Pt2744Ni1827) nanoparticle, and the (i) first, (j) second, (k) third, and (l) 
fourth layers of a representative Pt0.7Ni0.3 (Pt3201Ni1372) nanoparticle. 
Blue spheres represent Pt and green represent Ni. Small spheres 
represent the positions of atoms in the outer layers.  The transition from 
an L10-like core structure to an L12-like core structure is apparent.  
Additional evidence of this transition is provided in Figure 4.8. ........ １０８ 
Figure 4.11 The cluster expansion predicted composition profile of Pt3Ni 
nanoparticles (Pt3398Ni1175) for Pt (a) in vacuum (b) in oxidizing 
xix 
 
conditions as a function of temperature. “Core layers” represents all 
layers deeper than the fifth layer. ........................................................ １１０ 
Figure 4.12  In vacuum at 443K, the average surface vacancy formation energies for 
(a) Ni and (b) Pt for Pt3Ni (Pt3398Ni1175) nanoparticles, and (c) Ni and 
(d) Pt for Mo-Pt3Ni (Pt3357Ni1143Mo73) nanoparticles. The redder the 
sphere, the larger the VFE (indicating a lower tendency to dissolve).  
Red spheres represent  VEE=1.2 eV, and white spheres represent  
VFE=0 eV. ........................................................................................... １１４ 
Figure 4.13  At 443K, the average Ni site occupancies in the surface layer of (a) 
Pt3Ni (Pt3398Ni1175) and (b) Mo-Pt3Ni (Pt3357Ni1143Mo73) nanoparticles 
in vacuum; and those of (c) Pt3Ni (Pt3398Ni1175) and (d) Mo-Pt3Ni 
(Pt3357Ni1143Mo73) nanoparticles in oxidizing conditions. Darker green 
spheres indicate higher Ni content, and white spheres represent zero Ni 
content.  Different color scales are used for vacuum and oxidizing 
conditions.  The minimum, maximum, and average values on each 
surface are provided in Table 4.7 below. ............................................. １１５ 
Figure 4.14  In oxidizing conditions at 443K, the average surface vacancy formation 
energies for (a) Ni and (b) Pt for Pt3Ni (Pt3398Ni1175) nanoparticles, and 
(c) Ni and (d) Pt for Mo-Pt3Ni (Pt3357Ni1143Mo73) nanoparticles. The 
redder the sphere, the larger the vacancy formation energy (lower 
tendency to dissolve).  Red spheres represent  VFE=1.7 eV, and white 
spheres represent VFE=1.0 eV. ........................................................... １１７ 
Figure 4.15  The DFT-calculated vacancy formation energies for Pt-OH on an edge-
1 (green) site and a face-1 (blue) site of the prototypical 225-atom 
nanoparticle, where the site types are as defined in Figure 4.2.  Average 
values over multiple sites of the same type are given in Table S6.   On 
the left are the free energies of particles with adsorbed OH, and on the 
right are the free energies of particles with vacancies (blue and green) 
and a clean Pt178Ni47 nanoparticle (black).  The values on the diagonal 
lines are the vacancy formation energies.  All values are with respect to 
clean Pt178Ni47, bulk Pt, and OH at 0.95V vs the RHE in aqueous 
solution.  The calculated free energies depend on this choice of 
reference states, but the difference between free energies for the 
different sites does not. ........................................................................ １１８ 
Figure 4.16  For the Pt3Ni (Pt3398Ni1175) nanoparticles, the predicted Pt/Ni average 
site occupancies of the (a) first, (b) second, (c) third, and (d) fourth 
layers in vacuum, and the (e) first, (f) second, (g) third, and (h) fourth 
layers in oxidizing conditions at 443 K as determined by Monte Carlo 
simulations. Blue spheres represent pure Pt, green represent pure Ni, 
and red represent pure Mo. Other colors represent fractional 
occupancies, as indicated by the color triangle on the right.  Small 
spheres represent the positions of atoms in the outer layers. .............. １２１ 
Figure 4.17  For the PtNi1.5 (Pt1829Ni2744) nanoparticles, the predicted Pt/Ni average 
site occupancies of the (a) first, (b) second, (c) third, and (d) fourth 
layers in vacuum, and the (e) first, (f) second, (g) third, and (h) fourth 
layers in oxidizing conditions at 443 K as determined by Monte Carlo 
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simulations. Blue spheres represent pure Pt, green represent pure Ni, 
and red represent pure Mo. Other colors represent fractional 
occupancies, as indicated by the color triangle on the right.  Small 
spheres represent the positions of atoms in the outer layers. .............. １２２ 
Figure 4.18  The top five layers of the nine-layer Pt27Ni7Mo2 slab. Grey spheres 
represent Pt, blue represent Ni, and red represent Mo. The third and 
fourth layers are aligned so that the Ni atom is in the hollow site formed 
by three Pt atoms in the layer below it. The second layer is aligned so 
that the Mo atom falls in the hollow site formed by three Pt atoms in 
the third layer. The four bottom layers (not shown) are symmetrically 
equivalent to the four top layers. ......................................................... １２５ 
Figure 4.19  The relaxed structures used to calculate the stability of (a) one, (b) two, 
(c) and three oxygen atoms adsorbed on a Mo atom on the vertex of 
Pt178Ni41Mo6. Grey spheres represent Pt, green represent Mo, and red 
represent oxygen. ................................................................................ １２６ 
Figure 4.20 The cluster expansion predicted composition profile of Mo-Pt3Ni 
(Pt3357Ni1143Mo73) nanoparticles for (a) Pt and (c) Mo in vacuum, and 
(b) Pt and (d) Mo in oxidizing conditions. “Core layers” represent all 
layers deeper than the fifth layer. ........................................................ １２９ 
Figure 4.21 For the Mo-Pt3Ni (Pt3357Ni1143Mo73) nanoparticles, the predicted 
Pt/Ni/Mo average site occupancies of the (a) first, (b) second, (c) third, 
and (d) fourth layers in vacuum, and the (e) first, (f) second, (g) third, 
and (h) fourth layers in oxidizing conditions at 443K as determined by 
Monte Carlo simulations. Blue spheres represent pure Pt, green 
represent pure Ni, and red represent pure Mo. Other colors represent 
fractional occupancies, as indicated by the color triangle on the right.  
Small spheres represent the positions of atoms in the outer layers. .... １３０ 
Figure 4.22  In oxidizing conditions at 443 K, the average vacancy formation energy 
(VFE) change for Pt/Ni atoms (∆𝑉𝐹𝐸 ) due to doping Mo: (a) The 
change in vacancy formation energies for Ni (b) The change in vacancy 
formation energies for Pt. Here, red spheres represent ∆𝑉𝐹𝐸 > 0 , 
which means that it becomes harder for Pt/Ni atoms to dissolve due to 
Mo doping; green spheres mean ∆𝑉𝐹𝐸 < 0, meaning that it becomes 
easier for the atoms to dissolve. .......................................................... １３２ 
Figure 4.23  DFT calculations results. (a) The calculated binding energies for a 
single oxygen atom on all fcc and hcp sites on the (111) facet of the 
Pt178Ni41Mo6 nanoparticle (Figure 4.1), relative to the lowest binding 
energy. Grey spheres represent Pt and colored spheres represent oxygen 
sites. Three binding energies are provided for reference:  the calculated 
binding energy on the fcc site of a pure Pt (111) surface, the binding 
energy corresponding to the peak of the Sabatier volcano57, and the 
binding energy on a Pt3Ni(111) surface. (b) The change in binding 
energies when a Pt178Ni47 nanoparticle is transformed to a Pt178Ni41Mo6 
nanoparticle by the substitution of Mo on its energetically favored sites 
in the second layer below the vertices. ................................................ １３５ 
Figure 5.1  Unit cells for clean slabs of these four Cu facets: Cu(111), 
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Cu(100),Cu(110) and Cu(211). Golden spheres represent the Cu atoms.
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Figure 5.2  The DFT-calculated (a) CO binding energies on four different Cu facets 
using RPBE, and (b) surface energies of four different Cu facets using 
PBEsol178 functional (details in 5.2.5 Section). .................................. １５３ 
Figure 5.3  Free energy diagrams of CO2 reduction to CO(g) on four Cu facets, 
Cu(211), Cu(110), Cu(100) and Cu(111), at an applied potential of zero, 
with the corresponding onset potentials of -0.34 V, -0.26 V, -0.58 V and 
-0.75 V, respectively. Here, I use the RPBE adsorption energies for *CO, 
and the RPBE-D3 adsorption energies for *COOH. ........................... １５８ 
Figure 5.4  Free energy diagrams of CO reduction via *CHO pathway (CO(g) →
  *CO → *CHO) on four Cu facets, Cu(211), Cu(110), Cu(100) and 
Cu(111), at an applied potential of zero, with the corresponding onset 
potentials of -0.46 V, -0.27 V, -0.41 V and -0.51 V, respectively. Here, 
I use the RPBE adsorption energies for *CO, and RPBE-D3 adsorption 
energies for *CHO. .............................................................................. １６０ 
Figure 5.5   Free energy diagrams for CO reduction to C2 products via (a) the CHO-
CHO coupling mechanism, and (b) the CO-CO coupling mechanism.  
The dashed arrows in (b) represent possible CO-CO coupling through 
an Eley-Rideal mechanism.  The likely formation of *OCCOδ- between 
steps 3 and 4 is not included for reasons discussed in the text. The 
illustrations of the configurations of surface adsorbates are on the 
Cu(110) facet. ...................................................................................... １６２ 
Figure 5.6  (a) The low-energy CuO(011) surface (b) The CuO(011) surface with 
oxygen atoms removed.  (c) The CuO(011) surface with oxygen atoms 
removed and subsequent relaxation of atomic positions using density 
functional theory.  (d) The high-energy Cu(110) surface. The blue 












1.1 Progress in the cluster expansion computational research 
 
The cluster expansion1 is a lattice Hamiltonian, which is a generalized Ising model2. In 
Condensed Matter Physics and Materials Science, the cluster expansions have proven to 
be a valuable tool, and are widely used to investigate structure-property relationships for 
AB binary or ABC ternary material systems that share a similar underlying lattice.3-13  
The benefit of a cluster expansion is that only fitted to a relatively small number of 
training structures, I can use the cluster expansion Hamiltonian to rapidly and accurately 
predict the properties (such as energy) of structures with all possible and random atomic 
configurations under different ensembles, such as canonical ensemble, and grand canonical 
ensemble. The typical prediction speed is millions of structures per minute. In order to have 
a better understanding of the interested material (such as, draw the phase diagrams, identify 
the ground state structures, and calculate thermodynamic averages of material properties), 
it is necessary for us to screen through the space of all possible configurations of material 
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system, the number of which can be tremendously larger than that of training structures. 
Thus, cluster expansions can help scientists dramatically reduce the computational cost and 
speed up the process of investigation.  
To realize the cluster expansion Hamiltonian for a specific material system, the 
computational cost to generate the required training data can be computationally expensive 
(such as, density functional theory (DFT)14-16 calculations). In recent years, scientists have 
made a lot of efforts to develop methods of selecting training structures in a way that 
efficiently reduces the number of training structures for a targeted prediction error.17-20 In 
2009, Mueller et al.21 developed a Bayesian approach to cluster expansions that explicitly 
introduce physical insights into the fitting procedure so as to highly improve the accuracy 
of cluster expansions for a given set of training structures. This Bayesian approach can be 
used to efficiently generate cluster expansion training set for low-symmetry systems, such 
as extended surfaces and nanoparticles.21  
Here, I give some recent examples that cluster expansions were developed to investigate 
the structure-property relationships of material systems. For the 3-dimensional bulk lattice, 
the cluster expansion was applied to calculate the phase diagrams of binary systems (Si-
Ge, CaO-MgO, Ti-Al, and Cu-Au).18 Also, it has been used to search for the equilibrium 
and ground state (or low-energy) structures for lithium imide (Li2NH).
13, 22 
With the speed of scientific computation increases, the calculation of low-symmetrical 
systems becomes possible, which enables the generation of cluster expansions for extended 
surfaces and nanoparticles.  For extended surfaces, in 1999, Sadigh et al.23 used cluster 
expansion built on monolayer of PdAu alloys on Ru(0001) to investigate the phase stability. 
This implementation of cluster expansion on monolayer is a typical example that cluster 
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expansion is a generalized Ising model. In 2004, instead of monolayer, Wieckhorst et al.24 
developed a cluster expansion on multilayer extended Co-Al surfaces to construct a phase 
diagram for fully-relaxed CoAl binary alloy surfaces. In 2005, a cluster expansion was 
built on a fcc(111) alloy surface of Pt(1-x)Aux to study the surface segregation and ordering 
of alloy surfaces in the presence of adsorbed oxygen atoms.25  
For nanoparticles, in 2010, Mueller et al.26 investigated the nanoparticle-size effect on 
hydrogen release from sodium alanate (NaAlH4) nanoparticles using a size and shape 
changeable cluster expansion. In 2012, Tan et al.27 built a cluster expansion on a 55-atom 
Pd-Pt cuboctahedral nanoparticles to search for ground state structures. In 2014, Yuge28 
built cluster expansions for Pt28Rh27 nanoparticles with fixed shape and size, and 
demonstrated that the electronic structures of surface Pt d-band at specific site can be tuned 
by changing surrounding atomic orders, which enables the control of molecular adsorption 







1.2 Progress in Pt/Ni alloy catalysts for Oxygen Reduction Reaction 
 
  Because of the limited supply of fossil fuels and pollution caused by consuming them, 
future energy needs to transition from fossil fuels to some new, more environmentally 
friendly, and renewable energy sources. Fuels cells that can directly convert chemical 
energy of fossil fuels to electricity by electrochemical processes are one of these potential 
sources.29-31 Among all of the existing fuel cells, the proton exchange membrane fuel cell 
(PEMFC) has been actively studied for commercial use in the areas of transportation, 
stationary, and portable power generation. The work mechanism of fuel cell is as follows. 
In the acidic environment, the oxygen reduction reaction (ORR) happens at the cathode by 
reducing oxygen (O2) via following step: 
+ -
2 2O ( ) 4(H +e ) 2H O(l).g             (1.1) 
The electrons and protons + -(H +e )  needed in Eq.(1.1) are produced by oxidizing hydrogen 
(H2) at the anode of a PEMFC and then transferred to the cathode through the proton 
exchange membrane.  This hydrogen oxidation reaction is called as HOR, which can be 
expressed as: 
+ -
2H (g) 2(H +e ).            (1.2) 
 
  We need low-price, and high-activity catalysts to improve the reaction rates of HOR at 
the anode and ORR at the cathode. So far, Pt has been considered as one of the most 
promising candidates for fuel cell catalysts.32-35 Both cathode and anode electrodes are 
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loaded with highly dispersed Pt-based nanoparticles (NPs) supported on carbon black 
(Pt/C). Since the reaction rate of HOR at the anode is extremely fast compared with that of 
ORR at the cathode,31, 36-37  it is the reaction rate of ORR at the cathode that limits the 
efficiency of fuel cells.  The economic viability of these fuel cells is constraint by three 
main challenges, the high cost of catalysts, the sluggish kinetics of the oxygen reduction 
reaction (ORR), and the low durability of the catalysts in oxidizing conditions. 
  For the first challenge, alloying Pt with transition metals M (M = Fe38-40, Co38, 41-42, Ni38, 
41, 43-44, etc.) will not only reduce the cost of catalysts, but also enhance the ORR activity 
compared with pure Pt. Pt-Ni alloy catalysts are among the most successful Pt-based alloy 
catalysts for ORR. Their catalytic properties have been studied extensively by 
experimental34-35, 38, 43, 45  and computational46-51 methods. Recent experimental and 
theoretical works have shown that Pt3Ni alloys have a much higher oxygen reduction 
reaction (ORR) activity than pure Pt.50, 52-53 Stamenkovic et al.53 synthesized and measured 
the ORR activity of Pt3Ni(111) extended surfaces with Pt-skin structures, and demonstrated 
that these  have a 90-fold enhancement of specific activity versus commercial Pt/C catalysts. 
Recently, Huang et al.54 reported Pt3Ni nanoparticles with a very small amount of 
molybdenum (Mo) doping (1.6% in molar) have highly enhanced ORR activity and 
durability, with a specific activity of 10.3 mA/cm2 and mass activity of 6.98 A/mgPt, which 
are 81- and 73‐fold enhancements compared with the commercial Pt/C catalyst (0.127 
mA/cm2 and 0.096 A/mgPt).   
  In the field of chemical catalysis, in order to have optimal catalytic activity, the qualitative 
Sabatier principle, which can be graphically shown in a volcano plot, states that the 
interactions between the intermediate adsorbates (e.g. adsorbed O and adsorbed OH for 
６
 
ORR) and the surface of catalysts should be "just right" (meaning neither too strong nor 
too weak).  The oxygen binding energy (∆𝐸𝑂) has been shown to be a valuable descriptor 
for ORR activity.48-49, 55-56 Here I represent the oxygen binding energy as the potential 
energy of oxygen adsorption, ∆𝐸𝑂, calculated as  
       DFT DFT DFT 2 DFT 2E slab+*O E slab E H E H OOE     .      (1.3) 
In Eq. (1.3),  DFTE slab+*O  is the total DFT energy of the slab with an adsorbed oxygen 
 atom,   DFTE slab  is the DFT energy of the clean slab, and  DFT 2E H  and  DFT 2E H O  
are the DFT energies of gas-phase H2 and H2O. My choice of H2(g) and H2O(g) as reference 
states avoids potential errors in the calculation of the energy of O2(g) and allows for more 
direct comparisons with previous calculations.55  By this definition, lower  ∆𝐸𝑂  indicates 
stronger binding between oxygen and Pt/Ni(111) surface, while larger  ∆𝐸𝑂  indicates 
weaker oxygen binding. The oxygen binding energy mentioned in this thesis stands for 
∆𝐸𝑂 in Eq. (1.3)  unless otherwise noted. 
  Theoretically, according to a Sabatier volcano plot (Figure 1.1), there is still room for 
enhancement of catalytic activity.  To further reduce the second challenge of sluggish 
kinetics of the ORR, scientists need to design a catalytic system with optimal oxygen 
binding energy so as to reach the peak of the volcano plot, where oxygen binding was 





Figure 1.1. A volcano plot at an applied potential of 0.9 V under associative mechanism 
based on the work of Karlberg et al.56 The peak is at ∆𝐸𝑂 = 1.81 eV. The value of  ∆𝐸𝑂 
used in this plot for pure Pt(111) is at 1/4 ML oxygen coverage. 
 
 
  For the third challenge, Ni atoms tend to dissolve in oxidizing conditions compared with 
Pt.54, 58-59 Although alloying Ni can enhance the activity and lower the cost, it has the 
disadvantage of low durability under the cell operating conditions. Typically, the Pt3Ni 
alloy catalysts will lose at least ~50% of the mass activity of ORR after 8000 potential 
cycles.54, 60 For instance, in the work of Beermann et al.60,  the result of electrochemical 
durability of synthesized Pt-Ni/C octahedral nanoparticles using the accelerated durability 
test (ADT) between 0.6 V and 1.1 V versus the reversible hydrogen electrode (RHE) is as 
follows. The initial mass activity of ORR is 1.0 A/mgPt, which is dramatically reduced to 
0.5 A/mgPt (by a factor of ~2) after 4000 cycles, and even further to 0.25 A/mgPt (by a factor 
of ~4) after 8000 cycles. All further potentials discussed in this thesis are versus the RHE 
unless otherwise noted. A similar loss of activity for Pt3Ni/C nanoparticles was reported in 
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the work of Huang et al.54  Tailoring surface structures of Pt-based catalysts so as to tune 
their electronic structure can help prevent Ni atoms on the surface (near surface) dissolution, 
and stabilize the morphology of catalysts. The newly developed synthesis approaches of 
multi-layer Pt-skin61, transition metal doping (such as doping Mo54, and doping Rh60), 
interior erosion of PtNi3 to form Pt-rich nanoframes
58, and Pt-based nanocages62, have 







1.3 Cluster expansion models developed in this thesis 
 
  In order to investigate the thermodynamic and catalytic properties of Pt-Ni alloy catalysts, 
computational cluster expansion models for Pt-Ni extended surfaces and Pt-Ni 
nanoparticles are developed to build a direct bridge between the atomic order and 
Hamiltonian of alloy systems. The developed cluster expansion Hamiltonians enable 
Monte Carlo simulations on the Pt-Ni catalysts under different thermodynamic ensembles. 
  For Pt-Ni extended surfaces, in order to predict the interaction between near-surface 
atomic order of catalysts and the adsorbed species (e.g., *O) on the surface of Pt3Ni alloys, 
a cluster expansion for the Pt-Ni(111) surface with up to a monolayer of adsorbed atomic 
oxygen (Pt-Ni-Oxygen surface system) was generated, the details of which are provided in 
Chapter 3.  The canonical ensemble, grand canonical ensemble and mixed ensemble of Pt-
Ni-Oxygen surface system are implemented under different constraints to allow for setting 
a variety of temperatures, Pt compositions, oxygen coverages, and chemical potentials to 
mimic the real-world synthesis and electrochemical environments. By performing Monte 
Carlo simulations to accurately and rapidly screen through all possible configurations of 
Pt3Ni surfaces, I am able to calculate thermodynamic averages, build phase diagrams of 
Pt-Ni surfaces and identify ground state structures under different combination of chemical 
environments.  Furthermore, based on the local atomic order nearby the oxygen adsorbed 
site (fcc or hcp), this cluster expansion can predict the oxygen binding energy, which has a 
linear relationship with ORR activity (volcano plot,55-57 shown in Figure 1.1). By 
introducing a computational average current over all possible fcc oxygen binding sites to 
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define the specific activity of Pt-Ni surfaces, this cluster expansion can be used to search 
for the surface structures with optimal ORR activity.  
In addition to the Pt-Ni extended surfaces, I also developed cluster expansions for the Pt-
Ni nanoparticles since they have been found to be highly active as the ORR catalysts.54, 59, 
63 The cluster expansion built on the extended surfaces is not capable of capturing the 
edge/vertex effects on the stability and catalytic activity of nanocrystals. Thus, it is 
straightforward for us to extend the cluster expansion to alloy nanoparticles. To my 
knowledge, this is the first use of a single cluster expansion to predict the energies of 
nanoparticles as a function of shape, size, and internal atomic order. I want to highlight the 
extendable size of this cluster expansion, which enables simulations on the nanoparticles 
at experimentally synthesized sizes (nearly 4 – 20 nm54, 59-61, 63-68), which is preferable to 
previous cluster expansions built on fixed shape nanoparticles (no more than 2 nm)27-28, 69-
71. Moreover, the oxygen reduction reaction (ORR) happens under cell operating conditions 
instead of in vacuum. Therefore, the cluster expansion built in vacuum condition, are 
unable to predict the change of structure and properties of nanoparticles as a function of 
applied potential or oxygen chemical potential. In order to investigate the structural 
behaviors of experimentally-observed nanoparticles54, 59-60, 72 in oxidizing conditions, I 
extended the cluster expansion model to include the metal specific and site-specific 
correction terms that account for the possible presence of adsorbed atomic oxygen atom 
(*O) and hydroxyl (*OH) on the surface of nanoparticles. The details of how I calculated 
these correction terms based on the type of adsorbates, surface metal element, local atomic 
order near the adsorption site, the applied potential and the chemical potentials are provided 
in Chapter 4. 
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With the help of the cluster expansion Hamiltonian on nanoparticles, Monte Carlo 
simulations can calculate the thermodynamic properties of nanoparticles at the atomic level, 
which is difficult to do in the experimental measurement in part because of equipment 
limitations. The examples of predictions enabled by the cluster expansion are as follows. 
Firstly, the ground state shapes of nanoparticles can be predicted for a given size and alloy 
composition of a particle. Secondly, composition profiles (composition for each layer) of 
Pt3Ni nanoparticles can be predicted to investigate the size effect, and temperature effect. 
Thirdly, the average site occupancies for nanoparticles can straightforwardly show the 
preferred sites for Pt/Ni/Mo atoms under different chemical environments. Fourthly, the 
predicted surface vacancy formation energy of Pt/Ni can be used to better understand the 
stability of nanoparticle surfaces. Last but not least, provided that the activity and durability 
of Pt3Ni have been highly improved due to Mo-doping, it is worth investigating Mo doping 
effects on the atomic structures and stability under cell operating conditions. All of these 
predictions can give us insights into the loss of activity and stability of Pt/Ni catalysts after 
high potential cycles at the atomic level, and help us determine the likely reasons for the 
highly enhanced stability of Mo-doped Pt3Ni nanoparticles, and furthermore may enable 
rational design of alloy catalysts with desired properties.  
Although all discussions of cluster expansions in this thesis are based on Pt/Ni binary 
and Pt/Ni/Mo ternary alloy systems, I anticipate that the two cluster expansion approaches 
demonstrated in this thesis will provide valuable insights that can be applied in general to 
the investigation of other similar low-symmetry systems (extended surfaces and 
nanoparticles). For example, it has been shown that local atomic order can dramatically 
affect the catalytic properties of Pd-Au alloy surfaces73, and the cluster expansion approach 
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1.4 CO2/CO reduction catalysts: Cu nanowires 
 
  Electrochemical reduction of CO2 and CO to produce hydrocarbons (e.g., CH4, HCOOH, 
C2H4, C2H5OH, and C2H6) is one of the candidate processes for a new source of energy 
that creates a sustainable fuel cycle in which the fossil fuels’ waste products (CO2 and CO) 
are recycled back into fuel.74  Among the metal catalysts tested so far, copper (Cu) is one 
of the most successful catalysts for CO2/CO reduction with exceptional catalytic activity.
75-
76  However, the commercial usage of Cu as catalysts for CO2/CO reduction has been 
limited by the relatively high overpotentials (~1 V).77-78 The strategy to improve Cu 
electrocatalytic performance and lower (in absolute value) the overpotentials is to tailor the 
surface morphology of Cu catalysts, such as surface roughness79-80, crystal facets81-82, and 
particle size83. Recently, low overpotentials were experimentally observed (~0.4 V) for 
CO2/CO reduced to C1 and C2 products on Cu catalysts, which have drawn both 
experimental and theoretical researchers’ attention.79-80, 82, 84  
  Here, I present the most recent advances of CO2/CO reduction. For the CO2 reduced to 
CO, in 2012, Li et al.80 reported that CO2 can be reduced to CO and HCOOH with current 
density of 1 mA/cm2 at overpotentials less than 0.4 V on the Cu catalysts synthesized by 
reduction of Cu2O films. In 2015, my collaborators, Chao Wang and David Raciti, reported 
that highly dense Cu nanowires prepared by electrochemical reduction from CuO 
nanowires have high activity and selectivity for CO2 reduction to CO and HCOOH at low 
overpotentials of 0.3 – 0.4 V.84 However, only reducing CO2 to CO is not enough, CO 
should be further reduced to form hydrocarbons in order to produce environmentally 
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friendly and renewable energy. Thus, I present some recently reported Cu catalysts with 
relative low overpotentials and high selectivity for CO reduced to C1 and C2 hydrocarbons 
below. In 2012, Schouten et al.82 reported low potentials (~ -0.4 V versus RHE) for CO  
reduction to C2H4 on the Cu(100) facet through a CO dimerization mechanism. In 2014, Li 
el al.79 reported low potentials (-0.24 – -0.5 V versus RHE) and high selectivity of products 
(multi-carbon oxygenates with 57% Faraday Efficiency (FE) on Cu nanocatalysts prepared 
in the same method as the work of Li et al.80 In 2016, Chao Wang and David Raciti tailored 
the surface structures of Cu nanowires by controlling the CuO reduction conditions and 
demonstrated that high percentage of Cu(110) facet may be responsible for the low 
potentials (-0.2 – -0.35 V versus RHE) and highly selective reduction of CO toward 
oxygenated C2 products.
85  
  Theoretically, a lot of efforts have been made to formulate the likely mechanisms that can 
explain the low overpotentials and high selectivity for CO reduction to C2 products in terms 
of structure (facet)-property relationship.  In the work of Calle-Vallejo et al.86, a CO-CO 
coupling mechanism (the formation of surface OCCOδ- dimer via the direct coupling two 
CO), where proton-electron transfer is decoupled, was proposed to explain the 
experimental observation that C2 species are produced, but C1 species are suppressed at 
low overpotential (~ 0.4 V) on the Cu(100) facet.82, 87 In 2013, Montoya et al.88 
demonstrated that the higher degree of hydrogenation of adsorbed CO (*CO) will give the 
lower kinetic barriers to C-C coupling and form multi-carbon hydrocarbons: starting from 
*CO, for two single carbon adsorbates each with one or more H atoms hydrogenated 
(*CHO, *CH2O), the C-C coupling will be energetically favorable on Cu(211) through the 
“DFT-backed” nudged elastic band (NEB) calculations.89-90 In 2015, Montoya et al.91 used 
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a charged water layer on both the Cu(111) and Cu(100) surfaces to calculate energy barriers 
of charged CO dimer (OCCOδ-) formation, identified a previously unreported CO dimer 
configuration that is stabilized by a charged water layer, and predicted a lower kinetic 
barrier on Cu(100) than Cu(111), in agreement with the experimental results of higher 
activity and selectivity on Cu(100) facet for the C2 products.  
  In addition to using the cluster expansion approach to investigate Pt/Ni ORR catalysts, in 
Chapter 5 I performed DFT calculations to study possible reaction pathways for CO2/CO 
reduction reaction on the different Cu facets (mainly on close-packed facet Cu(111), and 
more open facets: Cu(211), Cu(110), and Cu(100)). Together with the experimental 
characterization of surface structure and electrochemical properties of synthesized Cu 
nanowires catalysts from my collaborators,85 I suggest likely explanations for the low 






1.5 The scope of this thesis 
   
  I will present what I have done during my Ph. D. career in the rest of this thesis. The 
organization is as follows.  In Chapter 2, I present the basic methodology of cluster 
expansion and Metropolis Monte Carlo simulations. In Chapter 3, cluster expansions built 
on Pt/Ni-Oxygen/Vacancy 2-dimensinal extended surfaces are developed to investigate the 
structure-property relationship of Pt-Ni alloy catalysts at the atomic level. This work was 
published as J. Phys. Chem. C 119, 17735-17747 (2015).92 In Chapter 4, I extend cluster 
expansions on extended surfaces to Pt/Ni/Mo 0-dimensinal nanoparticles, which are more 
realistic in the electro-chemistry environment. The related work of Chapter 4 led to two 
papers, one published as Science 348, 1230–1234 (2015)54  and the other93 submitted for 
publication. In Chapter 5, I investigate the possible CO2/CO reduction pathways on the 
four different Cu crystalline facets (Cu(211), Cu(110), Cu(100) and Cu(111)) by building 
free energy diagrams, and identify  Cu(110)  as highly active facet responsible for the 
observation of low overpotentials and high selective reduction CO toward C2 products. The 
preliminary work of CO reduction has been submitted for publication in reference 85. In 









2.1 First principles calculations 
 
2.1.1 Density functional theory calculations 
  Solving Schrӧdinger’s equation is viewed as the fundamental problem of quantum 
mechanics.94 However, few problems in quantum mechanics – with time-independent or 
time-dependent Hamiltonians – can be solved exactly in mathematics, such as single 
harmonic oscillator. For the low-dimensional systems I am interested in, for example, Pt-
Ni surfaces (2-dimension) or nanoparticles (0-dimension), and Cu surfaces (2-dimension), 
I need to calculate their ground-state energies given specific atomic orders so as to 
investigate the relationships between their surface structure and catalytic properties. The 
problem of calculating the ground-state energies of these low-symmetrical systems is to 
solve a many-body Schrӧdinger’s equation. 
  The density functional theory (DFT) calculations aim to solve the time-independent 
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where m is the electron mass. The three terms inside of summation signs in brackets in Eq. 






  , the interaction energy 
between each electron and the collection of all atomic nuclei within the system, ( )V ir , and 
the interaction energy between two distinguishing electrons (i and j),  ,i jU r r . For the 
Hamiltonian expression in Eq. (2.1),   is the electronic wave function (the solution to 
Schrӧdinger’s equation), expressed as 1 1( , ..., )N  r r r  , which is a function of 3N 
coordinates (three spatial coordinates of each electron for N electrons).  𝐸 in Eq. (2.1) is 
the ground state energy of the system.  Provided electrons have spins (spin up +1/2 and 
spin down -1/2), the multi-electrons system (N electrons) is a multi-fermionic system, 
which satisfies anti-symmetry requirements and consequently the Pauli principle. Thus, the 
wave function of N electrons, 1 1( , ..., )N  r r r  , can be exactly expressed as a Slater 
determinant, which is a normalized linear combination of Hartree products.95  A Hartree 
product, defined as 1 2( )* ( )*,...,* ( )N   r r r  , is a product of individual electron 
wave functions. Here, ( )i r  is the individual wave function for the individual electron i. 
Without loss of generality, I use a single Hartree product, 1 2( )* ( )*,...,* ( )N   r r r , 
as the approximation of the wave function 1 1( , ..., )N  r r r . 
In this section, I briefly present the basic terms and concepts of density functional theory 
(DFT) based primarily on the book of Sholl et al.96 The basic idea of density functional 
theory (DFT) is rewriting the Hamilton as a functional of electronic density.97 Density 
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functional theory is to move from wave functions to electron density when people solve 
the Schrӧdinger’s equation. The density of electrons is defined as follows, 
1






  r r r ,           (2.2) 
where ( )i r  is the individual wave function for electron i. The electron density in Eq. (2.2) 
is a function of only three coordinates, contains the information that can be derived from 
the full wave function solution to the Schrӧdinger’s equation, 1 1( , ..., )N  r r r , which is 
a function of 3N coordinates. Thus, if the Schrӧdinger’s equation can be solved in the form 
of the electron density instead of the full wave function, the coordinates of the many-body 
problem will be dramatically reduced from 3N to 3. 
  Then the problem becomes whether we can find such a solution to the Schrӧdinger’s 
equation in Eq. (2.1) expressed in the form of electron density  𝑛(𝒓). The entire field of 
density functional theory is built on two fundamental mathematical theorems proved by 
Kohn and Hohenberg97 and the derivation of a set of equations by Kohn and Sham14 in 
1960s. The first theorem is: “The ground-state energy from Schrӧdinger’s equation is a 
unique functional of the electron density.”96 The second Hohenberg-Kohn theorem 
explains an important property of the functional of the electron density: “The electron 
density that minimizes the energy of the overall functional is the true electron density 
corresponding to the full solution of the Schrӧdinger’s equation.”96 
  Given the two fundamental theorems, Hohenberg and Kohn97 stated that the energy 
functional can be written as:  
[{ }] [{ }] [{ }]i known i XC iE E E     ,                                                                           (2.3) 
which is in terms of single electron wave functions, ( )i r . Here, [{ }]iE   is split into 
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two parts: [{ }]iknownE   , analytical form and [{ }]iXCE   , the exchange-correlation 
functional. 
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    r ), the Coulomb interactions between all electrons and the 
collection of all nuclei ( 3( ) ( )V n d r r r ), the Hartree term (









is the approximation of the Coulomb interactions between pairs of electrons, and the 
Coulomb interactions between all pairs of nuclei ( ionE  ). The other term, [{ }]iXCE   , 
includes all quantum mechanical effects that have not been included into the known term 
of [{ }]iknownE   in Eq. (2.4). 
  By applying variational calculus to Eq. (2.3) and Eq. (2.4), the Kohn-Sham equations14 
are derived as follows:  
2
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      r r r r r                                                             (2.5) 
As shown in Eq. (2.5), the solutions to Kohn-Sham equations are single electron wave 
functions ( )i r . On the left hand side of Eq. (2.5), there are three potentials, ( )V r , ( )HV r  
and ( )XCV r . The first one, ( )V r , represents the interaction between an electron and the 
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collection of all atomic nuclei. The second one, ( )HV r , is called as the Hartree potential 
and defined as: 







.             (2.6) 
The third one, ( )XCV r , defines the exchange and correlation contributions to Kohn-Sham 
















.             (2.7) 
 
  The algorithm to solve the Kohn-Sham equations is iterative and self-consistent, which is 
outlined as follows96: 
1. Define an initial and trial electron density, ( )n r . 
2. Solve the Kohn-Sham equations in Eq. (2.5) defined using the trail electron density 
in step 1 to determine the single electron wave functions, ( )i r . 










  r r r . 
4. Compare the calculated electron density in step 3, 
KS( )n r , with the trail electron 
density used in solving the Kohn-Sham equations, ( )n r , defined in step 1. If two 
of them are the same, then 
KS( )n r is the ground-state electron density so that it 
can be used to compute the total ground-state energy. If two of them are different, 
then the trail electron density ( ( )n r ) in step 1 must be updated in some pre-defined 
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way. Iterate from step 1 to step 4 until 
KS( )n r  and ( )n r  are the same. 
 
 
2.1.2 Vienna Ab initio Simulation Package (VASP) 
All density functional theory (DFT) calculations in this thesis were performed with the 
Vienna Ab initio Simulation Package (VASP),15-16, 98-100 in which the Kohn-Sham equations 
are solved by self-consistent algorithms. The setting of all DFT calculations is as follows 
unless otherwise noted. The C_GW_new, Cu_pv_GW, H_GW, Mo_pv, Ni, O_GW and 
Pt_pv_GW PBE projector-augmented wave (PAW)101 potentials provided with VASP were 
used to improve the calculation efficiency, and VASP was run with high precision. The 
revised Perdew-Burke-Ernzerhof (RPBE)102-103 exchange-correlation functional was used 
for all calculations. Spin polarization was taken into account in the calculations and the 
Methfessel–Paxton method104 of order 2 was employed to determine electron occupancies 
with a smearing parameter of 0.2 eV. The convergence criteria for the electronic self-








2.2  Cluster expansions  
 
2.2.1 Basic theory of cluster expansions 
The cluster expansions are generalized Ising models.2 The beginning of cluster 
expansions is in the early of 1950s when Kikuchi developed a “Cluster Variation Method” 
of approximation for the order-disorder phenomena in 1-dimensional, 2-dimensional and 
3-dimensional Ising lattices.105 In 1984, Sanchez et al.1 developed a general formalism for 
the description of configurational cluster functions,  which were described in terms of an 
orthogonal basis in the multidimensional space of discrete spin variables, in 
multicomponent systems.  
  Here, I introduce the basic idea of the cluster expansions based primarily on the work of 
Sanchez et al.1  Generally, cluster expansions are generalized Ising models, in which the 
“spin” variables assigned to each site in an Ising model are replaced by “site” variables that 
each site variable indicates which species (or vacancy) is present at a certain site. To have 
a better understanding of assigning site variables, the example for a simple A-B binary 
alloy is shown in Figure 2.1. As illustrated in Figure 2.1(a), each atomic site in the crystal 
is assigned a site variable, js , where 1js   means element A is present at the jth site, and 
1js    means element B is present. A straightforward example of a cluster is a nearest-





Figure 2.1. An illustration of site variables and clusters of an A-B binary alloy. Green and 
yellow spheres represent the A and B atoms respectively. (a) How site variables are 
assigned.  A atoms are marked as “1”, B atoms are marked as “-1”; (b) Examples of clusters 
used in a cluster expansion.  The one atom marked as “a” is a single-site cluster, the two 
atoms marked as ”b” are in a nearest-neighbor two-site cluster, and the two atoms marked 
as “c” are in a second-nearest-neighbor two-site cluster. 
 
  Generally, an orthogonal single-site basis is defined for each site variable. The expression 
is shown as follows:  
'















,            (2.8) 
where js  is the site variable for the site labeled as j, and jN  is the number of values that 
this site variable js  may take. For example, if the cluster expansions represent an A-B 
binary alloy bulk lattice, then jN  is equal to 2 ( 1js   or 1js    in Figure 2.1). If the 
cluster expansions represent the lattice for ABC ternary alloy nanoparticles including the 
vacuum site, then jN  is equal to 4 (the first, second, and thrid values for A, B, and C metal 
sites respectively, and the fourth value for the vacuum site). Also, ( )jb s  is the bth basis 
function for the jth site, and 
'bb










   if 'b b  . Again, taking cluster expansions represent AB binary alloy as an 
example (Figure 2.1), whose site variable js  may take on the values of -1 or +1, one set 
of commonly used single-site basis functions that meets the orthonormal condition in Eq. 












             (2.9) 
 
  Then for each cluster, s  , which contains a certain number of sites in the lattice 
(  1 1, , ..., sns ss , given the number of sites is n), a cluster function is defined. The way 
to produce a basis of “cluster functions” is to use the tensor product of all single-site basis 
functions (defined in Eq. (2.9)) corresponding to all single sites that belong to a specific 
cluster, s . Each cluster function can be denoted as: 
 
( ) ( )j
j j
b
s  b s ,          (2.10) 
where s  is the set of all site variables for a certain cluster, and b  is a single vector 
representing the indices of basis functions defined in Eq. (2.9). jb  stands for the jth 
elements of b  and js  stands for the site variable at site j. Generally, 0( ) 1js   when 
0jb   for all site variables, js  , and the value of cluster function in Eq. (2.10) only 
depends on the ( )
j
jb
s , in which 0jb  . 
  As shown in the work of Sanchez et al.1, the cluster functions defined in Eq. (2.10) must 
be orthonormal if the underlying single-site basis functions defined in Eq. (2.9) are 
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orthonormal. For a certain cluster, s  , containing a group of sites within lattice, the 
orthogonality property is as follows: 
1















 ,       (2.11) 
where is  is the ith set of possible values for the cluster s , and Ns  is the total number of 
possible values of s . Please pay attention to the different meanings of indices i and j : the 
index of i in Eq. (2.11), where is  stands for ith set of the value of the cluster s  ( is  is 
actually a value of “a vector”);   and the index of j in Eq. (2.8), Eq. (2.9) and Eq. (2.10), 
where js  stands for the site variable of at jth site. 
If a property (e.g. formation energy and lattice parameter) of the material can be 
expressed as a function of the site variables across lattice, ( )F s  , then it also can be 
expanded exactly as a linear combination of cluster functions: 
0( ) ( )F V V   b b
b
s s ,        (2.12) 
where the unknown coefficients, Vb , are known as effective cluster interactions (ECIs), 
and 𝑉0 is a constant term representing the ECI for the “empty” cluster.  The sum is over all 
cluster functions, where the number of sites in a cluster may range from 1 to all the sites in 
the material.  When all possible clusters are included in the expansion, the expansion in Eq. 
(2.12) is exact. If there are identically symmetrical clusters within the lattice of cluster 
expansions, then the expression of cluster expansions can be further reduced to a more 
general equation due to symmetry,  
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0( ) ( )F V V
 
    b
b
s s        (2.13) 
where  𝛼  represents an orbit of symmetrically equivalent cluster functions. The property, 
( )F s , expressed as the cluster expansions in this thesis is formation energy. Usually, the 
value of an extensive property, such as formation energy, could be normalized to the value 
per unit of material (per unit cell). For such a property, Eq. (2.13) can be rewritten as, 
0( ) ( )F V V m  
   bs s ,      (2.14) 
where ( )F s  is the average value of the property per unit formula and ( )

b s  is the 
average value of all cluster functions in orbit  , b  is a cluster function belonging to 𝛼 
( b  ), and m   is the number of cluster functions in orbit  𝛼   per unit formula. 
However, we should be careful when the property, ( )F s , is an intensive value (such as 
averaged d-band center, and fermi energy), which should not be normalized.  
 
 
2.2.2 Bayesian approach to cluster expansions 
In practice, the ECIs for clusters that contain a large number of sites or sites that are far 
apart from each other are usually negligible, allowing for the expansion to be truncated to 
a sum with a finite number of ECIs with little loss of accuracy. The remaining ECIs are 
then fit to a set of training data of energies, which I generated using density functional 
theory (DFT)14 calculations. In low symmetry systems, such as extended surfaces and 
nanoparticles, there are typically far more distinct and significant ECIs than in a 3-
dimensional bulk systems due to the loss of periodicity. For example, two congruent 
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clusters in bulk systems are symmetrically equivalent to each other; but two congruent 
clusters in the extended surfaces may be not symmetrically equivalent to each other. The 
definition of congruent clusters is: if there must be a way to map the sites of one cluster 
onto the sites of another that preserves all distance and angles between sites, then the two 
clusters are congruent clusters. As the simple 2-dimensional square lattice for an extended 
surface shows (Figure 2.2),  clusters “a” and “b” are symmetrically equivalent to each other, 
but clusters “a” and “c” are not equivalent to each other (even though they are congruent) 




Figure 2.2. The side view of the surface on a simple square lattice: an illustration of the 
difference between symmetrical and congruent clusters. The triple cluster of sites marked 
with “a” is symmetrically equivalent to the one marked with “b”; but the cluster “a” is not 
equivalent to the cluster marked with “c”. However, cluster “a” will be symmetrically 
equivalent to cluster “c” in a corresponding 3-dimensional bulk lattice. Cluster “a” and “c” 
are congruent, so as “b” and “c”. Cluster “d” and cluster “e” are also congruent but not 
symmetrically equivalent.  
 
  Thus, because they have a larger number of significant distinct clusters, it is much more 
computationally expensive to fit the ECIs of cluster expansions built on low symmetrical 
systems (e.g., extended surfaces and nanoparticles) than 3-dimensinal bulk systems for a 
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given level of accuracy. Here, for cluster expansions built on low symmetric systems, I 
used a Bayesian approach developed by Mueller et al.21 to fit the ECIs with low 
computational cost and high accuracy for a given set of training data, instead of least-
squares fit for each selected group of cluster functions. I will give a brief summary of the 
application of Bayesian approach to cluster expansions based on the work of Mueller el 
al.21 I also will compare the advantages of Bayesian approach with common used least-
square fit method in this section. 
Firstly, I would like to introduce the notations that are used in the Bayesian approach to 
cluster expansions.  
(i) v: the set of optimal values for ECIs, which is defined over all possible ECI values 
after truncation.  
I express the training data as: 
(ii) y : a vector of output values, the ith  element of y  is the property value (formation    
energy) for the thi  structure in the training set. 
(iii) X : a matrix of input values, the elements of X are given by  i iX m    s . 
Here the subscript, 𝑖, corresponds to the ith element, and subscript,  , corresponds 
to the index for cluster, the 𝛼𝑡ℎ cluster.  i  s is defined in Eq. (2.14). 
  Then the probability density of optimal ECIs (v) is the conditional probability distribution, 
 P v X, y , since the training data (y and X) has been known for a given training set. The 
key to Bayesian approach is to use Bayes’s theorem,106 together with physical insights, to 
determine the ECIs (v) that maximize  P v X, y  . In the context of cluster expansion, 
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.       (2.15) 
  
The key to this application of Bayes’ theorem is to build the prior probability distribution, 
 P v X ,  which is an educated guess of the likelihood of ECI values before we have 
calculated property values for the training data. In the process of building  P v X , two 
examples of physical insights incorporated into the nature of the ECIs are: 1) “the greater 
the number of sites in the cluster, and the greater the distance between sites in a cluster, the 
smaller the ECI value should be.”21 2) “ECIs for similar clusters should have similar 
values.”21 Also, the covariance between two distinct clusters should be taken into account, 
especially for those pairs of similar clusters, such as congruent clusters demonstrated in 
Figure 2.2.  
  The prior chosen for Bayesian approach is a multivariate Gaussian prior distribution over 
possible ECI values. The inverse of the covariance matrix for the prior, Λ, was diagonal, 
with elements of orbit regularization parameter  𝜆𝛼𝛼  and coupled regularization parameter 
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where  𝑛𝛼  is the number of sites in cluster function 𝛼 ,  𝑟𝛼 is the maximum distance 
between sites, and the parameters  𝜆1,  𝜆2,  𝜆3,  𝜆4,  and  𝜆5 were determined by using a 
conjugate gradient algorithm to minimize the leave-one-out cross validation (LOO CV) 
score, an estimate of prediction error.18 The details of generating 𝜆𝛼𝛼 and 𝜆𝛼𝛽 according to 
specific cluster expansions built on different systems (could be 3-demensional bulk, 
extended surfaces, 1-dimensional nanowire, and nanoparticles) are provided in the work of 
Mueller et al.21  
  Moreover, I would like to highlight the advantages of Bayesian approach to fit cluster 
expansions against the commonly used standard least-squares fit approach. Firstly, for 
least-squares fit, it is necessary to manually select “important” clusters, and it is vulnerable 
to overfitting.18 For Bayesian approach, it is actually machine learning algorithm that 
automatically determines the importance of clusters by fitting the values of ECIs (given 
selected prior shape of probability distributions in Eq. (2.16) and Eq. (2.17)), and it is 
robust again overfitting.21 Secondly, least-square fit needs at least as many structures in the 
training set as the number of unknown ECIs to be fitted (In practice, usually roughly twice 
as many training structures are generated).3, 5, 18, 107-108 Together with the fact that it is much 
more computationally expensive to DFT-calculate the property values of low-symmetric 
systems, such as surfaces and nanoparticles, than 3-dimensional bulk systems, it is 
prohibitively expensive to generate a sufficient training set for low-symmetric systems if 
lease-square fit is used. Bayesian approach, however, which allows for an arbitrarily larger 
number of ECIs to be fitted in the cluster expansions, regardless of the size of training set, 





2.3  Monte Carlo simulations 
 
2.3.1 Metropolis Monte Carlo simulations 
  Based on an Ising model, magnetic properties of different types of magnetic materials can 
be modeled through Metropolis Monte Carlo simulations at a lattice.109 In this thesis, the 
Pt/Ni/Mo-O systems, on which that I would like to investigate the structure-properties 
relationships, are also lattices, which are similar to an Ising model with fixed sites for a 
given lattice. Since cluster expansions are generalized Ising model, it is straightforward for 
me to choose Monte Carlo simulations based on cluster expansions Hamiltonian to advance 
my research on Pt3Ni alloy catalysts.    
  For Pt/Ni/Mo-Oxygen lattices, each site can be occupied by Pt, Ni, Mo, O or Vacancy. 
The phase space of this system with N atoms can be described by the atomic coordinates 
for all sites, 
1 2( , , ... , )
N
Nr r r r . Then according to ensemble theory, the thermodynamic 
average of an observable variable A   for the system can be denoted as: 














,        (2.18) 
where ( )N r  is the density distribution for phase space. Without loss of generality, in this 
subsection I assume that the density distribution follows a Boltzmann distribution: 
( )






r . ( )NH r  is the value of Hamiltonian for the system. The sum is 
over all phase space.  
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  The Hamiltonian in Eq. (2.18) is the cluster expansion Hamiltonian (energy) for an 
interested system in the context of this thesis. With the help of cluster expansions, I can 
accurately and rapidly predict the energies (formation energies) of a given atomic order 
(configuration) of the Pt/Ni/Mo-Oxygen lattice. This benefit of cluster expansions makes 
it possible to calculate the thermodynamic averages (such as energy, site occupancy, 
vacancy formation energy, and so on) using Metropolis algorithm.109 According to 
Metropolis algorithm, the system is randomly sampled according to its probability 








,         (2.19) 
where  𝐬  stands for all site variables in lattice. 𝐸(𝐬) is the total energy that can be predicted 
by cluster expansions. 
 
  The simplified Metropolis algorithm (In this version of the algorithm, I assume that the 
probability density follows a Boltzmann distribution) is listed as follows:110 
(i) Calculate the current energy of system, 𝐸0 , based on cluster expansion 
Hamiltonian of the current configuration. 
(ii) Randomly create an event by generating a new configuration according to the 
limitations of a specific ensemble of the system, and calculate the new system 
energy, 𝐸1. 





  . 
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(iv) If the ratio 𝑟 > 1, (The new configuration has a lower energy than the current one, 
which means the new one is energy favorable.), then accept the event, and the 
system is updated to the new configuration. 
If  𝑟 ≤ 1, (The new configuration has a higher energy than the current one, which 
means the new one is not energy favorable.), then generate a uniformly distributed 
random variable  𝜉. If  𝜉 < 𝑟, then accept the event and update the configuration; 
if 𝜉 ≥ 𝑟, deny the event, remain the system at the current configuration (In other 
words, the system is updated to its current configuration without any change). 
 
Totally, the probability of acceptance will be: 





  ,      (2.20) 
 
  The number of iterations of Monte Carlo simulations, n, should be large enough, so that 
the Metropolis algorithm can find the global minimum.  After trying different values of n, 
I found that (100 ~ 1000)n N  , where N is the total number of sites within the unit cell 
of cluster expansions, gave me well-converged calculations. Thus I set n as 
(100 ~ 1000)n N   for all Metropolis Monte Carlo simulations in this thesis. When 
calculating the ensemble average, it is necessary to include all iterations of Metropolis 
Monte Carlo simulations.  For the iterations that the randomly generated configurations are 
not accepted, the energy should be set as the energy of the most recently accepted 
configuration (the “current configuration” defined in Metropolis algorithm above). For 
example, if there are n iterations and n random configurations are created, even though 
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only M of them are accepted, the ensemble average still will be averaged by n (some 
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  The way to generate a random event depends on the types of system ensembles.  The 
canonical ensemble has constant values of N (number of sites), V (volume), and T 
(temperature). For the canonical ensemble, an event is created by randomly choosing two 
sites within the lattice and the two occupied species (The species can be vacancy) are 
swapped with each other. Grand canonical ensemble has constant values of 𝜇 (chemical 
potential), V (volume), and T (temperature). For grand canonical ensemble, a random event 
is created like this: one site is randomly selected, then a species will be randomly chosen 
from a set of possible species and distributed to this site. Moreover, I can define a “mix-
ensemble” according to the special conditions of the interested system, which is a mixture 
ensemble having two or more than two ensembles for different phases of the system. This 
kind of mix-ensemble can be valuable to investigate the interface between two phases. For 
example, if I would like to investigate the oxygen coverage under the different oxygen 
partial pressure on the surface of Pt/Ni slabs with a fixed 75% Pt composition, I can build 
a mix-ensemble.  Within this mix-ensemble, the Pt3Ni surface slab will be canonical 
ensemble (Pt/Ni is the pair of species), and the surface monolayer of oxygen/vacancy will 






2.3.2 Implementation of Monte Carlo simulations 
  In the subsection, I would like to highlight some strategies that I used for implementation 
of Monte Carlo simulations. 
  Firstly, after successfully building and fitting cluster expansion, the property (Here, the 
property is the formation energy) of interest can be accurately and rapidly predicted as a 
function of atomic order, which enables the Monte Carlo simulations on the Pt-Ni extended 
surfaces and nanoparticles. Knowing the characteristics of the equation of cluster 
expansions (Eq. (2.12)) can help us even speed up the Monte Carlo simulations further. In 
each step of Metropolis Monte Carlo simulations, each randomly created event only 
involves one site (where the current occupied species is replaced by another species in 
grand canonical ensemble) or two sites (where the occupied species in the two randomly 
selected sites are swapped with each other in canonical ensemble). Only clusters that 
contain the involved sites contribute to the change of the formation energy. Thus, it is much 
faster to directly calculate the formation energy change by only accounting for the involved 
clusters than calculating the formation energies of entire system before and after the 
random event triggered, then doing subtraction to get the energy difference. Let me take 
the prediction of oxygen binding energy based on cluster expansions of Pt/Ni surfaces as 
an example to mathematically demonstrate the previous argument. 
  In a binary cluster expansion (in which site variable may take values -1 or +1 so as the 
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Select a single site to be the oxygen binding site, which I will label site j.  The energy 
can then be divided into two terms: 
i iNoOcluster Ocluster
NoOclusters Oclustersi NoOcluster i Ocluster
E V s V s
 
    .    (2.23) 
Here, NoOclusters  are the clusters that don’t contain site j, and Oclusters  are clusters 
that do contain site j.  The site variable for site j, js , has a value of  if a vacancy is 
present and  if an oxygen atom is present.   I can therefore write energy expressions for 
a clean slab and for a slab with a single atomic oxygen adsorbed at the O site, js , as: 
,
i icleanslab NoOcluster Ocluster
NoOclusters Oclustersi NoOcluster i Ocluster i j
E V s V s
  
    ,  (2.24) 
,
i iOslab NoOcluster Ocluster
NoOclusters Oclustersi NoOcluster i Ocluster i j
E V s V s
  
    .  (2.25) 
So the oxygen binding energy (𝐸𝑂𝑏𝑖𝑛𝑑) is given by: 
,
2 iObind OSlab cleanslab Ocluster
Oclusters i Ocluster i j
E E E V s
 
      .    (2.26) 
  Thus, only the clusters that contain O binding site, js  , contribute to the strength of 
predicted oxygen binding energy, 𝐸𝑂𝑏𝑖𝑛𝑑. Here, I want to point that there is a constant shift 
( DFT 2 DFT 2E (H ) E (H O) ) between  𝐸𝑂𝑏𝑖𝑛𝑑  in Eq. (2.26) and  ∆𝐸𝑂 in Eq. (1.3) due to the 
different choices of reference states.  
  Secondly, Monte Carlo simulations are usually used to search for ground state by finding 
the global minimum of energy (𝐸(𝐬) in Eq. (2.19)). I also can use Monte Carlo simulations 
to search for metastable structures by finding minimum of other properties, such as oxygen 





defined in Chapter 3) as long as I replace the 𝐸(𝐬) with other properties (such as ∆𝐸𝑂, 〈𝐼〉, 
and so on) in Eq. (2.19). For example, in Chapter 3, I use Monte Carlo simulations to search 
for Pt3Ni slab surfaces that have optimal predicted ORR average current,  〈𝐼〉, under given 
constrains: fixed lattice, fixed Pt-skin (the first layer is pure Pt), and fixed overall Pt 
composition (75% Pt). 
  Thirdly, for the purpose of investigating the structure-property relationships on the Pt-Ni 
surfaces and nanoparticles, the information of the average site occupancy on each site is 
very useful when I want to know the predicted composition of each layer (or each site). 
For instance, if a certain site can be occupied by Pt, Ni, or Mo, then the average occupancy 
of Pt, Ni, or Mo on this site will be recorded as the Metropolis Monte Carlo simulations 
run through all iteration steps. With this average occupancy information, I can identify and 
visualize the atomic orders of surface structures under thermodynamically stable or 
metastable states at atomic level.  
 Fourthly, I want to mention the implementation of different sizes of Pt-Ni surfaces or Pt-
Ni nanoparticles. For the Pt-Ni surfaces, the primitive cell is 1×1×1(111) slab, which can 
be extended in the plane parallel to the surface (2 dimensionally extendable). Some 
examples of the super cell of surfaces are 2×2×1(111), 6×6×1(111), and 12×12×1(111). For 
the nanoparticles, the primitive cell is a 3-dimensional fcc cell, which can be extended to 
super cell in all three spatial directions. And the boundary of nanoparticles is determined 
by the occupancy of vacancy in the sites of super cell. It is the reason that my cluster 





2.4  Oxygen chemical potential  
 
As discussed in subsection 1.2, I will use ∆𝐸𝑂 as a descriptor to investigate the ORR 
activity of Pt-Ni catalysts. It is critically important that DFT-calculated energies of 
structures with adsorbed oxygen (e.g.  DFTE slab+*O  in Eq. (1.3)) are accurate. However, 
the fact is well known that DFT can have problems getting the relative energy of molecular 
oxygen (O2(g)) correct compared with experimental data when the generalized gradient 
approximation (GGA)111 or local density approximation (LDA)14 is used.112-114 Thus, a 
correction term of O2(g) is needed for DFT-calculated structures containing adsorbed 
oxygen. In this section, I calculate this correction terms in the form of reference chemical 
potential of O2(g),  
0 , 2P T
O , as follows. 
The chemical potential of molecular oxygen as a function of partial pressure P was 
calculated using the ideal gas approximation: 
   
0, ,2 2
0
lnP T P T B
P






  ,        (2.27) 
where  
0 , 2P T
O  is a reference chemical potential. To determine an effective value for 
 
0 , 2P T
O , I used a method similar to that of Wang et al.115, in which the effective reference 
potential for O2 is fit to experimental data.  The reference chemical potential for O2 was 
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  ,        (2.28) 
where DFTE   indicates a DFT-calculated energy and  0 ,P T x yG M O  is the experimental 
Gibbs free energy of formation under standard conditions.  All DFT calculations were done 
using the RPBE functional, and the experimental enthalpy, entropy, and free energies under 
standard conditions were obtained from the NIST-JANAF tables.116  The reference 
chemical potential for O2, including the entropy contribution of molecular O2, was 
calculated to be 
0 ,
1.376P T eV   , which is the difference between the intercepts of the 
linear fit of DFT-calculated formation energy and the experimental Gibbs free energy of 
formation (Figure 2.3). 
 
 
Figure 2.3. DFT-calculated formation energy of non-transitional metal oxides (per O2 in 
the reaction) in the GGA approximation as a function of experimental Gibbs free energy of 
formation. The red line is the experimental reference line, and the solid black line is the 







Chapter 3  
 




3.1 Introduction of Pt3Ni catalysts for ORR 
 
As introduced in Chapter 1, the proton exchange membrane fuel cells (PEMFC) are a 
promising technology to enable reduced consumption of fossil fuels, but the economic 
viability of these fuel cells is limited by the sluggish kinetics of the oxygen reduction 
reaction (ORR) at the cathode. Pt and Pt-based binary alloys are among the most successful 
catalysts for this reaction. Their catalytic properties have been investigated extensively by 
experimental34-35, 38, 43, 45, 65, 117 and computational46-51 methods. Recent experimental and 
theoretical research has shown that Pt3Ni alloys have a much higher ORR activity than 
pure Pt.50, 52-54  
Despite their high activity and reduced cost, the practical use of Pt3Ni catalysts is limited 
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by their durability under cell operating conditions. Ni atoms located at the near-surface 
layers of catalysts are not stable in acid medium and tend to dissolve into solution, leaving 
the Pt atoms behind to form a Pt-skeleton structure.48, 65, 118 Pt–skin surfaces are thought to 
stabilize the alloy catalysts in the acid environment.  According to the work of Wang et 
al.61, a multilayer Pt-skin structure is relatively stable compared to Pt-skeleton surfaces 
formed from Ni dissolution from the surface and sub-surface layers.  It is therefore possible 
to enhance the stability of Pt3Ni(111) alloys by modifying their surface structure, but to 
rationally design new surfaces it is necessary to consider how such modifications may 
affect catalytic activity.  Similarly, it is important to understand how surface segregation 
and structure are driven by the chemical environment.   
In previous computational studies of ORR activity on Pt-Ni surfaces, researchers have 
constructed hypothetical alloy surfaces by varying the Pt compositions of each atomic layer 
within small unit cells (usually 2×2(111)). Examples of these surfaces include a surface 
that retains bulk Pt3Ni stoichiometry with pure Pt in the first layer, 50% Ni and 50% Pt in 
the second layer and 25% Ni and 75% Pt in the remaining layers;48, 50, 119-122  a surface with 
a monolayer Pt skin on a Pt3Ni substrate;
51, 123-125 a surface with a monolayer Pt skin on a 
Ni substrate;126 and a surface with subsurface Ni (PtNiPt).51, 124, 127-129 Experimentally, 
atomic-scale Pt3Ni near-surface structures are difficult to fully characterize due to sub-
surface disorder, off-stoichiometry, and the response of surface structures to different 
electrochemical environments. Thus it is not clear that the simple model surfaces having 
been evaluated computationally are representative of real-life catalysts. 
To better understand the interplay between surface structure, chemical environment, and 
catalytic activity on Pt3Ni(111) surfaces, I have built a detailed computational model that 
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is able to rapidly and accurately calculate the energies of Pt3Ni(111) surfaces with up to a 
monolayer of adsorbed oxygen atoms as a function of atomic order.  The foundation of my 
model is the cluster expansion approach, which allows us to rapidly screen through possible 
atomic structures on larger extended surfaces (such as 12×12(111) unit cells) that have not 
been computationally investigated.  The accuracy of these calculations is close to that of 
density functional theory (DFT),14, 97 with dramatically reduced computational expense.  
With this approach, I am able to determine the thermodynamically stable near-surface 
structures at different temperatures and chemical potentials (or near-surface compositions) 
of Ni, Pt, and adsorbed O.  Moreover, I am able to investigate how the atomic order of 
Pt3Ni(111) surfaces affects the binding energies of adsorbed oxygen, which has been shown 
to be an useful descriptor of the ORR activity of the surface.55-56 Taking this relationship 







3.2 Building cluster expansions for extended surfaces 
 
To predict the interaction between near-surface atomic order and adsorbed species (*O 
and *OH) on the surface of Pt3Ni catalysts, I generated a cluster expansion for the 
Pt3Ni(111) 2-dimensonal extended surfaces with up to a monolayer of adsorbed atomic 
oxygen. 
 
3.2.1 Details of DFT calculations 
All density functional theory (DFT) calculations were performed with the Vienna Ab 
initio Simulation Package (VASP),15-16, 98-100 in which the Kohn-Sham equations are solved 
by self-consistent algorithms. The Ni, Pt_pv_GW, and O_GW PBE projector-augmented 
wave (PAW)101 potentials provided with VASP were used to improve the calculation 
efficiency, and VASP was run with high precision. The Brillouin zone was sampled with 
an 12×12×1 Monkhorst-Pack130 k-point mesh for my 2×2 (111) cell calculations and scaled 
appropriately for larger unit cells. The revised Perdew-Burke-Ernzerhof (RPBE)102-103 
exchange-correlation functional was used for all calculations. Spin polarization was taken 
into account in the calculations and the Methfessel–Paxton method104 of order 2 was 
employed to determine electron occupancies with a smearing parameter of 0.2 eV. The 
convergence criteria for the electronic self-consistent iteration and the ionic relaxation loop 






3.2.2 Slab convergence 
The first step of building the cluster expansions for Pt3Ni extended surface is to build a 
model structure to mimic the surface of Pt3Ni catalysts. Since the surface is a two-
dimensional system, a 2×2 (111) unit cell is employed as slab model. As illustrated in 
Figure 3.1 and Figure 3.2, the Pt/Ni(111) surfaces were represented by slabs with the lattice 
constant fixed to that of bulk Pt3Ni, which I calculated to be 3.90 Å.  In order to make the 
surface structures well converged to reproduce the surface properties, I did some 
convergence tests of DFT calculations to optimize the slab thickness and spacing between 
two slabs. Firstly, I fixed the slab thickness as 6 layers of metal atoms, and increased 
spacing between slabs from 6 Å to 100 Å, then calculated the surface energies of Pt3Ni 


















slabE  is the DFT energy of per unit cell of Pt3Ni slab, 
DFT
bulkE  is the energy of per 
unit cell of the Pt3Ni bulk crystal, slabN  is the number of atoms per unit cell of the slab, 
bulk
N  is the number of atoms per unit cell of the bulk crystal, and  A  is the surface area 
of the slab. For each slab, I have two surfaces and they are of the same type, which is 
reflected by the number 2 in the denominator. 
The criterion for the convergence of surface energies of slab structures is set to 1.0 
meV/Å2. The 6-layer slab with spacing equal to 20 Å is shown in Figure 3.1(b). From Table 
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3.1, we can see that spacing convergence has been reached at a distance of less than 12 Å. 
After making a compromise between having enough spacing to add adsorbates and 
reducing computational expense (because larger spacing means larger simulation cells and 
higher computational expense), I choose 20 Å, which is equivalent to 9 atomic layers, as 
the spacing between two slabs.  
For the convergence of slab thickness, after getting spacing between slabs converged, I 
set the spacing as 20 Å, and increased slab thickness from 3 to 20 layers of atoms to 
optimize it. The 20 Å – vacuum slabs with 3-layer, 6-layer, 9-layer, and 12-layer are shown 
in Figure 3.1. As illustrated in Table 3.2, slab thickness higher than 6 layers will give us 
well converged surface energies. 
 
 
Figure 3.1. Pt3Ni slab models used for slab and spacing convergence test of periodic DFT 
calculations, which are created from bulk Pt3Ni alloys with the same 75% Pt composition 
for each layer. The structures are composed of a varying-layer slab and a 20 Å vacuum 
spacing. (a) 3-layer slab; (b) 6-layer slab; (c) 9-layer slab; (d) 12-layer slab. Gray and green 
spheres represent the Pt and Ni atoms, respectively. Atomic-scale structural images were 




Table 3.1. Calculated surface energies for slabs with 6-layer slab and increasing vacuum 
spacing. 
 
Spacing between slabs slab energy surface energy 
Å layer eV meV/Å2 
6 6 -138.058 647.14945 
12 6 -138.05646 647.34195 
18 6 -138.05656 647.32945 
20 6 -138.05652 647.33445 
25 6 -138.05633 647.3582 
40 6 -138.05689 647.2882 
60 6 -138.05703 647.2707 
80 6 -138.05646 647.3420 
100 6 -138.05726 647.24195 
 
Table 3.2. Calculated surface energies for slabs with 20 Å vacuum spacing and increasing 
slab thickness.  
 
Spacing between slabs slab energy surface energy 
Å layer eV meV/Å2 
20 3 -66.270616 668.37273 
20 6 -138.05652 647.33445 
20 9 -209.67306 647.46668 
20 12 -281.28567 648.09015 
20 16 -352.90019 648.47488 
20 20 -424.516 648.69835 
 
 
  As slabs thicker than 6-layer can give us well-convergence surface energy. If I have taken 
into account experimental evidence indicating that the Pt composition of the outmost 3 
layers for the Pt3Ni(111) surface differs from that of the bulk material,
53  it is reasonable to 
choose a slab thickness of 9 layers. The use of nine layers allows for two surface regions 
of 3 layers each with a “bulk” region of three layers separating the two.  Thus, unit cells 
consisting of a 9-layer slab and a 9 equivalent layers of vacuum spacing (about 20 Å) 
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between slabs were employed for all the slab models for cluster expansions of Pt3Ni 
extended surfaces, as shown in Figure 3.2.  
 
 
Figure 3.2. Slab model used for periodic DFT calculations. The structure is composed of a 
9-layer slab and a 20 Å vacuum spacing. (a) A sample structure created from bulk Pt3Ni 
alloys with the same Pt composition for each layer; (b) A first layer Pt-skin structure with 
50% Pt in second layer and 75% Pt in the third, fourth and fifth layers. Gray and green 
spheres represent the Pt and Ni atoms, respectively. 





3.2.3 Details of building cluster expansions  
 
The cluster expansion of 9-layer Pt/Ni-Vacancy/Oxygen slab contains two groups of sites 
(Figure 3.3).  The first group contains the sites for Pt/Ni atoms, where  𝑠𝑗 =1  for Pt, and  
𝑠𝑗 = −1  for Ni; another group contains the sites for vacancy/O, where  𝑠𝑗 =1  for a vacancy, 




Figure 3.3. Pt/Ni(111) surface model with an adsorbed oxygen monolayer for cluster 
expansions. (a) side view of a 2×2 (111) unit cell; (b) top view of a 4×4 (111) unit cell. The 
gray spheres can be occupied by either Pt or Ni, and the red spheres in the hollow sites (fcc 
and hcp) on the surface can be occupied by either vacancy or oxygen.   
 
The training set used to fit the cluster expansion consisted of an initial set of 50 structures 
selected to sample configuration space in a way to minimize the variance in the predicted 
property values, as described in Mueller et al.20-21 The remaining structures were added 
every time the energy of a different structure, such as a predicted ground-state structure, 
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was calculated with DFT, resulting in 260 total structures in the training set.  The range of 
Pt composition with respect to the summation of Pt atoms and Ni atoms for all structures 
in the training set is between 50% Pt and 100% Pt (pure Pt slab). Within the total 260 
structures, there are 113 Pt-Ni slab without atomic oxygen coverage (clean slabs), 3 slabs 
with 1/32 ML oxygen coverage, 2 slabs with 1/24 ML oxygen coverage, 4 slab with 
1/14ML oxygen coverage, 12 slabs with 1/12 ML oxygen coverage, 6 slab with 1/10 ML 
oxygen coverage, 76 slabs with 1/8 ML oxygen coverage, 6 slabs with 1/6 ML oxygen 
coverage, 2 slabs with 1/5 ML oxygen coverage, 16 slab with 1/4 ML oxygen coverage, 5 
slabs with 1/3 ML oxygen coverage, 8 slabs with 0.375 ML oxygen coverage, 2 slabs with 
0.4 ML oxygen coverage, and 5 slabs with 0.5 ML oxygen coverage.  
Pt/Ni-Oxygen slabs that experienced significant reconstruction upon relaxation, defined 
as a Pt/Ni atom traveling more than 75% the nearest-neighbor distance from its initial site 
or the formation of Oxygen-Oxygen bonds on the Pt/Ni surfaces, were excluded. The 
excluded slabs were those that have two adsorbed atomic oxygens on nearest-neighboring 
hcp and fcc sites on Pt/Ni slab surfaces, which will result in the formation of Oxygen-
Oxygen bond and the adsorbates are not atomic oxygen anymore. To reduce the prediction 
error of the cluster expansion, the pure Pt slab was included twice in the training set.20  
  The input training data of the cluster expansions is formation energy of training set slabs,  
 DFT x y zFE Pt Ni O  , instead of energy,  DFT x y zE Pt Ni O  . So the cluster expansion 
Hamiltonian is formation energy of Pt/Ni-Oxygen slabs. The formation energy is defined 
as: 
      
     
DFT x y z DFT x y z DFT
DFT DFT 2
FE Pt Ni O =E Pt Ni O x*E bulk Pt
z




,       (3.2) 
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where the subscribe DFT means the values are calculated from DFT.  DFT x y zE Pt Ni O  is 
the DFT-calculated slab energy;   DFTE bulk Pt   and   DFTE bulk Ni   are DFT-
calculated energies for pure Pt and pure Ni in a bulk fcc crystal, respectively; and 
  DFT 2E O g   is the DFT-calculated energy for gas-phase molecule oxygen (O2(g)). 
  DFT 2E O g  is corrected by the reference chemical potential for O2(g),  𝜇𝑃0,𝑇 = 1.376 𝑒𝑉, 
which is defined and calculated based on Eq. (2.28) in Section 2.4. 
 
Due to the loss of periodicity in one dimension, there are typically far more distinct, 
significant ECIs in a slab than in a bulk material.  For example, on a bulk fcc lattice all 
nearest-neighbor 2-body (pair) clusters of sites are symmetrically equivalent and share a 
common ECI value.  However in a slab a nearest-neighbor pair cluster of sites three layers 
below the surface is symmetrically distinct from one that is four layers below the surface.  
Separate ECI values must be determined for each of these clusters and all other 
symmetrically distinct clusters in the slab.  To fit the ECI values for the slab cluster 
expansion with low computational cost, I have used a Bayesian method in which a prior 
probability distribution is defined over possible ECI values, and the shape of this prior is 
optimized by minimizing the leave-one-out cross validation error.13, 22, 37  This method is 
particularly advantageous for surface cluster expansions, as the prior probability 
distribution can be used to express the prior expectation that the ECIs for congruent clusters 
(e.g. nearest-neighbor pairs that are three or four layers below the surface) should be similar, 
even if the clusters are not symmetrically equivalent.  This approach significantly improves 
the predictive accuracy of the cluster expansion for a given training set size, reducing the 
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amount of training data that must be generated to reach a desired level of accuracy.21, 69 
Details of fitting ECIs of the cluster expansion on extended surfaces are as follows. 
  The cluster expansion included the empty cluster, the one-body (point) cluster, all 2-body 
clusters up to the 31st-nearest neighbor, all 3-body clusters up to the third-nearest neighbor, 
and all 4-body clusters up to the third-nearest neighbor, for a total of 329 symmetrically 
distinct cluster functions. The ECIs for these cluster functions were fit to the DFT-
calculated formation energies of training set slabs using the Bayesian approach with a 
multivariate Gaussian prior distribution.21 Among other advantages, this approach allows 
for more distinct ECIs to be included in the cluster expansion than there are structures in 
the training set, with computational cost and complexity nearly identical to that of a 
standard least-squares fit. The inverse of the covariance matrix for the prior distribution, Λ, 
is defined in Eq. (2.16) and Eq. (2.17). The parameters of  𝜆1,  𝜆2,  𝜆3,  𝜆4, and  𝜆5 were 
determined by using a conjugate gradient algorithm to minimize the leave-one-out cross 
validation score, an estimate of prediction error.18 The final values for these parameters 
were 3.681×10-5, 1.243×10-4, 0.895, 2.939, and 0.423 respectively. The resulting cluster 
expansion had a root mean square leave-one-out cross validation (RMS LOO CV) error of 






3.3 Importance of ordering effects 
 
Provided that the oxygen binding energy (Δ𝐸𝑂, defined in Eq. (1.3)) is a widely used 
descriptor for ORR activity,48-49, 55-56 predictions of which enable us to build a direct bridge 
between surface structures and catalytic activity of Pt-Ni catalysts. The oxygen binding 
energy and hence the catalytic activity – on metallic surfaces is commonly attributed to 
three effects: the effect of the bulk lattice parameter (the strain effect), the effect of alloying 
on the electronic structure of the active site (the ligand effect), and the effect of local atomic 
order near the active site (the ensemble effect).132 Within a cluster expansion, the ensemble 
and ligand effects can be interpreted as the contributions from short-range (i.e. nearest-
neighbor) and longer-range interactions, respectively.  For simplicity I will refer to the 
effects due to all local interactions, including long-range, short-range, and many-body, as 
“ordering effects”.  These are distinguished from strain effects and “composition effects”, 
which refer to the composition of the catalytic material. 
I first consider the relative importance of strain effects and ordering/composition effects 
in determining the oxygen binding energy on Pt3Ni. To do this, I have evaluated the oxygen 
binding energies on four different surfaces:  Pt(111) with the calculated bulk Pt lattice 
parameter (Pt), Pt(111) with the calculated bulk Pt3Ni lattice parameter (Pt/3.90), Pt3Ni(111) 
with the calculated bulk Pt lattice parameter (Pt3Ni/3.99), and Pt3Ni(111) with the 
calculated bulk Pt3Ni lattice parameter (Pt3Ni).  For the Pt3Ni surfaces, I used a 2x2 unit 
cell with pure Pt in the first layer and 50% Pt in the second layer (Figure 3.2(b)), similar to 
the experimentally observed composition profile.55 On each of these surfaces, I calculated  
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Δ𝐸𝑂  at a coverage of 1/4 monolayer (ML) on all symmetrically distinct fcc sites to evaluate 
how the underlying bulk chemistry and lattice parameters affect the predicted ORR activity.  
For each surface, the average value of  Δ𝐸𝑂  and the minimum calculated value of  Δ𝐸𝑂  
(corresponding to the site on which oxygen adsorbs most strongly) are shown in Table 3.3. 
 
Table 3.3. Oxygen binding energy changes relative to Pt, at a coverage of 1/4 ML. 
 
surfaces  Δ𝐸𝑂 changes (strongest 
binding energy) / eV 
〈Δ𝐸𝑂〉  average changes / 
eV 
Pt 0 0 
Pt/3.90 0.180 0.180 
Pt27Ni9/3.99 0.033 0.144 
Pt27Ni9 0.291 0.433 
 
From Pt (with the bulk Pt lattice parameter) to Pt27Ni9 (with the bulk Pt3Ni lattice 
parameter), the average oxygen binding energy weakens by 0.433 eV, with contributions 
from both strain and ordering/composition effects. To distinguish the strain effects from 
the ordering/composition effects, I consider two different paths for transforming a Pt 
surface into a Pt3Ni surface.  In the first path I first apply a strain to the Pt surface to match 
the Pt3Ni lattice parameter (strain effects), and then I replace selected Pt atoms with Ni 
atoms to create the surface structure shown in Figure 3.2(b) (ordering/composition effects). 
In the first step, the oxygen binding energy is reduced by about 0.180 eV, and in the second 
step the oxygen binding energy is reduced by 0.253 eV. I also consider the alternative path, 
in which first selected Pt atoms are replaced with Ni atoms to create the surface structure 
shown in Figure 3.2(b) (ordering/composition effects), and then the Pt surface is strained 
to match the Pt3Ni lattice parameter (strain effects).  In the first step in this path, the average 
oxygen binding energy is reduced by 0.144 eV, and in the second step the average oxygen 
binding energy is reduced by 0.289 eV.  
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These outcomes indicate that the contribution from the strain effect strongly depends on 
the composition and ordering of Pt/Ni(111) alloy surfaces, and vice versa.  Thus it is hard 
to separate the strain and composition/ordering effects through direct comparison of 
oxygen binding energies.  To better understand how local atomic order affects the binding 
energies of adsorbed oxygen atoms for Pt3Ni, I directly analyze the effective cluster 
interactions (ECIs) in the cluster expansion. 
In cluster expansions, the predicted oxygen binding energy is determined by the clusters 
containing the oxygen binding site (see Section 2.3 in Chapter 2). Examining the ECIs for 
clusters that contain oxygen binding sites can provide insight into how local atomic order 
affects the oxygen binding energy. In Figure 3.4, I show the significant contributions to 
oxygen binding energy coming from pair (2-body) clusters that contain one oxygen site 
and one metal site.    For both fcc and hcp sites in the first layer of the surface, oxygen 
preferentially binds to nickel atom in the nearest-neighbor sites and platinum atoms in the 
next-nearest-neighbor sites. For the second layer, the differences between the hcp sites and 
fcc sites become more apparent.  Oxygen bound at an hcp site prefers to be directly above 
a nickel atom in the second layer.  For oxygen bound on an fcc site, the occupancy of the 
second-layer sites nearest to the adsorbed oxygen atom has little effect on the average 
oxygen binding energy.  The more significant contribution to oxygen binding energy comes 
from the next-nearest second-layer sites.  From the perspective of an oxygen atom adsorbed 
on an fcc site, these sites are nearly directly behind the nearest-neighbor sites on the surface, 
and on average the presence of platinum at these sites increases the oxygen binding energy 





Figure 3.4. Effective cluster interactions (ECIs) map for pair clusters containing one 
oxygen binding site (yellow sphere) and one metal site within the outmost three layers of 
Pt/Ni(111) surface. The oxygen binding site is (a) fcc (b) hcp.  For the Pt/Ni - vacancy/O 
system, the site variable value for O and Ni is -1, and for vacancy and Pt it is +1.  Blue 
indicates a positive ECI (stronger oxygen binding when Pt is present), and red indicates a 
negative ECI (stronger oxygen binding when Ni is present).  
 
To understand how local atomic order affects the oxygen binding energies, including 
many-body contributions, I used the cluster expansions in Metropolis Monte Carlo 
simulations109, 133 to search for the local atomic order around a surface fcc site that results 
in the maximal and minimal oxygen binding energies. These simulations were run on 
6×6(111) unit cells with 1/36 ML coverage of oxygen in a canonical ensemble at the 
stoichiometric composition of Pt3Ni.  I introduced a constraint that the first layer of the 
Pt3Ni slab must be pure Pt skin because Pt-skin structures have been found to have an 
enhanced catalytic properties and stability.48, 61, 65, 118 The middle layer of the 9-layer slab 
was fixed to be Pt3Ni to mimic the existence of bulk Pt3Ni underlying the surfaces.  
The Monte Carlo simulations reveal that with the slab composition, lattice parameter, 
and the structures of the first and fifth layers held fixed,  Δ𝐸𝑂  can range from a minimum 
of 153 meV above that of Pt to a maximum of 706 meV above that of Pt.  Thus, variations 
in sub-surface atomic order can affect oxygen binding energies by more than 0.5 eV, which 
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can have significant effects on the catalytic properties of the surface. In the surface 
structure on which  Δ𝐸𝑂  is lowest (Figure 3.5(a)), the adsorption site is above a triangle of 
Ni atoms in the second layer.  These Ni atoms are surrounded by Pt atoms in the second 
layer.  In the third layer, the site directly beneath the adsorbed oxygen contains a Ni atom 
surrounded by six Pt atoms. For the surface structure that maximizes Δ𝐸𝑂, the opposite 
situation happens.  The three sites in the second layer below the adsorption site contain Pt, 
and in the third layer the site directly below the adsorption site contains a Pt atom 
surrounded by six Ni atoms (Figure 3.5(b)).   
 
 
Figure 3.5. The local atomic orders of the top three layers of 6×6(111) Pt-skin surfaces with 
optimal oxygen binding energies for a stoichiometric Pt3Ni surface. (a) The surface that 
minimizes ∆𝐸𝑂; (b) The surface that maximizes ∆𝐸𝑂. Oxygen binding energies are relative 
to that of a fcc site on a pure Pt(111) surface. Gray, green, and red spheres represent the Pt, 






3.4 Surface Structures 
 
3.4.1 Equilibrium surfaces 
 
The equilibrium atomic structure of an alloy surface will often differ from that of the 
bulk material.  For example, differences in the surface energies of the constituent elements 
can drive the preferential segregation of one element to the surface.  In addition, the 
equilibrium composition of the near-surface region of an alloy may have different 
stoichiometry from the underlying bulk material.   
To predict the equilibrium near-surface structure for Pt3Ni(111), I modeled it in a grand 
canonical ensemble, as an open system that is in equilibrium with a Pt3Ni bulk reservoir 
and can exchange Pt and Ni atoms, as well as adsorbed oxygen atoms, with its environment. 
In this way I can predict how the equilibrium composition, surface coverage, and atomic 
order of the surface slab respond to the chemical environment. The equilibrium structure 
is determined by the temperature, the partial pressure of oxygen, and the chemical potential 
difference between Pt and Ni.  For simplicity, I define this chemical potential difference as: 
   Pt Ni     .                    (3.3) 
Within this model I used Monte Carlo simulations based on the cluster expansion 
Hamiltonian to search for equilibrium structures of stoichiometric and off-stoichiometric 
Pt3Ni(111) surfaces.  These calculations were run on 12×12 unit cells on the (111) surface.  
According to Pt-Ni phase diagrams,134-136 at low temperatures bulk Pt3Ni can be in 
equilibrium with bulk pure Pt or bulk PtNi.  Using ground state density functional theory 
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calculations and a convex hull construction (Figure 3.6), I calculate that Pt3Ni is stable 
when the value of  Δ𝜇  is between 0.125 eV and 0.294 eV.  In this chemical potential 
window, the Monte Carlo algorithm identified three off-stoichiometric ground state near-
surface structures, each of which can be reduced to a 2×2 unit cells on the (111) surface.  
The chemical stability windows for each of these near-surface structures is provided in 
Table 3.4, where the value of  Δ𝜇  at which two slabs with compositions Pt(27-x)Ni(9+x) and 
Pt(27+y)Ni(9-y)  are in equilibrium is calculated as follows: 
(27 ) (9 ) (27 ) (9 )( ) ( )DFT DFTy y x xE Pt Ni E Pt Ni
x y




,                 (3.4) 
where DFTE  indicates a DFT-calculated energy.  
 
 
Figure 3.6.  A Pt-Ni convex hull construction indicating the stability of the relevant phases.  
xPt is the number fraction of Pt in the bulk material, and only the right half of the diagram 
is shown.  The diamond points indicate the DFT-calculated formation energies of three bulk 
phases.  The values of  ∆𝜇  at which various phases are in equilibrium are given by the 
slopes of the lines in the phase diagram.  The shaded region between the solid grey line and 
the solid black line indicates the range in which bulk Pt3Ni is stable.  The dashed lines in 





Table 3.4. The windows of  ∆𝜇 (chemical potential difference between Pt and Ni) for bulk 
Pt/Ni alloys and Pt3Ni(111) ground state surface structures at 0K.  The compositions of the 
surfaces are those of a nine-layer (2x2) slab. 
 
pair structures in equilibrium ∆𝜇  / eV 
minimum maximum 
bulk Pt/Ni alloy  PtNi N/A 0.125 
Pt3Ni 0.125 0.294 
pure Pt 0.294  
 
Pt3Ni (111) surfaces 
Pt25Ni11 0.125 0.224 
Pt27Ni9 0.224 0.252 
Pt29Ni7 0.252 0.294 
 
Within the chemical potential window at which ground state Pt3Ni is stable, three near-
surface structures are predicted to be thermodynamically stable ground states (Figure 3.7).  
I label these structures Pt29Ni7, Pt27Ni9, and Pt25Ni11 based on the composition of the 2×2 
slab.  In particular I note that the Pt29Ni7 structure (Pt-skin on a Pt3Ni substrate)
51, 123 and 
the Pt27Ni9 structure (Pt-skin with 75% Ni in the second layer)
48, 50, 119-121 are similar to 
model structures evaluated in previous computational work. The chemical stability window 
of Pt27Ni9, representing a stoichiometric surface, is the narrowest of the three structures.  
These structures all have a monolayer Pt skin, in agreement with experimental evidence 
that Pt atoms in Pt/Ni(111) alloys tend to segregate to the outmost atomic layer of surface.48, 
53, 61, 65, 118, 137  It is of interest that according to these results, it is possible for the Pt3Ni(111) 
surface to be thermodynamically stable in a chemical environment that leaves the second 
layer either Ni-rich or Ni-poor relative to the stoichiometric Pt3Ni surface. However at low 
temperatures, I predict that a chemical environment that strips all Ni from the second layer 






Figure 3.7. The top three layers of three equilibrium surfaces that are in equilibrium with 
bulk Pt3Ni.  Their fourth and fifth layers are equivalent to Figure 3.2(b) with 75% Pt 
composition.  Gray and green spheres represent the Pt and Ni atoms, respectively.  (a) The 
Pt29Ni7 structure; (b) The Pt27Ni9 structure; (c) The Pt25Ni11 structure.  
 
 
At finite temperatures, configurational disorder appears in the atomic structure of the 
near-surface layers, allowing for a continuous range of compositions in thermodynamic 
equilibrium (Figure 3.8).  As an example of one of these structures, I have used the cluster 
expansion to predict the near-surface structure of the highly active Pt3Ni(111) surface that 
was experimentally characterized by Stamenkovic et al.53  The experimentally-determined 
composition profile of this surface was 100% Pt in the first layer, 48% Pt in the second 
layer, 87% Pt in the third layer, and 75% Pt in layers below the third layer.  On average, 
the surface layers are more Pt rich than the Pt3Ni bulk. To determine the equilibrium atomic 
structure of surfaces at this composition, I created symmetric nine-layer slabs with the same 
average composition (77.2 % Pt) as would be expected based on the experimental results. 
Using 12×12 unit cells, I ran canonical (fixed-composition of Pt1000Ni296) Monte Carlo 
simulations from 0 to 1600 K and recorded the average composition of each layer in the 





Figure 3.8. The equilibrium compositions of 9-layer Pt-Ni slabs as a function of  ∆𝜇 ≡
𝜇(𝑃𝑡) − 𝜇(𝑁𝑖)  and temperature. 
 
The composition profile in Figure 3.9(a) shows interesting behavior with temperature.  
At high temperatures, as would be expected, the compositions of all of the layers begin to 
approach the average composition of the slab (77.2 % Pt).  At low temperatures, they 
resemble that of the Pt27Ni9 ground state structure (Figure 3.7(b)), with the excess Pt in the 
second layer, as would be expected based on the Pt29Ni7 ground state structure (Figure 
3.7(a)).  At temperatures of around 400K or 780K, the simulated result (Figure 3.9(b)) has 
a composition profile that is in excellent agreement with the composition profile observed 
by Stamenkovic et al.53  At room temperature, the surface may be kinetically trapped in 





Figure 3.9. (a): The composition profile as a function of temperature based on cluster 
expansion on the 12×12 surfaces with fixed composition of 77.2 % Pt (Pt1000Ni296). (b): 
The composition profile corresponding to temperature at 400K in Figure (a). 
 
A snapshot of a surface structure of Pt1000Ni296 at 400 K is shown in Figure 3.10(a).  I 
predict that at this temperature, the first layer is pure Pt and the second layer is disordered, 
with increasing atomic order in subsequent layers. The gas-phase oxygen binding energy 
at every fcc site with 1/144 ML coverage was calculated using the cluster expansion. To 
compare these energies with ∆EO at Pt(111) surface with 1/4 ML coverage, a constant shift 
of 18.8 meV per adsorbed atomic oxygen was added to  ∆EO  calculated at 1/144 ML 
coverage. This constant shift was calculated by taking the difference between  ∆EO  on the 
pure Pt(111) surface at 1/4 ML coverage and  ∆EO on the pure Pt(111) surface at 1/144 ML 
coverage as calculated using the cluster expansion. The same shift was found for the three 
ground state Pt-Ni(111) alloy surfaces in Table 3.4, suggesting that the difference between 
 ∆EO at 1/4 monolayer coverage and  ∆EO at 1/144 monolayer coverage is predominantly 
due to O-O interactions on the surface. The pair interactions shown in Figure 3.4, along 
with many-body interactions, lead to a wide variety of oxygen binding energies (∆EO) on 
the surface of this Pt-skin structure, as shown in Figure 3.10(b). In this snapshot, variation 
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in local atomic order in the second and third layers leads to the values of  ∆EO that span a 
range of 340 meV on different fcc surface sites (Figure 3.10(b)).  The average distribution 
of oxygen binding energies across different surface sites, as calculated using canonical 
Monte Carlo simulations, is shown in Figure 3.10(c). 
 
 
Figure 3.10. Side view and top view of snapshot structure with 12×12 (111) unit cell at 
temperature = 400 K, and histogram of oxygen binding energies. This slab structure has 
composition of Pt1000Ni296. (a) The side view of first, second and third layers.  (b) The top 
view of the second layer, showing the gas-phase oxygen binding energy (∆𝐸𝑂) at every fcc 
site with 1/144 ML coverage.  The Pt-skin first layer is removed in order to have a clear 
view of the second layer. Large gray and green spheres represent the Pt and Ni atoms, 
respectively. The small spheres in (b) represent the oxygen atoms, where redder spheres 
indicate stronger binding between oxygen and the surface. (c) The histogram of oxygen 
binding energies (∆𝐸𝑂) on the Pt1000Ni296 surface calculated using canonical Monte Carlo 
simulations.  The x-axis is ∆𝐸𝑂, and the y-axis is percentage of fcc sites for which  ∆𝐸𝑂  
falls into the range of each bar. The value of  ∆𝐸𝑂  in (b) and (c) is relative to that of a 





3.4.2 Effect of oxygen adsorption 
To model the effect of exposure of a Pt3Ni(111) surface to an oxidizing environment a 
series of Monte Carlo simulations with 12×12(111) unit cells were run at different oxygen 
chemical potentials at 298 K. Oxygen chemical potentials were related to oxygen partial 









T p T p kT
p
   ,              (3.5) 
where the reference value, 
2
0( , )O T p  , is fit to experimental data as described in 
subsection 2.4.  Composition profiles of the near-surface structure as a function of O2 
partial pressure and  ∆𝜇  (∆𝜇 ≡ 𝜇(𝑃𝑡) − 𝜇(𝑁𝑖)) are given in Figure 3.11 and Figure 3.12 
under different constraints.   
 
 
Figure 3.11. The composition profile of Pt-Ni-O system under fixed Pt composition with 
75% Pt at 298K. The x-axis is the logarithm of O2 partial pressure and the y-axis is Pt/O 






Figure 3.12. The composition profile of the Pt-Ni-O system under fixed O2 partial pressure 
at 298 K. (a) 𝑝𝑂2 = 0.21 𝑎𝑡𝑚 at 298 K; (b) 𝑝𝑂2 = 0.0 𝑎𝑡𝑚 at 298 K. The x-axis is ∆𝜇 ≡
𝜇(𝑃𝑡) − 𝜇(𝑁𝑖)  and the y-axis shows the Pt composition for Pt/Ni(111) layers and the 
oxygen coverage on the surface. In (a), the data points for the second layer and oxygen 
coverage overlap each other, as do the points for the compositions of the fourth and fifth 
layers. In (b), the data points for the fourth layer and fifth layer overlap. 
 
For a stoichiometric Pt3Ni slab, oxygen coverage will increase from 0 to 1.0 ML when 
the O2 partial pressure increases.  The surface with zero oxygen coverage has a Pt-skin 
structure, and a monolayer of surface coverage pulls Ni atoms from inner layers to the outer 
layer, resulting in pure Ni in the outmost layer (Figure 3.11). There are two intermediate 
phases, with oxygen coverage of 0.5 ML and 0.75 ML as shown in Figure 3.13. For the 
surface with 0.5ML oxygen coverage (Figure 3.13(a)), half of the oxygen atoms occupy 
fcc sites and the other half occupies hcp sites; also, Ni atoms are pulled from sub-surface 
layers to the first layer ending up with 75% Ni in the first layer.  For the surface with 
0.75ML coverage (Figure 3.13(b)), all of oxygen atoms occupy fcc sites.  This surface has 
100% Ni in the first layer and 100% Pt in the second layer. I note that at high oxygen 
coverages, oxygen adsorbates can drive the surface reconstruction on Ni(111) surface or 
the formation of oxide phases.138 Because I do not take into account possible surface 
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reconstructions or the formation of new phases that don’t conform to the bulk fcc lattice, 
there may be alternative surface phases at high oxygen coverage that are more stable than 
those I predict.  
 
 
Figure 3.13. Top view of 12×12(111) surfaces with 0.5ML (a) and 0.75ML (b) oxygen 
coverages. Gray, green and red spheres represent the Pt, Ni and oxygen atoms, respectively. 
 
 
Figure 3.12 shows how the equilibrium surface structures of the Pt-Ni-O system depend 
on  ∆μ  when the chemical potential of O2 is fixed and within the chemical potential 
window where bulk Pt3Ni is stable at 0 K. Specifically, when the O2 partial pressure is 0.21 
atm, as shown in Figure 3.12 (a), the oxygen coverage is 1.0 ML.  As  ∆μ  increases, the Pt 
compositions of first, second, fourth and fifth layers barely change, and the Pt composition 
of third layer increases slowly. Figure 3.12 (b) shows the situation of zero oxygen coverage 
when O2 partial pressure is zero. As  ∆μ  increases, the Pt composition of the first layer 
remains at 100%, and that of second, fourth and fifth layers increases.  The third layer 
becomes less Pt-rich even as the overall near-surface region becomes less Ni-rich, due to 
interactions between the third layer and the decreasingly Ni-rich second layer.   These 
results illustrate the interplay between surface segregation and alloying in Pt-Ni surfaces.  
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The composition of the outermost layer is primarily determined by the chemical 
environment (Ni-rich in oxidizing conditions, Pt-rich in vacuum).  Off-stoichiometry is 
accommodated in the sub-surface layers through the formation of alternating Ni-rich and 
Pt-rich layers, consistent with experimental observations.53  
  Provided electrochemical oxygen reduction reaction (ORR) was carried out at room 
temperature, Pt and Ni atoms of experimentally prepared Pt-skin surfaces53, 61 may reach 
the equilibrium states (Ni-rich surfaces) very slowly after surface exposure to an oxidizing 
environment (shown in Figure 3.11 and Figure 3.12(a)). This may lead to the Pt/Ni surfaces 
kinetically trapped in thermodynamically metastable Pt-skin (or almost Pt-skin) surface 
structures in oxidizing conditions.  Thus, with the limitation of the outmost layer fixed as 
Pt-skin, it is worth investigating how the near surface structures will correspond to the 
oxygen partial pressure (oxygen coverage) on the extended surfaces. The results from 
Monte Carlo simulations are shown in Figure 3.14. Under grand canonical ensemble 
(Figure 3.14(a)), I found that as the oxygen coverage increases from 0 to 1 ML, the Pt 
composition in the second layer increases from 63.3% Pt to 100.0% Pt, and that in the third, 
fourth and fifth layers remain 75% Pt. Under mix ensemble with fixed Pt composition with 
75% Pt (Figure 3.14(b)), as the oxygen coverage increases, the Pt composition in the 
second layer increases from 49.3% Pt to 92.2% Pt, that in third layer decreases from 75.7% 
Pt to 48.4% Pt, that in fourth layer decreases from 75.0% Pt to 59.4% Pt, and that in fifth 
layer remains 75% Pt. In totally, Figure 3.14 shows that strong oxygen binding energy (∆𝐸𝑂) 
will pull Pt atoms in the inner layers to the second layer on the kinetically trapped Pt-skin 






Figure 3.14. Composition profile of extended surfaces (Pt−Ni−O system) under (a) grand 
canonical ensemble and (b) mix ensemble with the first layer fixed as Pt-skin structure at 
298 K. For (a) grand canonical ensemble: both Pt/Ni and Vacancy/O groups are grand 
canonical ensemble with ∆𝜇 = 0.24 𝑒𝑉; for (b) mix ensemble: Pt/Ni group is canonical 
ensemble under fixed Pt composition with 75% Pt, and Vacancy/O group is grand canonical 
ensemble. The x-axis is the logarithm of O2 partial pressure and the y-axis is Pt/O 
occupation, that is, the Pt compositions in the Pt/Ni(111) layers and oxygen coverage on 





3.5 Catalytic activity 
 
At oxygen reduction potentials around 0.9 V, the oxygen reduction reaction (ORR) on 
fcc (111) surfaces is widely believed to occur via the associative mechanism composed of 
the following steps:56-57 
 In the anode:  
*
2 2 2 2H H H e
                                  (3.6) 
 In the cathode: 
2( ) 4( ) * 3( )O g H e OOH H e
                         (3.7)
2* 3( ) * 2( ) ( )OOH H e O H e H O l
                       (3.8) 
2 2* 2( ) ( ) * ( ) ( )O H e H O l OH H e H O l
                  (3.9) 
2 2* ( ) ( ) 2 ( )OH H e H O l H O l
                    (3.10) 
 
Under this mechanism,  ∆𝐸𝑂  is a suitable descriptor of ORR activity because it can be 
linearly related to the binding energies of all the intermediates of the ORR,139-140 including 
*OOH, *O, and *OH.  Through these linear relationships, it is possible to construct a 
“volcano plot” that relates ∆𝐸𝑂 to the negative of the activation barrier for the reaction, a 
measure of catalytic activity.  (For the purpose of succinctness and keeping with convention, 
I will refer to this measure simply as “activity”.)  The basic shape of the volcano plot for 
the ORR on fcc (111) surfaces has been established through both calculations and 
comparisons with experiment on a variety of different surfaces.48-49, 55-56  
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  Here I built the volcano plot (relationship) based on the work of Karlberg et al.56, and I 
will briefly demonstrate how the free energy change for each step is determined. As shown 
in the work of Rossmeisl et al.140, there exist linear relationships between the binding 
energies of all intermediates. The change in free energies for the reactions in associative 
mechanism can be expressed as a linear function of  ∆𝐸𝑂 as follows, 
0.53 3.18 VOOH OE E e                                                         (3.11) 
0.50 0.05 VOH OE E e                                                                    (3.12) 
Here,  ∆𝐸𝑂  is the reaction energy of 2 2* *H O O H   , defined in Eq. (1.3).  Also, in 
order to include the effect of surrounding water, the above energies should be corrected 
with shift corresponding to interaction energy between water layers and adsorbates, 
waterE . For all Pt/Ni(111) surfaces in this chapter, I used the shift of the work of Karlberg 
et. al.56, where  water OOH 0.23 eVE   ,  water O 0E   and  water OH 0.6 eVE   . 
At potential of 0.9 V, OH is stabilized by ~0.1 eV because of relative high potential. 
Based on the method of building volcano plot,56 the free energy changes for four 
intermediate reaction steps of ORR (shown in Eq. (3.7), Eq. (3.8), Eq. (3.9), and Eq. (3.10)) 
are expressed as: 
 
21
0.53 1.56A OOH O OG G G eU G eU                                                                              (3.13) 
2 0.47 3.32A O OOH OG G G eU G eU                                                                           (3.14) 
3 0.5 0.35A OH O OG G G eU G eU                                                                                  (3.15) 
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And under the definition of activity in the work of Nørskov et al.55, the activity is given 
by:                                                            
1 2 3 4min( , , , )A A A Aactivity G G G G     .     (3.17) 
Substituting Eq. (3.13), Eq. (3.14), Eq. (3.15), and Eq. (3.16) into Eq. (3.17), I obtained the 
activity expression at an applied potential of U=0.9 V, 
min( 0.297 0.5*( E 1.806), 0.297 0.53*(1.806 E ))O Oactivity         , (3.18) 
where  ∆𝐸𝑂  is calculated in vacuum at a coverage of quarter monolayer (0.25ML).    
   
There is a constant shift of -0.09 eV for the oxygen binding energy on the pure Pt(111) 
surface between my DFT calculations and the results of Karlberg et al.56 and Nørskov et 
al.55 For the purpose of consistency, I shift the maximal position in Eq. (3.18) to the left by 
0.09 eV, which means that the volcano plot I use is defined by 
min( 0.297 0.5*( E 1.716), 0.297 0.53*(1.716 E ))O Oactivity         .       (3.19) 







Figure 3.15. A volcano plot at an applied potential of 0.9 V based on Eq. (3.19) where the 
peak is ∆𝐸𝑂 = 1.716 𝑒𝑉. The predicted activities of Pt(111), Pt29Ni7, Pt27Ni9, and Pt25Ni11 
are included. The values of  ∆𝐸𝑂 used in this plot are the minimum values on each surface 
(indicating the most strongly bound oxygen) at 1/4 ML oxygen coverage. 
 
I have used Eq. (3.19) to estimate the catalytic activity of the different ground state 
Pt3Ni(111) surfaces described in the previous sections.  For the Pt(111), Pt29Ni7, Pt27Ni9, 
and Pt25Ni11 surfaces, DFT was used to calculate the value of  ∆EO for oxygen adsorbed on 
the site at which it is most strongly bound at a coverage of 1/4ML.  For these surfaces, ∆EO  
values are 1.48 eV, 1.73 eV, 1.77 eV and 2.12 eV respectively, and their activities as 
calculated using Eq. (3.19) are plotted on the volcano plot in Figure 3.15. These results are 
consistent with previously generated volcano plots,48-49 in that Pt27Ni9 (in the form of Pt3Ni) 
is slightly to the right of the peak with higher activity than Pt(111).   
At finite temperatures, I use a similar analysis to estimate the catalytic activity of 
disordered surfaces.  As the measure of activity shown in Eq. (3.19) is the negative of the 








 ,                                                                                           (3.20) 
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where  𝐼0  is some constant,  𝑘  is Boltzmann’s constant, and  𝑇  is temperature.  By this 
definition, I can calculate the relative extent to which each site on the surface can be 
expected to contribute to the ORR current.  For example, in the snapshot surface of 
thermodynamically stable Pt1000Ni296 shown in Figure 3.10, the ratio of 𝐼 for the most 
active site (with  ∆𝐸𝑂 = 0.26 𝑒𝑉 referenced to Pt(111)) to  𝐼  for the least active site (with  
∆𝐸𝑂 = 0.60 𝑒𝑉  referenced to Pt(111)) at 300 K is 1179, indicating that catalytic activity 
can vary significantly by a factor of 1000 across the surface due to the underlying disorder 
in the second and (to a lesser extent) third layers. (Unless otherwise noted, all currents are 
calculated at 300 K).   The Figure 3.16 demonstrates the importance of sub-surface atomic 
order to determine the site-specific ORR activity in volcano plot. 
 
 
Figure 3.16. The dramatic effect of local atomic order on its corresponding site-specific 
ORR activity. (a) disorder in the second layer: the screenshot of snapshot surface of 
thermodynamically stable Pt1000Ni296 in Figure 3.10, and (b) the volcano plot shows the 
sensitivity of ORR activity within the range of  ∆𝐸𝑂 in Figure (a), which is highlighted by 







Using only the binding energy for the site on which oxygen binds most strongly, the 
volcano plot (Figure 3.15) indicates that the Pt3Ni(111) surface (here is in the form of 
Pt27Ni9 in Figure 3.7(b)) has 34 times higher ORR current than pure Pt(111). In comparison, 
Stamenkovic et al. measure a current that is only about 10 times greater than Pt on their 
off-stoichiometric Pt3Ni(111) surface.
53  This discrepancy may be partially explained by 
considering that when the specific activity is experimentally measured, oxygen reduction 
could occur on any site. To account for the variety of different possible adsorption sites on 
these surfaces I introduce the definitions of the average current over all oxygen binding 












.                                                                                                    (3.21) 
Since oxygen preferentially adsorbs on fcc sites on Pt/Ni(111) surfaces, I calculate the 
average current (〈𝐼〉) over all fcc sites. 
Using Eq. (3.20) and Eq. (3.21), the average current of the ground state Pt27Ni9(111) 
surface is predicted to be 15.6 times to that of pure Pt(111) surface at 300 K, which is closer 
to the Stamenkovic et al.’s experimental result that the ORR was enhanced by factor of 10 
compared with Pt(111).53 Similarly, the average currents for the Pt25Ni11 surface and the 
Pt29Ni7 are calculated to be 1.7E-2 and 52.3 times that of pure Pt(111) respectively. By this 
measure, the Pt-rich Pt29Ni7 surface (Figure 3.7(a)) is predicted to have the highest catalytic 
activity.  This suggests that the catalytic activity of Pt3Ni can be increased by synthesizing 
the surface in a chemical environment in which bulk Pt3Ni with a Ni-deficient surface is 
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thermodynamically stable (Figure 3.6).   
For better comparison with experiment, I have used Monte Carlo simulations to calculate 
the average current for surfaces matching the experimental composition.53 The Monte 
Carlo simulations were run in a canonical ensemble, sampling different Pt-Ni atomic 
arrangements while holding the composition of the slab fixed. The simulations were run 
on 12×12(111) Pt/Ni(111) supercells with composition Pt1000Ni296 (77.2% Pt). At each step 
in the Monte Carlo simulations, the gas-phase oxygen binding energy of every fcc site at 
1/144 ML coverage was calculated using the cluster expansion. To use these energies in 
the volcano plot based on 1/4 ML coverage, a constant shift of 18.8 meV per adsorbed 
atomic oxygen was added to ∆EO calculated at 1/144 monolayer coverage as mentioned in 
previous section.  Using the shifted ∆EO in the volcano plot shown in Figure 3.15, I 
calculated the estimated activity at each site, and site-specific currents (𝐼) were calculated 
using Eq. (3.20).  The average current across all sites was calculated at each step in the 
Monte Carlo simulation according to Eq. (3.21). 
At the temperature of 400K or 780K where the composition profile is consistent with the 
work of Stamenkovic et al.,53 the predicted average current is 7.8 times that of pure Pt at 
400K and  6.1 times that of pure Pt at 780K (Figure 3.17). These values are close to the 
factor of 10 enhancement observed experimentally.53   Although the composition profile is 
similar at each temperature, some of the difference in the average current is likely driven 
by the greater atomic disorder at 780K.   
The calculations plotted in Figure 3.17 suggest that the higher specific activity is 
achievable from a Pt3Ni surface that is either more ordered (in equilibrium at lower 
temperatures) or more disordered (in equilibrium at higher temperatures).  However 
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achieving either of these in practice may prove difficult.  At lower temperatures, the surface 
may be kinetically trapped in a disordered state and transform very slowly into the more 
highly active well-ordered surface structures.  At higher temperatures, significant amounts 
of Ni start to appear on the Pt3Ni surface (Figure 3.9), which may make the catalyst 
vulnerable to performance degradation due to Ni dissolution.  Simulations on a surface that 
is constrained to have a Pt skin (Figure 3.17) indicate that some, but not all, of the increase 
in activity at higher temperatures is due to the presences of surface Ni (Figure 3.9).   
 
 
Figure 3.17. Average currents predicted based on volcano plot in Figure 3.15 and cluster 
expansions on the 12×12(111) surfaces with fixed composition Pt1000Ni296. “Pt-skin surface” 
means that the first layer of the slab is pure Pt, and the “Unconstrained surface” means that 
Ni atoms can segregate to outmost layer at high temperature as shown in Figure 3.9(a).  All 
the average current values are normalized to that of a pure Pt(111) surface. 
 
 
Since the equilibrium surfaces can be tuned by setting different chemical potentials and 
temperatures as discussed in Section 3.3, it is instructive to construct a diagram of average 
currents as a function of  ∆𝜇 ≡ 𝜇(𝑃𝑡) − 𝜇(𝑁𝑖) and temperature.  I have constructed such 
diagrams by running Monte Carlo simulations in a grand canonical ensemble on 12×12(111) 
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Pt/Ni(111) surfaces in the chemical potential window where bulk Pt3Ni is stable at 0 K 
(Table 3.4).  Through this process I am able to estimate the activities of different Pt3Ni(111) 
surfaces as a function of the chemical potential and temperature at which the surface is in 
equilibrium.  The results are shown in Figure 3.18.  To enable comparison with surface 
stoichiometry, the corresponding surface stoichiometry plot is shown in Figure 3.8.  The 
average current of ORR reaches the maximum in the right  bottom area of diagram, which 




Figure 3.18. The calculated average current as a function of  𝜇 ≡ 𝜇(𝑃𝑡) − 𝜇(𝑁𝑖) and 
temperature.  The corresponding surface structures can be found in Figure 3.8. The average 
currents on the 12×12(111) Pt/Ni(111) surfaces were predicted using on the volcano plot 






3.6 Rational design of Pt-Ni extended surfaces 
 
Up to this point I have considered Pt/Ni(111) surfaces that are thermodynamically stable 
in different conditions. However in practice the surface of a catalyst may be metastable, 
making it important to evaluate the inverse question:  if I could control the surface structure 
of a Pt3Ni (111) catalyst, which structures would have optimal ORR activity?  In this 
section, I explore principles for the rational design of surface structures with high ORR 
activity.  
I have used Monte Carlo simulations based on the cluster expansions to search for the 
slab structures that maximize and minimize the average currents defined in Eq. (3.21). 
These simulations were run on the surfaces of 12×12(111) unit cells with 1/144 ML 
coverage of oxygen under a canonical ensemble with fixed composition of Pt3Ni.  ∆EO at 
1/144 ML coverage was corrected to that at 1/4 ML coverage by adding a constant shift of 
18.8 meV as mentioned in the previous section.  I also introduced a constraint that the first 
layer of the Pt3Ni slab must be pure Pt skin because Pt-skin structures have been found to 
have an enhanced catalytic properties and stability.48, 61, 65, 118 The middle layer of the 9-
layer slab was fixed to be Pt3Ni to mimic the existence of bulk Pt3Ni underlying the surfaces. 
The 12×12(111) surfaces identified to have maximal and minimal average currents can 
be reduced to 2x2(111) unit cells (Figure 3.19). Monte Carlo simulations on 2×2(111) unit 
cells identified the same two structures. The calculated average currents for these surfaces, 
as well as four others discussed in this chapter, are listed in Table 3.5.  Although the surfaces 
listed in Table 3.5 were discovered using the cluster expansion, the oxygen binding energies 
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used to calculate the average currents were calculated directly using density functional 
theory (DFT).  I have also included in this table the average current for the “ideal surface”, 
a hypothetical surface on which the oxygen binding energies at all fcc sites are at the peak 
of volcano plot. 
 
Figure 3.19. Stoichiometric Pt3Ni (111) surfaces predicted to have maximum and minimum 
average currents. (a) 2×2(111) surface having pure Ni in the fourth layer with maximized 
average current, named Pt27Ni9-maxAvgCurrent, which has a three-layer Pt-skin; (b) 
2×2(111) surface having pure Ni in the second layer with minimized average current, 
named Pt27Ni9-minAvgCurrent, which has a one-layer Pt-skin. Gray and green spheres 
represent the Pt and Ni atoms, respectively. 
 
Table 3.5  Average currents, 〈𝐼〉, which are normalized to that of a pure Pt(111) surface, 
and average oxygen binding energies for seven Pt/Ni(111) surfaces.  
 
surface average ∆𝐸𝑂/eV average current 〈𝐼〉   
ideal surface 1.716 96.0 
Pt(111) 1.48 1.00 
Pt29Ni7 1.80 52.3 
Pt25Ni11 2.14 1.7E-2 
Pt27Ni9-maxAvgCurrent 1.70 66.5 
Pt27Ni9-minAvgCurrent 2.09 3.9E-2 
Pt27Ni9 1.92 15.6 
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The surface that maximizes the average current, Pt27Ni9-maxAvgCurrent, has three-layer 
Pt-skin, and pure Ni in the fourth layer (Figure 3.19(a)).  The average current of this surface 
is 66.5 times that of pure Pt(111), and 4.3 times that of the stoichiometric ground state 
Pt27Ni9 surface shown in Figure 3.7(b). The Pt27Ni9-maxAvgCurrent surface has an average 
current that is about 69% that of the “ideal surface”, which indicates that its predicted ORR 
activity is nearly optimal.  On the other hand, the surface that minimizes the average current 
has no Ni in the first, third and fourth layers but pure Ni in the second layer (Figure 3.19(b)). 
Its predicted average current is 3.9E-2 times that of pure Pt(111).  
Although the composition, lattice parameter, and outermost surface layer of the best and 
worst surfaces are identical, the calculated average current of the best surface is 1700 times 
that of the worst. The first and third layers are pure Pt for both two structures, and the fifth 
layer is Pt3Ni.  The only difference between the two surfaces is that the lowest average 
current occurs with pure Ni in the second layer and pure Pt in the fourth layer, whereas the 
highest average current occurs when these two sub-surface layers are swapped.  This result 
suggests that by tuning the sub-surface atomic order, with fixed lattice constant and 
composition, it is possible to modify the specific activity for the ORR by three orders of 
magnitude. 
It is worth considering these results in the context of stability.  As discussed in the work 
of Wang et al.,35 Ni atoms close to the surface (and Ni atoms that are all next to each other) 
are vulnerable to dissolution, and Ni atoms within Pt-Ni alloy surfaces can be stabilized 
through the use of a multi-layer Pt skin on the surface.  I predict that for an extended Pt3Ni 
surface, the same multi-layer Pt skin surfaces (as shown in Figure 3.19(a)) that prevent 
８２
 
nickel dissolution may enhance the ORR activity.  However these surfaces are likely to be 





3.7 Summary and discussion 
 
  Pt-Ni alloys have the potential to significantly decrease the cost of ORR catalysts through 
a combination of increased specific activity with decreased Pt content.  My calculations for 
a prototypical system, the extended Pt3Ni(111) surface, paint a complicated picture of the 
structure, activity, and stability of Pt-Ni surfaces.  Key findings based on the cluster 
expansion built on 2-dimensinal extended surfaces in this chapter are as follows.92   
  For thermodynamically stable Pt-Ni surfaces, firstly, I found that the window of  ∆𝜇 ≡
𝜇(𝑃𝑡) − 𝜇(𝑁𝑖), where bulk Pt3Ni is stable is between 0.125 and 0.294 eV (Figure 3.6). 
Within this window, for a 9-layer slab (2×2(111) super cell), three equilibrium surfaces are 
identified: Pt29Ni7, Pt27Ni9, and Pt25Ni11 with the second-layer Ni composition of 50 %, 75 % 
and 100 %, respectively. Secondly, I predict that a variety of surface structures, most of 
which are off-stoichiometric, are thermodynamically stable in different chemical 
environments.  As a validation of these predictions, the composition profile of 12×12(111) 
slab with overall composition of Pt1000Ni296 predicted by my calculations (Figure 3.9) is 
100% Pt, 48.2% Pt, 86.3% Pt, 75.3% Pt, and 75% compositions in the outmost, second, 
third, fourth, and fifth layers respectively, which is in excellent agreement with experiment 
(layer-by-layer).53 
Although I predict that the surface of the catalytically active material likely has a Pt skin, 
in agreement with experiment, I also predict significant substitutional disorder in the 
second (and to a lesser extent third) layer of the surface.  Because of this sub-surface 
disorder, the oxygen binding energies on different fcc sites on the same surface are 
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predicted to vary by more than 300 meV, resulting in about three orders of magnitude 
difference in contribution of each site to the experimentally observed specific activity.  For 
the thermodynamically stable Pt3Ni surface,  the predicted specific activity (calculated by 
averaging over all sites) is 7.8 times than that of pure Pt(111)(Figure 3.17), which is close 
to the experimentally-observed value of 10 times.53 
My model suggests that there is still room for improvement upon the excellent catalytic 
activity demonstrated by Stamenkovic et al.53  Among surfaces that are thermodynamically 
stable at some combination of temperature,  𝜇(𝑁𝑖) , and  𝜇(𝑃𝑡) , a well-ordered Pt-rich 
surface is predicted to have the highest catalytic activity (Figure 3.18).  The specific activity 
of this surface, relative to pure Pt, is predicted to be about five times that of the Pt3Ni 
surface characterized by Stamenkovic et al.53   
  For thermodynamically unstable Pt-Ni surfaces, firstly, as shown in Figure 3.14, with the 
outmost layer fixed as Pt-skin structure, under both grand canonical ensemble and mix 
ensemble, the Pt atoms in the inner layers of Pt-Ni slabs are pull to the second layer as the 
coverage of oxygen on the surface increases. This tells us that the oxygen adsorption on 
the metastable Pt3Ni surfaces with Pt-skin may lead to second layer to be Pt-rich, which 
will likely improve the activity of Pt3Ni surfaces according to Figure 3.9 and Figure 3.17. 
  For the oxygen binding energy, with fixed lattice constant, fixed Pt-skin, and overall 
compositions of extended surfaces (75 % Pt), the difference of local Pt/Ni atomic order can 
give us a difference of oxygen binding energy of 553 meV between the maximal and 
minimal ∆𝐸𝑂, which corresponding to the 1700 times of site-specific computational current 
in ORR (Figure 3.19 and Table 3.5). Among all Pt3Ni surfaces, I predict that it is possible 
to achieve a nearly seven-fold improvement in specific activity over the best-performing 
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Pt(111)-skin surfaces53, which would be close to the peak of the volcano plot (Figure 
3.19(a)). This highly active surface has the added benefit in that the three outermost layers 
are pure Pt, suggesting that it would be particularly stable against nickel dissolution.  
However I note that the trends in activity of surfaces near the peak of the volcano plot are 
sensitive to the exact position of the peak. 
In summary, in this chapter, I predict that at the surface composition used in reference 
53, it would be possible to achieve a higher specific activity by having a more well-ordered 
Pt3Ni surface (in equilibrium at lower temperatures) or a more disordered Pt3Ni surface (in 
equilibrium at higher temperatures). Unfortunately, Ni segregation at high temperatures 
and kinetic trapping in a disordered state at lower temperatures may make it difficult to 
realize these theoretical gains in activity in practice.   
I have demonstrated that the cluster expansion approach, widely used for bulk materials, 
can provide valuable insights into heterogeneous catalysis and facilitate rational catalysts 
design in the extended surfaces. Also, the explicit inclusion of training structures with 
monolayer of oxygen/vacancy group (Figure 3.3) on the extended surfaces allows us to 
accurately and rapidly predict the oxygen binding energy, which enables the search of 
metastable surfaces with optimal ORR activity via Metropolis Monte Carlo simulations. 
Moreover, the use of Bayesian cluster expansions makes the generation of highly accurate 






Chapter 4  
 




4.1 Introduction of Pt-Ni octahedral nanoparticles 
  
  The sluggish kinetics of the oxygen reduction reaction (ORR) on Pt and Pt-based alloy 
catalysts and low catalyst durability are major limitations for the use of these catalysts in 
proton-exchange membrane (PEM) fuel cells.  The catalytic properties of Pt and Pt-based 
alloy catalysts have been investigated extensively by experimental34-35, 38, 43, 45 and 
computational46-51 methods, and it has been demonstrated that Pt3Ni alloys have a much 
higher ORR activity than pure Pt.50, 52-53  However Pt-Ni catalysts suffer from degradation 
under fuel cell operating conditions due to the dissolution of Ni atoms.54, 59-60 It has recently 
been shown that the stability of Pt-Ni nanoparticles can be improved by doping with a third 
element.  Mo-doped octahedral Pt3Ni nanoparticles (Mo-Pt3Ni/C) were reported to have 
much greater stability than undoped particles, with 81 times higher specific activity and 73 
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times higher mass activity than commercial Pt/C catalysts.54   Recently, Beermann et al.60 
reported that Rh-doped Pt-Ni octahedral nanoparticles have improved shape stability 
compared with Pt-Ni octahedral nanoparticles. It is also possible to take advantage of the 
preferential dissolution of Ni from Pt-Ni nanoparticles to synthesize new nanocatalysts 
with high surface area.  can be synthesized with Pt-rich edges and Ni-rich facets,58-59, 141 
and the  dissolution of Ni from facets of these nanoparticles can leave behind concave 
octahedra59 or nanoframes58 with enhanced catalytic activity.   
  Despite the considerable interest in Pt-Ni nanoparticles, their structure and stability at the 
atomic scale are not fully understood, in part because of the limitations of experimental 
methods and computational models. Density functional theory (DFT)14-16 has demonstrated 
predictive accuracy for a variety of materials problems,142 but it is prohibitively expensive 
to directly use DFT calculations to calculate the properties of a large number of 
nanoparticles at experimentally relevant sizes (about between 4  –  20 nm54, 59-61, 63-68).  An 
alternate approach is to use cluster expansions1 parameterized by density functional (DFT) 
calculations to model nanoparticles. The resulting cluster expansions typically have 
accuracy close to that of DFT (within about 5 meV / atom) and are capable of evaluating 
the energies of millions of nanoparticle structures per minute.  This approach has been used 
to model internal atomic arrangements in alloy nanoparticles with fixed shape and 
diameters of no more than about 2 nm.27-28, 69-71  We have previously demonstrated that it 
is possible to extend the cluster expansion approach to predict the shapes and properties of 
larger single-component26 and alloy54 particles by training cluster expansions on the DFT-
calculated energies of small (~1 – 2 nm) particles.  This approach, described in more detail 
in the Methods section, makes it possible to quickly and accurately predict the energies of 
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multi-nanometer alloy nanoparticles as a function of shape, size, composition, and internal 
atomic order.  In this chapter,  I present the use of this method in a quaternary Pt-Ni-Mo-
Vacancy cluster expansion to investigate the atomic structure and stability of Pt-Ni 






4.2 Building cluster expansions for nanoparticles 
 
4.2.1 Details of DFT Calculations 
   
  Density functional theory (DFT) calculations14, 97 were done using the Vienna Ab-initio 
Software Package (VASP)102-103 with the revised Perdew-Burke-Eznerhof (RPBE) 
exchange-correlation functional.93-95 All DFT calculations were run with spin-polarization 
enabled. The Mo_pv, Ni, Pt_pv_GW, O_GW, and H_GW PBE projector-augmented wave 
(PAW)101 potentials provided with VASP were used, and VASP was run with high precision. 
A single k-point at the center of the Brillouin zone was used for each nanoparticles. For 
bulk materials, a 16×16×16 k-point grid was used for an fcc unit cell, and the k-point grid 
was scaled appropriately for larger cells. Second-order Methfessel-Paxton smearing104 with 
a width of 0.2 eV was used to set partial occupancies. Real-space projectors were used to 
evaluate the non-local part of the PAW potential. The convergence criteria for the electronic 
self-consistent iteration and the ionic relaxation loop were set to be 0.1 meV and 1 meV 





4.2.2 Cluster expansion for nanoparticles in vacuum 
 
  Although cluster expansions have been used previously to model the shapes26, 143 or 
internal atomic arrangements27, 69, 71, 144 in nanoparticles separately, to my knowledge,  the 
use of a single cluster expansion to predict the energies of nanoparticles as a function of 
shape, size, and internal atomic order was firstly introduced in our work of Huang et al.54 
I briefly summarize this approach of the cluster expansion here. A quaternary cluster 
expansion was generated on an fcc lattice in which each site could be occupied by 
molybdenum (Mo), nickel (Ni), platinum (Pt), or a vacancy. Site variable values of 0, 1, 2, 
and 3 respectively were assigned to these species. A discrete cosine basis was used to 
generate the cluster functions, where the  𝑏𝑡ℎ basis function of the site variable  is given 
by 
1 for b = 0






  ,          (4.1) 
 
for  0,1, 2,3b .    
  A training set with 243 structures were created for the purpose of fitting ECIs of cluster 
expansion through Bayesian approach.21 The strategy of creating the training set are 
provided as follows. To create the initial 136 structures used for the training data, a “dummy” 
cluster expansion was generated, consisting only of nearest-neighbor pair clusters, with 




atom interactions (regardless of the species involved) and no energy to other interactions. 
These cluster expansions were used in Monte Carlo simulations at 2000 – 4500 K to 
generate random snapshots of nanoparticles. Two different sets of random nanoparticles 
were created. The first set of nanoparticles contained only Ni and Pt, where the numbers 
of Pt and Ni atoms were independently and randomly selected from a uniform distribution 
over all integers from 0 to 100. The second set of nanoparticles contained Mo, Ni, and Pt, 
where the numbers of Mo, Ni, and Pt atoms were independently and randomly selected 
from uniform distributions over integers from 0 to 10, 0 to 50, and 0 to 150 respectively. 
All nanoparticles were generated under the constraint that there had to be more than 100 
total atoms in the nanoparticle, as the inclusion of smaller particles was found to lead to 
cluster expansions with poor predictive accuracy for multi-nanometer nanoparticles 
(potentially due to quantum size effects). Nanoparticles that experienced significant 
reconstruction upon relaxation, defined as an atom traveling more than 75% the nearest-
neighbor distance from its initial site, were excluded. These particles accounted for about 
20% of the random structures generated. All nanoparticles were contained in a cubic cell 
with a lattice parameter of 28.8 Å, which is actually an 8×8×8 super cell with respect to 
the unrelaxed conventional fcc unit cell. The resulting set of random nanoparticles included 
74 Ni-Pt nanoparticles and 62 Mo-Ni-Pt nanoparticles. In addition to these structures, the 
training data consisted of the pure elements Mo, Ni, and Pt in a bulk fcc crystal, vacuum 
(a lattice containing only vacant sites), and various low-energy structures predicted over 
the course of this research, for a total of 243 unique structures. To reduce the prediction 
error of the cluster expansion, the pure elements and vacuum were included twice in the 
training set.76 For the total number of training structures (243), there are 159 Pt-Ni-Mo 
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nanoparticles, 76 Pt-Ni nanoparticles, 3 Pt-Mo nanoparticles, 1 pure Pt nanoparticle, 1 Pt 
bulk, 1 Ni bulk, 1 Mo bulk and 1 vacuum structure. The effective cluster interactions (ECIs) 
of the cluster expansion were fit to the DFT-calculated formation energies of fully relaxed 
nanoparticles relative to these reference states (bulk fcc Mo, Ni and Pt).109  
In practice, the ECIs for clusters that contain a large number of sites or sites that are far 
apart are usually negligible, allowing for the expansion to be truncated to a sum with a 
finite number of ECIs with little loss of accuracy. In this chapter for Pt-Ni and Pt-Ni-Mo 
nanoparticles, the cluster expansion was truncated to include the empty cluster, the one-
body (point) cluster, all 2-body clusters up to the fourteenth-nearest neighbor, all 3-body 
clusters up to the fifth-nearest neighbor, all 4-body clusters up to the third-nearest neighbor, 
and all 5-, and 6-body clusters up to the second-nearest neighbor, for a total of 1356 
symmetrically distinct cluster functions. The ECIs for these cluster functions were fit to 
the training data using the Bayesian approach21 with a multivariate Gaussian prior 
distribution.13 The inverse of the covariance matrix for the prior, Λ, was diagonal, with 
elements given by the orbit regularization parameter 𝜆𝛼𝛼  and coupled regularization 
parameter  𝜆𝛼𝛽  defined in Eq. (2.16) and Eq. (2.17). The parameters  𝜆1,  𝜆2,  𝜆3, and 𝜆4 
were determined by using a conjugate gradient algorithm to minimize the root mean square 
leave-one-out cross validation (RMS LOOCV) score, an estimate of prediction error.18 The 
final values for these parameters were 1.000×10-8, 9.424×10-12, 4.421, and 3.048 
respectively. The resulting cluster expansion had a RMS LOOCV error of 3.9 meV per 




4.2.3 Cluster expansion for nanoparticles in oxidizing conditions 
  For the extended surfaces as I demonstrate in Chapter 3, I am able to simulate oxidizing 
conditions by adding a monolayer of oxygen/vacancy sites on the top of slab so as to build 
a cluster expansion that enables the prediction of oxygen binding energies (Δ𝐸𝑂) on Pt-Ni 
alloy surfaces.92 However, in this chapter such an approach is not straightforward for the 
cluster expansions built on nanoparticles, in which the size and shape of the nanoparticle 
surface (and hence the list of possible adsorption sites) can change. Thus, cluster 
expansions built on clean nanoparticles in vacuum conditions are unable to predict the 
change in nanoparticle structure and properties as a function of applied potential or oxygen 
chemical potential. But for an ORR catalyst, it is necessary to take into account the likely 
presence of oxidizing adsorbates on the surface. The effect of the adsorbates depends 
primarily on the type and chemical potential of adsorbates, the local atomic structure near 
the adsorption site, and the applied potential.  For this reason, I have adopted a simpler 
approximation to estimate the effect of an oxidizing environment for the nanoparticles. 
Here, in this subsection, I demonstrate my approach to build cluster expansion on 
nanoparticles in oxidizing conditions as follows. 
  To investigate the structural behaviors of the experimentally-observed nanoparticles (with 
size of 4.2 nm in edge length) in oxidizing conditions, I extended the cluster expansion 
model to include a site-specific and metal-specific correction term to each surface site 
occupied by a Pt/Ni/Mo atom. These correction terms are calculated by accounting for the 
change of free energy of the nanoparticle due to the possible presence of adsorbed oxygen 
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atoms (*O) or hydroxyl groups (*OH) on the surface of small Pt178Ni41Mo6 nanoparticles 
(Figure 4.1). Even though these 225-atom nanoparticles (~2 nm in diameter, as shown in 
Figure 4.1) are much smaller than the experimentally-observed nanoparticles (4 – 20 nm), 
but they retain key structural features of the synthesized Mo-doped Pt3Ni nanoparticles in 
reference 54 and are small enough to be modeled using density functional theory (DFT) 
calculations. These correction terms depend on the surface site position, the occupied metal 
element, and the applied potential (or oxygen chemical potential). For the site dependence, 
I separate all of the surface sites of nanoparticles into six distinguished types as shown in 
Figure 4.2.  I set the applied potential as 0.95 V, which is widely used in recent experimental 
measurement of ORR activity.54, 58, 61, 145-147 I then used DFT to calculate the free energy 
change of nanoparticles due to the adsorption of *O and *OH on the six different types of 
sites of the 225-atom nanoparticles (Figure 4.2(a)) when each surface site is occupied by a 
Pt, Ni, or Mo atom. 
 
 
Figure 4.1. Ground state structure of Pt178Ni41Mo6 nanoparticle predicted by the cluster 
expansion in vacuum using a simulated annealing algorithm that simultaneously optimized 
the particle shape and internal atomic order. The (a) first, (b) second, (c) third, and (d) 
fourth layers. Blue spheres represent Pt, green represent Ni, and red represent Mo. Small 
spheres represent the positions of atoms in the outer layers. Replacing all six Mo atoms on 







Figure 4.2. The six different types of surface sites by their distinguished positions on (a) a 
225-atom nanoparticle and (b) a 4.2-nm nanoparticle with 4573 atoms. The separation of 
surface sites is as follows: (1) vertex: a vertex site; (2) edge-1: an edge site that is not a 
nearest neighbor to a vertex site; (3) edge-2: an edge site that is a nearest neighbor to a 
vertex site; (4) face-1: a (111) facet site that is neither a nearest neighbor to an edge site 
nor to a vertex site; (5) face-2: a (111) facet site that is a nearest neighbor to an edge site 
but not to a vertex site; (6) face-3: a (111) facet site that is a nearest neighbor to both an 
edge site and a vertex site. All sites on nanoparticles can be occupied by Pt, Ni or Mo atoms. 
The six different colors represent six types of sites: black, green, red, pink, yellow, and blue 
represent vertex, edge-1, edge-2, face-1, face-2, and face-3 surface sites, respectively. 
 
  In both of the work of Huang et al.54 and the work of Liu et al.148, Mo on the surface of 
nanoparticles exhibits mainly Mo(VI) and Mo(IV) oxidation states. Thus, I calculated the 
free energy change of Mo with two adsorbed atomic oxygen (2*O) and Mo with three 
adsorbed atomic oxygen atoms (3*O). Then I chose the adsorbate with the lower free 
energy change as the adsorbate for surface Mo.  For surface Pt/Ni atoms, I chose the lower 
of the free energies for *O and *OH.   
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  I used the computational hydrogen electrode (CHE) model55 to determine the free energy 
values for *O and *OH for Pt/Ni, and 2*O and 3*O for Mo.  The free energies are 
referenced to the corresponding clean nanoparticles in vacuum (without adsorbates) and 
H2O (gas-phase H2O at 0.035 bar is chosen as the reference state since gas-phase H2O at 
this pressure is in equilibrium with H2O(l) at 300 K
149). The details of free energy 
calculations of *O, 2*O, 3*O, and *OH are as follows. 
  The four reactions correspond to *O, 2*O, 3*O, and *OH are: 
 
2* 2( )O H e H O
                    (4.2) 
22* 4( ) 2O H e H O
                    (4.3) 
23* 6( ) 3O H e H O
                    (4.4) 
2* ( )OH H e H O
                    (4.5) 
 
  Under the CHE model, let us take 3*O as an example to show the calculation of 




[3*O 6(H e ) 3H O]
[3*O 6(H e ) 3H O] ( )[3*O 6(H e ) 3H O] 6e ,
G
E ZPE T S U
 
   
   
            
  (4.6) 
 
where 
2[3*O 6(H e ) 3H O]E
        is the reaction energy, calculated by DFT, and  
∆𝑍𝑃𝐸  is the difference in zero-point energies due to reaction,  ∆𝑆  is the change in entropy, 
and U is the value of applied potential. The values of  ∆𝑍𝑃𝐸 and 𝑇∆𝑆  are shown in Table 
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4.1. The expression of 
2[3*O 6(H e ) 3H O]E




[3*O 6(H e ) 3H O]
E (3*O) 3E (H (g)) E (*) 3 (H O),DFT DFT DFT DFT
E
E
    
   
                 (4.7) 
 
where E (3*O)DFT  is the DFT energy of nanoparticle with three oxygen atoms adsorbed 
on a surface Mo atom, E (*)DFT  is the DFT energy of corresponding clean nanoparticle, 
2E (H (g))DFT  is the energy of gas-phase hydrogen, and the 2(H O)DFTE  is the energy of a 
water molecule.  The DFT calculations of adsorbed *O, 2*O, 3*O and *OH on the surface 
of nanoparticles are done in vacuum. In order to take the effects of solvation at the water-
solid interface into account, I include solvation correction values for *O (zero eV) and *OH 
(-0.6 eV, stabilized due to exposure to liquid water).56 
 
Table 4.1.  The entropy and zero-point energy contributions to the free energy, which are 
from the work of Norskov et al.55 The gas-phase values are from Physical Chemistry150, 
and the values for *OH and *O are from DFT calculations on Cu(111) surface in the work 
of Kandoi et al.151 For the state of H2O, gas-phase H2O at 0.035 bar is chosen as the 
reference state since gas-phase H2O at this pressure is in equilibrium with H2O(l) at 300 
K.149 
 
 TS (eV) ZPE (eV) ZPE-TS (eV) ZPE T S    (eV) 
(referenced to H2O) 
H2O 0.67 0.56 -0.11 0 
*OH+1/2H2 0.20 0.44 0.24 0.35 




  One critical factor about the adsorption energy is that for the same surfaces site, the 
change of free energy upon adsorption will vary according to the local atomic order near 
the adsorption site. Considering this factor, it is meaningful and important for us to quantify 
the variance of the free energy change on the same surface site type, but with different 
neighboring atomic orders. In this chapter, for each Pt/Ni/Mo surface site type on the 225-
atom nanoparticle (Figure 4.2(a)), I used DFT to calculate adsorption energies and free 
energy changes due to the presence of adsorbates (  *OH / 3*OG  ) on three different 
local atomic configurations.  For example, the three different atomic configurations I used 
for the surface face-1 site type (Figure 4.2(a) with pink color) when it is occupied by Ni 
atom are shown in Figure 4.3. 
 
 
Figure 4.3. The three different atomic configurations near the surface face-1 Ni site, which 
is defined in Figure 4.2 (a) with pink color. For the surface Ni atom, its three nearest-
neighbor atoms in the second layer of nanoparticles are different. (a) There are one Ni atom 
and two Pt atoms; (b) there are two Ni atoms and one Pt atom; and (c) there are three Ni 
atoms.   
 
With all of the above discussion taken into account, at an applied potential of 0.95 V  
(𝑈 = 0.95 𝑉), the free energy changes on surface due to 2*O and 3*O adsorbed on a Mo 
atom are calculated based on Eq. (4.6), and similarly for Pt and Ni due to adsorbed *O and 
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*OH. According to DFT calculations, for all Mo surface sites, 3*O has a lower free energy 
than 2*O, so we chose 3*O as the adsorbate on Mo surface atom. For all Pt and Ni surface 
sites, *OH has a lower free energy than *O, so I chose *OH as the adsorbate on Pt/Ni 
surface atom. Thus, to approximate the effect of oxidizing conditions, I assume that each 
surface Mo atom is bound to three oxygen atoms (3O) and each surface Ni or Pt atom is 
bound to a single hydroxyl group (OH). 
  Although the exact change in the free energy of a surface atom in the presence of 
adsorbed O/OH (  *OH / 3*OG ) depends on the atomic structure in the neighborhood 
of the adsorption site, I found that approximate values for  *OH / 3*OG   could be 
determined by considering whether the adsorbate was bound to one of six types of sites:  1) 
a vertex site, 2) an edge site not next to a vertex site, 3) an edge site next to a vertex site, 
4) a face site next to only face sites, 5) a face site next to only edge sites and face sites, or 
6) a face site next to an vertex site.  Every site on the surface of the nanoparticles I studied 
falls into one of these six types (Figure S2). For each site type, the spread of calculated 
 *OH / 3*OG  values and error bar are shown in Figure 4.4. The calculated averages and 
standard deviations of (*OH)G  for Pt and Ni surface atoms, and those of (3*O)G  for 
Mo surface atoms are listed in Table 4.2. The standard deviation of  *OH / 3*OG  at 
each type of site ranges from a minimum of 13 meV to a maximum of 134 meV with an 
average of 74 meV over all metals and site types (Table 4.2). This value gives a rough 
estimate of the magnitude of the error (relative to DFT calculations) that is introduced by 
this method, in addition to the estimated error of 3.9 meV per atom due to the cluster 
expansion in vacuum. Thus I approximate the effects of an oxidizing environment on the 
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structure and properties of an alloy nanocatalyst by applying to each surface site an 
energetic correction term that depends only on the type of site and the element present at 
the site.  I denote the corresponding correction terms as (3*O)G  for Mo and (*OH)G  
for Pt and Ni.   
 
 
Figure 4.4. In oxidizing conditions (at an applied potential of 0.95 V), the DFT-calculated 
changes of free energies for all six types of surface sites defined in Figure 4.2 occupied by 
Pt/Ni/Mo atom due to adsorption of *OH on (a) Pt, (b) Ni, and adsorption of 3*O on (c) 
Mo.  Error bars refer to the standard deviation of 𝛥𝐺(*OH/3*O) values of three different 




Table 4.2. The averages and standard deviations of 𝛥𝐺(*OH/3*O) on surface Pt/Ni/Mo 
atoms. Here, stdev means the standard deviation. The average of all eighteen values of 




(*OH)G  on Pt/eV (*OH)G  on Ni/eV (3*O)G  on Mo/eV 
average stdev average stdev average stdev 
vertex -1.034 0.069 -1.180 0.028 -6.695 0.053 
edge-1 -0.833 0.129 -1.060 0.127 -5.475 0.035 
edge-2 -0.759 0.046 -0.949 0.086 -5.687 0.120 
face-1 -0.254 0.134 -0.354 0.057 -3.723 0.016 
face-2 -0.367 0.054 -0.520 0.013 -4.250 0.113 
face-3 -0.451 0.094 -0.598 0.069 -4.787 0.087 
 
 
  For Mo atoms at vertex sites, it is necessary to consider the situations in which two Mo 
atoms are on diagonal (Figure 4.5 (a)) or adjacent vertex sites (Figure 4.5 (b)). There are 
penalty terms for these two situations because of the strongly repulsive interactions 
between the oxygen atoms adsorbed on the Mo, which are energetically unfavorable. DFT 
calculations determined that the penalty terms are 0.725 eV for two Mo atoms on diagonal 
vertex sites, and 1.885 eV for two Mo atoms on adjacent vertex sites.  The magnitude of 
the penalty for Mo atoms on adjacent vertex sites effectively precludes this configuration 
from occurring at the temperatures considered in this chapter.  I note that it was not 
necessary to calculate a similar penalty for Mo atoms on adjacent edge sites, as that 





Figure 4.5. Two Mo atoms at (a) diagonal and (b) adjacent vertex sites.  Red spheres 







4.3 Surface structures and stability of Pt-Ni nanoparticles 
 
  Because the (111) surface is the most catalytically active surface and octahedral 
nanoparticles with high (111) surface area have been shown to have high catalytic 
activity,54 in the following sections I focus on particles that are nearly perfect octahedra, 
consistent with those synthesized in reference 59 and 54.  Provided that the six vertex atoms 
on perfect octahedra are particularly unstable due to their low coordination, I removed 
these atoms and performed Monte Carlo simulations on slightly truncated octahedral 




Figure 4.6. The shape of the prototypical 225-atom nanoparticle with six vertex atoms 
removed (only one atom at each end of particle edge is removed). Grey spheres can be 
occupied by Pt, Ni or Mo atoms. 
 
 
  The equilibrium structures of an alloy nanoparticle depend not only on its overall 
composition and chemical environment, but on its size as well.152-154 To identify how size 
affects the structures of nanoparticles at a fixed composition, a series of Monte Carlo 
simulations109, using a cluster expansion Hamiltonian,  were run on slightly truncated 
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octahedral Pt3Ni nanoparticles with different sizes.  The simulations were run at 443 K, 
which is the temperature at which the Pt3Ni and Mo-Pt3Ni nanoparticles were annealed in 
reference 54 and is close to the annealing temperature of 393 K in reference 59.   As shown 
in Figure 4.7, across all particle sizes, the outermost layer is predicted to be nearly 100% 
Pt, resulting in an excess of Ni throughout the rest of the particle.  This excess Ni primarily 
resides in the second layer, fourth layer, and the layers deeper than the fifth layer.  At small 
particle sizes, the third and fifth layers have excess Pt, likely due to the excess Ni in the 
second and fourth layers and the relative favorability of Pt-Ni nearest-neighbor bonds.   
 
 
Figure 4.7. Layer-by-layer composition profile for octahedral Pt3Ni nanoparticles with 
varying edge length at 443 K. “Core layers” represent all layers deeper than the fifth layer. 
 
  As the size of the nanoparticles increases, the composition profile for each layer is nearly 
converged at a size of around 4 nm in edge length (Figure 4.7), which is approximately the 
size of the Ni-Pt and Mo-Ni-Pt particles studied by Huang et al.54  To enable comparison 
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with experimental results and limit the effects of particle size on the composition profile, I 
have used truncated 4573-atom nanoparticles with edge lengths of approximately 4 nm as 
prototypical particles for more in-depth study in Monte Carlo simulations.  The shape of 
these particles is shown in Figure 4.2(b) and Figure 4.8, which is a snapshot structure of 
Pt3Ni (Pt3398Ni1175) nanoparticles at 443 K in vacuum.  
 
 
Figure 4.8. The (a) first, (b) second, (c) third, and (d) fourth layers of a representative Pt3Ni 
nanoparticle (Pt3398Ni1175) taken from a Monte Carlo simulation at 443 K. Blue spheres 




  The best-performing Pt-Ni catalysts have a Pt-skin structure, in which the outermost layer 
is pure Pt.53 However as a particle becomes more Ni-rich, it can be expected that the Pt 
skin will be lost.  I have calculated the layer-by-layer composition of the prototypical 4573-
atom nearly octahedral nanoparticles as a function of the overall particle composition 
(Figure 4.9).  The equilibrium atomic order of Pt-Ni nanoparticles depends on the overall 
particle composition.  I predict that in equilibrium at both 443 K and room temperature 
(298 K) the nanoparticle core transitions from a layered L10 structure near a composition 
of PtNi to a cubic L12 structure near a composition of Pt3Ni, with the transition occurring 
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near a composition of Pt3Ni2 (Figure 4.9 and Figure 4.10). This is in excellent agreement 
with previous experimental135, 155 and computational135, 156 results on bulk Pt-Ni alloys.  I 
note that the transition from the tetragonal L10 core to the cubic L12 core with increasing 
Pt content may affect the catalytic properties of the nanoparticle, which I do not investigate 
here.  Atomic disorder increases with increasing temperature and increasing distance from 
the particle center (Figure 4.8 and Figure 4.10), consistent with my results on an extended 
Pt3Ni (111) surface.
92  I predict that the equilibrium nanoparticle surface is effectively Pt 
skin, defined here as having a surface composition of more than 99.8% Pt, at 443 K (room 
temperature) until the overall Pt composition drops below about 60% (55%) in vacuum and 
80% (75%) in oxidizing conditions (Figure 4.9).  In oxidizing conditions, I predict that 
significant Ni content (greater than 0.2%) starts to appear for more Pt-rich particles due to 
the oxygen-induced segregation of Ni to the particle surface. For best comparison with 
experimental results, I have chosen to perform more in-depth analysis on nanoparticles 
with compositions of Pt3398Ni1175 and Pt3357Ni1143Mo73, closely matching the compositions 
of the synthesized nanoparticles.54  For simplicity, I will refer to these compositions as 





Figure 4.9. Layer-by-layer composition profile for octahedral Pt-Ni nanoparticles with 
varying Pt content in vacuum at (a) 443 K and (c) 298 K, and in oxidizing conditions at (b) 
443 K and (d) 298 K. “Core layers” represent all layers deeper than the fifth layer.  The 
sharp fluctuations around a composition of Pt3Ni2 indicate the transition from an L10-like 
core to an L12-like core.  Additional evidence for this transition can be seen in Figure 4.8 





Figure 4.10. At 298 K, taken from a Monte Carlo simulation in oxidizing conditions, the 
(a) first, (b) second, (c) third, and (d) fourth layers of a representative Pt0.5Ni0.5 (Pt2287Ni2286) 
nanoparticle, the (e) first, (f) second, (g) third, and (h) fourth layers of a representative 
Pt0.6Ni0.4 (Pt2744Ni1827) nanoparticle, and the (i) first, (j) second, (k) third, and (l) fourth 
layers of a representative Pt0.7Ni0.3 (Pt3201Ni1372) nanoparticle. Blue spheres represent Pt 
and green represent Ni. Small spheres represent the positions of atoms in the outer layers.  
The transition from an L10-like core structure to an L12-like core structure is apparent.  
Additional evidence of this transition is provided in Figure 4.8. 
 
 
  I have also investigated the effects of temperature on atomic order in Pt-Ni nanoparticles. 
For the 4.2 nm Pt3Ni (Pt3398Ni1175) nanoparticles in vacuum, the composition profile for 
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each layer, calculated by simulated annealing from 1500 K to 0 K, is shown in Figure 
4.11(a).  The temperature-dependent composition profile has features that are consistent 
with my results on an extended (111) surface.92 At low temperatures the nanoparticle has a 
Pt skin, with increasing Ni concentration on the outermost layer as temperature increases.  
The Pt concentration reaches a minimum in the second layer and reaches a maximum in 
the third layer at about 300 K.  A similar fluctuation was observed in simulation of extended 
surfaces.  The details of Pt/Ni compositions for each layer at T= 443 K are summarized in 
Table 4.3 and Table 4.4.  Compared with the experimental work of Stamenkovic et al.53 
and my previous computational work92 on extended Pt3Ni surfaces, Pt3Ni nanoparticles 
have a higher Ni composition in the second, third, and fourth layers.  This is partially 
because the Pt3Ni surfaces studied in references 53 and 92 were slightly Pt-rich, and the 
nanoparticles studied here are slightly Pt-poor.  However it is also due to the fact that in a 
nanoparticle there are more sites in the surface layer (the outermost layer) than in any other 
layers, resulting in a larger percentage of Pt atoms segregating to the Pt-skin surface. The 
higher Ni compositions in the sub-surface of nanoparticles may partially explain why Pt3Ni 
nanoparticles have lower ORR activity and stability than the extended surfaces.53-54, 59, 61, 






Figure 4.11. The cluster expansion predicted composition profile of Pt3Ni nanoparticles 
(Pt3398Ni1175) for Pt (a) in vacuum (b) in oxidizing conditions as a function of temperature. 
“Core layers” represents all layers deeper than the fifth layer. 
 
 
Table 4.3. Pt composition for each layer of Pt3Ni (Pt3398Ni1175) and Mo-Pt3Ni 





Pt composition (%) 













Pt (1st layer) 99.97 99.98 98.9 94.1 
Pt (2nd layer) 44.3 45.4 45.4 47.4 
Pt (3rd layer) 75.2 73.3 75.7 75.6 
Pt (4th layer) 69.4 65.3 68.2 68.5 
Pt (5th layer) 75.1 73.5 76.0 76.0 
Pt(core layers) 73.8 70.6 73.5 73.7 






Table 4.4. Ni composition for each layer of Pt3Ni (Pt3398Ni1175) and Mo-Pt3Ni 





Ni composition (%) 













Ni(1st layer) 0.03 0.02 1.1 0.3 
Ni(2nd layer) 55.7 48.8 54.6 52.6 
Ni(3rd layer) 24.8 26.0 24.3 24.4 
Ni(4th layer) 30.6 34.4 31.8 31.5 
Ni(5th layer) 24.9 25.7 24.0 24.0 
Ni(core layers) 26.2 28.2 26.5 26.3 
Ni(all layers) 25.7 25.0 25.7 25.0 
 
  The cluster expansion was used to predict the atomic structures of nanoparticles under 
cell operating conditions by adding the correction for free energy changes due to the 
adsorption of oxygen and hydroxyl groups on the surface.  At an applied potential of 0.95 
V in aqueous solution (which I will refer to as “oxidizing conditions”), the composition 
profile for Pt3Ni (Pt3398Ni1175) nanoparticles as a function of temperature is shown in Figure 
4.11(b).  At all temperatures the surface becomes more Ni-rich compared to the particles 
in vacuum, indicating that the presence of oxidizing species on the surface drives the 
segregation of Ni to the surface.  The additional Ni content of the surface layer results in a 
more Pt-rich second layer. 
To better understand the stability of Pt-Ni nanoparticles, I have calculated nanoparticle 
surface vacancy formation energies.    When an atom dissolves from the nanoparticle 
surface, a surface vacancy is left behind.  The formation energies of these vacancies 
determine how vulnerable surface atoms are to dissolution and indicate how mobile that 
atom might be on the particle surface.  Here I calculate vacancy formation energies using 
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bulk crystals as a reference, so that at surface site i  on the particle, the vacancy formation 
energy  𝑉𝐹𝐸𝑖  is: 
 
(NP with a vacancy at site i) E(bulk) (NP)iVFE E E   ,       (4.8) 
where 𝐸(NP) is the energy of nanoparticle,  𝐸(NP with a vacancy at site i) is the energy 
of nanoparticle with a vacancy at site i, and  𝐸(bulk) is the DFT-calculated energy per 
atom for the bulk fcc phase of the element that occupies site i. Larger values of  𝑉𝐹𝐸𝑖 mean 
that more energy is required to form a surface vacancy.  DFT calculations of vacancy 
formation energies of Pt/Ni (𝑉𝐹𝐸(𝑃𝑡/𝑁𝑖)) on Pt178Ni47 nanoparticles (Figure 4.1) agree 
with the predictions based on the cluster expansion with a mean absolute error of 126 meV 
per site (Table 4.5). 
 
Table 4.5. In vacuum, comparison between the DFT-calculated and cluster expansion-
predicted vacancy formation energies (VFE) for surface Pt/Ni atoms for Pt178Ni47 
nanoparticles generated by replacing all Mo atoms in Pt178Ni41Mo6 nanoparticles (Figure 
4.1) by Ni. We only calculated one individual site for each type defined in Figure 4.2. The 
mean absolute error is 126 meV per site. 
 
Pt178Ni47 nanoparticles  
(in vacuum) 
VFE(Ni) / eV VFE(Pt) / eV 
DFT cluster expansion DFT cluster expansion 
vertex 0.088 -0.001 0.033 0.0 
edge-1 0.691 0.561 0.809 0.587 
edge-2 0.576 0.418 0.650 0.449 
face-1 1.106 0.951 1.316 1.193 
face-2 0.903 0.732 1.049 0.889 




Table 4.6. In vacuum, comparison between the DFT-calculated and cluster expansion-
predicted vacancy formation energies (VFE) of surface Pt/Ni atoms for Pt178Ni41Mo6 
nanoparticles (Figure 4.1). I only calculated one individual site for each type defined in 
Figure 4.2. The mean absolute error is 143 meV per site. 
 
Pt178Ni41Mo6 nanoparticles  
(in vacuum) 
VFE(Ni) / eV VFE(Pt) / eV 
DFT cluster expansion DFT cluster expansion 
vertex 0.162 0.162 0.080 0.292 
edge-1 0.702 0.539 0.837 0.611 
edge-2 0.515 0.384 0.608 0.482 
face-1 1.046 0.943 1.239 1.195 
face-2 0.884 0.680 1.035 0.848 
face-3 0.522 0.631 0.536 0.746 
 
 
  I have used Monte Carlo simulations to calculate the average vacancy formation energy 
for each element at each surface site at a temperature of 443 K for Pt3Ni (Pt3398Ni1175) 
nanoparticles.  For all Pt/Ni surface sites, the predicted vacancy formation energy is 
positive, indicating that it is not thermodynamically favorable for Pt and Ni atoms in the 
nanoparticle to dissolve into a solution that is in equilibrium with elemental fcc Pt or Ni 
crystals (as shown in Figure 4.12(a) and (b)).  However it still might be favorable for Pt 
and/or Ni atoms to dissolve to form other compounds such as Pt-Ni alloys or Ni-oxides.   
In vacuum, both Pt and Ni atoms dissolve most readily from vertex sites followed by edge 
sites, and it is least favorable for them to dissolve from sites on the (111) facet.  In addition, 
my calculations indicate that the surface concentration of Ni is higher on edge and vertex 
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sites than on facet sites (Figure 4.13(a)).  This would indicate that the leaching of Ni from 
the surface likely starts from vertex/edge sites (or similarly low-coordinated sites), leading 
to more spherical-shaped nanoparticles. 
 
 
Figure 4.12. In vacuum at 443K, the average surface vacancy formation energies for (a) Ni 
and (b) Pt for Pt3Ni (Pt3398Ni1175) nanoparticles, and (c) Ni and (d) Pt for Mo-Pt3Ni 
(Pt3357Ni1143Mo73) nanoparticles. The redder the sphere, the larger the VFE (indicating a 
lower tendency to dissolve).  Red spheres represent  VEE=1.2 eV, and white spheres 






Figure 4.13. At 443K, the average Ni site occupancies in the surface layer of (a) Pt3Ni 
(Pt3398Ni1175) and (b) Mo-Pt3Ni (Pt3357Ni1143Mo73) nanoparticles in vacuum; and those of 
(c) Pt3Ni (Pt3398Ni1175) and (d) Mo-Pt3Ni (Pt3357Ni1143Mo73) nanoparticles in oxidizing 
conditions. Darker green spheres indicate higher Ni content, and white spheres represent 
zero Ni content.  Different color scales are used for vacuum and oxidizing conditions.  The 
minimum, maximum, and average values on each surface are provided in Table 4.7 below.    
 
Table 4.7. The minimum, maximum, and average values of the average Ni site occupancies 
on each surface site of Pt3Ni (Pt3398Ni1175) and Mo-Pt3Ni (Pt3357Ni1143Mo73) nanoparticles 





Ni site occupancy (%) 













minimum 2.05E-04 1.53E-03 0.02 0.04 
maximum 0.436 7.78E-02 13.04 1.11 




  In oxidizing conditions, I estimate the vacancy formation energy by applying an energetic 
correction that accounts for adsorbed OH on surface Pt/Ni atoms.  The correction, 
(*OH)G , is calculated as described in the Section 4.2. I apply this correction only to the 
particle that contains no vacancies, under the assumption that adsorbed OH does not 
stabilize the sub-surface atoms once a vacancy is formed.  Thus  
 
(oxidizing) (vacuum) (*OH)i iVFE VFE G  ,         (4.9) 
where  𝑉𝐹𝐸𝑖(vacuum)  is  𝑉𝐹𝐸𝑖  defined in Eq. (4.8). 
 
  In oxidizing conditions, I calculate a remarkable reversal (Figure 4.14): Vacancy 
formation energies on edge sites are larger than those on facet sites by an amount of ~400 
meV for Ni (Figure 4.14 (a)), and ~200 meV for Pt (Figure 4.14 (b)). These results are 
supported by DFT calculations on the prototypical 225-atom (Pt178Ni47) nanoparticle 
(Table 4.8). This indicates that edge sites of Pt3Ni octahedral nanoparticles can be more 
resistant to dissolution than facet sites because they are protected by an oxidized surface.  
This is consistent with my previous computational results54, which indicated that it is much 
more energetically favorable for oxygen to adsorb near edge sites than in the center of a 
facet, and with the experimental observation of a small signal for oxidized Pt in Ni-Pt and 
Mo-Ni-Pt nanoparticles.54, 148  My calculations indicate that the relative gain in edge site 
stability upon oxidation is more than enough to compensate for relative instability of edge 
sites due to their low coordination number (Figure 4.15).  This suggests another possible 
explanation for the concave octahedra observed by Cui et al.59  The formation of a 
protective oxide layer near the edge sites may lead to more rapid dissolution from the sites 
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near the center of the particle facets than edge sites. However, I note that even in oxidizing 
conditions the vacancy formation energies on vertex sites are smaller than those on facet 
sites by an amount of ~90 meV for Ni and ~ 300 meV for Pt, indicating that Pt/Ni atoms 
on vertex sites are the most vulnerable to dissolution (Figure 4.14).  These results suggest 
that there is a competition between dissolution from facet sites and dissolution from vertex 
sites that affects the shape evolution of Pt-Ni nanoparticles in oxidizing conditions. 
 
 
Figure 4.14. In oxidizing conditions at 443K, the average surface vacancy formation 
energies for (a) Ni and (b) Pt for Pt3Ni (Pt3398Ni1175) nanoparticles, and (c) Ni and (d) Pt 
for Mo-Pt3Ni (Pt3357Ni1143Mo73) nanoparticles. The redder the sphere, the larger the 
vacancy formation energy (lower tendency to dissolve).  Red spheres represent  VFE=1.7 





Figure 4.15. The DFT-calculated vacancy formation energies for Pt-OH on an edge-1 
(green) site and a face-1 (blue) site of the prototypical 225-atom nanoparticle, where the 
site types are as defined in Figure 4.2.  Average values over multiple sites of the same type 
are given in Table S6.   On the left are the free energies of particles with adsorbed OH, and 
on the right are the free energies of particles with vacancies (blue and green) and a clean 
Pt178Ni47 nanoparticle (black).  The values on the diagonal lines are the vacancy formation 
energies.  All values are with respect to clean Pt178Ni47, bulk Pt, and OH at 0.95V vs the 
RHE in aqueous solution.  The calculated free energies depend on this choice of reference 





Table 4.8. In oxidizing conditions, comparison between the DFT-calculated and cluster 
expansion-predicted vacancy formation energies (VFE) for surface Pt/Ni atoms for 
Pt178Ni47 nanoparticles (Figure 4.1). For each type defined in Figure 4.2, I calculated one 
individual atomic configuration for Ni, and three different atomic configurations for Pt 
(average values are listed). The mean absolute error is 114 meV / site. 
 
Pt178Ni47 nanoparticles  
(in oxidizing conditions) 
VFE(Ni) / eV VFE(Pt) / eV 
DFT cluster expansion DFT cluster expansion 
vertex 1.250 1.179 1.019 1.040 
edge-1 1.698 1.621 1.702 1.489 
edge-2 1.550 1.367 1.399 1.330 
face-1 1.430 1.306 1.517 1.449 
face-2 1.367 1.252 1.327 1.210 
face-3 1.135 1.096 0.913 1.004 
 
Table 4.9. In oxidizing conditions, comparison between the DFT-calculated and cluster 
expansion-predicted VFE of surface Pt/Ni atoms for Pt178Ni41Mo6 nanoparticles (Figure 
4.1). I calculated one individual site for each type (Figure 4.2). The mean absolute error is 
146 meV / site. 
 
Pt178Ni41Mo6 nanoparticles 
(in oxidizing conditions) 
VFE(Ni) / eV VFE(Pt) / eV 
DFT cluster expansion DFT cluster expansion 
vertex 1.342 1.343 1.187 1.326 
edge-1 1.749 1.599 1.710 1.445 
edge-2 1.545 1.333 1.417 1.242 
face-1 1.445 1.297 1.513 1.450 
face-2 1.418 1.200 1.344 1.215 





  The oxidation of the edges of the nanoparticle could explain another apparent discrepancy 
between my calculated results and experiments: the experimental observation of Pt-rich 
edges in Pt-Ni nanoparticles.  I have used the cluster expansion to calculate the average 
occupancy of individual sites at 443 K (Figure 4.16 and Figure 4.17). As with the extended 
surface92, for Pt3Ni (Pt3398Ni1175) nanoparticles (Figure 4.16), the outermost layer is 
predominantly Pt skin, with a disordered Ni-rich second layer and increasing order in 
subsequent layers.  In both vacuum and oxidizing conditions at 443 K, the vertex and edge 
sites in the second layer are much more likely to contain Ni than Pt atoms. To better 
compare with the results of Cui. et al.59, I have generated similar composition maps for 
PtNi1.5 (Pt1829Ni2744) nanoparticles (Figure 4.17).  The calculated composition maps (Figure 
4.16 and Figure 4.17) do not indicate that in thermodynamic equilibrium the edges of 






Figure 4.16. For the Pt3Ni (Pt3398Ni1175) nanoparticles, the predicted Pt/Ni average site 
occupancies of the (a) first, (b) second, (c) third, and (d) fourth layers in vacuum, and the 
(e) first, (f) second, (g) third, and (h) fourth layers in oxidizing conditions at 443 K as 
determined by Monte Carlo simulations. Blue spheres represent pure Pt, green represent 
pure Ni, and red represent pure Mo. Other colors represent fractional occupancies, as 
indicated by the color triangle on the right.  Small spheres represent the positions of atoms 






Figure 4.17. For the PtNi1.5 (Pt1829Ni2744) nanoparticles, the predicted Pt/Ni average site 
occupancies of the (a) first, (b) second, (c) third, and (d) fourth layers in vacuum, and the 
(e) first, (f) second, (g) third, and (h) fourth layers in oxidizing conditions at 443 K as 
determined by Monte Carlo simulations. Blue spheres represent pure Pt, green represent 
pure Ni, and red represent pure Mo. Other colors represent fractional occupancies, as 
indicated by the color triangle on the right.  Small spheres represent the positions of atoms 
in the outer layers. 
 
  This apparent discrepancy may be explained by considering that the model (in oxidizing 
conditions) used in this chapter captures the effects of an oxidizing environment on sub-
surface sites only indirectly, through the interaction of sub-surface sites with surface sites.  
However it is possible that a monolayer of oxygen (or a related species) on the surface 
directly drives the sub-surface segregation of Pt atoms towards the oxidized region of the 
surface.  To examine this hypothesis, I have run Monte Carlo simulations on an extended 
(111) surface using the cluster expansion constructed in Chapter 3 (Figure 3.14).  For these 
calculations, I constrained the outermost layer to have a pure Pt skin.   In the grand 
canonical ensemble, I found that as the oxygen coverage increases, the percent of Pt in the 
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second layer (and in the slab overall) also increases (Figure 3.14(a)). A similar result holds 
in the mix ensemble (Figure 3.14(b)), where Pt/Ni group is canonical ensemble under fixed 
Pt composition with 75% Pt, and Vacancy/O group is grand canonical ensemble.  This 
suggests that Pt atoms will likely segregate to the sub-surface sites beneath oxidized surface 
sites.  In Pt-Ni nanoparticles, oxidized edges could attract Pt atoms to sub-surface edge 
sites, accounting for the observation of Pt-rich edges in the particles.59-60 The combination 
of Pt-rich edges and a protective oxide layer on the edges could result in the more rapid 
dissolution of Ni from facet sites. A more advanced model, which explicitly include the 
structures with adsorption oxygen atoms into the training set, needs to be constructed to 









4.4 Effects of Mo doping 
 
4.4.1 DFT predicted surface segregation of Mo/Ni atoms 
  As shown in Figure 3.14, by fixing the outermost layer as Pt-skin, the adsorption of 
surface oxygen atoms will drive the inner-layer Pt atoms to the second layer, when I assume 
that the surface structure of Pt-Ni catalysts is thermodynamically trapped in the state of Pt-
skin. However, thermodynamically, the strong drive force of oxidizing adsorbates (e.g. 
*OH and *O) will drive Mo and Ni atoms to the surface, leading to surface segregation of 
Mo/Ni atoms.  
  To assess the energetics of surface segregation, DFT calculations were performed on both 
the ground-state 9-layer extended (111) slab with composition Pt27Ni7Mo2 (Figure 4.18) 
and the ground-state Pt178Ni41Mo6 nanoparticle (Figure 4.1). The Pt27Ni7Mo2 slab (Figure 
4.18) was identified by the cluster expansion built on the extended (111) surfaces in 
Chapter 3 as the ground-state structure at this composition, replacing two Ni atoms in the 
second layer with two Mo atoms. To prevent interaction between neighboring surfaces (and 
adsorbed molecules) in the periodic unit cell, a distance of 2.25 nm was provided between 
opposing surfaces. All calculations on slabs were done in a way to preserve the symmetry 
between the two slab surfaces. Although this Pt178Ni41Mo6 nanoparticle (Figure 4.1) is 
smaller than the experimentally-observed nanoparticles (4 – 20 nm), it retains key 
structural features and is small enough to be modeled using density functional theory. To 
evaluate the chemical effects of Mo doping independent of shape/size effects, the particle 
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was compared with an undoped particle with composition Pt178Ni47 generated by replacing 
the Mo atoms on sub-surface vertex sites with Ni atoms (Figure 4.1).  
 
 
Figure 4.18. The top five layers of the nine-layer Pt27Ni7Mo2 slab. Gray spheres represent 
Pt, blue represent Ni, and red represent Mo. The third and fourth layers are aligned so that 
the Ni atom is in the hollow site formed by three Pt atoms in the layer below it. The second 
layer is aligned so that the Mo atom falls in the hollow site formed by three Pt atoms in the 
third layer. The four bottom layers (not shown) are symmetrically equivalent to the four 
top layers. 
 
  For the clean slab in vacuum, Mo is more stable at a subsurface site than the lowest-energy 
surface site by 0.881 eV per Mo atom.  For the nanoparticle in vacuum, the subsurface site 
is favored over the lowest-energy neighboring surface site by 1.110 eV. The situation 
reverses in the presence of oxygen.  In the presence of adsorbed oxygen on the (111) surface 
(with ¼ monolayer coverage), there is a driving force of 1.559 eV per Mo atom for Mo to 
segregate to the surface, and the oxygen preferentially adsorbs atop the surface Mo atom. 
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For the Pt178Ni41Mo6 nanoparticle, similar results were found:  the most favorable site for 
Mo surface segregation in the presence of one single adsorbed oxygen atom for the 
Pt178Ni41Mo6 nanoparticle was determined by evaluating Mo segregation to each of the 
nearest face, vertex, and edge sites for each of the symmetrically distinct Mo atoms. In 
each case, the adsorbed oxygen atom was placed atop the surface Mo atom (Figure 4.19(a)), 
as my calculations indicate that this is the most favorable site for single oxygen adsorption. 
Among a single adsorbed oxygen placed atop the surface face, edge, and vertex sites 
(Figure 4.2), Mo preferentially segregates to a vertex site, and the driving force for this 
segregation is 1.533 eV.   
 
 
Figure 4.19. The relaxed structures used to calculate the stability of (a) one, (b) two, (c) 
and three oxygen atoms adsorbed on a Mo atom on the vertex of Pt178Ni41Mo6. Grey 
spheres represent Pt, green represent Mo, and red represent oxygen.  
 
  Furthermore, the Pt178Ni41Mo6 nanoparticle with a single Mo atom segregated to the 
energetically-preferred vertex site (Figure 4.19) was used to assess the stability of surface 
Mo-oxide species against reduction to H2O. The structures used in these calculations, 
consisting of one (Figure 4.19(a)), two (Figure 4.19(b)), and three oxygen atoms (Figure 
4.19(c)) adsorbed on the vertex Mo atom, are shown in Figure 4.19. The CHE model55 was 
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used to calculate stability, where the energies of H2O, H2, and the nanoparticle were 
calculated using DFT.  Zero-point energies were calculated in the harmonic approximation 
using DFT and the finite differences method. The slab with Mo segregated to the surface 
was used to estimate the zero point energy for O adsorbed atop a Mo atom, where the 
positions of the atoms in the slab were held fixed.  Gas-phase free energies for H2 and H2O 
were taken from reference 150.  Starting from 3*O, the adsorbed O was calculated to be 
stable against reduction to H2O down to potentials of 0.2 V (for the first atom removed; 
from 3*O to 2*O), 0.3 (for the second atom removed; from 2*O to *O), and -1.0 V (for the 
third atom removed; from *O to clean particle) versus the RHE.    
  Due to the relatively strong Mo‐Pt and Ni‐Pt nearest‐neighbor bonds, both Mo and Ni 
prefer to occupy similar sites with many Pt nearest neighbors. However in oxidizing 
conditions the energetic driving force for Mo segregation to the surface is much stronger 
than the driving force for Ni segregation. For the Pt27Ni7Mo2 slab with ¼ monolayer 
oxygen coverage, the calculated driving force for second‐layer Mo to migrate to the surface 
is 1.559 eV per atom, as opposed to 0.284 eV per atom for Ni. This suggests that in 
oxidizing conditions Mo atoms may “crowd out” Ni atoms on the particle surface, reducing 
the number of surface Ni atoms available for dissolution. All discussions in this subsection 
are based on DFT calculations on 9-layer slabs and 225-atom nanoparticle (with size of ~1 
nm), which is much smaller than the experimentally synthesized Pt-Ni octahedral 
nanoparticles (with size of about 4 – 20 nm54, 59-60, 63, 67-68). I will explicitly demonstrate the 
Mo doping effects on the structure and stability of Pt-Ni octahedral nanoparticles with a 





4.4.2 Stability enhancement due to Mo doping 
  To better understand the effects of Mo-doping on the highly improved durability and 
stability of Mo-doped Pt3Ni nanoparticles
54 (with size of ~4 nm) at the atomic scale, I have 
used a quaternary Mo-Ni-Pt-Vacancy cluster expansion to calculate the equilibrium atomic 
structures and stability against dissolution (in terms of surface vacancy formation energy) 
for Mo-Pt3Ni nanoparticles.   
  The composition profiles for the Mo-Pt3Ni (Pt3357Ni1143Mo73) nanoparticles as a function 
of temperature in both vacuum and oxidizing conditions are shown in Figure 4.20(a) and 
(b) for Pt and Figure 4.20(c) and (d) for Mo.  In vacuum, as shown in Figure 4.20(c). Mo 
prefers the second layer and all Mo atoms segregate to the second layer as the temperature 
approaches zero. Upon doping with Mo at 443 K, Ni shifts from the second layer to inner 
layers and Pt shifts from inner layers to the second layer, with the Ni composition in the 
second layer reduced from 55.7% to 48.8%, and Pt composition in the second layer 
enhanced from 44.3% to 45.4% (Table 4.3 and Table 4.4).  Accordingly, the Pt composition 
is reduced in all layers deeper than the second layer.  
  In oxidizing conditions, the structure is similar to the structure in vacuum. The main 
difference is that all Mo atoms are pulled from inner layers to the surface (Figure 4.20(d)) 
to form a Mo-oxide on the surface, consistent with the experimental observation of 
oxidized Mo atoms in Mo-Pt and Mo-Ni-Pt particles.54, 148 Compared to the undoped 
particle, the Pt composition in the second layer is enhanced from 45.4% to 47.4% (Table 
4.3).  This may partially explain the enhanced ORR activity in Mo-Pt3Ni nanoparticles, as 
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my results on extended surfaces indicate that a higher Pt composition in the second layer 
will likely lead to higher catalytic activity.92 
 
 
Figure 4.20. The cluster expansion predicted composition profile of Mo-Pt3Ni 
(Pt3357Ni1143Mo73) nanoparticles for (a) Pt and (c) Mo in vacuum, and (b) Pt and (d) Mo in 
oxidizing conditions. “Core layers” represent all layers deeper than the fifth layer. 
 
 
  For Mo-Pt3Ni nanoparticles, at 443 K, the average occupancies of individual sites in 
thermodynamic equilibrium predicted by cluster expansion in both vacuum and oxidizing 
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conditions are shown in Figure 4.21. In vacuum Mo prefers the second-layer vertex sites 
(with 100% Mo) and edge sites (with 1.2 % – 51.0 % Mo). In oxidizing conditions, Mo 
prefers vertex sites and edge sites in the outermost layer (Figure 4.21(e)), with 25% Mo on 
vertex sites, and 13.3 % – 48.8 % Mo on edge sites, which agrees with experimental 
observation of the existence of oxidized Mo.54, 148 
 
 
Figure 4.21. For the Mo-Pt3Ni (Pt3357Ni1143Mo73) nanoparticles, the predicted Pt/Ni/Mo 
average site occupancies of the (a) first, (b) second, (c) third, and (d) fourth layers in 
vacuum, and the (e) first, (f) second, (g) third, and (h) fourth layers in oxidizing conditions 
at 443K as determined by Monte Carlo simulations. Blue spheres represent pure Pt, green 
represent pure Ni, and red represent pure Mo. Other colors represent fractional occupancies, 
as indicated by the color triangle on the right.  Small spheres represent the positions of 
atoms in the outer layers. 
 
  In oxidizing conditions at 443 K, my Monte Carlo simulations predict that the existence 
of Mo-oxide in the outermost layer lowers the average Ni composition in the surface layer 
from 1.06% to 0.27% (a factor of ~4) (Figure 4.13(c) and (d)).  This effect is particularly 
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apparent on vertex, nearest-vertex facet, and edge sites. Ni average site occupancies are 
reduced from 4.412% to 0.118% (a factor of ~37) on vertex sites, reduced from 13.040% 
to 0.471% (a factor of ~28) on nearest-vertex facet sites, and reduced from 3.235% to 0.529% 
(by a factor of ~6) on edge sites. These results suggest that Mo atoms stabilize Pt3Ni 
nanoparticles in part by greatly reducing the amount of surface Ni atoms exposed to 
aqueous solution, especially on low-coordinated edge and vertex sites that may be 
particularly vulnerable to dissolution.  A similar result holds in vacuum. The existence of 
Mo in the second layer lowers the average composition of Ni in the surface layer for Pt3Ni 
nanoparticles from 0.0324% to 0.0185% (a factor of ~2) (Figure 4.13(a) and (b)).  The 
effect is more pronounced on vertex sites, where the Ni composition is reduced from 0.24% 
to 1.53E-3% (a factor of ~157). 
  For Pt3Ni nanoparticles without Mo doping in oxidizing conditions, my calculations 
indicate that both Pt and Ni atoms at vertex sites are most vulnerable to dissolution (Figure 
4.14(a) and (b)), which can lead to the loss of the octahedral shape.  On the other hand, for 
Mo-Pt3Ni nanoparticles, Pt and Ni atoms on facet sites become most vulnerable to 
dissolution from the surface (Figure 4.14(c) and (d)) because the formation of surface Mo 
oxide on vertex/edge sites (Figure 4.21(e)) provides additional stabilization to surface Pt/Ni 
atoms on vertex sites. Thus, the edges (including both vertex and edge sites) of Pt3Ni 
octahedral nanoparticles are further stabilized due to Mo doping, which agrees with the 
experimental observation of the highly retained octahedral shape.54 
  By directly subtracting vacancy formation energies (VFEs) of Pt3Ni nanoparticles (Figure 
4.14(a) and (b)) from those of Mo-Pt3Ni nanoparticles (Figure 4.14(c) and (d)), I have 
calculated the average surface vacancy formation energy change (Δ𝑉𝐹𝐸) due to Mo doping 
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(Figure 4.22). For both Ni and Pt, the largest increase in vacancy formation energies are on 
vertex sites: 255 meV for Ni, and 484 meV for Pt respectively. On edge sites, the 
enhancement of the vacancy formation energy for Pt is 108 meV to 304 meV (Figure 
4.22(b)). On the other hand, the vacancy formation energies for Ni on edge sites are reduced 
by 12 meV – 57 meV due to Mo doping (Figure 4.22(a)), but they are still higher than those 
on facet sites (Figure 4.14(c)) so that surface Ni atoms are still more energetically favorable 
to dissolve from facet sites than edges sites.  
 
 
Figure 4.22. In oxidizing conditions at 443 K, the average vacancy formation energy (VFE) 
change for Pt/Ni atoms (∆𝑉𝐹𝐸) due to doping Mo: (a) The change in vacancy formation 
energies for Ni (b) The change in vacancy formation energies for Pt. Here, red spheres 
represent ∆𝑉𝐹𝐸 > 0, which means that it becomes harder for Pt/Ni atoms to dissolve due 
to Mo doping; green spheres mean ∆𝑉𝐹𝐸 < 0 , meaning that it becomes easier for the 
atoms to dissolve. 
 
 
  Thus, my simulation results provide evidence to quantitatively explain the highly 
improved stability of Pt3Ni nanoparticles due to Mo doping. There are two mechanisms 
that are thought to lead to the loss of stability of Pt-Ni nanoparticles. One is the dissolution 
of surface Ni atoms,58-59  and the other one is the migration of Pt in the surface layer.60  For 
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the first mechanism, Mo doping protects against Ni dissolution by significantly reducing 
the Ni composition in the surface layer of Pt3Ni nanoparticles in oxidizing conditions 
(especially on vertex and edge sites).  Thus fewer Ni atoms will be exposed to aqueous 
solution, making the particles more resistant to Ni dissolution (Figure 4.13(c) and (d)).  In 
addition, vulnerable Ni atoms on vertex sites are protected against dissolution by the 
formation of a surface Mo-oxide.  For the second mechanism, recently Beermann et al. 
argued that the migration of Pt on the particle surface is mainly responsible for the 
octahedral shape loss for Pt/Ni nanoparticles.60 The cluster expansion predicts that Mo 
doping increases the vacancy formation energies for Pt and Ni on vertex sites of Pt3Ni 
nanoparticles by 250 ~ 500 meV in oxidizing conditions (Figure 4.14), due to the proximity 
of nearby oxidized Mo atoms. I expect a similar result to hold for other sites with similarly 
low coordination, suggesting that Mo stabilizes the surface atoms that are most likely to be 
mobile.  The combination of the reduction of surface Ni composition and the stabilization 
of sites with low coordination provides an explanation for why doping a small amounts of 







4.4.3 ORR activity enhancement due to Mo doping 
 
  As shown in section 4.4.2, doping a small amount of Mo (1.6 % molar) stabilizes the 
shape of octahedral nanoparticles and reduces the Ni composition in the surface layer, so 
as to prevent the degradation of Pt-Ni nanoparticles under cell operating conditions. Also, 
at 443K in oxidizing conditions I predict that in the second layer, Pt composition is 
enhanced from 45.4 % to 47.4 %, and Ni composition is reduced from 54.6 % to 52.6 %, 
which partially explains the highly improved ORR activity of Mo-Pt3Ni nanoparticles
54 
according to the results on extended surfaces from both the experimental work53 and 
computational work92  (demonstrated in Chapter 3 of this thesis). 
  Given the relationship between ORR activity and oxygen binding energy (∆𝐸𝑂) shown in 
the volcano plot (Figure 1.1), it may be more straightforward to investigate Mo doping 
effects on ORR activity in terms of predicting the change of oxygen binding energies on 
the surface of nanoparticles. Thus, I calculated the oxygen binding energies on all fcc and 
hcp hollow sites on the (111) facet of the 225-atom Pt178Ni41Mo6 and Pt178Ni47 
nanoparticles (Figure 4.1), as shown in Figure 4.23. In Figure 4.23(a), the oxygen binding 
energy on the Pt3Ni(111) surface was calculated at ¼ coverage using the ground-state 9-
layer Pt27Ni9 slab predicted by the cluster expansion in Chapter 3 (Figure 3.7(b)). Binding 
energies were evaluated on all symmetrically distinct fcc and hcp sites at ¼ monolayer 
coverage, and the lowest binding energy (strongest binding), which was found on an fcc 
site,  was used in Figure 4.23. For the Pt(111) surface, the oxygen binding energy was 
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calculated on the fcc site of a 9-layer slab at ¼ monolayer coverage.  
 
 
Figure 4.23. DFT calculations results. (a) The calculated binding energies for a single 
oxygen atom on all fcc and hcp sites on the (111) facet of the Pt178Ni41Mo6 nanoparticle 
(Figure 4.1), relative to the lowest binding energy. Grey spheres represent Pt and colored 
spheres represent oxygen sites. Three binding energies are provided for reference:  the 
calculated binding energy on the fcc site of a pure Pt (111) surface, the binding energy 
corresponding to the peak of the Sabatier volcano57, and the binding energy on a Pt3Ni(111) 
surface. (b) The change in binding energies when a Pt178Ni47 nanoparticle is transformed 
to a Pt178Ni41Mo6 nanoparticle by the substitution of Mo on its energetically favored sites 
in the second layer below the vertices. 
 
  Although the exact mechanisms by which the surface-Mo-doped Pt3Ni octahedral 
nanoparticles shows exceptional catalytic performance demand more detailed studies, local 
changes in oxygen binding energies provide a possible explanation for some of the 
observed increase in specific activity.54 A Sabatier volcano of ORR catalysts predicts that 
ORR activity will be maximized when the oxygen binding energy is ~0.2 eV  less than the 
binding energy on Pt(111).57 As shown in Figure 4.23(a), my calculations on the 
Pt178Ni41Mo6 nanoparticle (Figure 4.1) indicate that sites near the particle edge bind 
oxygenated species too strongly, such as in Pt(111), and sites near the facets of the particles 
bind oxygenated species too weakly, such as in Pt3Ni(111). However, compared with the 
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undoped nanoparticle (Pt178Ni47), the oxygen binding energies in the doped nanoparticle 
(Pt178Ni41Mo6) near the Mo atoms are decreased by up to 154 meV, and binding energies 
on sites closer to the center of the (111) facet are increased by up to 102meV (Figure 
4.23(b)). Thus, if Mo migrates to the thermodynamically favored sites near the particle 
edges, it may shift the oxygen binding energies on these sites closer to the peak of the 
volcano plot. Similarly, Mo doping may increase the oxygen binding energies on sites 
closer to the center of the (111) facet that bind oxygen too weakly. In total, the oxygen 
binding energies on the surface sites are push to the peak position of volcano plot. As a 
result of these shifts, some sites may become highly active for catalysis so that the average 
current of ORR on the surface, defined in Chapter 3 (Eq. (3.20) and Eq. (3.21)), will be 
highly enhanced.  
  The DFT-calculated oxygen binding energies in Figure 4.23 were on nanoparticles with a 
Pt-skin surface, on which both DFT calculations and cluster expansion predictions show 
that Mo prefers vertex/edge sites in the second layer in vacuum.  However, the ORR 
happens under cell operating conditions (oxidizing conditions) where all Mo atoms prefer 
vertex/edge sites in the outermost layer (Figure 4.21). I do admit that there is an apparent 
discrepancy here. Given the oxygen binding energies on Pt3Ni extended surfaces (Table 
3.5) are weaker than the peak of volcano plot, I propose that segregated Mo atoms on the 
surface of nanoparticles in oxidizing conditions improve the ORR activity not only by 
enhancing the Pt composition in the second layer (Table 4.3 and Table 4.4), but also by 
pushing the oxygen binding energies closer to the peak of volcano plot from the right hand 
side, leading to high ORR activity. A more detailed cluster expansion that can predict the 
oxygen binding energies on the surface of an octahedral nanoparticle as a function of local 
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atomic order and oxygen coverage needs to be built to further investigate this proposed 





4.5 Summary and discussion 
   
  In this chapter, I have used a DFT-based quaternary (Pt/Ni/Mo/Vacancy) cluster 
expansion to investigate the structure-property relationships for Mo-doped Pt-Ni alloy 
nanoparticles as a function of size, shape, composition, and internal atomic order.  To 
mimic the electro-chemical environment under cell operating conditions, I extended the 
cluster expansion model to oxidizing conditions by applying correction terms accounting 
for the possible presence of oxygenated adsorbates (*O and *OH) on the surface of 
nanoparticles.  Although this approach provides only an approximate model of the effects 
of an oxidizing environment, it enables us to investigate the stability of Pt-Ni nanoparticles 
under an applied potential of 0.95 V where the ORR activity is experimentally measured.54, 
58, 61, 146-147 
  The key findings of cluster expansion built on Pt-Ni and Pt-Ni-Mo nanoparticles are 
summarized as follows.54, 93   
  In vacuum, the shape of Pt3Ni and Mo-doped Pt3Ni nanoparticles is predicted to be 
octahedron (Figure 4.1) after annealing from 1500 K to 0 K by simultaneously optimizing 
the shape and internal atomic order under canonical ensemble with compositions of 
Pt178Ni41Mo6. The size effect is also investigated: as the size of slightly truncated octahedral 
Pt3Ni nanoparticles increases, the composition profile (layer by layer) converges at a size 
of around 4 nm, which is nearly the size of experimentally-prepared Pt-Ni particles.54  
  For Pt3Ni nanoparticles in vacuum a Pt-skin structure is identified at low temperatures, 
and my calculations indicate that Pt and Ni atoms on the edge and vertex sites on the 
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particle surface are most vulnerable to dissolution (Figure 4.12(a) and (b)).  My results of 
tendency to dissolution in vacuum are inconsistent with the experimental observation of 
preferential Ni dissolution from Ni-rich facets, and I propose that the discrepancy may be 
explained by the effects of oxidizing adsorbates on the particle surface (especially on the 
edges).  I predict that the presence of such adsorbates stabilizes the edges of the particle, 
making edge sites more resistant to dissolution than facet sites (Figure 4.14(a) and (b)).  I 
further proposed that the oxidation of the edges of the particle may drive sub-surface 
segregation of Pt atoms to the particle edges, explaining the observation of Pt-rich edges 
in Pt-Ni nanoparticles.59-60  This effect is supported by calculations on extended Pt-Ni (111) 
surfaces (Figure 3.14), but it would not be modeled well on a nanoparticle by applying the 
simple correction terms for *O and *OH used in this chapter, as these terms do not directly 
capture the interaction between adsorbates and sub-surface metal atoms.  A more detailed 
cluster expansion model, which explicit includes the adsorbates (*O or *OH) on the surface 
of nanoparticles, needs to be built to further investigate this hypothesis. 
  My predictions for Pt3Ni nanoparticles also shown that Ni compositions in the outermost 
layer are enhanced by a factor of ~33 (especially on vertex and edge sites) because the 
existence of adsorbed oxygen atoms (*O) and hydroxyl groups (*OH) on the surface pull 
out Ni atom in the inner layers to the outermost layer (Figure 4.13(a) and (c)). I believe the 
enhanced Ni compositions on the surface and the relatively high tendency to dissolution 
on facet and vertex sites are the reasons of the loss of durability and catalytic activity of 
Pt3Ni nanoparticles after a particular number (several thousands) of potential cycles using 
the accelerated durability test (ADT).54 
  For Mo-doped Pt3Ni nanoparticles, I found that Mo atoms in the inner layers (preferring 
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vertex and edge sites) in vacuum are pulled to the surface layer on vertex and edge sites 
and oxidized in oxidizing conditions. Doping a small amount of Mo (1.6% molar) on an 
octahedral nanoparticle with edge length of about 4 nm reduces the surface Ni composition 
by a factor of approximately 4, with the greatest reduction occurring on vertex and edge 
sites (Figure 4.13(c) and (d)).   The Pt composition in the second layer increases slightly 
upon Mo doping, which might contribute to improved catalytic activity since calculations 
indicate that greater Pt composition in the second layer will push the oxygen adsorption 
energy closer towards the peak of volcano plot.92  Moreover, the vacancy formation 
energies of Pt/Ni atoms on vertex sites are further enhanced by an amount of 250 ~ 500 
meV (Figure 4.14), due to the proximity of nearby oxidized Mo atoms. I expect a similar 
result to hold for other sites with similarly low coordination, suggesting that Mo stabilizes 
the surface atoms that are most likely to be mobile.  The combination of the reduction of 
equilibrium surface Ni composition and the stabilization of sites with low coordination 
provides an explanation for why doping a small amounts of Mo atoms (1.6% in molar)54 
can greatly stabilize the shape and composition of octahedral Pt3Ni nanoparticles. 
Moreover, according to the DFT calculations of oxygen binding energies on the surface of 
ground state 225-atom nanoparticles (in vacuum; as shown in Figure 4.23), due to Mo 
doping, the oxygen binding energies on the surface are push forward to be closer to the 
peak position of volcano plot (Figure 3.15) as to the enhance the average current density 
of ORR over all the possible binding sites. All of these findings support the highly 






Chapter 5  
 




5.1 Introduction of Cu catalysts for CO2/CO reduction  
 
  Copper (Cu) is a promising electrocatalyst for converting CO2 and H2O into synthetic 
fuels and chemical products. Various nanostructured forms of Cu catalysts synthesized by 
tailoring the surface morphology, including cuprite-derived electrodes,80 nanoparticles,83 
and nanowires,84 were recently reported to be capable of reducing CO2 into CO, and then 
further reducing CO into ethanol, both at very low overpotentials (<0.5 V). The active sites 
of these nanostructures are believed to be correlated with the twin grain boundaries 
enriched in these high-surface-area catalysts,79, 157-158 but detailed surface structures 
accounting for the catalytic enhancements still remain elusive. Early studies on single 
crystal extended surfaces show that the product distribution of CO2/CO reduction is 
structure-sensitive, with CH4 being favorable on Cu(111) and C2H4 on Cu(100).
82, 87, 159 
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These work were however performed at very large overpotentials (>1.0 V), which may not 
be able to explain the low-overpotentials and selective pathways enabled by the 
nanostructured catalysts. In 2015, in the work of Raciti et al.84, who are my collaborators, 
Cu nanowires synthesized from CuO through electrochemical reduction (denoted as ECR) 
were reported to have low overpotentials (~0.3 V) for CO2 reduction towards CO(g).  
  As a follow-up investigation, the same experimental group studied Cu nanowires for 
electrochemical CO reduction and improved catalytic activity and selectivity by tailoring 
their nanocrystalline and surface structures.85 Three types of Cu nanowires with different 
surface structures were synthesized and investigated: ECR nanowires, nanowires obtained 
from reduction CuO in forming gas at 150 oC (denoted as HR-150) and at 300 oC (denoted 
as HR-300). ECR and HR-150 nanowires were found to have and high selectivity of CO 
reduction to C2 products at very low potentials (-0.2 – -0.4 V).  But HR-300 nanowires 
have low activities for CO reduction. Moreover, the experimental temperature-programed 
CO desorption (CO-TPD)85 and electrochemical studies of OH adsorption (OHad)
85 
measurement have been used to characterize the surface structures of ECR and HR Cu 
nanowires. ECR and HR-150 nanowires were found to have relatively higher fractions of 
coordinately unsaturated Cu(110) facet than HR-300, which is considered to be responsible 
for the low overpotentials and selective reduction of CO toward oxygenated C2 products 
on the Cu nanowires by the experimental group. 
  To explain the experimentally observed low overpotentials and high selectivity of HR-
150 and ECR nanowires, I have constructed free energy diagrams of possible pathways of 
CO reduction to C2 products based on density functional theory (DFT) calculations on four 
different Cu facets: Cu(211), Cu(110), Cu(100) and Cu(111), because experimental data85 
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indicates that these facets are the most prevalent facets on the synthesized Cu nanowire. I 
have used the RPBE102-103 exchange-correlation functional with the D3160 van der Waals 
contribution in my calculations, as this approach has been shown to result in accurate 
calculated properties for water and small organic molecules on metal surfaces,161-164 and it 
correctly predicts the relative strengths of OH and CO adsorption on the four facets 
considered here (details are provided in 5.2 Section).   To treat the effects of the aqueous 
solvent on adsorption energies, I have used the VASPsol implicit solvation method.165-166  





5.2 DFT calculations and free energy calculations 
 
5.2.1 Details of DFT calculations 
  Electronic structure calculations were performed to find the lowest free-energy pathways 
for CO reduction to C2 products. All density functional theory (DFT)
14 calculations were 
performed with the Vienna Ab initio Simulation Package (VASP)15-16, in which the Kohn-
Sham equations are solved by self-consistent algorithms. The C_GW_new, Cu_pv_GW, 
H_GW, and O_GW PBE projector-augmented wave (PAW)101 potentials provided with 
VASP were used to improve the calculation efficiency, and VASP was run with high 
precision. The revised Perdew-Burke-Ernzerhof (RPBE)102-103 exchange-correlation 
functional was used for all DFT-calculations unless otherwise noted. Van der Waals 
interactions were accounted for by using the DFT-D3 method160 (which I will refer to as 
RPBE-D3). The calculations without inclusion of van der Waals interactions are referred 
as RPBE calculations. Spin polarization was taken into account in the calculations and the 
Methfessel–Paxton method104 of order 2 was employed to determine electron occupancies 
with a smearing parameter of 0.2 eV. The convergence criteria for the electronic self-
consistent iteration and the ionic relaxation loop were set to be 10-4 eV and 10-3 eV, 
respectively. To treat the effects of the aqueous solvent on adsorption energies, I have used 
the VASPsol implicit solvation method.165-166 
  The Brillouin zone was sampled using grids generated by the k-point grid server167 with 
a minimum distance of 46.5 Å between real-space lattice points.  The shift vectors were 
１４５
 
automatically chosen to minimize the number of irreducible k-points, and the grids were 
automatically optimized for slab calculations. For all four surface slabs representing 
different Cu facets, the lattice constant was fixed to the calculated lattice constant for a 
relaxed bulk Cu fcc crystal (3.65 Å). On the fcc(111) surface, calculations were performed 
on a 3×3 periodic unit cell with a 4-layer slab and 15 Å of vacuum. The fcc(100) facet used 
a 3×3 periodic unit cell with a 4-layer slab and 16 Å of vacuum. Also, the fcc(110) facet 
used a 3×3 periodic unit cell with a 3-layer slab and 16 Å of vacuum. Moreover, the fcc(211) 
facet used a 4×3 periodic unit cell with a 4-layer slab and 16 Å of vacuum. The unit cells 
for clean slabs of these four Cu facets: Cu(111), Cu(100),Cu(110) and Cu(211) are as 
shown in Figure 5.1. For the calculations of binding energies of adsorbates, during structure 
optimization, the 2 bottom layers were fixed at the optimized bulk positions to mimic the 
bulk crystal structure beneath the surface, while the adsorbates and the topmost layers were 
allowed to relax in all directions. For the calculations of free energies of different facets, 
all atoms are allowed to fully relax. I have tested for the convergence with respect to slab 
thickness in terms of surface energies of clean slabs and *CO adsorption energies on all 
four fcc(111), fcc(100), fcc(110) and fcc(211) facets. The convergence criteria for surface 





Figure 5.1. Unit cells for clean slabs of these four Cu facets: Cu(111), Cu(100),Cu(110) 
and Cu(211). Golden spheres represent the Cu atoms. 
 
 
5.2.2 Computational hydrogen electrode (CHE) model 
  In the computational hydrogen electrode (CHE) model55, at 0 V versus RHE, the chemical 
potential of a proton-electron pair, (H ) (e )    is equal to half of the chemical potential 




  at 101,325 Pa, at all pH values, and at all 
temperatures. Thus, the chemical potential of the proton-electron pair can be adjusted as a 
function of applied potential by the standard relation between chemical and electrical 
potential,  ∆𝜇 = −𝑒𝑈. Thus, the total value of  (H ) (e )    as a function of applied 
potential at all temperature, and pH values can be expressed as follows: 
2
1
(H ) (e ) (H (g)) eU
2
      .            (5.1) 
  The free energy change for each intermediate step that involves an electron transfer will 
be a function of the applied electrical potential (U). As the electrical potential is lowered 
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to more negative in the CHE model, the free energies of the adsorbates with n pairs of 
electron-proton transfer referenced to CO(g) will decrease by neU. The entire reduction 
pathway will become exergonic (downhill in the free energy diagram from left to right) 
when the applied potential is sufficiently low. The potential at which the pathway first 
becomes exergonic is the calculated lower bound for the onset potential of the pathway.  
 
 
5.2.3 Free energy calculations 
  I calculated the free energy change of the CO reduction intermediates at zero potential 
(U=0) as,  
 
( 0) dDFT PG U E ZPE T S C T        ,         (5.2) 
where DFTE is the electronic energy for the intermediate step of the CO reduction directly 
obtained from DFT calculations, ZPE   is the difference in zero point energies 
corresponding to the certain reaction, PC   is the difference in constant-pressure heat 
capacities,  ∆𝑆  is the change in entropy, and T is the temperature (I choose291.65K, to be 
consistent with the work of Peterson et al.55). Values for the last three terms in Eq. (5.2) are 
are listed in Table 5.1 and Table 5.2 below. 
  At an applied potential U, the total change in free energy is calculated by 
 
( ) dDFT PG U E ZPE T S C T eU        .          (5.3) 




Table 5.1. Zero point energies corrections ( 𝑍𝑃𝐸𝑠 ), enthalpic temperature corrections 
(∫ 𝐶𝑝𝑑𝑇), and entropy contributions (TS) for adsorbed species in this chapter. Here, the 
data for *H, *CO, *CHO, and *COH are from the work of Peterson et al.168 The data for 








*H 0.16 0.007 0.005 
*CO 0.192 0.153 0.076 
*CHO 0.444 0.184 0.086 
*COH 0.451 0.11 0.068 
*OCHCHO* 1.03 0.22 0.12 
*COCHO 0.68 0.25 0.12 
*COCOH 0.70 0.24 0.12 
 
Table 5.2. Zero point energies corrections ( 𝑍𝑃𝐸𝑠 ), enthalpic temperature corrections 
(∫ 𝐶𝑝𝑑𝑇), and entropy contributions (TS) for  non-adsorbed species used in this chapter are 
from the work of Peterson et al.168, and the data for C2H2 and C2H6 are from the work of 








CO2 0.31 0.65 0.10 
CO 0.14 0.61 0.09 
H2 0.27 0.42 0.09 
H2O 0.58 0.65 0.10 
CH4 1.20 0.60 0.10 
C2H2 0.72 0.62 0.10 
C2H4 1.36 0.71 0.11 
C2H6 1.98 0.71 0.11 
H2(ref) 0.27 0.39 0.09 
 
 
5.2.3.1 Free energies of adsorbates 
  The electronic energies of all intermediate states reported in this chapter are calculated 
using the lowest-energy bonding sites and optimized geometries for *CO, 2*CO, *CHO, 
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*COH, *CO+*CHO, 2*CHO, *OCHCHO*, *COCHO, and *COCOH. DFTE   for 
adsorbates are calculated as the electronic energy of the state minus the electronic energy 
of corresponding clean slab (Cu(211), Cu(110), Cu(100) and Cu(111)), with C atoms 
referenced to graphene, H atoms to 1/2 H2, and O atoms to (H2O-H2). Here is an example 
for *CO, 
2 2(*CO) (*CO) E (*) E(C(graphene)) E(H O) (H )DFT DFT DFTE E E      ,                     (5.4) 
where 2 2(O) (H O) (H )E E E  .  
 
5.2.3.2 Gas-phase corrections for CO2(g) and CO(g) 
  In the work of Blaylock et al.169, the gas-phase thermodynamic reaction energies 
calculated using RPBE functional were particularly inconsistent with experimental 
reference values. In this chapter, the CO reduction involves gas-phase molecules of CO, 
H2, and H2O, and the initial state of free energy diagrams is the free energy of CO(g). Thus 
I evaluated whether it was necessary to apply a gas-phase free-energy correction to my 
DFT calculations by comparing calculated and experimental gas-phase reaction enthalpies 
at 25 oC and 101325 Pa, using the same method in reference 168. The reactions I chose are 
listed in Table 5.3. As shown in Table 5.4, the average and standard deviation of reaction 
enthalpy errors (∆𝐻) for RPBE gas-phase values in reactions containing CO(g) are -0.04 
eV and 0.02 eV, respectively, which are relatively small. In reactions containing CO2(g), 
the average and standard deviation of  ∆𝐻 are 0.32 eV (larger than 0.2 eV, which is 
consistent with the value in reference 168) and 0.02 eV. Thus, I decided not to apply any 
gas-phase free energy correction to CO(g), and apply gas-phase free energy correction to 




Table 5.3. Reactions analyzed for gas-phase  𝛥𝐻 comparison (at 25 oC and 101325 Pa). 
 






2 2 4 24H CO CH H O    
1 
2 2 2 6 27 / 2 1/ 2 2H CO C H H O    
2 
2 2 2 4 23 1/ 2 2H CO C H H O    
3 




2 4 23H CO CH H O    
5 
2 2 6 25 / 2 1/ 2H CO C H H O    
6 
2 2 4 22 1/ 2H CO C H H O    
7 
2 2 2 23/ 2 1/ 2H CO C H H O    
 
Table 5.4. Reaction enthalpies (eV) of reactions (for RPBE gas-phase values) listed Table 
5.3, are compared with the experimental reference values 𝛥𝐻𝑟𝑒𝑓, which are from NIST.
170 
 
Reaction # Reactions 
containing 
Δ𝐻𝑟𝑒𝑓/eV  Δ𝐻/eV   Error  




-1.71 -1.40 0.31 
1 -1.37 -1.04 0.33 
2 -0.66 -0.35 0.31 




-2.14 -2.20 -0.06 
5 -1.8 -1.84 -0.04 
6 -1.09 -1.14 -0.05 
7 -0.19 -0.20 -0.01 
 Average of errors for reactions containing CO2(g) 0.32 
 Standard deviation of errors for reactions 
containing CO2(g) 
0.02 
 Average of errors for reactions containing CO(g) -0.04 







5.2.4 Comparison of RPBE, RPBE-D3, and optB86b 
 
5.2.4.1 Trend of binding energies for both CO and OH on Cu facets 
    To evaluate the ability of different exchange-correlation functionals to accurately model 
adsorption energies I have calculated OH and CO binding energies using both RPBE and 
RPBE-D3.  I have also evaluated the optB86b-vdW functional171-173 (which I will refer to 
as optB86b) as a potential alternative to RPBE-D3. The experimental order of *OH binding 
strength is Cu(211) > Cu(100) > Cu(110) > Cu(111), and the experimental order of *CO 
binding strength is Cu(211) > Cu(110) > Cu(100) > Cu(111).85, 174-175  As shown in Table 
5.5 and Table 5.6, among the RPBE, RPBE-D3, and optB86b methods, RPBE-D3 is the 
only functional I tested that gets the order of adsorbate binding energies on Cu surfaces in 
agreement with experiments for both CO and OH.  RPBE is in agreement with experiments 
for CO but not OH; optB86b method is in agreement with experiments for OH but not CO. 
 
Table 5.5. OH binding energies in solvation using three different DFT approaches, RPBE, 
RPBE-D3, and optB86b, compared with the experimental order of OHad (Cu(211) > 
Cu(100) > Cu(110) > Cu(111)).85 The effects of the aqueous solvent on adsorption energies 
were treated via the VASPsol implicit solvation model.165-166 
 
 OH binding energy in solvation relative to Cu(111) ( kJ/mol) 
Cu(211) Cu(110) Cu(100) Cu(111) 
RPBE 38.7 15.5 11.0 0 
RPBE-D3 32.9 14.3 16.3 0 




Table 5.6. CO binding energies in gas phase using three different DFT approaches, RPBE, 
RPBE-D3, and optB86b, compared with the order of experimental CO TPD data (Cu(211) > 
Cu(110) > Cu(100) > Cu(111)).85 
 
 CO binding energy in gas phase ( kJ/mol) 
Cu(211) Cu(110) Cu(100) Cu(111) 
RPBE 69.9 63.2 57.7 50.9 
RPBE-D3 96.1 95.0 91.4 75.4 
optB86b 99.1 95.3 93.1 94.4 
experimental 
CO TPD85 
71.4 62.9 56.1 49.1 
 
  Moreover, I note that RPBE-D3 likely overestimates the free energy change from *CO to 
*CHO, as it is known to anomalously overbind CO.161, 176  On the other hand, RPBE 
without the van der Waals correction calculates CO adsorption energies that are close to 
experimental values.114, 177  Using RPBE, I calculate CO adsorption energies of 70, 63, 58, 
and 51 kJ / mol on the (211), (110), (100), and (111) facets respectively (Table 5.6 and 
Figure 5.2(a)), which are in excellent agreement with the experimental energies of  71, 63, 
56, and 49 kJ / mol on the (211), (110), (100) and (111)  derived from the CO TPD data on 
HR-150 nanowires.85 The data in Table 5.7 suggests that the RPBE-D3 free energies for 
*CO are about 0.3 eV too low. Thus, for the free energy diagrams I draw in this chapter, to 
correct for this error of *CO, I have used plain RPBE to calculated the adsorption energies 
of *CO and 2*CO, used an average of the RPBE and RPBE-D3 values to calculate the 






Figure 5.2. The DFT-calculated (a) CO binding energies on four different Cu facets using 
RPBE, and (b) surface energies of four different Cu facets using PBEsol178 functional 
(details in 5.2.5 Section). 
 
 
5.2.4.2 Comparison of free energies between RPBE and RPBE-D3 
Table 5.7. Comparison of free energies for *CO, *CHO, *COH and *COCHO on four 
different facets, which are referenced to clean slab, with C atoms referenced to graphene, 













(211) -0.24 -0.51 1.17 0.65 0.57 0.22 0.88 0.31 
(110) -0.19 -0.49 1.34 0.97 0.59 0.08 0.74 -0.03 
(100) -0.12 -0.46 0.77 0.24 0.76 0.28 0.90 0.14 





5.2.5 Surface energies for Cu and CuO crystals 
 
  The surface energies of the different Cu and CuO facets were performed using spin-
polarized DFT calculations with the PBEsol179 exchange correlation functional. The 
PBEsol exchange-correlation functional has been shown to give more accurate results for 
surface energies for different metals than RPBE177, 180 including of Cu.181 To correct for the 
tendency of DFT to over-delocalize the electrons in transition-metal oxides such as CuO, 
we have used the DFT+U method as developed by Dudarev et al.182 with a Ueff = U – J 
value of 6.52 eV183 for CuO surfaces.  All CuO slabs and Cu slabs are (1x1) primitive cells 
with thicknesses of greater than 15 Angstroms. The vacuum layers in between are also 
greater than 15 Angstroms thick. 
  The surface energy of a facet is defined in Eq. (3.1). The calculated surface energies for 
different Cu and CuO facets are listed in Table 5.8 and Table 5.9. 
 
Table 5.8. DFT-calculated surface energies for various Cu facets. 
 
 Facet Surface energy  (meV/Å
2) Surface energy (J/m2) 
Cu (1 0 0) 94.85 1.518 
Cu (1 1 0) 100.35 1.606 
Cu (1 1 1) 84.58 1.353 






Table 5.9. DFT-calculated surface energies for various CuO facets. Here, * stands for 
oxygen terminated surfaces. This table was created based on the calculations from my 






















(Mishra et al.184) 
(J/m2) 
CuO *(0 1 0)  
 
Cu (100) 
90.21 1.44 1.35 
CuO (0 0 1) 106.71 1.71 - 
CuO *(1 0 0) 110.87 1.77 1.68 
CuO (1 0 0) 112.53 1.80 1.83 




64.58 1.03 0.94 
CuO (0 1 -1) 64.25 1.03 - 
CuO (1 0 1) 71.64 1.15 1.17 
CuO (1 0 -1) 76.81 1.23 - 
CuO (1 1 0) 85.70 1.37 1.37 
CuO (-1 1 0) 91.96 1.47 - 
CuO (1 1 1)  
 
Cu (111) 
50.84 0.81 0.75 
CuO (1 -1 -1) 62.63 1.00 0.89 
CuO (1 1 -1) 66.94 1.07 - 
CuO (1 -1 1) 82.17 1.31 - 
CuO (1 1 2)  
Cu (211) 
91.25 1.46 - 
CuO (1 2 1) 93.71 1.50 - 





5.3 Free energy diagrams of CO2/CO reduction 
 
  I consider two steps for the reduction of CO2/CO on each of these surfaces. In the first 
step, CO2(g)/CO(g) reduce to C1 products. In the second step, CO(g) reduces to C2 products. 
For the reduction of CO on each of these facets (Cu(211), Cu(110), Cu(100) and Cu(111), 
three possible paths are considered.  The first two paths start with the protonation of 
adsorbed CO (denoted *CO) to form either *COH or *CHO.88, 185-186 The third path 
involves the direct coupling of CO molecules to form an OCCOδ- dimer as an intermediate 
species.86   This mechanism has been proposed to explain the observation that on the 
Cu(100) surface C2 products are formed at low overpotentials (versus RHE) without the 
formation of C1 products.
82, 87  The CO dimer is believed to become negatively charged 
prior to a proton transfer, which would explain the observed pH-dependence of the 
overpotential on the Cu(100) facet versus the RHE.   
  To model these mechanisms, I have used the computational hydrogen electrode (CHE)55 
approach (details are provided in Section 5.2), which the free energy of (H+ + e-) is 
calculated using the fact that (H+ + e-) is in equilibrium with (1/2)H2(g) at zero potential 
versus RHE.  The calculated onset potential is the smallest applied potential (in absolute 
value) at which all reaction steps become exergonic.  The onset potentials I calculate are 
estimates of the lower bounds of the true onset potentials, as I do not include intermediate 
states for which the uncertainty in the free energy is high.  Specifically, I do not calculate 
the free energies of the unstable transition states between intermediates, as these depend 
１５７
 
on the exact path of the transition and the molecular structure of the solvent, which I have 
not investigated here.  However such kinetic effects may be important, for example, in 
differentiating the *CHO and *COH pathways in aqueous solution if the free energies of 
*CHO and *COH are similar.185, 187 In addition, I do not calculate the free energy of the 
changed *OCCOδ- intermediate in the CO-CO coupling mechanism, which depends on 
both the pH and the applied potential.  Accurately calculating the free energy of this 
intermediate using DFT is challenging; different approaches for calculating the free energy 
for the transition from 2*CO to *OCCOδ-, involving different treatments of solvent and the 
applied potential, produce values that differ by more than 1 eV.91, 188 
 
 
5.3.1 Free energy diagrams for CO2/CO reduction to C1 products 
  As reported in the work of Daciti et al.84, for electrochemical reduced Cu nanowires (ECR 
nanowires), CO(g) is the dominate product of CO2(g) reduction at low potentials (-0.2 V – 
-0.5 V). The overpotential is as low as 0.3 V when the product of CO2 reduction has 60% 
of CO(g).84 The reaction pathway of CO2(g) reduction to CO(g) is expressed as: 
 
2CO (g) *COOH *CO CO(g).             (5.5) 
 
The corresponding free energy diagrams for Eq. (5.5) are shown in Figure 5.3. The 
calculated onset potentials for CO2(g) to CO(g) is -0.34, -0.26, -0.58, and -0.75 V on the 
(211), (110), (100), and (111) facets, respectively. The Cu(110) has the lowest 
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computational onset potential (-0.26 V), whose absolute value is closest to the experimental 
overpotential (0.3 V).84 Thus I believe Cu(110) facet is responsible for the low observed 
overpotentials for CO2(g) reduction to CO(g) for ECR nanowires.  
 
 
Figure 5.3. Free energy diagrams of CO2 reduction to CO(g) on four Cu facets, Cu(211), 
Cu(110), Cu(100) and Cu(111), at an applied potential of zero, with the corresponding 
onset potentials of -0.34 V, -0.26 V, -0.58 V and -0.75 V, respectively. Here, I use the RPBE 
adsorption energies for *CO, and the RPBE-D3 adsorption energies for *COOH. 
 
 
  Further reduction of CO(g) is necessary to convert CO2 into synthetic fuels and chemical 
products. For CO(g) reduction to C1 products, the key step is the protonation of adsorbed 
CO (denoted *CO) to form either *COH or *CHO, as expressed as follow. 
 




My calculations (Table 5.7) show that the formation of *CHO is more thermodynamically 
favorable than the formation of *COH on Cu(211), Cu(110) and Cu(111) facets, consistent 
with previous studies.185, 189 On the Cu(100) facet, I find that the free energy states of *COH 
and *CHO are similar to each other. As shown in Table 5.7, using RPBE-D3 approach, 
*COH is thermodynamically more stable than *CHO by about 40 meV; using RPBE 
without inclusion of van der Waals interactions, *CHO is more stable than *COH by about 
10 meV.  Previous computational works have predicted that subsequent protonation of 
*CHO is relatively facile compared with protonation of *CO to form *CHO.88, 168, 185, 190 
There are various C1 products, such as CH4, CH3OH, HCOOH, and so on, which I do not 
discuss here. On the (110) facet, the free energy of *CHO is 891 meV less than the free 
energy of *COH.  The magnitude of this difference suggests that the *CHO path would be 
preferred on this surface even if kinetics were fully considered. From now on, I will 
consider *CHO as the next intermediate after the protonation of *CO in this chapter.     
  According to my calculations, I would like to point out that the onset potential for the 
*CHO pathway ( CO(g) *CO *CHO  ) is lowest on the (110) facet (Figure 5.4).  As 
shown in Figure 5.4, the predicted onset potentials from *CO to *CHO on Cu(211), 
Cu(110), Cu(100), and Cu(111) facets are -0.46 eV, -0.27 eV, -0.41 eV, and -0.51 eV 
respectively, which are much lower than the values predicted by previous computational 
works by an amount of about 300 meV.168, 187, 190  On Cu(211) facet, the calculated rate-
limiting step for CO2 reduced to CH4 was reported to be from *CO to *CHO with a free 
energy barrier of 0.74 eV at an applied potential of zero.168 In the work of Durand et al.190, 
the free energy barriers from *CO to *CHO are about 0.7 eV, 0.8 eV, and 0.9 eV for Cu(211), 
Cu(100) and Cu(111) facets respectively.  My calculated free energy barriers are much 
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lower than these values primarily due to the inclusion of van der Waals interactions. I find 
that the inclusion of van der Waals interactions, which is often necessary to get accurate 
adsorption energies for organic molecules,191-193 reduces free energy barriers by 
significantly increasing the adsorption energies for hydrogenated adsorbates.  Table 5.7 
shows the difference of free energies between RPBE and RPBE-D3 for various adsorbates. 
 
 
Figure 5.4. Free energy diagrams of CO reduction via *CHO pathway (CO(g) → *CO → 
*CHO) on four Cu facets, Cu(211), Cu(110), Cu(100) and Cu(111), at an applied potential 
of zero, with the corresponding onset potentials of -0.46 V, -0.27 V, -0.41 V and -0.51 V, 
respectively. Here, I use the RPBE adsorption energies for *CO, and RPBE-D3 adsorption 






5.3.2 Free energy diagrams for CO reduction to C2 products 
  For CO(g) reduction to C2 products, I will discuss two competing C-C coupling 
mechanisms, CHO-CHO coupling and CO-CO coupling mechanisms. The difference 
between them is that C-C bond forms after the protonation of *CO to *CHO for CHO-
CHO coupling mechanism, but C-C bond forms without the protonation of *CO to *CHO 
for the later mechanism.  
 
5.3.2.1 CHO-CHO coupling mechanism 
  For the CHO-CHO coupling mechanism, it has been proposed that C2 species form via an 
*OCHCHO* intermediate after the formation of *CHO, 
 
2CO(g) CO(g) *CO 2*CO *CO+*CHO 2*CHO *OCH CHO*      ,      (5.7) 
 
and after the formation of *OCHCHO* additional protonation to form C2 products should 
proceed rapidly.88 On all four surfaces, I predict the coupling of carbon atoms to form 
*OCHCHO* to be relatively facile (Figure 5.5(a)), so that the rate-limiting step for the 
*OCHCHO* path is the protonation of *CO to form *CHO.  As discussed in 5.2 Section, 
if  I use the RPBE adsorption energies for *CO and 2*CO instead of the RPBE-D3 energies, 
and use an average of the RPBE and RPBE-D3 adsorption energies for *CO+*CHO, the 
calculated minimum onset potentials of CHO-CHO coupling mechanism are -0.46, -0.36, 
-0.45, and -0.57 V on the (211), (110), (100), and (111) facets respectively (Figure 5.5(a)), 
indicating that the (110) surface would be most active for this mechanism.  The rate-
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limiting step in the pathway of Eq. (5.7) is 2*CO *CO+*CHO  on all four facets. These 
calculated onset potentials are somewhat lower than other studies,168, 185, 190 but are in 
agreement with the experimentally-observed low potentials of -0.2 – -0.4 V for C2 
production on ECR and HR-150 nanowires.85 This is likely because I do not calculate the 
free energies of transition states, and because I include van der Waals interactions in my 
calculations for adsorbates other than CO. To my knowledge, this is the first time that van 
der Waals interactions have been included into the calculations of the free energy diagrams 
for CO2/CO reduction.  
 
 
Figure 5.5.  Free energy diagrams for CO reduction to C2 products via (a) the CHO-CHO 
coupling mechanism, and (b) the CO-CO coupling mechanism.  The dashed arrows in (b) 
represent possible CO-CO coupling through an Eley-Rideal mechanism.  The likely 
formation of *OCCOδ- between steps 3 and 4 is not included for reasons discussed in the 





5.3.2.2 CO-CO coupling mechanism 
  I find a similar trend of calculated onset potentials for the CO-CO coupling pathway: 
 
2CO(g) CO(g) *CO 2*CO *COCHO (or *COCOH).            (5.8) 
 
As shown in Figure 5.5(b), the calculated lower bounds on the onset potentials, again using 
the RPBE value for the free energy of *CO, are -0.69, -0.34, -0.31, and -0.52 V on the 
(211), (110), (100), and (111) surfaces, respectively.  The rate-limiting step is 
2*CO + H + e *COCHO (or *COCOH).            (5.9) 
 
Alternatively, CO-CO coupling could occur through an Eley-Rideal mechanism: 
*CO + CO(g) + H + e *COCHO (or *COCOH).          (5.10) 
In this case, the calculated lower bounds on the onset potentials are -0.55, -0.16, -0.22, and 
-0.54 V on the (211), (110), (100), and (111) surfaces respectively.  In both of the above 
steps, I have skipped over the likely formation of the *OCCOδ- intermediate, due to the 
aforementioned uncertainty in the calculated free energy for this species.  Under conditions 
in which the *OCCOδ- state has greater free energy than *COCHO (or *COCOH), the onset 
potentials would be higher than the lower bounds listed above.  However at sufficiently 
high pH, the free energy of the *OCCOδ- state will drop below the free energies of 
*COCHO and *COCOH. The CO-CO coupling mechanism could potentially then proceed 




5.4 Summary and discussion 
 
  Although my calculations of free energy diagrams indicate that the Cu(110) surface could 
be capable of reducing CO to C2 products at very low onset potentials (about -0.3 – -0.4 V, 
shown in Figure 5.5).  It may not be present on polycrystalline Cu samples because of its 
high surface energy (Figure 5.2 (b), and Table 5.8), and it does not show up on a calculated 
Wulff construction of the equilibrium crystal shape for Cu.178 To understand why the 
Cu(110) surface is present on the reduced nanowires, we consider the “equivalent” CuO 
surfaces, which are those that would relax to a Cu(110) surface if all oxygen disappeared 
from a CuO crystal.  Figure 5.6 shows that a CuO(011) surface and its corresponding 
Cu(110) surface are aligned so that this transition is apparent.  We similarly consider CuO 
surfaces that are equivalent to Cu(211), Cu(100), and Cu(111).  The calculated surface 
energies of these surfaces are provided in Table 5.9 (based on the calculations of my 
collaborator, Chenyang Li).  The surfaces with the lowest surface energy are equivalent to 
the Cu(111) surface, followed closely by the CuO(011) surface, which is equivalent to the 
Cu(110) surface.  Thus it is likely that CuO(011) surfaces are present in the CuO nanowires, 
and upon reduction, some of them may transform into Cu(110) surfaces.  Because the 
Cu(110) surfaces are not thermodynamically stable, they will disappear after annealing at 
sufficiently high temperature for sufficiently long time, explaining why ECR and HR-150 
nanowires have a much higher percentage of Cu(110) facets than HR-300 nanowires. 
Together with the predicted low onset potentials (about -0.3 – -0.4 V) on Cu(110) facet 
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(Figure 5.5), I are confident to argue that the experimentally-observed low overpotentials 
and high selectivities for CO reduction to C2 products on ECR and HR-150 nanowires are 
attributed to the high percentage of the Cu(110) facet. 
 
 
Figure 5.6. (a) The low-energy CuO(011) surface (b) The CuO(011) surface with oxygen 
atoms removed.  (c) The CuO(011) surface with oxygen atoms removed and subsequent 
relaxation of atomic positions using density functional theory.  (d) The high-energy Cu(110) 
surface. The blue spheres represent the Cu atoms, and red represent the oxygen atoms. 
 










6.1  Extension of cluster expansion  
 
  Having using cluster expansion models to investigate structure-property relationships of 
Pt-Ni catalysts at the atomic scale, additional work needs to be done to generalize my 
results to more realistic Pt-Ni catalysts.  
  In Chapter 3, I built a cluster expansion on the extended surfaces with the limitation that 
lattice parameter of the Pt-Ni(111) surface structures in training set was fixed to that of 
bulk Pt3Ni. However, when experimentally synthesizing extended alloy surfaces or 
nanoparticles by alloying Pt atoms with transitional metals (Ni and Mo in this thesis), size 
effects, composition effects, and sub-surface structures (such as core-shell nanoparticles194) 
can result in a range of different lattice parameters. Moreover, I do know that lattice 
parameters in the near surface of catalysts do affect the catalytic properties.73, 194 It will be 
interesting that the relaxed lattice parameter dependence and catalytic activity dependence 
could be investigated using cluster expansion built on Pt-Ni extended surface with the 
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changeable lattice constants. The strategy is to create two sets of cluster expansions for one 
given set of training set. One cluster expansion is fitted to the formation energies of training 
structures and the one is fitted to the relaxed local lattice parameters of training structures.  
  In Chapter 4, I built  a cluster expansion on nanoparticles without including surface 
oxygen adsorbates (or *OH) into the training set, which prohibits us to predict the effects 
of an oxidizing conditions on the stability and activity of Pt-Ni nanoparticles through the 
direct interactions between adsorbed oxygen and sub-surface sites.  To better mimic 
oxidizing environment of cell operation, I are currently developing a cluster expansion (Pt-
Ni-Mo-O) built on 225-atom (Pt/Ni/Mo) nanoparticles with a monolayer of 
oxygen/vacancy on the surface of nanoparticles, which is capable of more accurate 
predicting the effects of adsorbed oxygen on the structure and stability of Pt-Ni 
nanoparticles in oxidizing conditions. 
 Recently, the fabrication of hollow nanoparticles58, 62, 195 instead of solid ones becomes 
one of the strategies for researchers to tailor the surface morphology and composition to 
explore the potential catalysts with optimal durability and catalytic activity. For instance, 
initially beginning with PtNi3 polyhedral nanoparticles, Pt-rich nanoframes with high 
durability and ORR activity were synthesized through the interior erosion.58 Also, to 
synthesize the Pt-based nanocages62, 195, Pt atoms were deposited on the surface of 
palladium (Pd) nanoparticles at first place, then Pd atom were etched away so as to leave 
Pt atoms on the edges of nanoparticles.  
  Moreover, the understanding of growth and dissolution processes of nanocrystals may 
enable rational design of catalysts with desired properties. Recently, Gan et al.141 
experimentally followed the anisotropic growth process of Pt-Ni octahedral nanoparticles, 
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and revealed that  Pt-rich phase on the vertex and edge sites were initially formed, then 
followed by the deposition of Ni atoms to the facet sites, which explains the experimental 
observation by the same research group that the Ni dissolution of Pt-Ni octahedral 
nanoparticles starts from facet sites, leading to the formation of concave octahedra.59 Thus, 
it has merit if I can build a cluster expansion that allows for the diffusion of metal atoms 
(e.g. Pt/Ni atoms) in the inner layers of nanoparticles, so as to enable kinetic Monte Carlo 
simulations.  Hopefully, this kinetic model is able to mimic the growth and dissolution 
process under different chemical potentials, temperatures, applied potentials at a variety of 
realistic catalytic systems. 
  I am continuing to extend my cluster expansion approach in ways that address these 
interesting problems mentioned above. Although, in this thesis I only have demonstrated 
that how the cluster expansion could be used to investigate the binary Pt-Ni and ternary Pt-
Ni-Mo alloy catalysts, without loss of generality, the cluster expansion approaches 
developed on both extended surfaces and nanoparticles also can be used to other materials 






6.2 CO2/CO reduction mechanisms 
 
  Recently, the CO2/CO reduction is a popular topic for both experimentalists and theorists.  
To improve the electrocatalytic performance of CO2/CO reduction, different synthesis 
strategies have been adopted to tailor the surface structures of Cu catalysts, such as, control 
the particle size,83 surface roughness,80 and alloy Cu with other metals, such as Ni, Au, Cd, 
and Ag.196-199 Theoretically, there are still un-identified reaction pathways that are for C1 
and C2 products. For example, recent study
185 shows that *CHO *CHOH  is the 
dominant pathway  instead of 2*CHO *CH O  for CO2 reduction to CH4.  
  In Chapter 5, I investigated the CO2/CO reduction mechanisms on four different Cu facets, 
Cu(211), Cu(110), Cu(100), and Cu(111). Among these four facets, Cu(110) facet is barely 
investigated by other computational groups because it is thermodynamically unstable due 
to its high free energy of Cu(110),178 which is also supported my calculations of surface 
energies (Table 5.8). However, the predicted onset potentials on Cu(110) facet for 
CO2(g)/CO(g) reduction to C2 products agree well with the experimentally-observed 
overpotentials in the range of low potential (-0.2 – -0.5 V).79, 82, 84, 157 My calculations 
demonstrate that Cu(110) facet may be responsible for low potentials and high selectivity 
of the ECR nanowires.84-85  
  In Chapter 5, I used the implicit solvation model developed by Mathew et al.165-166 to 
mimic the liquid-solid phase of CO2/CO reduction reaction on the surface of different Cu 
facets. For the same adsorbate, I found that the corrections attributed to the implicit 
solvation model on different facets are different (by an amount of about 10  – 20 meV). It 
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is worth building explicit solvation models by adding one or more layers of water layers50, 
91, 140, 164, 185 to the surface of different Cu facets to investigate solvation effects in the future.  
  Also, in Chapter 5, the kinetic effects have not been taken into account when I built the 
free energy diagrams and calculated the onset potentials. However, such kinetic effects may 
be important in determining the rate-limiting step for CO2/CO reduction. To account for 
kinetic effects, nudged elastic band (NEB) method89-90 could be used to determine the 
kinetic activation barriers for competing intermediate adsorbates (such as *CHO versus 
*COH) during the reduction pathway of CO2/CO.
88, 187  
  Moreover, there are still un-solved problems for pH and potential dependences on 
CO2/CO reduction to C1/C2 products, which determine the possible pathways on different 
factes. For the competition between CHO-CHO coupling and CO-CO coupling mechanism 
in Chapter 5, CHO-CHO mechanism happens via the transfer of coupled electron-proton 
pair; while CO-CO mechanism happens via electron transfer first to form the negative 
charged *OCCOδ- and proton transfer second (electron-proton transfers are decoupled). 
Thus, CO-CO coupling mechanism depends on the pH, but the CHO-CHO coupling 
mechanism does not. In Chapter 5, I did not calculate the free energy of the charged 
*OCCOδ- intermediate due to the large variance (more than 1 eV) produced by different 
approaches.91, 188  A new method recently proposed by Chan et al.200-201, may be used to 
determine the free energy barrier for the intermediate step of δ-2*CO *OCCO  as a 
function of applied potential versus RHE. It will help us better understand the mechanisms 
of CO2/CO reduction to C2 products via CO-CO direct coupling if I can accurately and 
quantitatively differentiate the facets by the pH dependence and applied potential, which 
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