The authors discuss the quasilinear parabolic equation
Introduction
We study blowup solutions of the following quasilinear parabolic equation:
with the initial and boundary conditions u(x, t) = 0, t>0, x ∈ ∂Ω, u(x, 0) = φ(x) > 0, x ∈ Ω, (1.2) where Ω ⊂ R n is a bounded domain with smooth boundary ∂Ω.
If g(0) = 0, the problem has a porous-medium-type diffusion term and arises as a model for the temperature profile of a fusion reactor plasma with a source and a convection term (see [1, 7, 8, 16, 18] and [20] ). Friedman and McLeod [14] considered a simple case u t = u 2 ( u + u), x ∈ Ω, t > 0, (1.3) with the initial and boundary conditions (1.2) . Denote by (λ 1 , ψ) the first eigen-pair of − in Ω with Dirichlet data. They showed that (I) If λ 1 (Ω) > 1, then all solutions are global and decay to zero as t → ∞.
(II) If λ 1 (Ω) < 1, then for any initial value φ with φ + φ 0, the solution blows up in a finite time.
Chen [2] generalized (1.3) to
with α > 1 (but should < 3). The conclusion (II) is still true if φ(x) ψ(x) instead of φ + φ 0. Galaktionov et al. [20] discussed the following equation:
They proved that if β < σ + 1, then all solutions are global; if β = σ + 1, then conclusions (I) and (II) hold without the condition φ + φ 0; if σ + 1 < β < σ + 1 + 2(σ + 2)/n and
then the solution blows up in a finite time.
Ding [11] dealt with the following equation:
u t = ∇ · a(u)∇u + f (x, u, ∇u, t), and obtained the blowup solutions under strict conditions a(u) − a (u) 0, f u − f 0 and f q (x, u, q, t) −a(u)/2 for all u > 0. Later, Ding and Li [12] discussed simplified equation
with robin boundary conditions and showed that the solution must blow up in a finite time if
Many authors also discussed the blowup properties of local or nonlocal sources or degenerate parabolic systems and obtained similar interesting results (see [6, 9, 10, 13, 17, 19] and [21] ).
In this paper, we use a new method to obtain, under different hypotheses, lower and upper bounds for the solution of (1.1). By this method, we estimate the integral of a ratio of one solution to the other. This method succeeds in proving both existence and blow up for parabolic equations (see [3] and [4] ), especially, for activator-inhibitor equations in which the comparison principle cannot apply (see [5] ). This paper is organized as follows: below this section we list some preliminary results. In Section 2 we discuss a special case: if g, h are power functions and f consists of lower order terms, then we show that the blowup property only depends on the first eigenvalue of − with Dirichlet boundary condition. This is a sharp result and generalizes the blowup results in [2, 14] and [20, Section 7.2] . In Section 3 we deal with the general cases: when f, g, h satisfy suitable conditions, the blowup property also only depends on the first eigenvalue. The obtained results are applied to three examples. Now let us list some preliminary results. Define a smooth function 4) and consider the problem
(1.5)
The similar problems were previously considered in [2] and [14] . If the initial value φ(x) ∈ C 1+β 0 (Ω) with β > 0, g ∈ C 2 and b is Lipschitz continuous, the standard parabolic theory and the maximum principle imply that there exists a unique positive solution
with the initial and boundary conditions
Then the maximum principle tell us v > 0 and the conclusion is proved. 2
From Lemma 1, u ε → u as ε → 0. If u > 0 in Ω, then u is a classical solution of (1.1). In this paper, we denote by λ 1 = λ 1 (Ω) the first eigenvalue of ψ + λ 1 ψ = 0 with ψ| ∂Ω = 0, (1.6) where ψ is the first normalized eigenfunction.
A special case
We first consider a special case of (1.1):
where α > 0, c 2 > 0 and 1 + α + c 1 > 0.
Theorem 1.
Suppose that, for any ε > 0 and u > 0,
0 (Ω) with η > 0, the solution of the problem (2.1) and (1.2) exists globally.
Proof. By the continuity of the eigenvalues with respect to the domain Ω (see [15] ), we can find a small δ > 0 such that
and we can define a domain Ω 1 ⊃ Ω such that ∂Ω is located inside of Ω 1 and there exists the first normalized eigenfunction of
For any positive number n and m (m depends on n), define
Differentiating (2.5), substituting the equation of (2.1) into the result integral and integrating by parts, we have
To simplify (2.6), we use the identity
with k > 0 to be determined later. Then (2.6) becomes
Integrating by parts for the second term in the right side of (2.8) and using (2.4) we obtain
Taking m = kn, substituting (2.9) into (2.8), using (2.2), when n is large enough, we find
Let ε = δ/(1 + α + c 1 ) and
Choose n sufficiently large such that
and (by (2.3))
Thus, from (2.12) and (2.13), we obtain
Taking nth roots and letting n → ∞, we have
for all t such that the solution exists. Hence the solution exists globally. 
Proof. Similar to the proof of Theorem 1, we can find δ > 0 such that
and we can define a domain D ⊂ Ω such that ∂D is located inside of Ω and there exists the first normalized eigenfunction of
For any positive number m and n (n depends on m), define
To simplify (2.20), we use the identity (2.7) and integrate by parts for the mixed gradient term. Then, when m is large enough, (2.20) becomes
Taking n = km and using (2.18), we find
Choose m sufficiently large such that
Then, from (2.17) and (2.24), 
for all t such that the solution exists. By (2.27), u > 0 in D, which implies that u is a classical solution in Ω because D can approach Ω.
To show that u(x, t) blows up in a finite time we separate the proof into four steps according to the value of c 1 .
If
where ψ is defined by (1.6), then
This allows us to apply Jensen's inequality to the last term of (2.29)
where
Solving (2.30) yields
Hence (2.15) holds. If −α − 1 < c 1 < −1, choose m > 1 and define δ and D as before, such that c 2 (
where ψ 2 is defined by (2.18). Then
Notice that the coefficient in the last inequality of (2.32) is negative. (2.27) tells us
Substituting (2.33) into (2.32) yields
Integrating (2.34) from 0 to t, we obtain φ(x) Ω φ 1+c 1 ψ dx < ∞, which is a special case of −α −1 < c 1 < −1. By (2.23), k > 1. We can take D = Ω and δ = 0 in (2.19)-(2.27) and then (2.33) and (2.35) becomes
and (m = 1)
Hence (2.16) holds. This completes the proof. 2
General cases
Now we consider the general case (1.1) and (1.2) and assume that Proof. Let
Solving (3.3) yields 1 2α
Hence ( 
(Ω).
Now we consider a nonconservative equation
We assume that 
(V) g and h satisfy 
Proof. If g(0) > 0, the solution is classical. If g(0)
= 0, we can use u ε as a classical solution to estimate the following inequalities and then, similar to (2.27), by taking the limit to obtain the bound for u. For simplicity, we just use u instead of u ε . Choose k such that
and let
where ψ is the first eigenfunction of (1.6). z m (t) is well defined because u ε (x, t) ∈ C 1,0 (Ω × [0, T * )) (see [3] ). Differentiating (3.6), integrating by parts and using assumption (III), we obtain Proof. Suppose that there is a steady state u 0 . Then it is a super solution to (3.4) and any solution of (3.4) with initial value less than u 0 is bounded by u 0 , which contradicts the conclusion of 
