Error Correction is important for most next generation sequencing applications because highly accurate sequenced reads will likely lead to higher quality results. Many techniques for error correction of sequencing data from nextgen platforms have been developed in the recent years. However, compared to the fast development of sequencing technologies, there is a lack of standardized evaluation procedure for different error correction methods, making it difficult to assess their relative merits and demerits. In this paper, we provide a comprehensive review of many error correction methods, and establish a common set of benchmark data and evaluation criteria to provide a comparative assessment. We present experimental results on quality, run-time, memory usage, and scalability of several error correction methods. Apart from providing explicit recommendations useful to practitioners, the review serves to identify the current state of the art and promising directions for future research. Availability: All error correction programs used in this paper are downloaded from hosting websites. The evaluation tool kit is publicly available at:
INTRODUCTION
Propelled by ever increasing throughput and decreasing costs, next-generation sequencing (NGS) is continually displacing traditional Sanger approaches in many applications such as resequencing, de novo sequencing, metagenomics and gene expression analysis. Many NGS technologies have been developed, including systems currently in wide use such as the Illumina Genome Analyzer and HiSeq platforms, as well as newer offerings from companies such as Ion Torrent and Pacific Biosciences [1] . The properties of major NGS platforms --454
LifeSciences [2] , Illumina [3] , Applied Biosystems SOLiD [4] , Helicos HeliScope [5] , Complete Genomics [6] , Pacific BioSciences and Ion Torrent --are summarized in Table 1 . These properties are current as of this writing (February 2012) and are expected to change frequently.
The growing prominence of NGS platforms and the myriad applications enabled by them have spurred significant research efforts in the development of bioinformatics methods for enabling such applications. Although all NGS experiments ultimately result in DNA sequence data, bioinformatics methods for analyzing the data can be very different based on the target application. For most of these methods, the quality of the results, and sometimes run-time performance or memory usage, can be improved by preprocessing the NGS dataset to improve data quality.
While this can be done by simple approaches such as trimming based on quality scores etc., which invariably result in loss of information, a class of sophisticated methods emerged that detect and correct errors in NGS sequence data.
There is growing interest in addressing NGS error correction, as evidenced by a million dollar challenge from Ion Torrent [7] .
There are mainly three types of biases that lead to errors in NGS data -systematic bias, coverage bias, and batch effects, depending on sequencing platform, genome content, and experimental variability [8] . Some of these errors are inherent in the starting sequencing library as a result of PCR conditions, enrichment and sequence library preparation methods. In this manuscript, we focus on sequencing errors, which include substitutions, insertions and deletions. In addition, sequencers may output N to indicate the confirmed presence of a nucleotide that cannot be called accurately. While substitution errors are dominant in some platforms such as Illumina, in others such as 454 and Ion Torrent, homopolymer and carry-forward errors manifested as insertions and deletions are abundant. Due to the ubiquitous use of Illumina sequencing platforms, most error correction algorithms so far have targeted substitution errors [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . There is an increasing need to identify and correct insertion and deletion errors owing to the emergence of new platforms such as Ion Torrent; so far, only a few methods [10, 16, 17] can model such errors.
This paper provides a review of error correction algorithms for NGS data and their comparative evaluation.
While the algorithms are documented in individual research papers, each work uses potentially different datasets for experimental evaluation, rendering cross-comparisons difficult. In addition, different papers use different metrics for evaluation, which clouds proper interpretation of results of multiple methods. A key contribution of this work is to establish a common set of benchmarks and evaluation metrics, and experimental evaluation of error correction programs on these for providing clear information and explicit guidance for the practitioner. The programs are assessed on multiple dimensions including quality, run-time, memory usage, ability to scale, and ability to deal with nuances of real data such as quality scores and ambiguous nucleotides.
OVERVIEW OF ERROR CORRECTION METHODS
Error correction methods designed so far have mainly targeted haplotype genome sequencing. In this setting, error correction with respect to a specific genomic position can be achieved by laying out all the reads covering the position, and examining the base in that specific position from all these reads. Because errors are infrequent and random, reads that contain an error in a specific position can be corrected using the majority of the reads that have this base correctly. This general idea has been implemented in all error correction algorithms, albeit indirectly.
Because the source genome is unknown, the reads from the same genomic location are inferred relying on the assumption that they typically share subreads of a fixed length, such as kmers. Some methods [13, 17] further derive multiple sequence alignment (MSA) of reads that share common kmers and seek corrections relying on the MSA, while others [9-12, 14-16, 18-21] correct errors at the level of kmers or variable length subreads. In both cases, genomic repeats and non-uniform sampling of genome may lead to multiple equally likely correction choices that lead to ambiguity in correction. We classify error correction methods into three types -k-spectrum based, suffix tree/array based, and MSA based methods.
k-spectrum Based
These methods work by decomposing the reads into the set of all kmers present in them, termed the k-specturm [10] .
In NGS datasets predominantly containing substitution errors, kmers within a small Hamming distance from each other are likely to belong to the same genomic location. By identifying such a kmer set, alignment is directly achieved without resorting to MSA, and error correction can then be applied by converting each constituent kmer to the consensus. Mis-correction can occur if a kmer set consists of elements sampled from different genomic locations. However, with a reasonably chosen k value, the overall correction is expected to be satisfactory.
The idea of correcting errors using k-spectrum was first proposed in [10, 22] . In a given dataset, a kmer occurring at least M times is termed solid, and is termed insolid otherwise. Reads containing insolid kmers are converted to solid ones with a minimum number of edit operations so that they contain only solid kmers post-correction. A dynamic programming solution for this, and a heuristic for scaling to larger datasets, is a built-in component in the short read assembler by Chaisson et al. [10] . A similar idea is also used as a stand-alone error correction component in the SOAPdenovo assembler [23] .
Under the same framework, Quake [14] in addition incorporates nucleotide specific miscall rates and works as follows: 1) identify solid and insolid kmers -1a) calculate the weight of a kmer as the weighted sum of all its instances, each given by
" , where p i is the probability that the i th base is correctly recorded, specified by its quality score; 1b) model the weight histogram of solid kmers as a mixture of Gaussian and Zeta distributions, and insolid kmers as Gamma distribution, then choose a cut-off to differentiate them. 2) Convert each read r to be free of insolid kmers -2a) heuristically locate erroneous region in r using insolid kmers. If some insolid kmers cover the 3' end, trimming is applied; 2b) greedily correct bases with low quality scores until all kmers are solid, if applicable.
Otherwise, r is considered not fixable. Quake was applied only to simulated Illumina reads, which were generated with simplification that sequencing errors introduced conform to the probabilities specified by quality values, which is not necessarily accurate in real datasets [24] .
Reptile [21] also incorporates quality scores and it further makes use of kmer context to simultaneously improve specificity and sensitivity. Each read is decomposed into a sequence of overlapping substrings, termed tiles, which are corrected sequentially from 5' to 3' direction. Since errors are non-uniformly distributed in each read, sometimes it is necessary to explore alternative decomposition of a read in order to limit the maximum number of errors in a tile. Each tile consists of a sequence of (two in current implementation) non-overlapping or overlapping kmers. This captures kmer context information and helps in resolving ambiguities when a kmer aligns equally well to different genomic locations. Given a tile t and its observed frequency in the dataset, all other tiles that are similar to t but occurring with significantly higher frequency than t are considered as candidates to which t might be converted. To identify these candidates, Reptile searches a Hamming graph, where a node denotes a kmer and an edge connects two nodes with Hamming distance ! d. An efficient bucketing strategy was proposed to replace the direction construction of such a graph that can be memory demanding.
Hammer [25] extends the idea of Hamming graph to use spaced seeds to provide higher sensitivity in identifying clusters of similar kmers. A consensus kmer is generated to denote the error free kmer for each cluster. This is equivalent to correct the counting of kmers in the dataset [15, 19, 20] .
Suffix Tree/Array Based
Suffix tree/array based error correction methods SHREC [18] and HiTEC [12] generalize the kmer based approach by handling multiple k values and the corresponding threshold M. The major differences between them include 1)
how M is derived, and 2) how suffixes in the input are stored. Suffix arrays are more space-efficient than suffix trees, while permitting similar operations. SHREC constructs a generalized suffix trie. For each internal node u, the concatenation of edge labels from the root to u spells a substring s u that occurs in the input, and the number of times s u occurs equals to the number of leaves of the subtree rooted at u. The expected occurrence of s u is assumed to be an outcome of Bernoulli trials, and computed analytically. Then, if the observed occurrence of s u is smaller than α unit of variance, the last base of s u is considered as an error. In order to identify the potential correction for s u , the subtree rooted at u is compared with the subtree rooted at v, where u and v are siblings and s v is error free. If the two subtrees are identical, then u can be merged to v and relevant changes are made for all reads that were previously leaves under u. Otherwise, there might be more than one error in a read containing s u . Then, every read r under u is individually inspected. Multiple errors can be corrected by repeating the above procedure.
Built upon SHREC, Hybrid-SHREC [16] further captures insertion/deletion errors. In accordance with the above notation, if the last base of s u is an insertion, then in the suffix trie, u should be compared with the siblings of the parent of u; on the other hand, if a deletion occurs, u should be compared with the children of its sibling. This extension is able to capture up to one insertion/deletion error in a read per given iteration. In other words, any erroneous base can be corrected by HiTEC only if this base is preceded by an error free kmer.
Thus, the goal is to derive proper values of k and M so that a satisfactory error correction result can be achieved.
HiTEC chooses k to minimize the total number of bases that can not be corrected and the bases that can be potentially wrongly corrected. And similar to SHREC, M is chosen empirically based on the expected and observed kmer occurrences.
MSA Based
Coral [17] identifies reads co-located on the unknown reference genome by using kmers as seeds. First, a hash table is created recording all the reads to which each kmer belongs. Second, each read r is taken as the reference, then any read r' that shares at least one kmer with r is identified and aligned with r using Needleman-Wunsch algorithm. A consensus sequence is created after alignment, which is taken as the new reference to be aligned with the remaining reads. This approach can be applied to both 454 reads and Illumina reads by controlling alignment penalties for edit operations. Insertion and deletion are considered in the former case, whereas in the latter case, only substitution is allowed. Finally, after MSA is generated, corrections are applied if the number of reads involved in the MSA is neither too large nor too small, and the largest edit distance between any constituent read and the consensus of the MSA is relatively small. These are controlled by user specified parameters.
Another extended MSA method was proposed in ECHO [13] , which consists of two major stages: neighbour finding and maximum a posteriori error correction. In the first stage, read adjacencies with respect to the reference genome are identified in the same manner as the "overlap" step in the traditional overlap-layout-consensus based Sanger assembler. But, ECHO considers only substitutions. First, both the input reads and their reverse complimentary strands are recorded in a kmer hash table in the form of key-value pair: x, (r, p) , where kmer x starts at position p on read r. Similar to Coral, kmers that occur with a high frequency in the dataset are ignored.
Next, for each kmer x, for each pair of reads that contain x, pairwise alignment is applied and considered as valid only if the minimum overlap is ≥ ω and the maximum error rate in the aligned region is ! ! . The parameters k, ω, and ! are chosen automatically: k is empirically set to be l / 6 ! " # $ . To select ω and ! , it is assumed that reads are uniformly sampled from the reference genome and the coverage follows Poisson distribution. The threshold values are found using a grid search method within the parameter space of (ω, ! ). For each selected pair of (ω * , ! * ), neighbour finding method is applied to a subset of input data that is randomly sampled. Then the observed coverage histogram is generated for this partial data and is approximated by a closest Poisson distribution. The values of (ω, ! ) are chosen such that the difference between the observed coverage and the corresponding Poisson distribution is minimized. In the second stage, a position dependent substitution matrix M={M 1, M 2 …} is estimated using an expectation maximization algorithm, where M i is a 4 × 4 matrix recording substitution error rate between any two bases in {A, C, G, T} at position i. Then, for each alignment position derived from the first stage, the consensus base is calculated to be the maximum a posteriori estimate using the base information in the alignment column and the corresponding quality score information.
BENCHMARK DATASETS AND EVALUATION METHODOLOGY
We selected datasets from real experiments instead of simulations, including a diversity of read length, genomic coverage, and error rates. All data are from resequencing experiments where the genome sequence is known a priori, which is needed for computing the accuracy of error correction. Quality, run time, and memory usage are measured for each method. By chronological order of their release dates, the programs evaluated are ---Hybrid-SHREC (HSHREC for short) [16] Details of the chosen datasets are summarized in Table 2 . Besides two bacterial genomes that were typically used in error correction studies, we include one dataset from S. cerevisiae and one from D. melanogaster since there is an increasing need to apply error correction to larger eukaryotic genomes. In addition to Illumina data used to assess all the programs, we include 454 and Ion Torrent data to evaluate HSHREC and Coral, which are the only programs capable of handling insertion and deletion errors. Notably, D7 consists of reads of different lengths, which is currently a typical sequencing practice for large genomes.
Errors are identified by using a mapping program to align reads to the reference genome. Only uniquely mapped reads are considered, with errors given by differences with the reference genome. While eliminating unmapped reads and multiply mapped reads will bias results, quite likely by underestimating the error rate, it is not possible to include them in the analysis as the true bases remain unknown. Read mapping is an active area of research and many tools have been developed (e.g., [26] [27] [28] ). We select the well regarded state of the art mapping program BWA [28] for aligning Illumina reads. To demonstrate mapping program bias is negligible, we also report results using RMAP [26] for dataset D3. For 454 (D4) and Ion Torrent (D8) reads, we use Mosaik [29] and TMAP [30] , respectively, as each is designed specifically for the underlying platform.
Using the above strategy, we first characterize the errors present in the benchmark datasets (Table 3) . Illumina read mapping is carried out using BWA, which is run with the default parameters for indexing the reference genome ("index -a bwtsw"). The maximum allowable edit distance (parameter "-n") is set to be 4 for D1, 10 for D2, and 6 for the remaining datasets. This is to account for differences in read lengths. TMAP performs alignment in two stages, using different algorithms in the second stage for aligning reads left over in the first stage. We ran TMAP with the option "mapall -g 3 map1 MAP2 MAP3", enabling it to align using BWA [31] in the first stage, and BWA-SW [28] , SSAHA [32] in the second stage. The other parameters are set to default. We postpone the discussion of parameter selection for Mosaik until later (Table 5) .
We use the following measures for each program --number of erroneous bases identified and successfully corrected (true positives, TP), correct bases wrongly identified as errors and changed (false positives, FP), and erroneous bases that were either uncorrected or falsely corrected (false negatives, FN). We report sensitivity and specificity for each program. Then, we combine these into the gain metric [21] , defined by gain = (TP-
FP)/(TP+FN)
, which is the percentage of errors removed from the dataset by the error correction program. A negative gain value indicates that more errors have been introduced due to false corrections, which is not captured by measures such as sensitivity and specificity. We disregarded other measures used in the literature if they cannot be directly tied to accuracy improvements. For instance, [16] measures whether the percentage of reads that can be uniquely aligned to the reference genome increased after applying error correction. However, converting every ambiguously mapped read to one specific unrelated read known with high confidence will always guarantee the best results. Another measure used is to compare N50 values from assembly program by assembling post-error correction data vs. assembling the original dataset [17] . While this is useful to show assemblers benefit from error correction program, this cannot be used to determine accuracy of the error correction program because of interference from built in error correction component of assembly program.
We denote an error e in a read by a 4-tuple (g,i,t,w) where g is the genomic position of e, t and w are the true and wrong bases at g, respectively, and i indicates e represents i th inserted base after position g. Therefore, for a substitution error, t, w ! {A,C,G,T} and i = 0; for a deletion error, t ! {A,C,G,T}, w = -denoting a missing base, and i = 0; for an insertion error, t = -, w ! {A,C,G,T}, and i ! 0 . An attempted error correction can also be described by the same 4-tuple, with the interpretation that base w in the read is being replaced with base t.
To calculate gain, we need the set of real sequencing errors E m and the set of attempted corrections E c made for each read r using any error correction program. Alas, the former can only be approximated by read mapping, and the latter is usually untraceable because most programs only provide corrected reads as output. We thus infer TP, FP, and FN as follows:
Case 1) Only substitution errors are targeted for correction. Let r be an original read and r c be the read postcorrection. Derive E m by mapping r to the reference genome and recording differences. E c can be derived from bases that differ when calculating Hamming distance between r and r c . Then, calculate
Case 2) Indel errors are also targeted for correction. E m is calculated as before but the method to calculate E c in case 
RESULTS AND DISCUSSION
All experiments were carried out on an HP ProLiant DL580G7 server, which has four quad-core Intel Xeon E7520
(1.8 GHz) processors, 128GB main memory, and disk capacity of 370GB. The server is running 64-bit Ubuntu 11.04
OS. Parameters for each program were chosen based on guidance provided by the developers. HSHREC was run with default parameters since instructions for choosing parameters is not given. For Reptile, the parameters (k, step) are set to be (11, 11) for bacterial genomes, (12, 12) for S. cerevisiae and (14, 10) for D. melanogaster, where 4 k ! genome length. In D5 and D7, "QThreshold" is set to be the minimum quality value in the dataset, since it is unclear how to choose a proper value for this dataset. The remaining parameters are set by default as per the instructions in the README file. Quake is run with k = 15 for E. coli and k = 17 for D. melanogaster, as suggested by the program manual. HiTEC 64-bit version was used for all the experiments since the 32-bit version was not able to run on some of the data. SOAPec is run in two steps: 1) "KmerFreq -i lst -o freq -f 2", where lst is a file listing the names of fasta files, and freq is the output file recording 17-mer frequency, and 2) "Corrector -i lst -r freq -f 2". Two parameters are required to be set manually for HiTEC: reference genome length and error rate. The former was set to be the real reference genome length according to Table 2 , and the latter was set to be 2%, an upper bound of the average error rate in Table 3 . Other parameters are selected automatically by the program. ECHO was run with the default parameters since it has a mechanism for automatically choosing parameters. Coral also has a mechanism to select parameters automatically, therefore, it was run with default parameters by setting sequencing platforms to "-illumina" for Illumina datasets, and "-454" for 454 and Ion Torrent datasets.
Error correction results for Illumia datasets are summarized in Table 4 , and for 454 and Ion Torrent datasets in Reptile. Reptile, on the other hand, has a better scalability to larger datasets. An improvement could be achieved by including in Reptile an automated parameter selection method such as those used in HiTEC or ECHO. The current version of HiTEC does not handle 'N' characters that frequently occur in NGS data nor does it handle datasets with different read length. To overcome these limitations, the use of the suffix array data-structure in HiTEC needs to be improved. ECHO, on the other hand, relies on MSA for error correction, which achieves high gain values, but with a trade-off of large run-time and memory usage. Although Coral, also a MSA based method, has much less run-time and memory usage compared to ECHO, its performance is significantly worse compared to ECHO when applied to Illumina reads. It is worthwhile to note that Quake utilizes an aggressive strategy to trim or discard reads, which may lead to a significant percentage of data loss. For instance, in D3, it discards 3,126,742 reads and trimmed another 200,117 reads to a shorter length. Although if we disregard all these reads, the gain value improves significantly to 0.8.
As an illustration that different read mapping tools can produce a consistent view of error correction program, we also used RMAP in our evaluation for D3. Indeed, RMAP produced different results from BWA, but the relative gain values of different methods remained the same.
454 and Ion Torrent. Mappers often perform soft clipping, which trims ends of the reads containing low quality bases. With default parameters, Mosaik soft-clipped 60,700 bases, which is 30% of the total number of errors, thus excluding a large portion of the reads. For evaluation of error correction, we aim to have alignments that reduce both the number of soft-clipped bases and unmapped reads, without distorting the error rate of the dataset. Mosaik's default parameters are such that the gap-opening penalty is much higher than the mismatch penalty. Since 454 predominantly makes insertions/deletion errors, allowing the gap open penalty closer to mismatch penalty could avoid alignments with too many mismatches. We tuned down the maximum mismatch value, which by default equals to 15% of the read length. We conducted experiments varying different alignment parameters --% read length of mismatch allowed, match reward, mismatch penalty, gap opening penalty, and gap extension penalty. The number of soft-clipped bases, unmapped reads and the error rate for different choices of parameters are shown in Table 5 , and the corresponding results are shown in Table 6 . Evaluation with two different alignment bands are shown as k = 10 and k = 20 in the table. For the Ion Torrent dataset D8, TMAP is able to produce alignments with no soft clipping, but the side effect of such a mapping is that some of the alignments have larger edit distances. For D8, TMAP generated an alignment of maximum edit distance of 25, and 5603 reads were aligned with edit distance > 10. Table   6 shows the results for D8 for the cases where we include all mapped reads, and when we ignore the reads with aligned edit distances > 10 to adjust for excessive corrections. The performance of Coral is consistently better than HSHREC in both datasets tested. However, neither of these methods explicitly models homopolymer or carryforward errors in such types of data. 
CONCLUSIONS AND FUTURE DIRECTIONS
Owing to the predominant use of Illumina sequencers, most error correction programs to date have focused only on substitution errors due to the resulting computational advantages. Although 454 sequencers have been around for a long time, their long reads and low error rates make the use of error correction program much less important. This has changed with the introduction of Ion Torrent, which produces short reads and predominantly makes insertion and deletion errors. Current methods that handle indels do not achieve as good results as those targeting Illumina, and there is need for improved algorithms here.
Further research on error correction algorithms is needed due to many current deficiencies: automated choice of parameters sensitive to dataset being processed are important to avoid the user inadvertently choosing wrong parameters. Existing stand-alone error correction programs target haplotype genome sequencing. Differentiating polymorphisms from sequencing errors, especially when polymorphism rate is comparable to error rate, is a challenging problem; also, extending error correction to non-uniformly sampled datasets and metagenomic datasets are important. None of the current methods handle paired read information, which can be useful to error correct reads that come from repeat regions. There is need for improving run-time and memory footprint of the algorithms in light of the factor of 10 throughput advances per year that propelled some NGS systems into the range of billions of reads per experiment. A very important unaddressed problem is correcting hybrid datasets of sequences derived from multiple platforms. The sixth column specifies the corresponding reference genomes that are obtained from NCBI website except for D7, which is obtained from BCM Drosophila database (http://www.hgsc.bcm.tmc.edu/project-species-iDGRP_lines.hgsc), line RAL-391 (freeze1_July_2010). This genome consists of five chromosomes (Line391_Chr2L, Line391_Chr2R, Line391_Chr3L, Line391_Chr3R, and Line391_ChrX), the concatenation of which forms the reference genome. The S. cerevisiae reference genome of D5 is a concatenation of 16 chromosomes. The number of reads that contain one or more Ns is shown in the third column. Since such reads cannot be handled by some methods such as HiTEC, they are removed prior to evaluation and for coverage calculation (column five). The fourth column specifies the number of reads that are mapped to multiple locations or those that cannot be mapped within a specified edit distance. 
