Zero-shot learning refers to the object classification problem where no training samples are available for testing classes. For zeroshot learning, attribute transfer plays an important role in recognizing testing classes. One popular method is the indirect attribute prediction (IAP) model, which assumes that all attributes are independent and equally important for learning the zero-shot image classifier. However, a more practical assumption is that different attributes contribute unequally to the classifier learning. We therefore propose assigning different weights for the attributes based on the relevance probabilities between the attributes and the classes. We incorporate such weighed attributes to IAP and propose a relevance probability-based indirect attribute weighted prediction (RP-IAWP) model. Experiments on four popular attributed-based learning datasets show that, when compared with IAP and RFUA, the proposed RP-IAWP yields more accurate attribute prediction and zero-shot image classification. key words: indirect attribute prediction, relevance probability, attribute weight, zero-shot image classification
Introduction
Attributes refer to the inherent features of an object. Visual attributes [1] refer to the features that can be artificially labeled and observed in an image (e.g., has wing, black hair). Both visual attributes and features are property descriptions of object classes such as color, texture, shape, parts, context, etc. The difference lies in that features are low-level description of image content and can be recognized by machines but may not be understood by humans, while visual attributes are high-level description of image content and can be understood by both machines and human. Extensive researches have been conducted on visual attributes in image description [2] , [3] , image classification [4] , [5] , image retrieval [6] , [7] , face verification [8] , object detection [9] , and activity recognition [10] . A visual object usually has many semantic attributes (e.g., an eagle has wing, Asian people have black hair, highway is open, high-heel is high at the heel). Based on these visual attributes, the object class can be recognized. Different object classes may have common attributes. For example, horse and giraffe are both quadrupeds and share common topologies. If we adopt these attributes as a mid-layer of an object classifier to allow different objects to share certain common attributes, the prior knowledge about attributes can be transferred from known (seen) classes to unknown (unseen) classes. Such a classifier can potentially address the object recognition problem when no training samples are available. Zero-shot learning (a.k.a zero-shot image classification) [4] is an active topic in transfer learning. Different from the conventional image classifier, the samples belonging to testing classes are not involved in the training of zeroshot image classifier. In zero-shot image classification, in order to transfer the attributes knowledge from seen classes to unseen classes, the classification model needs to build, by attributes, one bridge from low-level features to class labels. Recently, many image classification methods based on attribute learning have been proposed. The original attributebased classification methods for zero-shot learning are direct attribute prediction (DAP) model and indirect attribute prediction (IAP) model, which were proposed by Lampert et al. in 2009 [11] . The difference between DAP and IAP is the relationship between training classes and testing classes. In DAP, all classes are treated equally based on the attributes' results in the attribute layer. On the contrary, by indirectly learning the attributes in IAP, the attributes' values are induced from the training classes, which are intermediate feature layers. While attributes can be a useful source of prior information, other sources of information could be leveraged for zero-shot learning. In order to leverage alternative sources of information in addition to attributes, Akata et al. [12] proposed to view attribute-based image classification as a label-embedding problem: each class is embedded in the space of attribute vectors. They introduce a function to measure the compatibility between an image and a label embedding. The parameters of this function are learned on a training set of labeled samples to ensure that, given an image, the correct classes rank higher than the incorrect ones. Huang et al. [13] presented a novel attribute learning framework named hypergraph-based attribute predictor (HAP). In HAP, a hypergraph is leveraged to represent the attribute relations in the data. Then the attribute prediction problem is converted into a regularized hypergraph cut problem, in which HAP learns a collection of attribute projections from the feature space to a hypergraph embedding space aligned with the attribute space. The learned projections are directly used as attribute classifiers. Unlike the label-embedding method [12] and the HAP framework [13] that exploit semantic information, Jayaraman and Grauman [14] focus on defining new classes through language-based description. Furthermore, they proposed a novel random forest method to train zero-shot model that explicitly accounts for the unreliability of attribute predictions. By leveraging statistics on each attribute's error tendencies, the proposed random forest method can achieve more robust discriminative models for the unseen classes.
Among the attribute-based classification methods, the most representative ones are DAP and IAP. To reduce the computational complexity, both DAP and IAP assume that, in classifier training, attributes are independent from each other. This also means each attribute is equally important for classification decision (i.e., the weight of each attribute is equally 1). However, in practice, different attributes have different contributions to the classification. For example, when we classify the object "panda", the attribute "fourlegged" is obviously more influential than the attribute "has wing" on classification decision. The naive Bayes classifier (NBC) assumes that the attributes (the so-called attributes in NBC are substantially the low-level features of objects) are independent from each other. To increase the classification accuracy of NBC, many studies relaxed the conditional independence assumption, and different types of weighted NBCs were proposed by assigning each attribute a specific weight, usually by means of gain rate, hill-climbing, Markov Chain Monte Carlo, rough set and decision tree methods [15] - [17] . However, these weighted NBCs fail to take attributes as a mid-layer for sharing between training and testing classes. Therefore, they cannot facilitate zeroshot image classification. In this paper, by analyzing the relationship between attributes and classes, we propose to determine the weights of attributes by using the relevance probability. Further, we incorporate the idea of weighted attributes into IAP and propose a relevance probability-based indirect attribute weighted prediction (RP-IAWP) model. Our experiments show that the classification performance of the proposed RP-IAWP in zero-shot image classification is superior to that of IAP.
Proposed Method

RP-IAWP Model
The proposed RP-IAWP is a classification model built with visual attributes as an intermediate level and in combination with weighted attributes. Figure 1 shows the diagram of the proposed RP-IAWP model, where x represents the low-level features of samples, a represents the attribute layer shared by the training and testing samples, y and z represent the labels of training (seen) samples and testing (unseen) samples respectively, and w represents the weights of attributes. The IAWP model introduces the attribute layer between y-layer and z-layer, which will be detailed in the following learning process.
First, the feature-class model p(y k | x) for each training class can be obtained using the low-level features of training samples x, where k = 1, 2, · · · , K. Then, the conditional distribution for each attribute p(a m | y k ) can be estimated based on class label y k and attribute a = (a 1 , a 2 , . . . , a M ). Thus, the attribute-class model can be obtained as [4] , [11] :
Combining both the feature-class model p(y k | x) and the attribute-class model p(a | y k ), we can calculate the feature-attribute prediction model [4] , [11] :
According to the attribute a m of training samples belonging to class y k , we can calculate the extent of relevance between attribute a m and class y k , thus obtain the weight w k m of attribute a m . By applying such weights to IAP, we have the weighted feature-attribute prediction model as:
At the testing stage, we can obtain the attribute prediction strength p(a z | x, w) ccording to the weighted featureattribute prediction model obtained at the training stage. By the Bayesian theorem, the expression can be obtained from the predicted attribute a to the testing class z [4] , [11] :
According to [4] and [11] , at the testing stage, we can assume that every class z induces its attribute vector a z in a deterministic way, i.e. p(a z | z) = a = a z , where we have made use of Iverson's bracket notation: P = 1 if the condition P is true and it is 0 otherwise. By applying Bayes'
tion of the attribute-class layer. Then, for a testing sample, the prediction strength from its low-level features x to the testing class z can be expressed as:
According to [4] and [11] , in the absence of more specific knowledge, we can assume identical testing class priors, which allows us to ignore the factor p(z) hereafter. At the label assignment stage, we assign the best output class from all testing classes z 1 , z 2 , . . . , z L to a testing sample x by using maximum a posterior (MAP):
The main idea behind RP-IAWP is to assume that attributes are not independent from each other, i.e., attributes are not equally important in classification. Therefore, we assign the weight w m to the calculation of p(a z l m |x). The performance of attributed-based classifier can be improved by using the weighted attributes. In fact, IAP is a special case of RP-IAWP. When all attribute weights are equal to 1, RP-IAWP becomes IAP.
Weight Calculation
The most critical part for RP-IAWP is to determine the weight for each attribute. One attribute's importance is different for different classes. For instance, for the attribute "has wing" and for two different classes "eagle" and "panda", assuming that the weights of the attribute "has wing" are w 1 for "eagle" and w 2 for "panda" respectively, we have w 1 > w 2 obviously. Clearly there is certain relevance between an attribute and a class. We try to quantify such relevance and use it to define the weight of each attribute.
The proportion of samples having one attribute can intuitively indicate the importance of that attribute on classification. The weight of each attribute can be determined by performing statistical counts on attributes of training samples. The relevance probability p(a m , rel) and the irrelevance probability p(a m , irrel) are hereby used for the calculation of attribute weights, with:
where a k m denotes the value of attribute a m in the training samples belonging to class y k , which is called "class attribute value". Suppose that the ith sample belonging to class y k , the mth attribute value is denoted as a m > 0, we deduced that the ith sample belonging to class y k has attribute a m , i.e., the attribute a m exists in the sample; otherwise, the ith sample belonging to class y k dose not has attribute a m , i.e., the attribute a m does not exist in the sample. Therefore, we use Count(a m = a k m ) to represent the total number of samples belonging to class y k where attribute a m exists. For attribute a m , its weight for class y k is defined as:
In Eq. (9), the weight w k m represents the extent of relevance between attribute a m and class y k . A greater relevance between a m and y k produces a larger attribute weight.
Analysis of RP-IAWP
The weights in RP-IAWP represent the importance of attributes for zero-shot image classification. If the weight is large, the corresponding attribute has a great impact on classification, i.e., the attribute with large weight contributes more to the prediction strength from low-level features to a testing class. We will explain how the weight influences the classification result in this section.
For a binary classification problem, sample x may be assigned a class label "+" with p(+ | x) or "-" with p(− | x). We can obtain the following two formulas by combining Eqs. (3) and (5) .
According to [4] and [11] , the factors p(+), p(−), p(a + ) and p(a − ) can be ignored. Therefore, p(+|x) and p(−|x) are normalized to get:
. Since r is a constant, it can be ignored. Therefore, Eqs. (12) and (13) can be further simplified as: is small, i.e., the probability of sample x being assigned label "+" is large. On the other hand, if p(a is large. Thusp(+|x) is small andp(−|x) is large, i.e., the probability of sample x being assigned label "-" is large.
Algorithm for Zero-Shot Image Classification
The framework of attribute prediction and zero-shot image classification based on RP-IAWP is shown in Fig. 2 . We first build the RP-IAWP model by analyzing the relationships between the attributes and classes of training samples. We then predict the attributes of testing samples by using RP-IAWP. Finally the class labels can be assigned to testing samples according to the predicted attributes.
The proposed algorithm can be summarized as follows. Input: low-level features x, attributes a and class labels y of training samples. The training and testing classes are different.
Step 1 Step 5: calculate the posterior probabilities of each testing sample belonging to different testing classes according to Eq. (6).
Step 6: assign the class having the highest posterior score to a testing sample.
Output: the attributes aand class labels z of testing samples.
Experiments and Analysis
Datasets
In the experiments, 4 datasets including Outdoor Scene Recognition (OSR) dataset, Public Figure Face (PubFig) dataset [8] , Attribute Discovery (Shoes) dataset and Animals with Attributes (AWA) dataset are used to evaluate the performance of the proposed RP-IAWP model under different applications. These datasets are designed for different recognition problems (i.e., landscape, face, objects and animals). The OSR dataset contains 2688 images from 8 classes, and 6 attributes are used to describe these classes. We use the 512-dimensional gist descriptor as our image features. The PubFig dataset contains 772 images from 8 random identities, and 11 attributes are adopted to describe these classes. We use a concatenation of the 512-dimensional gist descriptor and the 30-dimensional Lab color histogram as our image features. The Shoes dataset contains 14658 images from 10 classes, and 10 attributes are included. We also use a concatenation of the 960-dimensional gist descriptor and the 30-dimensional Lab color histogram as our image features. The AWA dataset contains 30475 images from 50 classes, with a total of 85 attributes. Each image is described by 6 different feature types: 2688-dimensional HSV color histograms, 2000-dimensional local self-similarity histograms, 252-dimensional PHOG, 2000-dimensional rgSIFT, 2000-dimensional SIFT and 2000-dimensional SURF. Ten kinds of animals are selected as testing classes: bluewhale, bat, lion, zebra, sheep, elephant, fox, rabbit, giraffe and polar bear, while the remaining 40 kinds of animals are viewed as the training classes. In order to reduce the computational load, in AWA dataset, only the top 100 images for each class of animals are selected to compose the samples.
Attribute Prediction
In this section, we evaluate the attribute prediction performances on the four datasets by the IAP model [11] , the random forest model with unreliable attributes (RFUA) model [14] and the proposed RP-IAWP model, respectively. Following [11] and [14] , we train a nonlinear support vector machine to predict each attribute. Figure 3 depicts the individual attribute prediction accuracy. It can be seen from Fig. 3 that the prediction accuracies of RP-IAWP on most attributes are consistently higher than those of IAP and RFUA, which confirms the advantages of assigning different weights to different attributes.
Zero-Shot Image Classification
The goal of accurately predicting attribute is to improve zero-shot learning. The experimental procedure we followed was designed to measure the relationship between the number of classes in the testing set and the zero-shot classification performance, i.e., in each group of experiment, different number of training (seen) classes and testing (unseen) classes are selected. Take the OSR dataset for instance, it can be seen from Table 1 that totally five groups of experi- Table 1 Mean recognition accuracy comparisons of zero-shot image classification on the OSR dataset Table 2 Mean recognition accuracy comparisons of zero-shot image classification on the PubFig dataset Table 3 Mean recognition accuracy comparisons of zero-shot image classification on the Shoes dataset Table 4 Mean recognition accuracy comparisons of zero-shot image classification on the AWA dataset ments were conducted. To reduce the influence of random factors on classification performance, we conducted C n N -fold zero-shot classification experiments for each group of experiment, where N represents the total number of classes and n is the number of testing classes. For each fold of a C n N -fold experiment, n classes were selected for the testing set and a subset of the remaining classes for the training set. According to the experimental setup aforementioned, 5 times of C 10 = 1-fold) experiments were conducted on the AWA dataset. Based on the testing classes' attribute vectors, a logistic regression classifier is used to perform multi-class classification for IAP [11] and RP-IAWP models, while a random forest classifier is used for RFUA model [14] . Therefore, in order to ensure fair comparison, we replaced the logistic regression classifier with a random forest classifier in RP-IAWP, which is called RP-IAWP+RF here. Tables 1-4 When the number of testing classes increases, i.e., the number of training classes decrease, the attributes involved in the training process decrease, i.e., the attribute space of training samples cannot cover the attributes of testing samples. Therefore, the prediction accuracies of some attributes observed in testing samples but not in training samples will decrease, which eventually leads to the degradation of classification accuracy on testing samples. The classification accuracy can reflect the relationship between the number of testing samples that are correctly classified and the total number of testing samples, but it cannot reflect the relationship between the specificity (false negative rate) and the sensitivity (true positive rate). Therefore, in our experiment, the receiver operator characteristic (ROC) curve and the area under curve (AUC) are further adopted for evaluating the zero-shot image classification performance. With 5 testing classes for the zero-shot image classification on the OSR, Pubfig and Shoes datasets and 10 testing classes for the AWA dataset, Fig. 4 presents the ROC curves and AUC values of individual testing class with RP-IAWP. Obviously, the ROC curves of RP-IAWP on all four datasets are close to the left upper corner of the coordinator, and the AUC values are higher than that of the random predictive model (0.5), indicating the good performance of RP-IAWP on zero-shot image classification. Figure 5 shows the mean AUC values of all testing classes on each dataset. It can be observed from Fig. 5 that: 1) The AUC values of IAP are the smallest; 2) Compared with RFUA, the AUC values of RP-IAWP or RP-IAWP+RF are higher, which indicates the superiority of our proposed method on zero-shot image classification.
Weight Analysis in RP-IAWP
In order to intuitively know the impact of attribute weight on zero-shot classification, Fig. 6 shows the classification images for individual testing class on the Shoes dataset when n is 5. In Fig. 6 , the numbers denote the obtained weights from Eq. (9) . From Fig. 6 , we can observe that for an object class, the weights for 10 attributes are different, which indicates that attributes have different contributions to image classification. Take testing class "rain boots" as an example, among the 10 attributes, attribute "long-on-the-leg" has the largest weight (i.e., 52.36) while attribute "open" has the smallest weight (i.e., 0.19), which means that attributes "long-on-the-leg" and "open" have the greatest and the least contributions to the classification of class "rain boots" respectively; 2) Similarly, the weights of an attribute for different classes are different. Take attribute "sporty" as an example, it has the largest weight for class "athletic shoes" while has the smallest weight for class "clogs". This is because that the relevance between attribute "sporty" and class "athletic shoes" is great, thus leads to a larger weight. These observations are consistent with the theoretical analysis in Sects. 2.2 and 2.3.
Conclusions
Zero-shot image classification refers to a learning problem where no training samples are available for testing classes. Compared with low-level features, visual attributes are more flexible and descriptive, and thus can serve as an intermediate layer in a classifier to recognize object classes without a single training sample. The originally proposed DAP and IAP models, representing important solutions for zero-shot learning problems, both assume that attributes are independent from each other in classifier training, which is not the case in practice. The main contributions of our paper are: 1) We presented a method for determining the weights of attributes by using the relevance probability; 2) We proposed a relevance probability-based indirect attribute weighted prediction model; 3) We detailed the state-of-the-art performance of the proposed RP-IAWP model on OSR, PubFig, Shoes and AWA datasets. 
