Development of analysis engine for extracting opinions from cross language blog by 貞光 九月 et al.
多言語横断blog 分析エンジンの開発
著者 貞光 九月, 乘松 潤矢, 福富 祟博
発行年 2007
その他のタイトル Development of analysis engine for extracting
opinions from cross language blog
URL http://hdl.handle.net/2241/104456
1多言語横断blog分析エンジンの開発







Development of analysis engine for extracting opinions from cross language blog
Kugatsu Sadamitsu,y Junya norimatsuy
and Takahiro Fukutomi y
There has been a recent swell of interest in analysis engines which is the automatic extrac-
tion system of bene¯cial information in web. Furthemore cross language web corpus have
more information than single language web corpus, in the such of case we need cross lan-
guage analysis engine. We implemented new cross language analysis engines employing the
newest developments and introduce each development in this report. In ¯rst is sentiment
analysis based on topic models for extracting topic structures in the document, In second is
phrase-based machine translation system using parallel corpus with free license.
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ある。例えば以下の 2 文において \sad" の極性は明
らかに異なっている。
- \The heroine was ¯nally dead with him. It was
really sad."
- \The computer broke just 3 months after I bought
it. It was really sad."
表 1 は Amazon.com☆からの Positive/Negative レ
ビューデータ各 6,800文書について、4つの単語 (sad,
boring, comfortable, culture)のそれぞれが 3つのカ
テゴリ (Electronics, DVD, Magazines)内において現
れた回数を document frequencyで数え上げた結果で
ある。 \sad"のように極性がトピックによって変わり




itive 極性に偏って出現している。実際に \I wanted
to learn all I could about the homes and culture of
the victorian period" や \I'm really into british cul-
☆ http://www.amazon.com
表 1 Amazon の各カテゴリにおいてトピック依存評価表現の現れ
た数 (df 値)
Electronics DVD Magazines
posi nega posi nega posi nega
sad 2 4 16 16 1 6
boring 1 0 8 28 0 10
comfortable 11 5 2 2 2 2


























































wn は文書 d中 n番目の単語、Nd は文書 dに含まれ
る総単語数、cv は文書 d中に含まれる単語 v の数で
ある。tは文書 dにおける全単語についての隠れたト
ピック系列を示し、tn は wn がトピック tから生成さ
れたことを示す。またトピックの総数を T、µdt は文





































1 + exp(¡´D(d;®)) (2)
D(d;®) = ¡ log p(djÁ;®) + log p(dj¹Á;®)
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の事前確率を等しいとする仮定 p(Á) = p( ¹Á)を用いて
いる。式中 ¹Átnwn = p(Ájtn; wn)は n番目の単語wn
の潜在トピックが tnだった場合、その単語の極性ラベ
ルが Áである事後確率を示し、以下、極性事後確率と

























































































差検定を行った。素性には document frequencyが 20





それぞれ ´ = 1; ½ = 0:01として固定している。トピッ
ク識別用の PLSA の学習の際には、過適応緩和のた
め tempered EM 法を用いて学習を行った。
2.4.2 トピックモデルを用いた評価文書分類
トピックモデルを用いた評価文書分類の実験結果




















5表 2 提案モデルから得られたトピック依存評価表現の例 (10 混合)
Tool Baby Food Toy Movie
cutting securely snack neighbor detective
finger leaks texture lego violent
Topic yard tray tastes toys tony
neighbor backpack protein boys director
pounds fold calories horse moral
needing arm awesome plays movie
minutes dust amazing started season
Posi. decided complaint cant sometimes us
available drawback color hours society
ago duty fall wait story
short seat dont minutes moments
low rough sugar toy fans
Nega. additionally pads save christmas knows
hands pad stick kid terms
stop design protein move enemies
Book Computer&Apparel Software&CD Service else
subscribe prints delete refund channels
informative printers crashes emailed caution
Topic articles macbook restart responded displays
magazines toe upgrading june locations
advertisements epson server requested menus
helpful month number service number
pages perfectly software replacement di®erence
Posi. culture comfortable heard satisfied mean
informative worked finally happy shoot
journal problems song pleased material
contains wearing listen returned research
interesting replaced disc return etc.
Nega. boring expected dvd broke problems
statistics twice cd wash single











































例えば \Book"トピックにおける \helpful"や \infor-
mative"はトピック特有の肯定的表現であり、2.2節
で例に挙げた \culture"も肯定的表現としてモデル化





を見ると \my only complaint is -" 等の表現が多く
見られ、肯定的文書の中で限定的な批判を行う場合に
現れやすい表現となっていた。\Computer&Apparel"
の \expected"も同様に、\I expected much more of


























P (EjF ) (6)
= argmax
E
P (E)P (F jE)




² 言語モデル P (E):ある文 E がその属する言語の
文として生起する確率を与える。
² 翻訳モデル P (F jE):ある文 E が原言語の文 F に
翻訳される確率を与える。














される13)14)。原言語文 F と目的言語文 E が I 個の









☆ 翻訳対象となる 2 つの言語それぞれの文と文が、対訳ペアとし
て一対一に対応づけられたデータ
























彙重み Pw を式 9から式 13によりそれぞれ定義する。

















d (ai ¡ bi¡1) = ®jai¡bi¡1¡1j: (10)
ここで、aは単語対応として、語彙重み Pw(f^ je^)は、
以下の語彙翻訳確率分布 w(f je)、単語アラインメン
ト付き語彙重み Pw(f^ je^;a) を用いて計算する。すな
わち、
w (f je) = count (f; e)P




























































































対訳コーパス 聖書 Wikipedia 混合コーパス
日本語語彙数 47,031 15,192 51,198 83,441
英語語彙数 40,629 12,689 43,970 71,615

















































対訳コーパス 聖書 Wikipedia 混合コーパス
英日方向取得
フレーズペア数 1,351,747 1,855,515 613,536 2,364,731
日英方向取得




























































ここで、I(v; q) は単語 v と検索クエリ q との相互情



























☆ 3.3.1 節で述べたWikipedia の項目対応を用いて、その項目名
同士を対訳辞書として用いた。
9表 7 システムに用いる Amazon レビューデータ数統計
star num. Japanese English German
All train test All train test All train test
star 1 5281 2500 2641 19769 6000 9885 10590 3500 5295
star 2 5626 2500 2813 12931 6000 6466 7596 3500 3798
star 3 13284 - 6642 20968 - 10484 11583 - 5792
star 4 31731 2500 15866 51590 6000 25795 23463 3500 11732










































図 5 多言語 blog 分析エンジン「百葉箱」のスクリーンショット
(画像は開発中のもの)



















参 考 文 献
1) Cass, S.: Fountain of knowledge, IEEE Spec-
trum, Vol. 41, No. 1, pp. 68{75 (2004).
2) Nanno, T., Suzuki, Y., Fujiki, T. and Oku-
mura, M.: Automatically Collecting, Monitor-
ing, and Mining Japanese Weblogs, Proceeding
of WWW2004: the 13th international World
Wide Web conference (2004).
3) Pang, B. and Lee, L.: Thumbs up? Sentiment
Classi¯cation using Machine Learning Tech-
niques, Proceedings of the Conference on Em-
pirical Methods in Natural Language process-
ing(EMNLP), pp. 76{86 (2002).
4) 乾孝司, 奥村学: テキストを対象とした評価情報
の分析に関する研究動向, 自然言語処理学会論文
誌, Vol. 13, No. 3, pp. 201{241 (2006).
5) Mao, Y. and Guy, L.: Isotonic Conditional
Random Fields and Local Sentiment Flow,
Neural Information Processing Systems, Vol.18
(2007).
6) 貞光九月, 山本幹雄: 文を単位とする文書構造を
用いた評価文書分類, 言語処理学会第 13 回年次
大会, pp. 230{233 (2007).
7) McDonald, R., Hannan, K., Neylon, T., Wells,
M. and Reynar, J.: Structured Models for Fine-
to-Coarse Sentiment Analysis, the 45th Annual
Meeting of the Association for Computational
Linguistics(ACL-2007), pp. 432{439 (2007).
8) 池田大介, 高村大也, Ratinov, L.-A., 奥村学: 単
語極性反転モデルによる評価文分類, 情報処理学
会研究報告,NL-180, pp. 43{48 (2007).
9) Hofmann, T.: Probabilistic Latent Semantic
Indexing, Proc. of the 22nd Annual ACM Con-
ference on Research and Development in Infor-
mation Retrieval , Berkeley, California, pp. 50{
57 (1999).
10) Juang, B.-H. and Katagiri, S.: Discriminative
learning for minimum error classi¯cation, IEEE
Trans. Signal Processing , Vol.40, pp.3043{3054
(1992).
11) Blei, D., Ng, A. and Jordan, M.: Latent
Dirichlet allocation, Journal of machine Learn-
ing Research 3 (2003).
12) Brown, M., Hughey, R., Krogh, A., Mian, I.,
Sjolander, K. and Haussler, D.: Using Dirichlet
Mixture Priors to Derive Hidden Markov Mod-
els for Protein Families, Intelligent Systems for
Morecular Biology (1993).
13) Koehn, P., Och, F. J. and Marcu, D.: Sta-
tistical phrase-based translation, NAACL '03:
Proceedings of the 2003 Conference of the
North American Chapter of the Association
for Computational Linguistics on Human Lan-
guage Technology , Morristown, NJ, USA, Asso-
ciation for Computational Linguistics, pp. 48{
54 (2003).
14) Koehn, P.: Pharaoh a Beam Search Decoder
for Phrase-Based Statistical Machine Transla-
tion Models User Manual and Description for
Version 1.2 (2004).
15) Utiyama, M. and Isahara, H.: Reliable Mea-
sures for Aligning Japanese-English News Ar-
ticles and Sentences, ACL-2003 , pp. 72{79
(2003).
