Airborne mineral dust is one of the main forms of atmospheric aerosols, influencing, among other things, global weather patterns, biogeochemical processes, air quality, sensor performance, and visibility conditions on the ground. This study evaluates three dust-emission parameterizations available in the widely used Weather Research and Forecast model: the GOCART (Global Ozone Chemistry Aerosol Radiation and Transport), AFWA (Air Force Weather Agency), and UoC (University of Cologne) dustemission schemes. The simulations were performed for a dust event that occurred over the Arabian Peninsula on 25 January 2010. The simulations were able to adequately reproduce the meteorological conditions of the event, and all three dust-emission schemes produced a dust event over the Arabian Peninsula. However, there were large differences in magnitude and extent between the three emissions schemes. Of the three schemes evaluated here, the AFWA scheme most closely matched the observed dust plume. Analysis revealed that differences between the schemes could largely be traced to differences in how each calculate the threshold wind speed (i.e., the minimum wind speed required for dust to be lofted).
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Background
Airborne mineral dust is one of the main forms of atmospheric aerosol and is especially concentrated over the world's desert regions (Prospero et al. 2002) . It influences global weather, climate patterns, and biogeochemical processes on many different spatial and temporal scales (e.g., Mahowald et al. 2005 Mahowald et al. , 2010 Ravi et al. 2011; Webb et al. 2012; Boucher et al. 2013; Wang et al. 2017) . Furthermore, hazardous air quality conditions created by dust can adversely affect agriculture, equipment performance, visibility, and human health at regional and local scales (e.g., Rushing et al. 2005; De Longueville et al. 2010; Okin et al. 2011; Sprigg et al. 2014; Middleton 2017; Al-Hemoud et al. 2017) . As a result, atmospheric dust simulation and prediction model development is a priority for the research, operational forecasting, military, and hazard-prevention communities (Knippertz and Stuut 2014; Sprigg et al. 2014; Shepherd et al. 2016 ).
Wind-driven dust entrainment primarily occurs through a process called saltation, in which wind-lofted sand grains or aggregates too heavy to remain suspended in the air collide with the land surface and eject smaller "dust-sized" particles upon impact (e.g., Kok et al. 2012) . Accurately representing saltation and dust-emission patterns in numerical weather prediction (NWP) models continues to be a challenge, largely because these phenomena are affected by difficult-to-obtain land surface attributes (e.g., soil texture and particle size distribution, degree of surface crusting, surface roughness, etc.) and momentum transfer processes that occur over a range of global to microscales (Richter and Gill 2018) .
All modern NWP models incorporate simplified or idealized representations of physical processes and environmental attributes called parameterizations to account for subgrid scale, overly complex, or difficult-tocharacterize phenomena. These parameterizations prescribe values or relate processes to other known factors to retain the "essential aspects" of the process or feature they are designed to represent. However, the designation of "essential" may be relative to a specific application or region of interest (i.e., simplifications appropriate for one application may not be vi-able for another). As such, many NWP models are designed to be configurable with different parameterization options for simulating a diverse range of weather scenarios and environmental conditions.
Numerous dust-emission parameterization schemes (referred to as dustemission schemes henceforth) have been developed for forecasting and research purposes over the past several decades (e.g., Tegen and Fung 1994; Marticorena and Bergametti 1995; Woodward 2001; Ginoux et al. 2001 Ginoux et al. , 2004 Nickovic et al. 2001; Shao 2001; Liu et al. 2003 Liu et al. , 2007 Kok et al. 2014) . Understanding how these dust-emission schemes perform in various environmental scenarios is important for anyone interested in using NWP dust modeling tools for informed decision-making. To date, several dust simulation case-study assessments have been published (e.g., Cavazos et al. 2009; Shao 2007 Kumar et al. 2014 ; Rizza et al. 2017) ; however, most of these communications discuss relatively coarse, global-scale scenarios or simulations of strong wind events over prolific dust-source regions.
Objective
The primary purpose of this report is to document the ability of three broadly adopted dust-emission schemes to reproduce a winter dust event in Southwest Asia, a scenario where terrain state and prevailing weather patterns are primed to increase the overall likelihood of dusty conditions (e.g., 14th Operational Weather Squadron 2017a, 2017b).
Approach
For this study, we used the Weather Research and Forecasting Chemistry (WRF-Chem) modeling framework to compare the performance of three different dust-emission schemes currently available in WRF-Chem. WRFChem is an open-source, regional-scale NWP model capable of simulating atmospheric chemistry processes and aerosol transport simultaneously with other meteorological and land surface fields (Grell et al. 2005; Peckham et al. 2011) . The three dust schemes documented in this report include (1) the dust-emission scheme from the Georgia Institute of Technology-Goddard Global Ozone Chemistry Aerosol Radiation and Transport (GOCART) atmospheric aerosol and chemistry model (Chin et al. 2000 ; dust scheme originally described by Ginoux et al. [2001 Ginoux et al. [ , 2004 ), (2) the Air Force Weather Agency (AFWA) scheme (Jones 2012) , and (3) the University of Cologne (UoC) scheme described by Shao (2001 Shao ( , 2004 and Shao et al. (2011) . Exact results from this case study are limited to our specific configuration of WRF-Chem; however, the findings may offer insight into how use of these schemes could affect simulation accuracy in other dust-modeling, visibility, or air-quality NWP capabilities.
Overview of Dust-Emission Schemes
It is important to note that the following descriptions are for the dust schemes as they are implemented within the WRF-Chem model and that the implementation of these schemes varies slightly when used in other models.
The WRF-Chem GOCART, AFWA, and UoC dust-emission schemes (as of WRF-Chem version 3.8) share some commonalities. For example, all three schemes compute dust-emission flux as a function of wind energy and soil properties (such as soil moisture and particle size) and incorporate a preferential dust-source parameter designed to represent the availability of loose, erodible soil particles. All three schemes also assume that dust emissions are the result of saltation initiated when wind energies exceed critical thresholds. Each scheme divides emitted dust particles into five size-based groupings called size bins. These size bins follow a 1.46 µm, 2.8 µm, 4.8 µm, 9 µm, and 16 µm effective particle diameter size distribution configuration. Once injected into the lowest atmospheric model level, separate transport, removal, and radiative transfer schemes are used to estimate simulated atmospheric dust mass concentrations and optical properties.
GOCART dust-emission scheme
Dust-emission flux values ( , kg m −2 s −1 ) for each size bin (Dp, cm) are calculated in the GOCART scheme using
where = a dimensional proportionality constant (default set to 0.8 × 10 9 kg s 2 m −5 ), = a unitless dust-source strength function indicating availability of loftable dust material, = the mass fraction of emitted dust for the soil separate class (i.e., sand, silt, or clay) of size group , = the horizontal wind speed at 10 m above ground level (m s −1 ), = soil moisture degree of saturation, and � , � = the threshold 10 m wind speed required for initiating erosion (m s −1 ).
The threshold wind speed ( , m s −1 ) was derived for dry soil based on particle diameter following � � = 0.13 
and adjusted for soil moisture
where = the air density (g cm −3 ), = the particle density (constant at 2.65 g cm −3 ), g = the gravitational constant (981 cm s −2 ), and c = a dimensional constant for converting the final value from centimeters to meters (0.01 m cm −1 ).
From equations (1)-(3), it is apparent that wind speed, soil moisture, and air density (which are provided by WRF-Chem) are the only necessary variable inputs for the calculation of Fp. The S term is a time-static, spatially variable field diagnosed from quarter-degree resolution terrain elevation data in the model preprocessor via
where zi is the elevation of a given location, and zmax and zmin are the maximum and minimum elevations of the surrounding terrain within a 10° × 10° area. Resultant values for S are set to zero anywhere bare soil is not indicated by data derived from the Advanced Very High Resolution Radiometer product (DeFries and Townshend 1994) and interpolated to the model grid. All other terms in the Fp calculation are prescribed.
Of note, the GOCART equation for Ut has been modified several times over the years, and these changes are incompletely documented in the litera-ture. In WRF-Chem, Ut is calculated using a semiempirical function derived in terms of friction velocity, * , a parameter used to represent windshear stress based on changes in wind speed with height, surface roughness, and atmospheric stability. Although values of u* and U are both expressed in dimensions of speed, they are not equivalent and generally differ by one or more orders of magnitude. This error leads to almost universally overestimated dust emission due to very low-magnitude values of Ut and the exponential aspect of the dust flux calculation. Typically, these errors are adjusted to be more realistic by using tuning constants to scale .
AFWA dust-emission scheme
The AFWA scheme is a modified version of the scheme originally described by Marticorena and Bergametti (1995) . A Bulk vertical dust flux (F) is determined by summing dust emission fluxes caused by saltating particles over nine saltation size particle bins ranging from 0.7 to 125 µm in diameter:
, where is the diameter of the saltation particle and i is the saltation particle bin. Fi is determined using a semiempirical * -based function, a dust-source strength function, and soil texture via
where = the sandblasting efficiency; = the saltation flux for particles of size ; and * = the threshold friction velocity required for dust-lofting initiation based on and gravimetric soil moisture, .
is calculated by
ERDC/CRREL TR-18-13 7 where c = an empirical proportionality constant (default set to 1.0), = air density, and = the gravitational acceleration constant.
Notably, the initial threshold friction velocity is calculated using equation (2) though the soil moisture correction factor is calculated differently than in GOCART, using a modified version of the correction function described by Fécan et al. (1998) :
where ′ = the gravimetric soil moisture, ′ = the minimum soil moisture threshold required to activate the soil moisture correction, and A and b = constants determined by the WRF-Chem soil category.
A key difference with respect to how the dust emission flux (F) is calculated between the GOCART and AFWA emissions schemes is that in AFWA, a bulk vertical dust flux is calculated and then distributed into the suspended dust size bins described at the beginning of section 2, following the Kok (2011) brittle fragmentation theory, whereas in GOCART, F is calculated separately for each of the five dust bins based on a UT calculated for each size bin.
UoC dust-emission scheme
The UoC scheme is based on the work of Shao (2001 Shao ( , 2004 and Shao et al. (2011) . It essentially provides the user with three versions of the Shao dust scheme (noted as S01, S04, and S11, respectively, in order of increasing simplification). While the three UoC scheme settings could be considered the most physically based dust-emission scheme options in the WRFChem framework, the underlying physics require sophisticated knowledge of soil characteristics that are largely prescribed in most NWP models. This report focuses on the S04 option since it incorporates physically based aggregate disintegration algorithms not included in the S11 setting but has less dependency on soil attributes than S01.
Size-resolved dust-emission flux is calculated by,
where = a dimensionless coefficient (default set to 1 × 10 −4 ), = the fraction of emitted dust that can be injected into the first model level and is a function of particle diameter, = the ratio between the fraction of free dust and that of aggregated dust, = the bombardment efficiency, = the saltation flux for particles of size , = the volumetric soil moisture, and = a function that describes the binding strength of aggregated dust.
is calculated following
where the threshold friction velocity, * , � , , �, is determined via a function similar to the one used in the AFWA scheme and is based on saltation particle size ( ) and volumetric soil moisture ( ) but with additional corrections for surface drag effects based on the fraction of vegetation within the model gridcell ( ). Note that the �1 − � on the left-hand side of equation (9) is a vegetation-based surface-drag scaling factor that is in addition to the roughness correction applied to * , .
Data and Methods
To evaluate the WRF-Chem simulated meteorology, we used surface weather station observations, atmospheric vertical profiles gathered from radiosondes, and reanalysis data. Because of the sparse data availability in the WRF-Chem domain, we chose not to perform a robust statistical validation of the model but rather a general evaluation of the case-study simulation to ensure that any errors in modelled dust concentrations were not primarily due to errors in simulated wind flow.
Evaluating simulated dust emissions can be challenging because comprehensive in situ dust-emission flux measurements are difficult to acquire (e.g., Shinoda et al. 2011; Webb et al. 2016 ) and remote-sensing techniques often struggle to discern elevated dust from the underlying background near emitting sources (e.g., Walker et al. 2009 ). Because of this general lack of dust-emission observations, we chose to assess the accuracy of simulated visibility near the land surface as an alternative since visibility is strongly influenced by dust in desert regions. Furthermore, nearsurface visibility is regularly monitored by automated weather stations and has previously been used as a proxy for dust activity assessment in datasparse areas (e.g., Mahowald et al. 2007; Shao et al. 2007; Westphal et al. 2009; Cavazos et al. 2009 ). We also visually compared simulated cloud cover and aerosol optical depth (AOD) diagnostics to dust-enhanced imagery for qualitative assessment of the simulated dust plume for this event.
The WRF-Chem model
Simulations for our assessment were performed using WRF-Chem version 3.8. Figure 1 shows the model domain. Each event simulation used a horizontal grid spacing of 12 km (484 × 417 grid points) and 48 terrain-following, vertical atmospheric levels set using a stretched sigma-coordinate system to favor higher vertical resolution near the land surface. Model data were produced for a 5-day period extending from 22 January 2010 0000 UTC (Coordinated Universal Time) to 27 January 2010 0000 UTC. Lateral boundary and initial model conditions were extracted from 1-degree, 6-hourly Global Forecast System final analysis reanalysis data (National Centers for Environmental Prediction et al. 2000) . Simulations were initialized using a "cold start" technique, in which atmospheric dust concentrations begin at zero and output from the beginning of the simulation is discarded to enable adequate time for background dust generation and for the model to remove any spurious features created by the initialization data. A 36-hour spin-up was selected based on a subjective assessment of a selection of meteorological and dust variables, including, for example, mean sea-level pressure, vertically integrated dust mass, and temperature at approximately 1500 m above sea level at 12, 24, 36, and 48 hours into the simulation. Findings from this review suggest that further increasing the spin-up time to 48 hours offered little benefit. We generated additional atmospheric aerosol and gas phase chemistry fields by using a simplified version of the GOCART chemistry and aerosol module in WRF-Chem (chem_opt = GOCART_SIMPLE in the WRF-Chem configuration file). This enables the model to incorporate the effects of sea salt, black carbon, organic carbon, sulfate, and dimethyl sulfide on total atmospheric aerosol loads. While the sea salt emissions are based on lowest model-level wind speeds over the oceans, the other background aerosol emissions were prescribed using climatological emissions data and the PREP-CHEM-SRC program (software designed for preprocessing WRFChem datasets, Freitas et al. [2011] ). Table 1 presents a full accounting of our model chemistry and physics parameterizations for subgrid-scale processes. Importantly, the aerosol cloud and radiative feedback options are turned off, which means that aerosol concentrations did not affect the evolution of other model fields and that weather conditions (e.g., wind speeds, turbulence, soil moisture, etc.) were identical across all simulations. 
Observations
To evaluate the simulated meteorology, a collection of available in situ data from automated surface meteorological weather stations and radiosonde observations in combination with gridded reanalysis data from the Climate Forecast System Reanalysis product (CFSR) was used. Surface meteorological and radiosonde observation locations are indicated, respectively, as red dots and black stars in Figure 1 .
The surface observations (available at http://weather.uwyo.edu/surface/) used in this study provide hourly temperature, wind, humidity, and visibility measurements. Observational datasets from stations that were manned by human observers also included present weather conditions. For example, datasets from human-monitored stations occasionally included symbols for "blowing dust" if a dust event was occurring in the vicinity at the time of the observation.
Radiosonde observations (available at http://weather.uwyo.edu/upperair/) are collected twice daily worldwide via weather balloon launches at 0000 and 1200 UTC. These observations provide high-quality in situ atmospheric profiles of temperature, wind, and humidity and were used to evaluate modelled atmospheric structure and vertical wind profiles at two locations within the domain near the dust event. These observations were visualized using Skew-T log-P diagrams, a common plotting convention used in meteorology to analyze the vertical structure of the atmosphere.
While in situ observations are ideal for assessing model accuracy, they are relatively sparse in both space and time over our region of interest. To supplement these observations, we also used half-degree, 6-hourly CFSR data (Saha et al. 2010b ) to help evaluate how well the various WRF-Chem model configurations captured the overall evolution of our case-study dust event. Saha et al. (2010a) provides a full description of the CFSR product. Though reanalysis data are good for comparison purposes, it is important to remember that these datasets are a blend of observations and model output and thus cannot be considered truth. Rather, they provide a probable state of the atmosphere and offer useful discussion points for data-limited simulation assessments.
Taken together, the aforementioned data collections provide a good basis for evaluating simulated atmospheric states against the real atmosphere. However, these observations provide almost no information regarding atmospheric dust concentrations (only surface visibility measurements used as a proxy for dust concentrations provide this information). Therefore, to qualitatively assess spatial dust concentrations, dust-enhanced satelliteimagery derived from Moderate Resolution Imaging Spectroradiometer (MODIS) data using a processing algorithm by Miller (2003) was used (see Sinclair and Jones [2017] for the python script we used to generate dust-enhanced imagery in GeoTiff format). In the Miller (2003) technique, atmospheric dust is distinguished from the underlying background terrain using visible, near infrared, thermal infrared, and water vapor channels. Lofted dust appears pink, landscapes have blue and green hues, water and steep terrain are red, and clouds appear aqua or cyan in the resulting image (e.g., cover image).
Simulation parameters of interest
As in most NWP models, WRF-Chem is designed to output standard meteorological fields like temperature, vertical and horizontal wind velocities, and mixing ratios of different water phases and hydrometeor species (e.g., snow) at multiple vertical levels. However, additional parameters of interest were needed to complete the assessment. The following section provides an overview of how AOD, cloud cover, and surface visibility were computed from model output data.
Aerosol optical depth (AOD)
WRF-Chem outputs simulated extinction coefficients for a select series of electromagnetic frequencies. These values have units of inverse length (e.g., m −1 ) and represent signal attenuation caused by atmospheric particulates (e.g., dust and smoke), hydrometeors (e.g., rain, snow, and cloud droplets), and atmospheric gases. Here, we used total column AOD, which is calculated by vertically integrating extinction coefficients for a given frequency throughout an atmospheric column, as a means for representing atmospheric dust in desert regions. In this study, simulated 550 nm frequency (i.e., yellow visible light) extinction coefficients were vertically integrated to produce two-dimensional AOD fields:
where k = the model vertical level, µ550 = the extinction coefficient at 550 nm, and ∆z = the physical depth of each vertical level.
Qualitative cloud cover
To diagnose simulated cloud cover (CLD), for qualitative comparison against satellite imagery, the simulated cloud-and ice-water mixing ratios were summed along the vertical dimension:
where CMR and IMR are the cloud-and ice-water mixing ratios. In the above diagnostic, we chose to multiply IMR by a factor of 10 because IMR is generally at least an order of magnitude lower than the CMR and because ice clouds exhibit a relatively bright appearance in the dust-enhanced satellite imagery. This somewhat arbitrary scaling factor is justifiable in this instance since the variable CLD is used only for qualitative spatial comparison purposes and not quantitative evaluation.
Visibility
Visibility estimates were diagnosed from WRF-Chem data using 550 nm extinction coefficients and the Koschmieder visibility equation (Horvath 1971 ),
where Ext550nm is the average 550 nm extinction coefficient of the lowest three model levels and k is a factor equal to 0.6213 for converting kilometers to statute miles. These simulated visibilities were evaluated against surface visibility observations at the four surface stations shown in Figure 1 .
Results

25 January 2010 dust-event overview
While dust was present over the analysis region throughout much of the case-study period, the primary focus was on the dust event that occurred between 0600 UTC on 25 January 2010 and 0000 UTC on 26 January 2010. This dust event followed a classic wintertime Shamal pattern (Figure 2) in which a cold front swept across the Arabian Peninsula, allowing a high-pressure cell to build in from the northwest and strengthen across Saudi Arabia. These atmospheric transitions forced strong northwesterly surface winds to blow across the region and loft large quantities of dust into the atmosphere. Because aerosol feedback capabilities were not switched on in the WRFChem model configuration, all three dust-event simulations evolved identical environmental conditions with the exception of dust concentrations. The configuration of WRF-Chem was able to adequately simulate the overall synoptic evolution of the event (Figure 4e-h ). Model physics captured the southward motion of the midlatitude disturbance and the development and passage of both cold fronts and associated surface wind shifts related to the event. However, there were minor differences between the WRFChem simulations and the CFSR product with respect to the timing and intensity of each Frontal Passage (FROPA).
In the WRF-Chem version, both FROPAs occurred slightly earlier than in the reanalysis. For example, at 0000 UTC on 25 January, the frontal boundary in WRF-Chem was approximately located on the boarder of Iraq and Iran while the reanalysis product showed the boundary located over central Iraq (e.g., Figure 4b , f). Similarly, at 0000 UTC on 26 January, the second cold frontal boundary had pushed through Jordan to the northern border of Iraq in WRF-Chem but was located further north on the border of Jordan and Turkey in the reanalysis product. These timing differences could have affected simulated dust emission and transport throughout the event. In addition to minor timing differences, the WRF-Chem simulations also exhibited a generally stronger geopotential height gradient associated with the trough, indicating stronger lower tropospheric winds, which could also affect model dust emission and transport. While these disparities are mentionable, they are generally minor and likely affected dust emission and transport to a substantially lesser degree than the dustemission parameterizations themselves.
To augment the evaluation of the WRF-Chem model, simulated Skew-T log-P diagrams were generated at locations indicated in Figure 1 and were compared to Skew-T log-P diagrams generated from radiosonde observations at these locations ( Figure 5 ). From a broad perspective, the model was able to adequately simulate the atmospheric temperature, moisture, and wind profiles at both locations and both times; however, much of the fine-scale vertical variation was not simulated by WRF-Chem due to limitations in the model's vertical resolution and small-scale turbulence parameterizations. In particular, the agreement was remarkably good at both locations on 25 January at 1200 UTC during the dust event, indicating that the meteorological forcing that drove the dust event was well-simulated by the WRF-Chem model. Overall, the model was able to adequately simulate the synoptic event that led to the dust storm over the Syrian Desert, suggesting that any major differences between observed and simulated atmospheric dust concentrations were most likely caused by deficiencies in the dust-source, emission, and deposition parameterizations rather than poorly simulated wind fields. A few notable differences stand out in this comparison. In particular, the GOCART dust-emission scheme appears to generate a dust plume that is too expansive, covering all of Iraq, eastern Saudi Arabia, and most of Iran (Figure 6b ). While it is impossible to determine the extent of the actual dust plume over Iran and points further north and west due to extensive cloud cover, the absence of likely dust conditions (i.e., pink shading) in the satellite observations suggests that the large amounts of simulated dust in southeastern Saudi Arabia were erroneous (Figure 6a ).
The AFWA dust-emission scheme produced plumes that aligned with the dust-enhanced MODIS image better than the GOCART dust-emission scheme. The simulated dust plume was concentrated over Iraq and roughly matched the location of the remotely sensed dust. The AFWA dust-emission scheme also produced less dust in southeast Saudi Arabia in the immediate vicinity of the initial cold front (Figure 6c ). The UoC dust scheme largely failed to produce the observed dust plume, showing only a small area of dust along the Iraq/Jordan border and along the front in southeast Saudi Arabia.
All three dust parameterizations appeared to entirely miss the dust plume extension over northern Saudi Arabia. We speculate that this was because the model dust-source function, S, is zero over this region (e.g., Figure 1 ), thereby eliminating the possibility of dust emission over this area. It was unclear from the MODIS image if this error was due to issues in dustsource representation or a deficiency in how the WRF-Chem model handled dust deposition as the MODIS image only provides qualitative information about atmospheric dust conditions at a single date and time. Furthermore, it is unlikely that subjective dust-source identification methods (e.g., Walker et al. 2009; Sinclair and Jones 2017) would help for this case study due to the presence of clouds.
Comparison to observations
Figure 7 presents time series of 2 m temperature and 10 m wind speed and surface visibility generated using station observations and simulated WRF-Chem data.
The WRF-Chem simulations were able to replicate both the multiday downward trend in temperature associated with the initial FROPA and the diurnal cycle in temperature within about 2°-3°C at each station. Similarly, the surface winds were generally well represented at each station throughout the case study with the exception of the time period between 1200 and 1800 UTC on 25 January at the OERF surface observing station. We speculated that the observed surface winds may have been dominated by turbulence or wind patterns generated by the local terrain that were not resolved by the model. With respect to visibility, the AFWA dust-emission scheme generally performed better than the other two schemes and compared reasonably well to the observed visibility at three of the four stations. The relatively poor performance of the AFWA dust-emission scheme at the fourth station may have been because this station is located near the northwestern-most edge of the observed dust plume where minor differences in simulated timing and location of the event could have led to large errors at individual locations. The GOCART dust-emission scheme appeared to produce a dust-induced visibility reduction that is both too early and too weak compared to observations at all stations, and the UoC dust-emission scheme barely produced any dust-induced visibility reductions at any of the four station sites. 
Extended Analysis and Discussion
Based on these brief analyses, there were indications that the WRF-Chem simulation configured with the AFWA dust-emission scheme performed better than the other two configurations for this particular case-study event. Though it is difficult and inappropriate to draw wholesale conclusions about model performance from a single case study with such a limited observational dataset, understanding why these simulations turned out so differently warrants further exploration.
The overly expansive footprint of dust emission in the GOCART scheme configuration was most likely due to the calculation error. Large differences in magnitude between U and u* effectively rendered simulated values of to zero, dust-emission fluxes were proportional to 3 , and the only factors modifying emission rates were the S parameter and a conditional statement that ceased dust emission in areas where soil moisture values exceed 0.5 degrees of saturation.
Furthermore, we propose that the UoC scheme primarily failed to initiate the dust-emission activity near the Iraq/Saudi Arabia boarder because of a vegetation-based drag correction factor ( ) applied in the * calculation: = �√1. −0.5 ��√1 + 100 �,
where λ is a function of the vegetation fraction ( ):
= 0.35 * ln�1 − � (11) Figure 9 illustrates the impact of the roughness correction, indicating that * values were more than doubled by the drag correction factor in gridcells with relatively low vegetation coverage (i.e., <15%). This correction factor affected the potential for dust emissions across a substantial portion of the region and, as a result, restricted dust emissions in northwestern Iraq. To illustrate this, we compared estimated saltation fluxes from the simulated friction velocity ( * ) following equation (8): one with the roughness correction applied to * , ℎ and one without the roughness correction applied to * , ℎ (Figure 10 ). This analysis indicated that the overall failure of the UoC scheme to reproduce the spatial extent of the observed dust plume could be largely attributed to the roughness correction factor applied to * , ℎ . The expanded spatial extent of the saltation flux region in ERDC/CRREL TR-18-13 27
Conclusions and Recommendations
In this report, we evaluated three different dust-emission parameterizations against observations for a dust storm case study over the Syrian Desert, which straddles the Iraq/Saudi Arabia border. We showed that the AFWA dust scheme performed the best out of the three as it was able to simulate the timing and extent of a large-scale dust plume and the variability in the dust-reduced visibility at four different surface stations with reasonable accuracy. In contrast, the GOCART dust scheme generated too broad a region of atmospheric dust, and the UoC dust scheme largely failed to produce any dust owing to a roughness correction factor that shut down dust production over most of the source region.
Our overall recommendation for individuals and agencies interested in NWP capabilities for dust, visibility, and air-quality applications is to use the AFWA dust-emission scheme when using WRF-Chem to simulate dust over the Middle East region, particularly in the winter months when surface attributes like loose particle availability and soil moisture strongly affect dust lofting potential. Furthermore, we recommend researchers focus on improving dust-source parameterizations better suited for high-resolution simulations and that efforts aimed at better constraining the intrinsic soil properties are continued.
