A spatial process observed over a lattice or a set of irregular regions is usually modeled using a conditionally autoregressive (CAR) model. The neighborhoods within a CAR model are generally formed using only the inter-distances between the regions. To accommodate the effect of directions, a new class of spatial models is developed using different weights given to neighbors in different directions. The proposed model generalizes the usual CAR model by accounting for spatial anisotropy. Maximum likelihood estimators are derived and shown to be consistent under some regularity conditions. Simulation studies are presented to evaluate the finite sample performance of the new model as compared to CAR model. Finally the method is illustrated using a data set on the crime rates of Columbus, OH.
Introduction
In many studies, counts or averages over arbitrary regions, known as lattice or area data (Cressie, 1993) , are observed and spatial analysis is performed. Given a set of geographical regions, observations collected over regions nearer to each other tend to have similar characteristics as compared to distant regions. In geoscience, this feature is known as the Tobler's first law (Miller, 2004) . From a statistical perspective, this feature is attributed to the fact that the autocorrelation between the observations collected from nearer regions tends to be higher than those that are distant.
In general, given a set of regions S 1 , . . . , S n , we consider a generalized linear model 
where g(·) is a suitable link function, μ i 's denote large-scale variations and η i 's represent small-scale variations (or spatial random effects). The latent spatial process Z i 's are usually modeled using a conditionally autoregressive (CAR) model (Besag, 1974) or a simultaneously autoregressive (SAR) model (Ord, 1975) . These models have been widely used in spatial statistics (Cliff and Ord, 1981) . The CAR and SAR models are used to study how a particular region is influenced by its "neighboring regions". The large sacle variations, μ i 's are ususally modeled as a function of some predictor variables (e.g., latitudes, longitudes and other areal level covariates) using a parametric or semiparametric regression model (see van der Linde et al., 1995) .
In this article, we instead focus on developing more flexible models for the spatial random effects η i 's.
Gaussian CAR models have been used as random effects within generalized mixed effects models to explain the latent spatial process using suitably formed neighbors (Breslow and Clayton, 1993) . Gaussian CAR process has the merit that the finite dimensional joint distributions of the spatial process are multivariate Gaussian distributions. So, the maximum likelihood (ML) and the Bayesian estimates are easily obtained. Howver one of the major limitations of the CAR model is that the neighbors are formed using some form a distance metric and the effect of the direction is completely ignored. However, if the underlying spatial process is anisotropic, the magnitude of autocorrelation between the neighbors might be different in different directions. This limitation serves as our main motivation and an extension of the regular CAR process is proposed that can capture anisotropy. The newly proposed spatial process will be termed as the directional CAR (DCAR) model. In Section 2, we define the new spatial process and present statistical inferences for the parameters based on maximum likelihood (ML) theory. In Section 2.2, the ML estimator is shown to be consistent under some regularity conditions. Section 3 presents the finite sample performance of the ML estimators and the newly proposed DCAR models are compared against the regular CAR models in terms of popular information theoretic criteria. In Section 4, the proposed method is illustrated and compared with regular CAR using a data set of the crime rates in Columbus, OH. Finally, in Section 5, some extensions of the DCAR model are discussed.
Directional CAR models
Consider again the model described by (1). In this section, we develop a new model for the Z i 's. For illustrations and notation simplicity assume that S i are regions in a two-dimensional space, i.e., S i ∈ R 2 , ∀i. However, the model and associated statistical inference presented in this article can easily be extended to higher dimensional data.
Let s i = (s 1i , s 2i ) be a centroid of the sub-region S i , where s 1i corresponds to the horizontal coordinate (x-coordinate) and s 2i corresponds to the vertical coordinate (y-coordinate). The angle (in radian) between s i and s j is defined as
for all j = i. We consider directions of neighbors from the centroid of subregion S i 's.
For example, in Figure 1 , S j is in the north-east region of S i and hence α(
). Let N i represents a set of indexes of neighborhoods for the i-th region S i that are based on some form distance metric (say as in a regular CAR model). We can now create new sub-regions, for each i, as follows:
However, these directional neighborhoods should be chosen carefully so that for each i they form a clique. Recall that a clique is any set of sites which either consists of a single site or else in which every site is a neighbor of every other site in the set (Besag, 1974) .
This would allow us to show the existence of the spatial process by using the Hammersley-Clifford Theorem (Besag, 1974 p.197-198) and to derive the finite dimensional joint distribution of process using only a set of full conditional distributions. For instance, if j ∈ N i1 then we should ensure that i ∈ N j3 . For the above set of four sub-neighborhoods, we can combine each pair of the diagonally opposite neighborhoods to form a new neighborhood, i.e., we can create
Thus, we redefine two subsets of N i 's as follows:
Then, each of N * i1 and N * i2 forms a clique and that
. The above scheme of creating new neighborhoods based on the inter-angles, α ij 's can be extended beyond just two sub-neighborhoods so that each of the new sub-neighborhood forms a clique.
But for the rest of the article we restrict our attention to case with only two subneighborhoods as described in (2).
Based on subsets of the associated neighborhoods, N * i1 and N * i2 , we can construct directional weight matrices W (1) = ((w (1) ij )) and W (2) = ((w (2) ij )), respectively. For instance, we can define the directional proximity matrices as w Wahba, 1977) . From model (1) it follows that
where ω denotes the vector of spatial autocorrelation parameters and other variance components. Notice that along with (3) the model (1) can be used for discrete responses using a generalized linear model framework (Schabenberger and Gotway, 2005, p.353) . We now develop a model for Σ(ω) that accounts for anisotropy.
Let δ 1 and δ 2 denote the directional spatial effects corresponding to N i1 's and N i2 's, respectively. We define the distribution of Z i conditional on the rest of Z j 's for j = i using only the first two moments:
where w (k) ij ≥ 0 and w (k) ii = 0 for k = 1, 2 and m i = n j=1 w ij . The joint distribution based on a given set of full conditional distributions can be derived using the Brook's Lemma (Brook, 1964) , provided the positivity condition is satisfied. For the DCAR model, by construction it follows that each of N * i1 and N * i2 defined in (2) forms a clique for i = 1, . . . , n. Thus, it follows from the HammersleyClifford Theorem that the latent spatial process Z i of a DCAR model exists and is a Markov Random Field (MRF). We now derive the exact joint distribution of the Z i 's by assuming that each of the full conditional distribution is a Gaussian distribution.
Gaussian DCAR models
The Gaussian CAR model has been used widely for the latent spatial process Z i .
In this section, we study merits of the Gaussian DCAR model. As we discussed in previous section, the joint distribution can be easily derived from the conditional distributions by using Brook's Lemma.
Assume that the full conditional distributions of Z i 's are given as
where w (k) ij for k = 1, 2 are the directional weights. It can be shown that this latent spatial DCAR process Z i 's is a MRF. Thus, by Brook's lemma and the HammersleyClifford Theorem, it follows that the finite dimensional joint distribution is a multivariate Gaussian distribution given by
where
). For simplicity, we denote the variance-covariance matrix of DCAR process by Σ *
For a proper Gaussian model, the variance-covariance matrix Σ * Z is required to be positive definite. If we use the standardized directional proximity matricesW 
Hence it follows from Lemma 2 (see Appendix A) that A is positive definite.
Notice that when 
Parameter estimation using ML theory
With Gaussian DCAR model of the latent spatial process Z i 's, we describe how to estimate parameters and associated measures of uncertainties based on ML methods. Mardia and Marshall (1984) have given sufficient conditions in the case of Gaussian process for the consistency and asymptotic normality of the ML estimators.
Based on their results, first we describe the numerical computation of the MLE of
we show that the ML estimator of Gaussian DCAR model is consistent and asymptotically normal.
In the case of autoregressive models, likelihood is a complex nonlinear function of the spatial correlation parameters. Thus, the log-likelihood of Gaussian DCAR model is a complex nonlinear function of δ 1 and δ 2 which appear in the variance-covariance matrix. Here, for the latent spatial DCAR process Z i 's, under the joint multivariate Gaussian distribution, the log-likelihood function is given by
). Thus, for known δ, the profile ML estimators of β and σ 2 are given by
Substituting back into (7), the ML estimator of δ can be obtained by maximizing the profile log likelihood,
which can be numerically maximized to obtain δ 1 and δ 2 .
In order to maintain the restriction max(|δ 1 |, |δ 2 |) < 1, we use the "L-BFGS-B" method (Byrd, et al., 1995) to compute the ML estimates maximizing the loglikelihood. We also extract the Hessian matrix to estimate the information matrix.
In other words, we use observed Fisher information matrix to obtain the standard errors (s.e.'s) of η. It has been shown by Efron and Hinkley (1978) 
Thus, for a DCAR model,
and
Therefore, the Fisher information matrix for Gaussian DCAR model has the form
We estimate this Fisher information (FI) matrix (9) to obtain the asymptotic variances of parameters using the observed FI.
Because Z is a single observation from N n (Xβ, Σ = Σ Z ), it is not obvious that η is consistent and asymptotically normal. Sweeting (1980) has given a general result of weak consistency and uniform asymptotic normality for MLE's based on dependent observations. Using Sweeting's result, Mardia and Marshall (1984) prove the following theorem.
Theorem 1 (Mardia and Marshall, 1984) 
Then these conditions are sufficient for the asymptotic normality and weak consistency of η; that is η ∼ N (η, I(η)), where I(η) is the information matrix and η = (β
For a proof see the paper of Mardia and Marshall (1984) .
We show that the above sufficient conditions are satisfied by the MLE of the DCAR model under some additional regularity conditions and hence we establish the asymptotic normality and weak consistency of η under DCAR model.
Theorem 2 The conditions stated in Theorem 1 are satisfied by the DCAR model if
The proof of the Theorem 2 is given in Appendix B.
In order to study the finite sample performance of ML estimators, we conduct a simulation study. In this simulation study, we focus on the behavior of Gaussian DCAR model of the latent spatial process Z = (Z 1 , . . . , Z n ) as defined in (6). Mardia and Marshall (1984) conducted a simulation study with 10 × 10 unit spacing lattice, based on samples generated from normal distribution with mean zero and a spherical covariance model. The sampling distribution of the MLE's of the parameters were studied based on 300 Monte Carlo samples. Following a similar setup, for our simulation study, we selected an 15×15 unit spacing lattice and generated 500 samples (N=500) Z i 's from a multivariate normal distribution with mean Xβ and the variance- 2) . The X matrix was chosen to represent the lattice nad longitude coordinates in addition to an intercept.
A simulation study
The true value of the parameters were fixed at β = (1, −1, 2) T and σ 2 = 2. For the above mentioned DCAR model, to study the sampling distributions of MLE's δ 1 and δ 2 , we consider four different sets of δ's: It is expected that for the values of the parameters near the boundary of the parameter space, there might be unexpected behaviors of the MLE's.
As we discussed in Section 2.2, in order to maintain the restriction max(|δ 1 |, |δ 2 |) < 1, we use the "L-BFGS-B" method to compute the ML estimates within the optim function of the software R to maximize the log-likelihood. To obtain the standard errors (s.e.'s) of η, it is also computationally easier to directly obtain the Hessian matrix from the output of the optim function.
We study the sampling distribution of parameters numerically by using tables.
First, from the are near the boundary. The high coverage probability of MLE based on a symmetric confidence interval may be due to the skewness of the sampling distribution that we have observed in our empirical studies. It was observed that the estimates appear to be skewed to right for the negative extreme value and they are skewed to the left for the positive extreme value.
For the results of ML estimation of σ 2 of DCAR model, the bias of σ 2 tends to be slightly negative. In other words, the MLE's of σ 2 tend to underestimate the true values. However, it is to be noted that these biases are not statistically significant (all four p-values are greater than 0.6). Thus, for all cases, MLE of σ 2 is reasonable estimate.
For the estimation of β's, we observe that the finite sample performance of MLE's of β's of DCAR model are close to the large sample Gaussian approximation. Also, biases are not significant and nominal coverage probabilities were all found to be close to 0.95 (results not reported due to lack of space). (Akaike, 1974) and the Bayesian Information Criterion (BIC) (Schwartz, 1978) based on the ML method. AIC, a penalized-log-likelihood criterion, is defined by
where (η) is defined in (7) and k is number of parameters. Also, BIC is defined by
where n is the number of observations. In theory, we select the model with the smaller AIC and BIC values. We consider two cases based on data generated from a (i) CAR model and (ii) DCAR model.
Results based on CAR data
With samples from Gaussian CAR process, we fit both CAR and DCAR models, From the results based on the ML estimates of CAR model, we observe that for all the cases there are no significant biases at 5% level. The ESE of ρ is a good approximation to finite sample variance when the spatial dependence is weak such as in cases 2,3, and 4, because the ESE's are close to MCSE's. However, when the true value is near negative boundary, MLE tends to estimate the true value with high uncertainty. For all cases, the biases of MLE's of σ 2 tend to be slightly negative.
However, these negative biases are not significant (all p-values are bigger than 0.7).
For the estimation of β's, the estimates did not have any significant bias (all p-values are bigger than 0.9). We have presented these results due to lack of space but are available in the first author's doctoral thesis.
Estimation under model misspecification
From the results of the ML estimates of DCAR model, we observe that the ML estimates of δ and σ 2 are slightly negatively biased for all cases except when the true value of ρ is near negative boundary, ρ = −0.95. However, based on p-value, we conclude that there is no significant bias (all p-values are bigger than 0.5). We notice that the ML estimates of δ and σ 2 of DCAR model are similar to the estimates of ρ and σ 2 of CAR model, respectively. It means that with data sets from a CAR model, the sampling distributions of parameters are quite similar for either fitting CAR or DCAR model. However, the estimates of δ for each cases have larger MCSE and ESE values than the estimates of ρ as expected. The estimates of β based on DCAR model is not affected at all even if the data was generated from a CAR model. This is also expected as under both models Xβ is the mean of y.
Instead of comparing the parameter estimates of CAR and DCAR models based on samples from CAR process, we use AIC and BIC to compare the overall model Stone (1977) that the use of AIC is similar to cross-validation. We define DGP as the data generating process and FIT as the data fitting models. Also, we define PDC as the percentage of correct decision. From Table   2 Based on the performance of AIC and BIC, we observe that for the data set generated from CAR with ρ = −0.95, the CAR model fits significantly better than the DCAR model. However, for all other cases that we investigated, we conclude that we may safely use DCAR model even when the data is generated from a CAR model.
Results based on DCAR data
In this section, we fit both CAR and DCAR models to the data sets generated from DCAR model. In this case, there might exist somewhat unexpected sampling distribution of ρ as it will not be able to capture the directional effects.
Estimation under model misspecification
From the ML estimates of ρ, it appears that ρ seems to estimate the mean of the true values of δ 1 and δ 2 for a sample from a DCAR process. Therefore, we define the From the Table 3 Original data set can be found in Table 12 .1 of Anselin (1988, p.189) . In this data set, the crime variable pertains to the total of residential burglaries and vehicle thefts per thousand households. The income and housing values are measured in thousands of dollars. Anselin (1988) illustrated the existence of spatial dependence by using diagnostic tests based on ordinary least squares (OLS) estimation, ML estimation using a mixed regressive-autoregressive model and ML estimation using SAR model.
Notably, Anselin considered two sets of separate regression for the east and west side of the city using the SAR model. Based on the Wald, Likelihood Ratio (LR) and Lagrange Multiplier statistics, he concluded that when SAR model is used, there exists structural instability. It means that given a SAR spatial structure, the regression equation for the east side of the city is different from that of the west. Instead of using a generalized linear model fro count data, we make a variance stabilizing logtransformation for Poisson counts and treat the crime rate to be continuous variable.
With log-transformed crime rate, we assume Gaussian distribution with CAR and DCAR spatial structure.
We plot the the log-transformed crime rates that are divided into 5 intervals of each 20% quantiles in Figure 2 . From original data, we observe that Y 4 and Y 17 have extremely small values. The region S 4 is on a boundary in Columbus, OH, but S 17 is inside in study region. Also, for log transformed data, we observe that Y 4 and Y 17
are possibly outliers because those are smaller than 2.5% quantile of the entire data.
Thus, we eliminate Y 4 and Y 17 as outliers. From linear model without considering spatial dependency, we observe that only house value has a significant effect on the log-transformed crime rate. However, when Y 4 and Y 17 are deleted as outliers, we observe that only house income has a significant effect based on a linear model. From the estimated correlogram in Figure 2 , it appears that spatial correlations are not as strong. We model the log-transformed crime rate with income and housing values as the explanatory variables deleting the outliers.
For this data set, we denote Z i = log(Y i ) for i = 1, 2, . . . , n, where Y i is the total of residential burglaries and vehicle thefts per thousand households of sub-area i in 1980.
Thus, Z i is a log transformed crime rate of sub-area S i . Also, we denote X 1 as the centered housing value in thousand dollars and X 2 as the centered income in thousand dollars, and let X = (1, X 1 , X 2 ) denote the vector of predictions. With this data set,
we consider linear regression model with iid errors and correlated errors (modeled by CAR and DCAR process). We obtain the MLE's of ρ, σ 2 , β = (β 0 , β 1 , β 2 ) T and δ = (δ 1 , δ 2 ) under different modeling assumptions. We consider the following models:
Parameter estimates of these models are displayed in Tables 4 and 5 . From Table 4 , we observe that the house value is not significant at 5% level under Model 1. From Table   5 , we observe that ρ MLE = −0.456 but standard error (SE) of estimates of ρ is 0.493.
It means that there is negative spatial dependence for the log-transformed crime rate, but the spatial dependence is not strong under CAR assumption. However, δ 1MLE = −0.095 and δ 2MLE = −0.896 with SE's 0.607 and 0.566, respectively. It means that spatial dependence in the NE/SW direction is not strong, but spatial dependence in the NW/SE direction is strongly negative. This clearly demonstrates the advantage of DCAR model in estimating the directional specific spatial dependence in contrast to isotropic CAR model which would have concluded weak spatial correlation. To compare models, we consider AIC , BIC and mean squared predicted error based on Leave-one-out cross-validation method and we denote it by MSPE and is defined as
where z −i is the predicted value of ith area based leaving out the ith observation. For the predicted values, the best linear unbiased predictor (BLUP) (Schabenberger and Gotaway, 2005 ) is considered and is given by
First, from Table 5 , we observe that AIC and BIC of CAR error model are smaller than those of DCAR. Also, in Table 6 
Extensions and future work
DCAR model as an extension of CAR model, captures the directional spatial dependence in addition to distance specific correlation. The DCAR model is also found to be as efficient as the CAR model when data are generated from the CAR model.
However, CAR models usually fail to capture the directional effects when data is generated from DCAR or other anisotropic model. Our model proposed in (6) can be extended to more than two directions and one may similarly fit models of the type whereW (k) denote the matrices of weights specific to k-th directional effect. Our current work involves the creation of even generated model that estimate theW (k) 's adaptively from the data and will be published else where. 
Proof: See Section 10.8 of Graybill (1969) .
Lemma 5 Let A be an n × n matrix with all real characteristic roots and let exactly
Proof of Lemma: See p.228-229 of Graybill (1969) .
Appendix B: Proof of Theorem 2
To show that MLE of Gaussian DCAR model is asymptotically normal and weakly consistent, we assume that X is suitably chosen so that lim(X T X) −1 = 0 to hold and hence Condition (iv) of Theorem 1 holds. We note thatW can be expressed as DW.
Similarly,W
(1) = DW 1 andW (2) = DW 2 . We now show that Conditions (i)-(iii) of Theorem 1 are satisfied by the DCAR model.
Condition (i):
For DCAR model, the variance covariance matrix Σ is symmetric and
is the largest eigenvalue of D −1 A * (δ), we have
x, for some ||x|| = 1. Thus,
. As
Thus as it is shown above, lim |λ
Thus, the determinant of . For denominator, we consider eigenvalues of A * (δ)D and W l for l = 1, 2, then we express the denominator as
Condition (iii):
i | |ξ 
