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Abstract
In this article we show that for any forest there exists a labelling of the vertices for which the row-reduced
echelon form of its adjacency matrix is a {−1, 0, 1}-matrix. This result clearly provides an affirmative answer
to the conjecture: The null space of the adjacency matrix of every forest has a {−1, 0, 1}-basis.
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1. Introduction
In recent years there has been a growing interest on the structure of null space of incidence and
adjacency matrices of graphs [1,2,4,5,8]. The structure of the null spaces of inclusion matrices
associated with different combinatorial designs has been extensively studied by several authors [6,
7]. In particular the existence of some special bases with entries from {−1, 0, 1} has attracted more
attention, since these kind of bases are usually sparse and easy to handle from the computational
point of view.
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In [5], a {−1, 0, 1}-basis for the null space of the incidence matrix of a complete graph has
been presented. In [1] it is shown that the null space of the incidence matrix of any graph with no
cut edge has a {−1, 0, 1}-basis.
Naturally in the context of algebraic graph theory the study of the structure of the null space
of the adjacency matrix of a graph carries more useful information on different properties of a
graph, for instance the multiplicity of zero eigenvalues of the adjacency matrix presents some
useful information about the graph itself. For further information see, Chapter 8 of [3]. The
following conjecture [8, Conjecture 4.10] has been proposed: The null space of the adjacency
matrix of every forest has a {−1, 0, 1}-basis. More recently in [2] a more general question has
been asked: For which graphs is there a {−1, 0, 1}-basis for the null space?
A partial answer to the above conjecture when the nullity is one has been appeared in [8]. In
this paper a complete solution to the above conjecture is presented.
Furthermore, as a minor result we show that for the vertices of any unicyclic graph (a graph with
only one cycle) there exists a labelling for which the row-reduced echelon form of its adjacency
matrix is integral.
2. Results
For any graph G, the determinant and the rank of the adjacency matrix of G are denoted by
det(G) and rank(G), respectively. Also for any graph G, we denote the dimension of the null
space of its adjacency matrix by null(G). The following theorem [3, p. 233] provides a simple
and practical criterion for determination of the rank of a tree.
Theorem A. The rank of a tree is twice the size of its maximum matching.
Theorem 1. For any forest F, there exists a labelling of the vertices for which the row-reduced
echelon form of the adjacency matrix of F with respect to this labelling is a {−1, 0, 1}-matrix.
Proof. Clearly it is enough to prove the theorem when F is a tree. Assume that T is a tree of order
n. Let r = rank(T ) and s = null(T ). By an induction argument on n, we prove that there exist a
labelling of the vertices ofT ,V (T ), and ann × s matrixN =
(
X
I
)
, whereX is a {−1, 0, 1}-matrix
and the set of columns of N forms a basis for the null space of the adjacency matrix of T .
For n = 1, 2 there is nothing to prove. Suppose that the assertion is true for any j , j < n,
and T is a tree of order n, n  3. Suppose that u is a vertex of degree 1 in T adjacent to v
and denote by T1, . . . , Tk the components of T \{u, v}. Let ni be the order of Ti , ri = rank(Ti),
si = null(Ti) and vi be the only vertex of Ti adjacent to v, for each i, 1  i  k. We have
n =∑ki=1 ni + 2. Let m be the size of the maximum matching of T and mi be the size of the
maximum matching of Ti , for each i, 1  i  k. It is easily seen that m =∑ki=1 mi + 1. By
Theorem A, r = 2m = 2∑ki=1 mi + 2 =∑ki=1 ri + 2. Thus
s = n − r =
k∑
i=1
(ni − ri) =
k∑
i=1
si .
By the induction hypothesis there exists a labelling σi for V (Ti) and an ni × si matrix
Ni =
(
Xi
I
)
such that Xi is a {−1, 0, 1}-matrix and the set of columns of Ni forms a basis
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for the null space of the adjacency matrix Ai of Ti with respect to σi . Suppose that wi is the row
vector of Ni corresponding to vi . Let
N ′ =


−w1 −w2 · · · −wk
0 0 · · · 0
N1 O · · · O
O N2 · · · O
...
...
.
.
.
...
O O · · · Nk


,
where each 0 below −wi is a zero vector of length si . Clearly, N ′ is an n × s, {−1, 0, 1}-matrix.
Since the columns of each Ni are linearly independent, the columns of N ′ are also linearly
independent. Consider the labelling u, v, σ1, . . . , σk of V (T ). The adjacency matrix of T with
respect to this labelling is
A′ =


0 1 0 · · · 0
1 0 d1 · · · dk
0 d t1 A1 · · · O
...
...
...
.
.
.
...
0 d tk O · · · Ak


,
where di is a vector of length ni in which all components are 0 except the component correspon-
ding to vi which is 1, for each i, 1  i  k. It is easily checked that A′N ′ = O. Since null(T ) = s,
the set of columns of N ′ forms a basis for the null space of A′. Since Ni =
(
Xi
I
)
, by a suitable
permutation on the rows of N ′ we obtain the following matrix,
N =


−w1 · · · −wk
0 · · · 0
X1 · · · O
...
.
.
.
...
O · · · Xk
I · · · O
...
.
.
.
...
O · · · I


=
(
X
I
)
.
Thus N is an n × s, {−1, 0, 1}-matrix such that the set of its columns forms a basis for the null
space of the adjacency matrix of T with respect to some labelling of V (T ). Assume that A is the
adjacency matrix of T in the new labelling.
Now we assume that A = [B |C], where B and C are n × r and n × s matrices, respectively.
Since [B |C]
(
X
I
)
= O, C = −BX which implies that rank(A) = rank(B). Therefore, there
exists an n × n invertible matrix P such that
PA =
(
B1 −B1X
B2 −B2X
)
,
where B1 is an r × r invertible matrix. Now if we set Q =
(
B−11 O
−B2B−11 I
)
, then Q is invertible
and
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QPA =
(
I −X
O O
)
,
which is the row-reduced echelon form of A with entries in the set {−1, 0, 1}. 
As a corollary to the above theorem, the conjecture stated in the introduction follows.
Corollary 1. For any forest F, there exists a {−1, 0, 1}-basis for its null space. Indeed if F has
n vertices with nullity s, then there exists an n × s{−1, 0, 1}-matrix
(
X
I
)
whose columns form a
basis for the null space of F.
Before stating our next theorem on unicyclic graphs we need the following lemmas. The first
lemma follows easily by induction.
Lemma 1. For any forest F, det(F ) ∈ {−1, 0, 1}.
Lemma 2. If G is a graph with an induced subgraph H such that rank(G) = rank(H) and
| det(H)| = 1, then there exists a labelling of the vertices of G for which the row-reduced echelon
form of its adjacency matrix is integral.
Proof. Consider a labelling for the vertices of G such that its adjacency matrix is in the following
form,
A =
(
B C
D E
)
,
where B is the adjacency matrix of H . Since rank(G) = rank(H), rank(A) = rank(B). This
implies that D = XB and E = XC, for some matrix X. Since | det(B)| = 1, the matrix B−1 is
integral. Let
P =
(
B−1 0
−X I
)
.
Then
PA =
(
I B−1C
0 0
)
.
Therefore the row-reduced echelon form of A is integral. 
Corollary 2. For any cycle Cn of length n, there exists a labelling of the vertices for which the
row-reduced echelon form of its adjacency matrix is integral.
Proof. If n is not a multiple of 4, then the adjacency matrix of Cn is invertible [3, p. 306], and
hence there is nothing to prove. Now assume that n is a multiple of 4. Therefore rank(Cn) = n − 2
[3, p. 306]. Let u and v be two adjacent vertices of Cn and H = Cn\{u, v}. Then H is isomorphic
to the path Pn−2. Thus by Theorem A and Lemma 1 we conclude that rank(H) = n − 2 and
| det(H)| = 1. The result now follows by Lemma 2. 
Theorem 2. Let G be a unicyclic graph. Then there exists a labelling of the vertices of G for
which the row-reduced echelon form of its adjacency matrix is integral.
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Proof. We prove the theorem by induction on n, where n is the order of G. For n = 1, 2, there
is nothing to prove. Assume that the assertion is true for any unicyclic graph of order j , j < n,
and let G be a unicyclic graph of order n, n  3. By Corollary 2 we may assume that G is not a
cycle, therefore G has a vertex of degree 1, say u. Suppose that v is the vertex adjacent to u. Let
H = G\{u, v}. Then H is either a forest or a unicyclic graph. By the induction hypothesis there
exists a labelling of the vertices of H for which the row-reduced echelon form of its adjacency
matrix with respect to this labelling is integral. If B is the adjacency matrix of H , then there is an
invertible matrix P of order n − 2 such that PB is an integral matrix in the row-reduced echelon
form. Therefore the adjacency matrix of G has the following form,
A =

0 1 01 0 d
0 d t B

 .
Now if
P1 =

 0 1 01 0 0
−d t 0 In−2

 , P2 =
(
I2 O
O P
)
,
then we obtain
P2P1A =

1 0 d0 1 0
0 0 PB

 .
Clearly this matrix is equivalent to an integral matrix in the row-reduced echelon form. 
Example. Below, two labellings of a graph with their row-reduced echelon forms are demon-
strated. We note that the matrix on the right is in the integral form, whereas the left one is
not.


1 0 0 0 0 0 − 12
0 1 0 0 0 0 12
0 0 1 0 0 0 12
0 0 0 1 0 0 − 12
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 0




1 0 0 0 0 −2 0
0 1 0 0 0 0 0
0 0 1 0 0 1 0
0 0 0 1 0 1 0
0 0 0 0 1 −1 0
0 0 0 0 0 0 1
0 0 0 0 0 0 0


Based on the above observations we state the following conjecture.
Conjecture. For any graph G, there exists a labelling of the vertices of G for which the row-
reduced echelon form of its adjacency matrix is integral.
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Lemma 3. Let F be a forest with the vertex set {v1, . . . , vn} and let x = (x1, . . . , xn) be a vector
in the null space of the adjacency matrix of F. If vi is adjacent to a vertex of degree 1, then xi = 0.
Moreover if vi and vj are adjacent, then at least one of xi and xj is 0.
Proof. Since x = (x1, . . . , xn) is an element in the null space of the adjacency matrix of F ,∑
vj∈N(vi) xj = 0, for any i, 1  i  n, where N(vi) denotes the set of all vertices of F adjacent
to vi . Now, clearly, if vi is adjacent to a vertex of degree 1, then xi = 0. For the second part assume
that vi1 , . . . , vik is the longest path in F such that xir /= 0, for any r , 1  r  k and denote it by
P . If k > 1, then by
∑
vj∈N(vik ) xj = 0, we conclude that there exists a vertex vs adjacent to
vik /= vik−1 such that xs /= 0. Since F is a forest, vs is not in P . Now vi1 , . . . , vik , vs is a path
longer than P with the same property, which is a contradiction. So for any two adjacent vertices
vi and vj at least one of xi and xj is 0. 
We close this paper with the following corollary.
Corollary 3. Let F be a forest, m be the size of its maximum matching and x be an element in
the null space of F. Then at least m components of x are 0.
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