Recent studies, using OGLE data for LMC Cepheids in the optical, strongly suggest that the period-luminosity (PL) relation for the Large Magellanic Cloud (LMC) Cepheids shows a break or non-linearity at a period of 10 days. In this paper we apply statistical tests, the chi-square test and the F -test, to the Cepheid data from the MACHO project to test for a non-linearity of the V-and R-band PL relations at 10 days, and extend these tests to the near infrared (JHK-band) PL relations with 2MASS data. We correct the extinction for these data by applying an extinction map towards the LMC. The statistical test we use, the F -test, is able to take account of small numbers of data points and the nature of that data on either side of the period cut at 10 days. With our data, the results we obtained imply that the VRJH-band PL relations are non-linear around a period of 10 days, while the K-band PL relation is (marginally) consistent with a single-line regression. The choice of a period of 10 days, around which this non-linearity occurs, is consistent with the results obtained when this "break" period is estimated from the data.
pulsation period in days. Current versions of the LMC PL relations can be found, e.g., in Madore & Freedman (1991) , Tanvir (1997) , Gieren et al. (1998) , Udalski et al. (1999a) and Persson et al. (2004) .
However, recent studies Sandage et al. 2004 ) strongly suggest that the LMC PL relation is not linear, as there are two PL relations for the short (P < 10 days) and the long (P > 10 days) period LMC Cepheids, respectively. These studies are mainly based on the optical data (BVI-band) from the Optical Gravitational Lensing Experiment (OGLE, Udalski et al. 1999a,b) database for the fundamental mode Cepheids. The non-linear V-and I-band LMC PL relations are further supported by the results from a rigorous statistical test, the F -test, as described in Kanbur & Ngeow (2004, hereafter KN) . This F -test is sensitive to the number of data points and the nature of the data on either side of 10 days. This sensitivity is such that if, either the number of data points is small or the data has a large scatter, the slopes on either side of 10 days are not well defined and the test returns a nonsignificant result. We describe this property of the F -test in detail in Section 3. Hence the work of KN, which used the OGLE data alone and found marked non-linearities in the PL (and PC, period-colour) relations in the LMC at a period of 10 days is in contrast to Gieren et al. (2005) , who state that the OGLE data alone do not show any non-linear behavior or break at a period of 10 days. Since the OGLE Cepheid data are truncated at log(P ) ∼ 1.5 (Udalski et al. 1999a ), Sandage et al. (2004) used additional BVI-band data that are available from the literature, especially those with log(P ) > 1.5, to further support the existence of two PL relations in the LMC Cepheids. Compared to previous studies, the large number of LMC Cepheids with high quality photometric data, together with the estimation of extinction (E[B − V ]) to individual Cepheids, given in the OGLE database has made the detection of non-linear LMC PL relation becomes possible.
The non-linearity of Cepheid PL relations has been recognized for some time in the literature, as the mean magnitudes for some of the long period Cepheids (log [P ] 1.5) do not follow the best-fit lines. In fact, some of the earlier studies (including the works of Kukarkin, Shapley & Fernie) on the Cepheid PL relation have suggested or used a quadratic form, M = α + β log(P ) + γ[log(P )] 2 , to describe the PL relation (Fernie 1969) . For example, a semi-empirical derivation of the quadratic PL relations in the B-and V-band can be found in Fernie (1967) . In addition, the composite PL relations at mean and maximum light constructed with Cepheids in different galaxies, as presented in Sandage & Tammann (1968) , also show some curvature of the PL relations. In terms of theoretical modeling, Bono et al. (1999) , Caputo et al. (2000) and Marconi et al. (2005) have fit quadratic PL relations to the theoretical periods and magnitudes obtained from the pulsational modeling. The non-linearity of the PL relations, however, can also be explained with the broken PL relations: there are two PL relations, for short and long period Cepheids respectively, with a break at a specific period (e.g., at 10 days). Perhaps the earliest idea for the broken PL relation was proposed by Kukarkin in 1937, as quoted from Fernie (1969) : "...he concluded that the relation was definitely non-linear...but the best fit was by two straight lines of different slope intersecting at a period of 10 days". The present-day version of the broken PL relations is presented in , KN and Sandage et al. (2004) with the OGLE data, as mentioned in the previous paragraph. These broken PL relation are also compared with the theoretical predictions in Marconi et al. (2005) , which show a quite satisfactory agreement. Note that Caputo et al. (1999) have fit a broken PL relation to their results obtained from the theoretical models, but with a break at log(P ) = 1.4.
Besides the non-linear PL relations seen in the LMC Cepheids, the SMC fundamental mode Cepheids also show a change of slope for Cepheids with periods less than 2 days from the EROS-2 data (Bauer et al. 1999) . The authors carefully examine the possible errors or bias in the data that lead to this finding, and conclude that the non-linear PL relations seen in SMC Cepheids is real. Baraffe et al. (1998) explained that this change of the slope for short period (less than 2 days) SMC Cepheids is due to evolutionary effects: this is because the blue loops for these short period SMC Cepheids do not fully extend into the instability strip. However, the non-linearity of the LMC PL relation at ∼ 10 days period is believed to be independent of this evolutionary effect. In this paper, we concentrate on studying the 10 days non-linearity for the LMC PL relation and do not suggest that this is the same phenomena described by Baraffe et al. (1998) but for the higher metallicity LMC Cepheids.
The motivation of this paper is to extend the work of KN into the study of the linear and/or non-linear nature of the PL relations at/around 10 days for the fundamental mode LMC Cepheids. It it important to verify the non-linearity of the LMC PL relation at 10 days from the studies of , KN and Sandage et al. (2004) , which mainly analyzed the OGLE data, with an independent dataset. Hence, we examine the non-linearity of the optical LMC PL relation with the Cepheid data obtained from the MACHO database (Alcock et al. 2000) in this paper. In addition, we also investigate the LMC PL relations in the near infrared (NIR) bands (i.e., JHK-band) to see if the NIR PL relations also show a non-linearity. We apply statistical tests to investigate the possible non-linearity of the LMC PL relation in these bands. We formulate this non-linearity in three ways and examine if the data are more consistent with a linear or non-linear PL relation.
In this paper, we only use the published mean magnitudes (and periods) for the LMC Cepheids from the literature. The data used in this paper is described in Section 2. The statistical analysis and the results are presented in Section 3 and 4, respectively. The conclusion & discussion will be followed in Section 5. 
DATA AND EXTINCTION CORRECTIONS
The data for the 1330 fundamental mode LMC Cepheids are adopted from Nikolaev et al. (2004) . This includes the V-and R-band mean magnitudes, as well as the periods, from the MACHO database and the J-, H-and K-band mean magnitudes from the Two Micron All Sky Survey database (2MASS, Skrutskie 1998). The mean magnitudes in the V-and R-bands are computed from the complete light curves with the MACHO photometric data. The (random phase) magnitudes in J-, H-and K-bands are from the 2MASS single epoch observations, hence the mean magnitudes in these NIR bands are obtained with a random-phase correction function. The details for obtaining the mean magnitudes in all these bands can be found in Nikolaev et al. (2004) . To check the accuracy of these JHK mean magnitudes, one of us (Nikolaev et al, 2005 -in preparation) has compared the JHK mean magnitudes from the 2MASS data (after random-phase correction) with the Persson et al. (2004) data, which are obtained from the well-sampled (JHK) light curves. For the 33 matched Cepheids in the MACHO/2MASS sample and the Persson et al. (2004) sample, the average difference in the mean magnitudes are: ∆J = −0.022 (with std = 0.070, where std = standard deviation), ∆H = −0.012 (std = 0.073) and ∆K = −0.015 (std = 0.068). These are completely consistent with the zero difference. More importantly, the plots of the difference between the means in these bands as a function of period (not shown) do not show any trends with period, hence the JHK mean magnitudes from the 2MASS database will not seriously affect our analysis and results. We did not use other datasets in VRJHK-bands, as in Sandage et al. (2004) , to perform the main analysis in order to keep our dataset as consistent and homogeneous as possible (however, see Section 5.2). The next step in the analysis is to obtain the extinction-corrected mean magnitudes for these Cepheids. This was done by applying an extinction map with the following values of R λ (ratio of total-toselective reddening, and R λ = A λ /E[B − V ]), in order to be consistent with Nikolaev et al. (2004) : RV,R,J,H,K = {3.12, 2.56, 0.90, 0.53, 0.34}. The LMC extinction map we used is taken from Zaritsky et al. (2004) . In brief, given the coordinates for each Cepheid and a search radius r, the extinction map returns the average value of extinction, AV ± σAv (where σAv = std/ √ N ), from the stars bounded within the search radius. The extinction map allows us to choose the AV obtained from cool stars (5500K < T ef f < 6500K), hot stars (12, 000K < T ef f < 45, 000K) or both. Since Cepheid variables are cool stars, we only use the extinction values from the cool stars. We use r = 2 ′ to ensure that there are sufficient numbers of stars within the search radius to obtain the AV (usually more than 10 stars)
1 . However, there are two Cepheids with locations beyond the extinction map and one Cepheid without any cool stars within the r = 3 ′ radius. For simplicity, we assume AV = 0.3 ± 0.1 mag (roughly the mean extinction of LMC) for these three Cepheids. After the values of AV for the Cepheids are obtained, the extinctions in other bands are calculated with the following relation:
)AV with the er-
)σAv, where λ denotes the passband. We consider the following three samples in this study:
Sample A -This sample consist of all 1330 Cepheids in our dataset.
Sample B -We then remove 8 outliers out of 1330 Cepheids (all of these outliers have log[P ] < 0.75) from Sample A, as they are fainter by more than ∼ 1.2mag. and ∼ 1.0mag. in V-and R-band, respectively, to the fitted PL relations at the same period. The locations of these outliers in the PL relations are plotted in Figure  1 . It is possible that the extinctions for these outliers are underestimated because they are not obvious in the NIR PL relations (see the right panel of Figure 1 ). Another possibility is that they are Type II Cepheids that are mis-identified as the classical Type I Cepheids. However, it is clear that these outliers should be removed from our sample. Hence Sample B consists of 1322 Cepheids.
Sample C -Following Udalski et al. (1999a) , we also remove the Cepheids with log(P ) < 0.4 from Sample B. This is to guard against the possible contamination from first overtone Cepheids (Udalski et al. 1999a) , as well as other types of variables such as the anomalous Cepheids and the double-mode Cepheids (Alcock et al. 1999 ). In addition, this choice of the period cut will also guard against the possible change of slopes for short (P < 2 days) period Cepheids, as seen in the SMC Cepheids (Bauer et al. 1999; Udalski et al. 1999a) . Note that Udalski et al. (1999a) has applied the period cut of log(P ) = 0.4 to the OGLE LMC Cepheids to derive the PL relations that were used in other studies, such as the H0 Key project (Freedman et al. 2001) . Hence the same period cut was also applied in previous studies of the non-linear LMC PL relations Sandage et al. 2004 ). Furthermore, the period distribution of the LMC Cepheids shows a sharp break at log(P ) ∼ 0.4 (Alcock et al. 1999) . This is probably due to evolutionary effects (Baraffe et al. 1998; Alcock et al. 1999) . We contend that these reasons justify the removal of Cepheids with log(P ) < 0.4, and leaves 1216 Cepheids in this sample. Our use of the F -test, as given in the next section, ensures that such a period cut will not affect our results.
ANALYSIS
In order to study the linear and/or non-linear nature of the LMC PL relation, the data presented in the previous section are fitted with the (weighted) least squares regression (see, e.g., Press et al. 1992) . Ordinary least squares regression, OLS(Y |X), has been extensively used in the literature to obtain the fitted PL relations from observations (for examples, see Madore & Freedman 1991; Laney & Stobie 1994; Gieren et al. 1998; Udalski et al. 1999a; Sandage et al. 2004; Freedman et al. 2001 , and many other papers on PL relation using the Galactic Cepheids) as well as from theoretical modelings (as in Bono et al. 1999; Caputo et al. 2000; Baraffe & Alibert 2001) . This is because there is a good physical theory (see, e.g., Sandage 1958; Cox 1980; Madore & Freedman 1991) suggesting why the period is the independent variable and is measured essentially without errors, hence the OLS(Y |X) regression can be applied. In terms of observations, the errors of the periods for the MACHO Cepheids used in this paper (see Section 2) is about 10 −4 P (Nikolaev et al. 2004) , which is comparable to the accuracy reported by the OGLE team (σP ∼ 10 −5 P , Udalski et al. 1999b) , as well as other high quality photometric observations (e.g., see Moffett et al. 1998 , and some examples from the Galactic Cepheids in Coulson et al. 1985 , Shobbrook 1992 and Bersier et al. 1994 . The OLS(Y |X) regression is also recommended for the distance scale studies (Isobe et al. 1990; Feigelson & Babu 1992) .
The weights (w) that are used in the regressions are the quadrature sum of the photometric errors in mean magnitudes (σ λ ), the errors from the random phase corrections that are only applicable to JHK-bands (σrp), the errors from extinction (σA λ ), and the intrinsic dispersion due to the finite width of the instability strip (σIS). Hence,
The dispersions of the PL relations in each band from Madore & Freedman (1991) can be initially adopted for σIS. However, a comparison of the dispersions given in Madore & Freedman (1991) with Gieren et al. (1998) , Persson et al. (2004) and Sandage et al. (2004) suggest that the VR-band and the JHK-band dispersions given in Madore & Freedman (1991) should be scaled by ∼ 0.73 and ∼ 0.88, respectively. Hence we adopt the following values for the intrinsic dispersions: σIS(V, R, J, H, K) = {0.21, 0.18, 0.14, 0.12, 0.11}. The adopted σIS, such as those originally given in Madore & Freedman (1991) , does not affect the results from the following statistical tests. We also assume that all LMC Cepheids are at the same distance so that there is no distance variation in the weight formula.
One way to check for a non-linearity on the LMC PL relation is through a residual plot. If the one-line regression is adequate, then the residuals should be populated (roughly) evenly around the zeroth residual line (i.e., independent of period). On the other hand, if the residuals show a trend, or some trends, in the residual plot, then more parameters are needed to fit the data. The residuals of the MACHO V-band data from previous section are plotted as function of log(P ) in Figure 2 , assuming that the one-line regression is adequate. A linear fit of the residuals with log(P ) > 1.0 gives non-zero slopes of −0.66 ± 0.27, −0.65 ± 0.27 and −0.67 ± 0.27 from Sample A, B and C, respectively. These slopes clearly indicate that the trends seen in Figure 2 To investigate the possible non-linearity of the PL relations, we applied the chi-square test and the F -test (as given in Weisberg 1980 , and used initially in KN) using the weighted least squares results. The null (HO) and the alternate (HA) hypothesis represent the reduced and the full models, respectively, where the reduced models are obtained by setting some parameters in the full models to certain specific values (e.g., zero, see Weisberg 1980) . Hence our reduced model is a one-line regression (2-parameter) fit to the entire period range, and the null hypothesis, HO, is that one-line regression is adequate to describe the data. In contrast, HA is that the full model is necessary to fit the data. Here, we consider three different kinds of full models:
(i) A two-line regression (4-parameter) with a break at a characteristic period, Po, i.e.,
(ii) A piecewise continuous regression (3-parameter) that forces the two-line regression to be continuous at Po, i.e.,
(iii) A quadratic regression (3-parameter) of the form of:
Although we consider these three models, our main interest is in the investigation of a change of slope in the LMC PL relation for short and long period Cepheids. It is clear that two lines of differing slope, continuous at Po and even perhaps with a small discontinuity at Po, are approximately a quadratic with a local minimum/maximum derivative at Po.
To apply the chi-square test and the F -test, we then calculated the weighted error sum of squares, SSE = [m(i) −m(i)] 2 /w(i), for both HO and HA, where m(i) andm(i) are the observed magnitudes and the fitted magnitudes from weighted least squares for ith Cepheid, respectively. Under HO, the difference of the SSE: a ν = 1 for the alternate hypothesis given in equation (2) & (3); ν = 2 for the alternate hypothesis given in equation (1).
follows approximately a chi-square distribution with ν = nF L − nRD degrees of freedom (e.g, see Weisberg 1980) , where nF L & nRD are the number of parameters in full and reduced models, respectively. For a large number of data points (N ), this is essentially the same as applying a standard F -test (which many regression packages produce) under weighted least squares, where
which is approximately a F (ν,N−n F L ) distribution under the null hypothesis (see also , where χ 2 is given in equation (4). The corresponding probability (p) for the χ 2 and the F -values, under HO, can be obtained from consulting the standard statistical books or softwares. A large value of χ 2 and/or F (hence small p) indicates that the null hypothesis can be rejected, and therefore the data is more consistent with the alternate hypothesis. Table 1 summarizes the χ 2 and F -values that correspond to the case of p = 0.05 and p = 0.01. In case of the F -test, p(F ) < 10 −3 for F > 7 with large number of data points (say, N > 500).
The F -test relies on the assumptions that the residuals are normally distributed and are homoskedastic. KN tested the OGLE data for these assumptions. With such large numbers of data departures from normality are unlikely to significantly influence our results. The chisquare test, as formulated above, does not depend on homoskedasticity and hence we use it in this study to supplement our F -test results. Perhaps a simpler chi-square test is the following: compare the chi-square statistic for a one-and two-line regression respectively. However, this approach does not have the necessary power to distinguish between the two cases and hence we use the chisquare test given in equation (4) above.
Furthermore, the F -test we use, as in equation (5), to test for changes in slope on either side of a period cut, is sensitive to the number and nature of Cepheid data (such as the distribution of the data) defining the slope on either side of the period cut. Equation (5) contains an explicit dependence on these factors. Since the variance of the fitted slope,â, is Var(â) =
where n is number of parameters and SXX = (x − x) Table 2 . Testing the significance of the F -test with various period cuts. way of writing SSE as used in equation (5) is SSE = Var(â)(N −n)SXX . Thus the F -test automatically builds into it the amount of precision in both slopes, which in turn is a function of the data used and the amount of variability about the regression line. Alternatively, one may think of the F -test as F = t 2 , where t is equal to the difference in the two slopes divided by the standard error of the difference. Thus if we have another dataset with the same number of data points as ours but, for example, a larger (or smaller) scatter, then for this other dataset the slopes are less (or better) well defined with larger (or smaller) variance and the F -test statistic would generally decreases (or increases). In another situation, if we add (or remove) some data from our sample (assume the old and new samples have the same distribution), then generally the slopes will be more (or less) accurately estimated and the F -test statistic would increases (or decreases). We say "generally" because the data that is added or removed could have a large or small scatter which can, in some cases, offset the change in the amount of data. Thus the F -test statistic is sensitive to both the number of data points and the nature of the data.
We have verified this by using the LMC OGLE data, as used in KN, and formulating a F -test for a difference in the PL slope between short (P < 10 days) and long (P > 10 days) period Cepheids. However we also make a cut at periods P1 and P2 such that P1 < 10 < P2, thus decreasing the number of Cepheids available to define the slope on either side of 10 days. The results are presented in Table 2 for the OGLE V-band data used in KN, as well as the MACHO V-band data as described in Section 2 (the Sample C). This table shows that the F -value generally decrease, or the significance of the results generally goes down (with p-values increase), as the number of Cepheids on either side of the break point goes down 2 . It also depends, to some extent, on the nature of the data that was removed or added. We see that when we have less than about 30 Cepheids on the long period side, the significance is reduced and the F -test would indicate that the data are consistent with a single line. Similarly when we have less than about 25 Cepheids on the short period side. With such few Cepheids the slopes are not well defined with large errors. This gives us confidence that when we do get a significant result, that result has some meaning.
Choosing Po
In the recent studies of the non-linear LMC PL relations Sandage et al. 2004) , the characteristic period Po is chosen to be 10 days. Sandage et al. (2004) has discussed the significance of the discontinuity at 10 days, which will not be repeated here. However, the value of Po can be found from equation (2) by making log(Po) another parameter in the least squares fit. To find Po, we applied non-linear estimation procedures, as given in the SAS package, to the V-band data from Sample C. The result is log(Po) = 0.934, with the upper and lower 95% confidence limits of 1.089 and 0.778, respectively
3 . This result is fully consistent with the choice of Po = 10 days in , KN and Sandage et al. (2004) . Other evidence to support the choice of Po = 10 days include:
(i) The amplitudes and the Fourier parameters from the light curves of the short period (P < 10 days) Cepheids are radically different from their long period (P > 10 days) counterparts (see Simon & Lee 1981; Simon & Moffett 1985; Andreasen 1988; Udalski et al. 1999a; Kanbur et al. 2002; Ngeow et al. 2003; Sandage et al. 2004 , and references therein), where the plots of the amplitudes and Fourier parameters as a function of log(P ) show an abrupt change at 10 days. This is a well established fact in stellar pulsation. There is a well-known explanation for this change in the Fourier parameters at 10 days: the Hertzsprung progression (see, e.g. Simon & Lee 1981; Bono et al. 2000b , and references therein). We do not imply that this theoretical explanation for the change in Fourier parameters at a period of 10 days is responsible for possible changes in the Cepheid PL relations at the same period, merely that there is a precedent in the Cepheid literature for "something happening" at a period of 10 days.
(ii) In a separate paper (Ngeow & Kanbur, 2005 -in preparation) , we study the multi-phase PC and PL relations for the OGLE LMC Cepheids. This is because the PL and PC relations at mean light (as, e.g., presented in Sandage et al. 2004) are the average of all other phases . From this study, we found that both of the LMC PL and PC relations provide compelling evidence of a strong nonlinearity at period of 10 days at a pulsation phase of 0.82 (where phase zero corresponds to maximum light). A preliminary result from this study is presented in Figure 3 , and the details will be given elsewhere.
(iii) The work of , KN and Sandage et al. (2004) strongly suggests that the LMC (optical) PC relation in (B − V ) and/or (V − I) colour is also non-linear with a break at 10 days. This can be clearly see from figure 2 of , figure 2 of KN (which also include the PC relations at maximum and minimum light), figure 1 of Sandage et al. (2004) and also the left panels of Figure 5 in this paper.
(iv) The behavior of the amplitude-colour (AC) relations for the LMC Cepheids are different for the short (P < 10 days) and long period Cepheids at maximum, mean and minimum light (KN). This is because the PC and AC relations are connected as described in KN.
(v) The residuals plots using one-line regression shows a trend at long period range (log[P ] (vi) The empirical LMC instability strip, as presented in Sandage et al. (2004) , clearly show a break at a period of 10 days. The properties of the LMC instability strip, such as the ridge lines of the strip and the slope of constant-period lines, also different for the long (log[P ] > 1.0) and short period Cepheids.
Hence, we follow the existing literature Sandage et al. 2004 ) and adopt Po = 10 days in this paper. Note that due to the intrinsic dispersion of the PL relation (because of the finite width of the instability strip), the exact location of the Po is difficult to accurately determine with statistical means from the data. We emphasize that the confirmation of Po ≃ 10 days has to be done with the stellar pulsation modeling, which is beyond the scope of this paper.
RESULTS
In Table 3 -6, we present the fitted results for oneline, two-lines, piecewise continuous and quadratic regressions, respectively, for each of the three samples considered in this paper. It is worthwhile to point out that even though the dispersion values (given by [m(i) −m(i)] 2 /(N − n), which is not the same as the SSE that enters the chi-square test and the F -test) given in the last column of these tables are comparable to each other 4 , though with a slight improvement in Table  4 & 5 as compared to Table 3 . This, however, does not mean that the four regression models describe the data equally well. The SSE is approximately the dispersion multiplied by the number of data points so differences between the models are more apparent. Further, a statistical test based purely on a comparison of the dispersion does not have the required power and is not a good statistical test to apply to our data. This is due to the following reasons: (a) the dispersion is dominated by the intrinsic dispersion (σIS) because of the existence of the instability strip; (b) the majority of the Cepheids are in the short period range which dominates the dispersion; and (c) more importantly, the non-linear signature of the mean light LMC PL relation is not obvious as shown in, e.g., Figure 3 , or with a large quadratic term (γ) in equation (3). Therefore, it is necessary to apply the chi-square test and the F -test to detect such non-linear signature from our data. The extinction corrected VRJHK-band PL relations are presented in the left panels of Figure 4 (from Sample C for illustrative purposes, together with the fitted twolines regressions. The PL relations from the other two samples, as well as other forms of regressions, are similar to Figure 4) . From Figure 4 , the V-and R-band PL relations imply that there is a break or sharp non-linearity at/around 10 days, marginally in the J-band PL relation, but not obvious in the H-and K-band PL relations. The right panels of Figure 4 compare the residuals of the fit as a function of period using one-line and two-line regressions (again the residual plots from the two other forms of regressions are very similar to these plots). From the residual plots, both of the V-and R-band residuals show a trend at log(P ) > 1.0 when using the one-line regression. These trends are removed if two-line regressions are used to fit the data. These findings also support a break in the PL relation at a period of 10 days. Similarly, the J-band residuals show a marginal trend, which is not obvious in the H-and K-band.
Both of the chi-square test and the F -test were then applied to the samples. The results from the chi-square test and the F -test are summarized in In Sample B, the V-band PL relation is still linear, but the R-band PL relation becomes marginally linear, and both of the J-and H-band PL relations are non-linear. The VRJ-and H-band PL relations become non-linear in Sample C. In contrast, the K-band PL relations are linear in all three samples from both of the chi-square test and the F -test.
In terms of the sample selection, the results from Sample A are not a good choice as the final adopted results. This is because Sample A suffers from obvious outliers as shown in Figure 1 . Further, these outliers have made the quadratic fit for the VRJ-band PL relations to be more linear (as the quadratic term in equation [3] , γ, is consistent with zero, see Table 6 ), in contrast to the results from the two-line or piecewise continuous regressions. Hence the results from Sample A is not considered further. Both of the Sample B and Sample C are freed from the obvious outliers, with the difference that Sample B includes Cepheids with log(P ) < 0.4 but Sample C excludes these very short period Cepheids. The statistical tests with two-line and piecewise continuous regressions show consistent results for both samples, but the results with quadratic regression are slightly different as mentioned previously. This implies that neglecting Cepheids with log(P ) < 0.4 does not influence our results. We favor the results from Sample C because there are some physical reasons to exclude the Cepheids with log(P ) < 0.4, as discussed in Section 2 (the contamination from overtone Cepheids and the possible changes of slope due to evolutionary effect).
Among the three full non-linear models, the true form of the non-linearity is difficult to distinguished statistically from the data. This has to be done together with the theoretical calculations, which is beyond the scope of this paper. However, we favor both two-line and piece- Table 4 . The results of the two-line regressions in the form of m = a (S,L) log(P ) + b (S,L) , where σ (S,L) is the dispersion of the regression. The subscripts S,L are refereed to the short (P < 10 days) and long period Cepheids, respectively. 
where σ is the dispersion of the regression. Figure 4 suggest that the two-line/piecewise continuous regression is more applicable; (b) the (optical) PC relations are more consistent with two-line or piecewise continuous regression (see left panels of Figure 5 below and the PC relation presented in Sandage et al. 2004) ; (c) a simple period-mean density relation predicts a PL relation linear in log(P ) but not in [log(P )] 2 ; and (d) Figure 3 shows that the two-line or the piecewise continuous regressions are more appropriate to describe the data. Nevertheless it is clear this question is rather moot since a two-line or a piecewise continuous model with two separate slopes for short and long period Cepheids approximates a quadratic PL relation. For the (4-parameter) two-line regression model vs. the piecewise continuous regression model, it is true that either model may be appropriate. Again this has to wait for the future theoretical calculations to answer this problem.
In short, from the above discussion, the main results we found from this study are:
Based on the data used in this study, the LMC V-& R-band relations are non-linear around a period of 10 days. Assuming that veracity of the random phase corrections used for the JHK data, we also find the J-& H-band PL relations are also non-linear across this same period but the K-band PL relation is (marginally) linear.
CONCLUSION AND DISCUSSION
By applying the statistical tests to the VRJHK-band PL relations obtained from the MACHO and 2MASS data, we find that the VRJH-band PL relations show strong evidence that they are non-linear while the Kband PL relation is (marginally) consistent with a linear PL relation. The non-linearity of the extinction corrected V-band PL relations as seen from two independent datasets, one from the OGLE data Sandage et al. 2004 ) and another from this study, strongly indicates that this nonlinearity is real and not due to the artifacts of, for example, the extinction error and/or the photometric reductions. Note that Persson et al. (2004) suggested the NIR PL relations (based on 88 LMC Cepheids) are linear. Their results may well be influenced by the small number of short period Cepheids (18) in their sample. Recall that Table 2 indicates how small numbers of short and/or long period Cepheids can lead to an F -test indicating consistency with one-line regression. We can apply the F -test to the 88 Cepheids (after the extinction correction) given in Persson et al. (2004) , including the 18 short period Cepheids. The F -test results are: FJ = 2.825 (p = 0.065), FH = 2.356 (p = 0.101) and FK = 2.215 (p = 0.116). These results indicate that the corresponding PL relations are linear, as expected (from Table 2 ), and as reported in Persson et al. (2004) , though the result for the J-band is marginal. The reason for these nonsignificant results is because of the small number of short period Cepheids (however, see Section 5.2), leading to a short period slope that has a large error. However, we also see that our F -test results for this dataset has decreasing significance as the wavelength increases. This is exactly what we see in our results for the MACHO/2MASS JHK data.
The reason that the PL relation is non-linear is because the PC relation for the LMC Cepheids is also nonlinear ). This can be clearly seen from upper panels of Figure  5 for extinction corrected (V − R) & (V − K) PC relations. Since both of the PL and PC relations obey the more general PLC relations, the morphology of the PC relation will affect the morphology of the PL relation (Madore & Freedman 1991) . Recall that the luminosity variation for the Cepheid variables in visual bands is dominated by the temperature variation (Cox 1980) . However, as the waveband moves toward the infrared, the radius variation begin to dominate the variation in the infrared PL relations (e.g., Cox 1980; Madore 1985) . Since there is no obvious reason that the period-radius relation for LMC Cepheids should be non-linear (see, e.g., Bono et al. 1998; Gieren et al. 1998 Gieren et al. , 1999 , one would expect that the PL relation is linear toward the infrared. From this study, we see that the PL relation is non-linear at VRJ-& H-band, and marginally linear at K-band. This suggests that the radius variation may begins to dominate at K-band and longer wavelengths. This evidence can also be seen from the lower-right panel of Figure 5 , where the extinction corrected (J − K) PC relation becomes linear. These findings also imply that the non-linearity of the PL relations is due to the temperature (or colour) variations as a function of period. The detailed discussion and investigation of the physical reason behind the non-linear PL and PC relation is beyond the scope of this paper, and it will be addressed in a future paper. Some attempts at using the long period LMC PL relation (from two-line regression) in distance scale studies can be found in Kanbur et al. (2003) , Leonard et al. (2003) , Thim et al. (2003) , Thim et al. (2004) and Riess et al. (2005) without any statistical justification. We have shown in Section 3 & 4 that there is strong statistical evidence that the (optical) LMC PL relation is non-linear, hence the use of long period PL relation is justified. has discussed the effect of using the broken LMC PL relations (two-line regression) in distance scale applications: they found that this effect is minimal with a systematic error of 0.03 mag. or less for the derived distance modulus. Therefore the finding of a non-linear LMC PL relation is more important in terms of the studies of stellar pulsation and evolution to understand the physical reasons that cause the non-linearity than in distance scale applications. However, in the era of precision cosmology, it is important to use the latest understanding of Cepheid PL relations.
We now discuss some relevant issues that may affect our results in the following subsections.
Issue of outliers
Could outliers be one cause for our results? -KN tested this extensively for both PL and PC relations and concluded that outliers cannot be responsible for the break. Figure 3 , using OGLE data and depicting both PC and PL relations at pulsation phase close to 0.82, is remarkably clear of outliers: the break or non-linearity at a period of 10 days is compelling. The fact that our analysis of MACHO/2MASS data produce results consistent with our previous analysis of the OGLE data set suggests that outliers cannot be responsible for the results presented in this paper. Nevertheless, we adopt a robust regression method which limits the influence of outliers by using Tukey's Bi-weight function as, e.g., given in Press et al. (1992) to the V-band data with two-line vs. one-line regression. The general idea is to suppress the influence of points with large deviation from the expected model. The F -test results are: FV = 5.869 (p = 0.003) for Sample A, FV = 5.924 (p = 0.003) for Sample B and FV = 9.196 (p = 0.000) for Sample C, respectively. Minimizing the sum of the absolute deviations rather than the sum of the squares also yields broadly similar results. Another approach is the RANSAC algorithm (Fisher & Bolles 1981; Storkey et al. 2004) used to detect linear structure in the presence of many outliers. This algorithm tries to find out how much support a given model has among the data. Equation (1) of Storkey et al. (2004) shows how many times we have to repeat the algorithm for a given probability of failure. Given that we have over ∼ 1300 data points this algorithm only makes sense if we have over ∼ 200 outliers and we do not believe this to be the case. We also tried the sigma-clipping algorithm (Udalski et al. 1999a ) to remove more outliers, and again we found that our results remain unchanged.
All the above methods are parametric and make specific assumptions about the form of the regression surface. The LOESS (Local Linear Smoothing) procedure in SAS implements a non-parametric method for implementing a non-parametric regression surface (Cleveland 1979 ). If we have y(i) = g[x(i)] + ǫ(i), where x, y are the predictors and independent variables respectively, LOESS works by approximating the value, g, of the regression function locally, say at x0, by the value of a function in some specified parametric class. This is done by fitting a regression surface within a chosen neighborhood of x0. The fraction of the data points contained in this neighborhood is the smoothing parameter. This procedure is suitable when there are outliers and robust techniques are required. Figure 6 portrays our results using this method when applied to the extinction corrected MACHO V-band data in Sample C. The solid line in this figure is the non-parametric fit and the points are the original data. The non-linearity of the fit between 0.8 < log(P ) < 1.1 is self-evident, and these results are insensitive to the smoothing parameter used. What we take from this is that our results are, to a large extent, independent of fitting method and robust to outliers. 
Issue of long period Cepheids
Could the small number/incompleteness at the long period end be responsible to our results? -If this is the case, then these effects should act in the same way at all phases. Again Figure 3 displays a preliminary result: the reddening corrected PC and PL relations for OGLE data at the pulsation phase of 0.82 in the left and right panels, respectively. If the true underlying PC relation at this phase is indeed linear, then the combination of selection effects/incompleteness/period cuts acts so as to make the longer period Cepheids appear cooler than they really are. From observations, longer period Cepheids obey a flat PC relation (Code 1947; Simon et al. 1993; . Figure 2 of KN provides evidence for this for LMC Cepheids with the OGLE data. We have also evaluated the (V − R) colour at maximum light for the MACHO LMC Cepheid sample and also find a flat PC relation for these stars at maximum light (Kanbur et al 2005 -in preparation) . However, if a combination of small number/incompleteness at the long period end/selection effects is responsible for our results, then the true distribution at maximum light must be such that longer period Cepheids get hotter or bluer as the period increases 6 . There is very credible physics that predicts the true PC relation at maximum light should be flat (Simon et al. 1993; ). Thus it is our contention that a combination of selection/incompleteness/period cuts cannot be responsible for our results.
The small number of long period Cepheids is expected as Alcock et al. (1999) and Udalski et al. (1999b) showed that the period distribution for the LMC Cepheids peaked at log(P ) ∼ 0.5 with a long tail ex-6 Note that Cepheids can generally get cooler as periods increase, due to the morphology of the instability strip.
tended out to the long period end. This is because in general Cepheids with longer period have higher mass. It is well known that due to the initial mass function (dN/dM ∝ M −α , where M is the mass of the stars and α > 0), the number of high mass stars is expected to be less than the low mass stars (see, e.g., Alcock et al. 1999) . In addition, the crossing time (across the instability strip) for the high mass stars is shorter than their low mass counterparts (Bono et al. 2000a ). These two effects reduce the number of long period Cepheids in comparison to the number of short period Cepheids. To show our results do not suffer from the missing long period Cepheids with log(P ) > 1.5, we add extinction corrected V-band data for the 18 longest period (i.e, log[P ] > 1.5) Cepheids from Sandage et al. (2004) to our sample. We then apply the F -test to the combined sample and test whether the data are more consistent with a one-line or two-line regression. The resulting F -value is 8.734, which implies that the LMC V-band PL relation is still non-linear with the additional data. We also tried to include all 97 Cepheids (with 0.4 < log[P ] < 2.2) from Sandage et al. (2004) to our sample, and the F -test result still supports the non-linear PL relation.
A more rigorous test, as suggested by an anonymous referee, is to increase the dataset by adding long period Cepheids from a homogeneous dataset that does not belong to the MACHO sample. Such data exist in the literature, for example from Sebo et al. (2002) which we will use in our test. We first match the Cepheid coordinates and periods in our MACHO data and Sebo et al. (2002) sample to identify the common Cepheids in both samples. We find 203 such stars. For these common Cepheids, we calculate the average difference, ∆, between the V and R mean magnitudes in these two samples, in the sense that ∆V = VMACHO − V Sebo and ∆R = RMACHO − R Sebo . After removing some obvious outliers (∆ > 1), we obtain: ∆V = 0.041 (with std = 0.121) and ∆R = 0.039 (with std = 0.120). This step is to ensure the Sebo et al. (2002) photometric system is the same as MACHO photometric system by adding ∆ to the Sebo et al. (2002) mean magnitudes. In addition, we also found that there is no period dependency in this transformation: ∆V = 0.037(±0.034) log(P ) + 0.013(±0.027), ∆R = −0.028(±0.034) log(P ) + 0.060(±0.027). If there are any dependencies with period in such a transformation, it could be that this has influenced our results. We see clearly that this is not the case. Similarly, the average difference in JHK mean magnitudes between the Persson et al. (2004) sample and the MACHO/2MASS sample is negligible, and more importantly, independent of periods (see Section 2 for details).
These photometric transformations (albeit very close to zero) can now be used to transform the Sebo et al. (2002) data to the same photometric system as the MA-CHO V-and R-band data used in this study, and to transform the MACHO/2MASS JHK data to the same system as the Persson et al. (2004) data. This procedure provides a consistent way of increasing our long period sample by identifying those stars not in the MACHO/2MASS sample but which are in either the Sebo et al. (2002) or Persson et al. (2004) samples. We now describe our results when this is carried out.
The long period (log[P ] > 1.0) Cepheids in the Sebo et al. (2002) sample that are not in the MACHO sample are readily identified. We found 49 of them 7 and they are listed in Table 9 . In this table, we give the original V and R mean magnitudes from Sebo et al. (2002) , as well as the number of observed data points (mV,R) for each Cepheids in either bands. The periods are adopted form either Persson et al. (2004) or the OGLE database (Udalski et al. 1999b ). The table also lists the JHK mean magnitudes and the E(B −V ) values for these Cepheids that are compiled from Persson et al. (2004) and (Udalski et al. 1999b ), or we set E(B − V ) = 0.10 if no entries are given in Persson et al. (2004) . Since the Sebo et al. (2002) database lacks Cepheids between log(P ) ∼ 1.55 and log(P ) ∼ 1.95, we include 8 Cepheids in this period range (with the available JHK mean magnitudes) from Persson et al. (2004) in Table 9 for completeness. We did not attempt to add the V and R mean magnitude for these 8 Cepheids from the literature, as in Sandage et al. (2004) , in order to keep our dataset as homogeneous and consistent as possible.
The data in Table 9 are then added to our MA-CHO/2MASS sample, after the appropriate photometric transformation. The F -tests are applied to this extended sample for HA = two-lines regression (with a break at 10 days) using the following selection criteria:
(i) Include all available long period Cepheids in Table  9 , appropriate to the bandpass, to our MACHO/2MASS sample.
(ii) Eliminate Cepheids without JHK mean magnitudes since not all of the Cepheids in Table 9 have the JHK means.
(iii) Eliminate Cepheids with mV,R 10 as the mean magnitudes derived from these sparsely sampled light curves may not be accurate.
(iv) Combine step (ii) & (iii) above (item 5 in Table  10 ) in order to have consistent number of Cepheids in all five bands.
The results from these different selection criteria are presented in Table 10 . Note that Persson et al. (2004) did not use Cepheids with log(P ) > 2.0. These Cepheids are eliminated in step (iv) above (item 5 in Table 10 ). The linearity of the PL relation in each band again can be tested by comparing the F -values in this table with Table  1 . As can be seen from the table, including the additional long period Cepheids does not alter the main conclusion we have: the VRJH-band PL relation is non-linear and the K-band PL relation is (marginally) linear. Since there are no measurement errors given in Sebo et al. (2002) for the V and R mean magnitudes, the results in Table 10 are derived with unweighted regression (i.e. w = 1) in all bands. The F -values from using the weighted regressions to all bands, with assumed some values for the errors in the V-and R-band means (and the E[B − V ], the errors for JHK means are given in Persson et al. 2004) , are very similar to Table 10 . One exception is the F -value for the K-band when using all available long period Cepheids, the F -value goes down from 2.942 to 1.532, which is fully consistent with a one-line regression. In this table, except for the K-band, the lowest significant F -value is 7.872. With the degrees of freedom appropriate for the data in our study, this has a p-value less than 10 −3 (recall that p < 10 −3 for F > 7). This means that assuming the null hypothesis of a single regression line being sufficient. The chance of getting a value of the F statistic as high or greater than that actually observed (7.872) is less than 10 −3 .
Issue of reddening/extinction
Could reddening and extinction errors produce our results? - Figure 5 displays extinction corrected PC relations, at mean light, obtained from the MACHO+2MASS data for a variety of colours:
This figure and the PC relations presented in KN and Sandage et al. (2004) imply that in order to make a linear PC relation, extinction errors would have to be of the order of ∼ 0.05-0.2 mag. for the longer period Cepheids. If this were indeed the case, the same error would apply to PC relations at maximum light. Again, longer period Cepheids obey a flat PC relation at maximum light (KN, SKM, Code 1947) , an observation for which there is a sound theoretical argument (see the reference given in Section 5.2). If these longer period Cepheids suffered an extinction error of ∼ 0.05-0.2 mag., then the true underlying PC relation at maximum light would be such that as the period increases the colour becomes bluer (that is the temperature is hotter) at maximum light. It is hard to incorporate this in the theoretical framework of Simon et al. (1993) , since this paper suggested that for very long period Cepheids (log[P ] > 1.5 roughly), the PC relation at maximum light then starts to have a slope such that Cepheids become redder as the period gets longer. This is in the opposite way to what would need to be true were the PC relation to be linear at mean light. Further, if reddening/extinction errors are indeed making the PC/PL relation appear to be non-linear then the extinction/reddening from two independent methods, as used by the OGLE team and that used in this study, would both need to contain errors of the order of ∼ 0.05-0.2 mag. for the longer period Cepheids. Although longer period Cepheids are generally younger and as such may be surrounded by dust shells which could increase extinction with period and possibly produce a non-linear PC relation as is observed. We argue again that our knowledge of the properties of Cepheids at maximum light as presented above argues against this. Further such an effect would be gradual, however the observed PC relation is sharply non-linear as is evident in the left panel of Figure 3 . The use of two extinction maps, one for the OGLE data and another one in this study, to correct for the extinction/reddening that produce similar results also suggest the effect of the extinction is minimal.
The anonymous referee has also suggested the following to test to examine if our extinction corrections do indeed represent individual corrections: plotting the residuals from the V-and R-band PL relations against Table 9 . Additional long period Cepheids from Sebo et al. (2002) and Persson et al. (2004) . each other (see, e.g Sasselov et al. 1997; Beaulieu et al. 2001 ). The idea is that if the residuals lie along the reddening line, then the reddening corrections do not represent individual corrections. We carried out such a test with Sample C using the PL relations from a one-line and two-line regression. The results are presented in Figure 7 . From the figure it can be seen that the dispersion is reduced when using the one-line regressions as compared to the two-line regression. The points lie along the reddening line. We, however, argue that this test is not suitable for testing the extinction corrections for the following reasons. First of all, besides the statistical fluctuations, the residuals from the PL relation are expected to originate from three sources (Sasselov et al. 1997 ): (a) depth dispersion/effects (b) extinction, and (c) intrinsic dispersion due to the width of the instability strip. All three sources will tend to make the residuals be correlated in the Vand R-bands, as seen in Figure 7 . We ignore the discussion of the depth effect (represented as dashed lines in Figure 7 ) because we assume the depth effect is negligible for the LMC Cepheids. For the source from extinction, recall that the the extinction correction for a Cepheid is calculated using A λ = R λ E(B − V ), where the E(B − V ) value is either the mean value of the LMC or an estimated value for individual Cepheids. Hence a correlation of the residuals is naturally introduced (represented as solid lines in Figure 7) for the reddening vector used in this paper (Section 2), because R λ /RV ≃ constant. Even for a hypothetical group of Cepheids that are free from extinction and depth dispersion, the residuals of the V-and R-band PL relations will still be correlated. This is due to the existence of the instability strip and the PLC relation (Sandage 1958; Madore & Freedman 1991) . Therefore mapping the Cepheids from the instability strip (along the constant-period line) to the V-and R-band PL relations will cause the residuals to be unavoidably correlated. Unfortunately, this line of residuals is very close to the reddening line in the residual plots (not shown in Figure 7 , see also Sasselov et al. 1997 ). This makes it hard to say whether the correlation of the residuals seen in Figure 7 is caused by the extinction or the width of the instability strip 8 .
8 The spread of the residuals (∼ ±1.0 mag.) is comparable to the findings of Sasselov et al. (1997) and Beaulieu et al. (2001) . This is not a surprise because:(a) Cepheids in the observed instability strip are roughly normally distributed (with F W HM ∼ σ IS and dominate the overall distribution); and
In this paper we have tried our best to correct for the extinction of the LMC Cepheids. Based on the above arguments we believe that extinction errors are not the physical cause for the observed non-linear LMC PL relations. Other physical reasons, such as the pulsational properties (Bono et al. 1999; Caputo et al. 2000) and/or the internal structure (Simon et al. 1993; of the Cepheid variables (we refer to these as "internal reasons" as opposed to the "external reasons" like dust extinction) may be responsible for the observed non-linear PL relations. We have provided compelling evidence that the (extinction corrected) Cepheid PL relation in the LMC is non-linear around a period of 10 days in the optical V-& R-bands. Assuming the random phase corrections methods used in this study, we also find the PL relation in the J-& H-band to be non-linear around this period but that the K-band relation is marginally linear. An investigation into the physics behind this is left for future studies.
