Multivariate classification algorithms are a common tool in contemporary data science that have begun to be applied to nuclear forensic analyses. Using a multivariate generalization of quantile-quantile plots for comparing unknown statistical distributions, a new model-free multivariate classifier called the Quantile-Quantile Comparator has been developed and tested on the analysis of simulated irradiated nuclear fuel. A method to estimate the sample-specific probability of having made an incorrect classification decision by analyzing the distribution of quantile comparisons has been developed, and methods have been developed to analyze the partition of the known data library used to analyze unknown data. By analyzing this partition, the analyst may identify classes that are likely to be confused, identify test data that are inconsistent with the data library and return a ''None-of-the-Above'' classification decision, and optimize the class boundaries. In this paper, the development of these capabilities is described, and a case study using real experimental assay data collected from nuclear fuel extracted from the newly-released Spent Fuel Isotopic Composition Database to demonstrate the efficacy of these capabilities is presented.
Introduction

Motivating problem
To motivate the development of the Quantile-Quantile Comparator (QQC) for classifying multivariate data, we consider the task of identifying the reactor of origin for irradiated UO 2 fuels. We will consider environmental samples of fuel materials, which will be subjected to multinuclide assay. Thus, the task is to analyze a collection of assay results and compare the values corresponding to specimens of an unknown sample to a library of nuclide vectors with known origins to identify the most likely reactor of origin for the test sample. We assume no knowledge of other factors such as burnup, initial enrichment, and operation history. Each of these factors will change the final nuclide concentrations regardless of the reactor of origin. A successful classification method must be able to identify the reactor of origin independent of these (and other) sources of confounding variation.
Nonparametric multivariate classifiers
In statistical learning applications with data generated from complex mechanisms, model-free classifiers are attractive because they are generally simple to implement and do not require the analyst to ascribe a data generation model. In the case of classifying irradiated nuclear fuel, the data are generated by reactor depletion, which couples the Boltzman transport equation describing the neutron population in time, energy, and angle within the reactor core with a system of coupled differential equations describing the time evolution of materials throughout the core. There is generally no convenient way to express this model without making a physics simplification (e.g., simplifying the geometry and assuming neutron diffusion) or assigning a simple physics-agnostic statistical model (e.g., assign independent Gaussian distributions for the concentration of each nuclide of interest). Therefore, it may be more practical to avoid models if possible.
Two popular approaches to model-free classification are k-nearest neighbors (kNN) and decision trees [6] . Because real-world data often present complications that are not adequately treated with simplified statistical models (e.g., missing data, significant noise, outliers), these methods are among the best performers on problems using real data; however, the performance of these methods are contingent on having enough labeled training data to represent the distributions underlying the predictors for each of the classes of interest. In the case when data may be sparse or not sampled at random, these methods may break down.
Notation
Several notation and terminology conventions are adopted herein. Physical samples are referred to as specimens to distinguish them from a statistical sample, which will refer to a collection of specimens. Measured inputs analyzed to make classification decisions are collected into vectors of d variables, x 2 R d . For our motivating problem, each variable will be the concentration of a nuclide within a fuel specimen. Note the term specimens will be used to refer to the physical material and the vector of associated nuclide concentration measurements interchangeably. The known, labeled data will be called the library, and nuclide vectors associated with this library will be collected into a matrix, X 2 R NÂd . Subsets of this matrix associated with a specific class of data will be identified using a parenthetical superscript, X ðkÞ , and random samples of rows will be identified by a subscript. Thus, a collection of J random samples (collection of specimens/vectors) drawn from the data associated with the kth class of data will be written fX ðkÞ j g J j¼1 . The true class of a specimen will be denoted t (coming from the term target for the desired output of a learning algorithm). Finally, note that test data not in X for which the labels are assumed unknown will be identified with an asterisk, x Ã , the associated true classification, t Ã , and the classification estimated by the classifier,t Ã , where the hat signifies an estimated quantity.
Outline
The remainder of the paper is organized as follows. ''Classification with spatial quantiles'' section summarizes the mechanics for calculating spatial quantiles to analyze multivariate data and make classification decisions. The methods we have developed are discussed in ''Novel feature development with QQC'' section. These methods perform uncertainty analysis, analyze the data library to optimize the training data partition, and enable several novel features that are new for statistical classification algorithms. ''The SFCOMPO dataset'' section summarizes the new SFCOMPO-2.0 database and the dataset that we extracted to analyze during development of our new classification method. These numerical experiments and associated results are given in a case study in ''Case study: analysis of SFCOMPO with QQC'' section, and conclusions are given in ''Conclusion'' section.
Classification with spatial quantiles
This section summarizes the use of multivariate quantile comparisons for making classification decisions. The technique leverages the work of Chaudhuri, who developed a multivariate generalization of quantiles called spatial quantiles [3] , and an extension of the concept of quantilequantile plots suggested and studied by Dhar [5] . More information on the motivation, development, and initial testing of this approach is given in a companion publication [14] . The algorithm for making classification decisions with the QQC method is outlined below.
Given a test sample of N t vectors (corresponding to N t specimens), 1. For the kth class in the library, X ðkÞ , draw a random sample of N t specimens with replacement and calculate a Q-score using the method of Dhar [5] . Notate this value as s ðkÞ j ¼ Qðx Ã ; X ðkÞ j Þ, where the function Q(x, y) signifies the spatial quantile comparison method of Dhar [5] . A brief summary of this computation is given in the Appendix. 4. Find the minimal average Q-score and assign a class label to the test sample as shown in Eq. (1).
Novel feature development with QQC Estimated probability of misclassification Given a classification decision made using the QQC (i.e., with Eq. (1)), it is natural to ask how confident we are in this decision. In other words, what is the uncertainty associated with this estimate? Typical classifiers use the results of iterative model training, testing (to optimize internal parameters), and validation on a holdout dataset. The performance on this validation data is then used as a global indicator of anticipated future classifier performance. In other words, if the optimized classifier made predictions on the validation dataset that were correct in 85% of the trials, then we may assume that the classifier will make correct predictions 85% of the time in the future. 1 Although this is a useful measure to characterize the general expected performance, it does not provide the analyst with information about the quality of any specific classification decision.
To remedy this deficiency, we have developed a method to calculate the estimated probability of misclassification (EPM) for any test sample analyzed with the QQC. First, consider a binary classification problem (i.e., where test samples are attributed to one of two possible classes). After computing average Q-scores, we are able to make a classification decision. Now we ask the probability that the average score for our estimated classification, s ðt Ã Þ , is smaller than the average score associated with the true class, s ðt Ã Þ , due to random chance while sampling the library data. This is equivalent to Eq. (2).
Using the central limit theorem, as N ! 1, the distribution for the mean of a set of values is normally distributed regardless of the distribution of the values being averaged [1] . Thus, the distribution for the average of our finite number of scores is approximately normal. To parameterize this distribution, we must know the mean and variance. Because these values are unknown, we use the best approximation: the sample mean (in the limit of large numbers, this approximation is exact), and the bias-corrected sample variance, shown in Eqs. (3), and (4).
Given the distributions for s ðt Ã Þ and s ðt Ã Þ , we may now find the distribution for the difference by subtracting the means and summing the variances and evaluating the rightmost term in Eq. (2), which is the cumulative distribution function (CDF) of a normal distribution.
To extend this calculation to polychotomous (more than 2 classes) problems, we note that a classification may be incorrect if the average score associated with the estimated class falls below the true class, which may be any of the other classes. Thus, we compute the CDF associated with Eq. (2) for each of the alternative classes, and combine the probabilities with a summation to enforce a logical OR as any single confusion in average scores will lead to a misclassification. Thus, the final expression for the EPM is given by Eq. (5),
where erf is the error function.
Library calibration
As discussed above, the QQC uses the minimum average score after repeatedly sampling the library of known data to make classification decisions, and uses the variance of the mean (estimated with the sample variance of the collection of scores) to assign an uncertainty to that classification decision. While Eq. (1) uses the class index that minimizes the collection of average scores s ðkÞ , k ¼ 1; 2; . . .; K, the magnitude of that minimization is not considered. In other words, the difference between the minimum score and the average scores associated with the other classes is not considered. This is partially because the absolute value of the scores has no immediate interpretation; only their relative values are used in classification. To assign an interpretation to the magnitude of the scores, we compare the library data to itself in a process we call ''library calibration.'' Combining these results with statistical hypothesis testing gives several new capabilities to the QQC.
First, we summarize the library calibration procedure and define several associated terms, and new capabilities that build on the results of the calibration are given in the following sections. For a given library split into K classes, we consider the definition of different classes and possible logical subclasses as a partition: 
In our example application (see ''Case study: analysis of SFCOMPO with QQC'' section) we aim to classify samples based on the reactor class (highest-level class labels) associated with the reactor of origin, but draw samples from the library according to the specific reactor (subclass labels) to ensure each sample drawn from the library only contains specimens from a single reactor. As will be shown below, the form of the library partition is worthy of consideration separate from the data populating the library (e.g., how to best define class boundaries). During calibration, we compare data from each class in the partition to each other class and find the average Qscores and associated variance. Scores associated with comparing a class to itself are termed the intragroup dissimilarity and notated X ðkÞ , and scores associated with comparing different classes are called intergroup dissimilarity notated QðX ðiÞ ; X ðjÞ Þ. The intragroup dissimilarity is given by Eq. (7), and the intergroup dissimilarity is given by Eq. (8) . Note in Eq. (7), we use the subscripts j and j 0 to emphasize the samples being compared are different samples drawn from the same class within the library. Because the distributions found during calibration depend on the number of replicate trials conducted (J in Eqs. (7) and (8)) and the number of specimens per sample (i.e., the number of specimens drawn each time the library data is sampled, N t ), the calibration is specific to the chosen experimental parameters, ðJ; N t Þ.
Library partition analysis
Given the library calibration values described above, several diagnostic analyses may be performed to understand the structure of the library data and the associated partition (i.e., the defined class boundaries). 
Assess homogeneity
Statistical hypothesis testing
To compare the distributions of average Q-scores obtained during library calibration and test sample analysis, we employ the techniques of statistical hypothesis testing [13] . When examining two samples drawn from potentially different one-dimensional distributions, we may ask if the distributions are the same. We may also reframe this question as ''if the distributions were the same, what is the likelihood that I would generate (sample) the given data by chance?'' To answer this question, we assign a threshold as a critical likelihood value, and specify that if the likelihood is greater than this value, then the distributions are most likely not the same. We employ this approach to test if two distributions of Q-scores are consistent with each other. The specific statistic we use is the z statistic [13] , shown below for two samples x and y, with N and M elements, average values x and y, and variance v and w, respectively.
2 If a class within the library contains N specimens, there are P NÀ1 n¼N=2 N n possible ways to split the data into two new classes.
For N ¼ 20, the number of possibilities is 616,665.
The critical values are derived from the standard normal distribution, but the exact values and comparison method changes based on the type of z test. These are summarized in Fig. 1 . The 2-tail test requires that the means of the distributions be sufficiently close together, and extreme events in either tail of the distribution (i.e., the mean of x being much less or much larger than the mean of y) will lead to a failed test (i.e., the distributions are not statistically consistent). In the left-tail test,
x is allowed to be infinitely larger than y, and the test will still pass (i.e., the two distributions are consistent). The reverse is true for the right-tail test.
Implementing each test amounts to changing the signs of the z statistic computed with Eq. (9) and the value taken from the inverse cumulative distribution function for the standard normal, F À1 , as shown in Fig. 1 . The definition of F À1 is given in Eq. (10). The value a allows the analyst to specify an allowable error probability and determines the size of the extreme events region that will lead to the test failing (i.e., the desired degree of consistency between two distributions analyzed with the test). A typical value is 5%.
Typical result auxiliary checks
If a test sample were truly taken from class t Ã and the QQC successfully identifies the true class by minimizing the average Q-score (i.e.,t Ã calculated with Eq. (1) equals t Ã ), then we may expect three observations when comparing the distributions of scores associated with the test sample, fs
. . .; K, to the distributions obtained during library calibration, enumerated below.
1. The average score distribution associated with the test sample compared to the estimated class,
agree with the intragroup scores for that class, X ðt Ã Þ . Specifically, the test-sample scores should not be significantly larger (characterized by the variance in average scores) than the scores associated with the library calibration. Therefore, a right-tail test is used because test-sample scores equal to zero (e.g., the test sample is the most prototypical example of the data class) does not suggest the sample is incorrectly classified and should not cause the test to fail. The true condition for this test is shown in Eq. (11).
Here r x is the variance of the mean value, x, as shown in Eq. (4) None-of-the-above classification
It is possible that a test sample may not be consistent with any class in the library. This situation may arise if the sample comes from a class not represented in the library data (e.g., fuel from a type of reactor not in the library or unirradiated fuel), is corrupted in one or more entries (e.g., incorrect data entry/encoding), or is a different type of data (e.g., a mass spectrogram versus a gamma-ray spectrum). Like other statistical classifiers (e.g., kNN, support vector machines, and artificial neural networks [6] ), the QQC will always return a classification decision as determined by Eq. (1). In addition, the QQC will give the associated EPM as calculated with Eq. (5); however, the EPM is predicated on the assumption that the correct classification is represented in the library (see Eq. (2)). Therefore, the EPM cannot warn the analyst of the incorrect classification. Using the library calibration data, a statistical test can be conducted to identify such situations and allow the QQC to return a ''None-of-the-Above'' (NOTA) classification decision. If the distribution of average test sample scores is not consistent with any of the intragroup score distributions in the calibrated library using a right-tail test, then the test sample is not sufficiently consistent with any of the library classes. Thus, we expect the average scores associated with the test sample to exceed the intragroup scores obtained during library calibration. This is shown in Eq. (14) . If this expression is true, then the QQC will return an NOTA classification decision. In this case, the average scores obtained when comparing the test sample to the K classes in the library at least provide the analyst with a ranked list of most likely classifications. Classes associated with the smallest score are the most likely.
Unresolved library partition
The final statistical test only involves the scores obtained during library calibration. If a class is more heterogeneous than the distinction between different classes (i.e., its intragroup average Q-score is larger than the average score obtained when comparing that class to one or more other classes in the library), then classification will be unreliable if not impossible. In this case, the partition of the library is unresolved. If possible, the analyst should alter the class definitions before attempting to make classification decisions. The statistical test for an unresolved library partition is shown in Eq. (17). 
All the tests described above are summarized in Table 1 .
The SFCOMPO dataset
The Table 2 lists the number of UO 2 specimens for each reactor class. The isotopic composition data in the SFCOMPO-2.0 database are ideal for testing statistical analysis methods for nuclear fuel analysis because they include many realworld features that are typically neglected in the analysis of synthetic data. These include measurement noise (all data in SFCOMPO are experimental measurements), missing data (many data entries are empty, as not all nuclides are measured in every fuel specimen), potential for systematic biases (there are different measurement techniques employed at different times and by different labs), differences in the number of specimens for each class (see Table 2 ), and known and unknown sources of confounding/ nuisance variation (many interfering variables are included and are not homogenized such as sample position within the core). In addition, there is a wealth of additional information associated with each fuel specimen and nuclide assay that may be used to help control and design statistical experiments, develop models, and analyze results. For example, in addition to reactor of origin, the best-estimate burnup for each fuel specimen is given and may be used as a known value to develop an inverse method to estimate the fuel burnup from the nuclide composition. Given a set of results, trends associated with factors such as initial enrichment, position within the core, and fuel matrix may be studied.
We have extracted the data from the SFCOMPO-2.0 database and integrated it with tools coded using the Python programming language [11] and Pandas package [8] . These tools allow the user to sort, apply multiple conditional expressions (booleans), compute derived values, group and compute summary statistics, while tracking and automatically converting units for the assay data and associated metadata (e.g., data on the reactor, fuel assembly, fuel rod, and specimen such as dimensions, design parameters, and burnup).
Case study: analysis of SFCOMPO with QQC After testing the new features of the QQC on synthetic data generated from typical multivariate distribution functions (e.g., uniform and normal), experiments were performed using a dataset extracted from the SFCOMPO database. Pu. To avoid data with missing entries, only specimens with concentration values for all nuclides of interest were extracted. Additionally, to ensure enough samples were available to split datasets during the coarse of statistical experiemnts, specimens from reactors with fewer than 10 specimens were discarded. 4 The remaining specimens are summarized in Table 3 .
When forming the known data library, the classes were defined as the reactor type (AGR, BWR, PWR, RBMK, and VVER), and the subclasses are the specific reactor of origin (e.g., Hinkley Point B-1 and Hinkley Point B-2 for AGR). When the library data are sampled, either for comparison with other library data during library calibration or for comparison against test data, the subclass labels are respected and all nuclide vectors are taken from a single reactor of origin. With this approach (as opposed to sampling from all nuclide vectors in the class), the generated samples resemble what may be expected in environmental samples (e.g., swipes with fuel particulates) or interdicted irradiated fuel.
Determination of reactor class
First, the capability of the QQC to identify the reactor class was tested. Each reactor in Table 3 was iteratively removed and used as testing data, with the remainder of the data populating the known data library. For classes with at least 20 specimens, the data was split in half, and only half used for testing. This complex data splitting procedure was used to maximize the amount of data available in the library and to ascertain if the reactor data were similar enough within each reactor class to make reliable classification possible even when the testing data reactor of origin was not represented in the library.
For example, 24 specimens were available from the Three Mile Island (TMI) reactor; therefore, this data was split into two sets of 12 specimens. When half of the TMI data was removed and used as testing data, specimens from TMI were in the library. Even though there are considerable differences in composition among fuel specimens taken from the same reactor, attributable to within-core position, fuel reloading cycle and associated operating history, etc., it could be expected that the testing data would be very similar to the PWR data (at least when the TMI library data was sampled). In contrast, only 13 specimens were available from the Turkey Point reactor. When these data were used as the testing data, there were no specimens in the library from this reactor. Therefore, if these data compared favorably (low dissimilarity) with the PWR library data, this is because PWR data is sufficiently homogeneous to make reliable classification possible without having data from every PWR in existence represented in the library. 5 For each set of testing data, 20 trials were conducted where a random collection of 20 specimens were sampled from the testing data with replacement and classified using the method summarized in ''Classification with spatial quantiles'' section. The results were pooled according to reactor class and analyzed. The misclassification rates and average classification decision for each reactor class are shown in Table 4 . The results appear to be very poor because the average misclassification rate for the 460 trials is 62.2%; however, the AGR and VVER data was classified quite well with misclassification rates of 0.0% and 17.5%, respectively. Furthermore, the VVER data were only confused for PWR data, which we may expect a priori because of the similarity in design [7, 12] . The RMBK was only confused for the AGR data, suggesting that there is a clear reason for this confusion that may be remedied. On the other hand, PWR and BWR classification decisions were seemingly random. Note there was no evident trend with respect to testing data that was entirely removed from the library (e.g., Turkey Point data) versus data that was split and left in the library (e.g., TMI), so this aspect of the results is not shown.
Predicting reactor of origin directly
Based on the poor results determining the class of the reactor of origin, a new test was performed to determine if the QQC would successfully match a test sample taken from a particular reactor with data from the same reactor in the library. To test this, classes were redefined as the specific reactor of origin, and the experiment was repeated.
Only reactors with at least 20 specimens were considered, as only these subsets of the data were large enough to split (see discussion of TMI versus Turkey Point data in ''Determination of reactor class'' section). Table 5 shows the misclassification rate and the break down of classification decisions made.
Averaging over all 80 trials represented in Table 5 , the misclassification rate is 57.5%, which is better than the rate associated with random guessing (87.5%); however, the results are far too inaccurate to be useful for analyzing real spent fuel samples to determine material provenance.
Examining the break down of classification decisions (rightmost columns), two interesting behaviors may be observed. First, many of the incorrect classification decisions actually choose reactors of the correct reactor class. For example, in 5 of the 10 trials using TMI (PWR) as testing data, the reactor of origin was determined to be the Yankee-1, which is also a PWR. Second, data from PWRs and VVERs were frequently confused. If the classification decisions made during this experiment were ''rounded up'' to the higher level in the library partition (i.e., from the specific reactor to the reactor class), then the classification performance on this dataset is much improved. These results are shown in Table 6 .
Library partition analysis
The results discussed above and shown in Table 6 and the improvement in the average misclassification rates when the ''rounding up'' classification strategy is employed The overall misclassification rate for each reactor type are given, and the average classification decisions are also given to illustrate which classes are confused. With the exception of AGR and RBMK data, misclassification rates exceed 50%. VVER data is only confused for PWR data, which is expected because of the similarity in design [7, 12] . RBMK data is only confused for AGR data, and there is no obvious pattern in the confusion of BWR and PWR data suggest that there is enough embedded information encoded in the U and Pu isotopics to perform reactor classification, but the library partition is incorrectly designed. In this section, we employ the library calibration capability to study the partition of the library. For the case of reactor type as class definitions (i.e., classes correspond to AGR, BWR, PWR, RBMK, and VVER), the library calibration procedure described in ''Novel feature development with QQC'' section was performed using 100 samples for each class comparison and 20 specimens per sample. The average scores are displayed in Fig. 2 . The intragroup dissimilarity values are shown on the left in blue, and intergroup dissimiliarity values are shown in green. Upon examination of this figure, several conclusions may be drawn, enumerated below.
1. The AGR intragroup dissimilarity is very small compared to the other values, and it is smaller than the intergroup dissimilarity between the AGR class and any other class. The small intragroup value suggests the AGR is relatively easy to classify, 6 and the smaller magnitude relative to the intergroup comparisons suggests the AGR data is hard to confuse for another class of data. 7 2. Like the AGR, the RMBK average intragroup dissimilarity value is smaller than the associated intergroup dissimiliarities, except for the AGR-RMBK value. Because the average Q-scores obtained when comparing the RBMK data to itself are similar to the average scores obtained when comparing the RBMK to the AGR, we may expect to misclassify RBMK test samples as having come from an AGR-type reactor. Interestingly, this relationship is not symmetric as we (10) With the exception of the Japan Power Demonstration Reactor (JPDR) and Novovoronezh-4 reactor, misclassification rates were high. Across the entirety of the data used, the average misclassification rate is 57.5% Table 6 Misclassification rates for determination of reactor of origin directly, with confusion for a reactor of the correct class and PWR/VVER confusion discounted The Misclassification Rate (New) column shows the misclassification rates if a reactor of the correct class is identified and considering a VVER and PWR as the same class. This ''rounding up'' of classification improves the results significantly compared to the first experiment summarized in Table 4 do not expect to misclassify test samples drawn from an AGR, as discussed above. 3. The PWR data are much more heterogeneous than the AGR, RBMK, and VVER data. This may be attributable to the larger variety of reactors in the PWR class, 8 or it could be due to other factors. The average Q-score obtained when comparing the PWR data to other sets is larger than when comparing to itself in all cases except when comparing to the VVER data. This suggests that we may expect to misclassify test samples drawn from the PWR class as coming from a VVER. Again, this relationship is not symmetric, and we would not expect to misclassify VVER data as coming from a PWR due to the relatively smaller average Q-score obtained when comparing VVER data to other VVER data. 4. The average Q-scores obtained when comparing BWR data to other BWR data is larger than scores obtained when comparing BWR data to data drawn from any other class. Since the Q-scores quantify dissimilarity between samples of data, and the repeated sampling and averaging performed during library calibration extends this quantification to an entire set of data, the large Q-scores associated with the BWR intragroup comparisons relative to BWR intergroup comparisons indicate the BWR data is more heterogeneous than any other class of data in the library and a sample drawn from the BWR class may be more similar to other data drawn from another class than it is to data drawn from the BWR class. The logical conclusion is that accurate and consistent classification of test data drawn from the BWR data is impossible; however, this conclusion is contingent on the data library and the partition imposed on it (the defined class boundaries).
As discussed above, it appears the concentration data for U and Pu isotopes contains enough information to classify irradiated UO 2 materials based on reactor class, but the two natural ways to define the known library partition (by reactor class and specific reactor of origin) are not conducive to successful classification. The most immediate problem identified by the library calibration and illustrated in Fig. 2 is the heterogeneity of the BWR and PWR reactor classes. This heterogeneity could be due to outliers or (more likely) more substantial design, loading, and operational differences among the fuel specimens in the PWR and BWR classes relative to the AGR, RBMK, and VVER data. Outlier measurements could be identified by iteratively removing a nuclide vector from the data, repeating the library calibration procedure, and noting the change in intragroup dissimilarity. A large change in this value could suggest the removed data is an outlier; however, the definition of a large change in the intragroup dissimilarity value would need to be determined and updated as the library is altered and updated (see ''Further work'' section).
None-of-the-above classification
Finally, we demonstrate the efficacy of the analysis of the library calibration data and NOTA routine discussed in ''None-of-the-above classification'' section. First, the data taken from the Leningrad reactor were removed from the library, leaving no RBMK data in the library (see Table 2 ). For 25 trials, a test sample of 20 specimens was sampled from the Leningrad data and classification and NOTA checks were performed for each sample.
In each of the 25 trials, the best estimate classification decision was the test data came from the Hinkley Point B-1 class. This is the normal behavior of multivariate classifiers: they always return some result. Table 7 summarizes the distribution of calculated EPM values associated with these 25 trials. Calculated EPM values were consistently small: 21 of 25 trials returned a value less than 10%, and these consistently small values demonstrate the EPM is a not a reliable indicator of test data that is inconsistent with the known data library. As discussed in ''Estimated probability of misclassification'' section, the EPM calculated is contingent on the true data class being present in the data library. Therefore, the EPM's inability to suggest a NOTA classification decision is expected.
Furthermore, the relative magnitude in average scores also does not identify the inconsistent test data. In all trials, the average score associated with the best estimate classification decision (Hinkley Point B-1) was at least 6.5 times smaller than the scores associated with the other classes.
Using the NOTA statistical check discussed in ''Noneof-the-above classification'' section, the RBMK test data was identified as inconsistent with the data library, and the QQC returned a NOTA classification decision in all 25 trials. This result suggests this novel feature works as designed and can increase confidence in typical results (when the NOTA check evaluates as false because the data is consistent with the data library), but further work is needed to bolster confidence in this capability under a range of analysis scenarios.
Conclusion
Summary
A model-free multivariate classifier using a multivariate generalization of quantile-quantile plots called the QQC has been developed and tested on simulated data consistent with nuclear forensics applications [14] .
New features have been added to the QQC. These new features include the capability to estimate the samplespecific probability of an incorrect classification decision (i.e., sample-specific a posteriori uncertainty). By using the QQC to compare the library data to itself, we are able to study the performance of the library in terms of the class definitions, determine the anticipated performance of the classifier, predict which classes are expected to be confused, and potentially redefine the class boundaries to optimize classifier performance. Combining the results of this so-called library calibration procedure with statistical hypothesis tests, we can bolster confidence in typical classification decisions, as well as identify test data that are inconsistent with all classes in the known data library, returning a ''None-of-the-Above'' decision, and test data that are consistent with the library but do not contain enough uniquely identifying information to assign a single classification decision.
Finally, we have demonstrated some of these capabilities on a dataset extracted from the new SFCOMPO-2.0 database containing U and Pu measurement data collected for real spent fuel specimens taken from 15 reactors of 5 different types. Initial classification results were poor; however, sources of confusion were identified, a possible new approach to making classification decisions termed ''rounding up'' was hypothesized, and the rationale for these observations was studied using the new library calibration procedure and associated analyses.
Further work
In this section we summarize several avenues of further research to continue the work discussed in this paper as well as new avenues to expand the applicability of the QQC to other applications.
Study approaches and effects of preprocessing
In this paper, all data were taken in their raw form, and no preprocessing such as mean centering and variable scaling were performed. 9 Although this approach was proven effective in previous work (see [14] ), preprocessing is critical in many applications to remove the effect of changes in baseline 10 ; homogenize units in data fusion applications with heterogeneous data measured in different units, methods, or both; decorrelate data to highlight anomalous features 11 ; or possibly isolate correlations in different dimensions of the data. 12 A systematic study should be performed to study different preprocessing routines and asses the changes in accuracy and consistency of the QQC's classification decisions, EPM calculations, and library calibration features such as the NOTA decision capability.
Optimization of library partition
In ''Library partition analysis'' section, it was shown that the classes as defined in the experiments (the library partition) hindered accurate analysis because the BWR and PWR data classes were too heterogeneous, and this manifested as these classes having higher intragroup dissimilarity values than their associated intergroup comparison scores. It is possible to use the library calibration results to identify potential outliers in the data and optimize the library partition. Library partition optimization is an integer programming problem [2] , which can be computationally intractable because of the large number of possibilities. Research is needed to develop a strategy to reduce the complexity of the problem, either by including some problem-specific knowledge to guide the process or the subclasses in the partition. In addition, research is needed to develop a rationale and effective objective function to optimize. In the library partition optimization problem, there are potentially competing effects: we aim to minimize the intragroup scores (increasing the data homogeneity in each class) while also increasing the intergroup scores. These two objectives must be pursued simultaneously and evenly. 13 Scale to large datasets and high-performance computing
Compared to many applications in data science, nuclear security, safeguards, and forensics are data poor. On the relatively small-scale SFCOMPO-2.0 data, the efficacy and utility of the new features we have added to QQC have been demonstrated. The capability to make model-free multivariate classification decisions with a posteriori sample-specific uncertainty estimates as opposed to a priori global performance estimates (e.g., those made by testing and validation with cross validation) and identify test data inconsistent with the library and return a ''None-of-theAbove'' decision can impact other applications of data science. Applications include areas where artificial neural networks are commonly employed to make classification decisions such as bioinformatics, text and image analysis, and network analysis. In each of these applications, datasets are commonly on the order of gigabytes or terabytes, and scaling to these problems will require considerable method development to identify performance bottlenecks, optimize the QQC algorithms for distributed distributed high-performance computing architectures, and reimplement the code base.
Appendix: A calculation of Q-scores
To calculate Q-scores that quantify the similarity between two multivariate distributions using samples drawn from these unknown distributions, we use the methods of Dhar [5] and Chaudhuri [3] .
Given the data cloud, X ¼ fx 1 ; x 2 ; . . .; x N g, x i 2 R d , the spatial rank of the some z 2 R d with respect to X is uðz; XÞ ¼ 1 N
For a two-sample problem with data clouds drawn from (potentially) two unknown distributions X ¼ fx i g N i¼1 and Y ¼ fy j g M j¼1 , x i ; y j 2 R d , X $ F and Y $ G, let u 1 ; u 2 ; . . .; u N 9 Before extracting from SFCOMPO, the U and Pu data were normalized to mass of fuel. 10 When analyzing gamma-ray spectra using machine learning techniques such as principle components analysis, partial least squares, and support vector machines, subtracting the mean from the training data and normalizing each spectrum to have unit area removed the effect of changes in gross sample activity, allowing the pattern recognition algorithms to focus on shifts in relative peak areas [4, 10] . 11 For example, pixel data are frequently decorrelated in image analysis to allow feature extraction algorithms to locate edges. 12 In validation experiments using synthetic data and the QQC, shifts in the mean dominated the classification and NOTA determinations made by the QQC, and changes in the covariance between the variables (i.e., shifts in the shape of the data) were overwhelmed by these mean shifts. 13 To a point, increasing the average intergroup dissimilarity values a small amount for multiple classes might be better than dramatically increasing the intergroup dissimilarity value for a single class.
be the spatial ranks of the x i with respect to X, and let u Nþ1 ; u Nþ2 ; . . .; u NþM by the spatial ranks of the y j with respect to Y. We now use these spatial ranks to compute spatial quantiles. We also reindex the d-dimensional vectors by k to emphasize that we have joined the two clouds X and Y together. The spatial quantiles of vectors with respect to their original data cloud/distribution are given by Eq. (19)
The remaining quantiles are found by solving Eq. (20) (and the analog given by switching X for Y and adding N to the indices) using Newton's method.
The update equations for solving the above equation with Newton's method can be found in [5] . In our implementation, alternative optimization methods are used if Newton's method fails. See [14] for further discussion. Finally, given the N þ M spatial quantiles for each data cloud, the total difference is computed with the L 2 norm, which is equivalent to quantitatively checking if a quantile-quantile plot follows the line y ¼ x for each of the d dimensions. Note the spatial quantiles are themselves multivariate and have the same dimensional as the input data. This calculation is given below. 
