Abstract. This chapter is dedicated to scope of the application of Importance Sampling Techniques to the design phase of Neyman-Pearson Neural Detectors. This phase usually requires the application of MonteCarlo trials in order to estimate some performance parameters. The classical Monte-Carlo method is suitable to estimate high event probabilities but not suitable to estimate very low event probabilities (say, 10 −4 or less). For estimations of very low false-alarm probabilities (or error probabilities), a modified Monte-Carlo technique, so-called Importance Sampling (IS) technique, is then considered.
Introduction
Neyman-Pearson Neural Detectors (NP-NDs) are the neural alternative to binary detectors optimized in the Neyman-Pearson sense [1] . These detectors present a configurable low probability of classifying binary symbol 1 when symbol 0 is the correct decision. This kind of error, referred in the scientific literature as false-positive or false alarm probability has a high cost in many real applications as medical Computer Aided Diagnosis [2] or Radar and Sonar Target detection [3] , and the possibility of controlling its maximum value is crucial. More specifically, we are dealing with Monte-Carlo simulations needed to estimate meaningful parameters by repetition of trials in the computer. The parameters to be estimated are: detection and false-alarm probabilities (or error probability). The IS technique presented has been previously introduced in other publications about general MLP [3] and Neural detectors, and now it is detailed for the NP-NDs, where the technique is successfully arising in several design aspects. This paper is organized basically into two sections. Section one describes the NP-ND parameters relevant to the application of the Importance Sampling (IS) technique and section two describes the IS technique itself.
Neyman-Pearson Neural Network Detector
The advanced IS technique that is going to be described is useful to estimate low probabilities in the Neural detector. The NP-ND inputs are samples of the complex envelope in a sequence of M complex samples. The two detection hypotheses are described as follows
where
is the input complex envelope, S is the signal amplitude (constant), ϕ(k) is the phase, andñ(k) represents an uncorrelated zero-mean Gaussian complex sequence of noise with variance σ 2 in each component. Each complex input is separated in its real x c and imaginary x s parts, yielding two real inputs to the NN; so, the number of input nodes must be 2M .
The Signal-to-Noise Ratio (SNR) is defined in dB as
Becauseñ(k) is uncorrelated (white) and Gaussian, the input pdf under the null hypothesis H 0 (target absent) is given by
and M is the number of input complex samples (or number of pulses per antenna beamwidth). Also, unit noise variance (σ 2 = 1) was supposed without loss of generality. The input pdf under the alternative hypothesis H 1 (target present), defined in (1) and supposed Marcum's model for the target [1] , is given by
and f (ϕ) is the uniform distribution in [0, 2π], i.e. f (ϕ) = 1/2π, if 0 < ϕ < 2π, and f (ϕ) = 0, otherwise.
Importance Sampling (IS) Technique
Let us consider a nonlinear system with a system function g(·), an input vector x ∈ R n , where R n is the n-dimensional space, i.e.x = (x 1 , x 2 , · · · , x n ) with x i ∈ R, i = 1, 2, · · · , n, and a scalar output y ∈ R; the system mapsx into y by means of g(·). Now, if you consider the random variableX = (X 1 , X 2 , · · · , X n ) with probability density function (pdf) fX (x) = (x 1 , x 2 , ..., x n ), the system g(·) induces a random variable Y = g(X) with probability density function f Y (y).
Define the input pdf under a hypothesis H i by fX (x|H i ), and the output pdf by f Y (y|H i ), i = 0, 1. Now, suppose that the output of the system is thresholded in order to perform a binary detection; then z = u(y − T 0 ), where T 0 is the threshold and u(·) is the unit-step function, i.e. u(t) = 1 if t ≥ 0, u(t) = 0 if t < 0. The decision rule is: if z = 1, it is supposed that hypothesis H 1 is true (target present); if z = 0, the decision is H 0 (target absent).
The detection probability P d P 1 and false-alarm probability P fa P 0 are defined [4] by
This definitions of P d and P fa are important in the context of radar or sonar detection. In the context of communications, the error probability P e is the fundamental parameter, and if the two hypotheses (symbols) are equally likely i.e. P r{H 1 } = P r{H 0 } = 1/2, then P e = (1 − P 1 )/2 + P 0 /2. Very often formulas (6) are difficult to compute because output pdf f Y (·) under each hypothesis does not have a well known analytical expression. On the other hand, formulas 6 can be expressed by means of input pdf fX (·), as follows:
where E{u(g(X)) − T 0 )|H i } = E{Z|H i } means mathematical expectation of the random variable Z conditioned by hypothesis H i . Remember that the false-alarm probability P fa = P 0 , and the detection probability
Formulas (7) are equivalent to formulas (6), however in (7) the pdf's correspond to the inputX = (X 1 , X 2 , · · · , X n ), and it is supposed that these pdf's are well known. On the other hand, u(g(x) − T 0 ) = 1 defines the decision region g(x) ≥ T 0 in the R n -space that corresponds to the acceptance of hypothesis H 1 or the rejection of H 0 ; but, in general, the boundary surface g(x) = T 0 is too complex, where it is suppose the threshold T 0 is known. Consequently, formulas 7 are not computable in most cases, so that we have to use statistical techniques to estimate P i , (i = 0, 1), being an approach as follows.
It is well known that a good P i -estimator is given by [5, 6, 7, 8] :
The relative error εP i of the estimatorP i is defined by [5] 
where σP i is the standard deviation of the estimator, and µP i is the mean value. Formula (9) is fundamental in Monte-Carlo trials, because we can estimate the number of samples required for the simulation. Consider a new probability density function (pdf) f * X (x) ,such that for any (7) we can write
where E * {·} means expectation with respect to f * X (x), and w(x) is the weighting function, defined as follows
The sample mean of
is an estimator of P fa , i.e.
wherex * k , k = 1, 2, · · · , N, are independent sample vectors from the input random vectorX whose pdf is f * X (x) (also referred as IS pdf). If w(x) = 1, i.e. f * X (x) = fX(x|H 0 ), then (12) is identical to (8) under H 0 , which is the classical Monte-Carlo method. Also, under some mild conditions, the distribution of P * fa is asymptotically normal (Gaussian). Now, we can calculate the mean µ P * fa and the variance σ 2 P * fa of the estimator P * fa . From (12) and (11), we have [6, 7, 8] µ
Because the variance is not a negative number, from (14) we have
The equality case in (15) is satisfied if
that can be proved by taking (16) into (15); then, the estimator variance in (14) is zero. Expression (16) is the unconstrained optimal solution for f * X (x), and it will be the reference for other suboptimal solutions.
Finally, the relative error ε P * fa of the estimation of P fa is defined by
If w(x) = 1, then (17) is identical to (9) under H 0 . The fact that (16) is satisfied, i.e. f * X (x) = fX (x|H 0 )/P fa for g(x) ≥ T 0 , and f * X (x) = 0 for g(x) < T 0 , means that the variance of P * fa given in (14) is zero, i.e. the pdf of the estimator P * fa is the Dirac delta function δ(P * fa − P fa ); also, from (17), ε P * fa = 0 and the number of samples required in the estimator P * fa is only one (N = 1).
On the other hand, the unconstrained optimal solution for f * X (x) given by (16) is not realistic, because P fa is not known "a priori" (it has to be estimated by (12) ; furthermore, if you set a fixed P fa , then the threshold T 0 is unknown. Suboptimal solutions for f * X (x) which partially minimize (14) are given in the literature, by scaling input signals [5] , by shifting them [6, 7] , or by other strategies [8, 9, 10] .
Suboptimal IS Density Function
From (13) and (14), P * fa → P fa as N → ∞ (i.e. P * fa is a consistent estimator of P fa ). However, the unbiasedness of P * fa shown in (13) requires the condition: f * X (x) = 0 whenever f * X (x|H 0 ) = 0 in the region g(x) ≥ T 0 ; if this condition is not satisfied, the estimator is biased (i.e. E * {P * fa } = P fa ) and, more exactly, P * fa is an underestimator of P fa (i.e. E * {P * fa } < P fa ); consequently, P * fa → E * {P * fa } < P fa as N → ∞. This important fact is not well clarified in the literature, and it is fundamental in applications.
In the case of optimum detection, the system function g(x) of Figure 1 , is the likelihood ratio statistic [4] , i.e.
or any monotonic increasing function of (18); moreover, some researchers [9, 10] propose fX(x|H 1 ) as IS density function. As in the decision region of
we conclude that the unbiasedness condition for P *
. Furthermore, for a practical detector (not necessarily optimum, e.g. neural detector) with realistic P fa and P d values (P fa P d ) it is verified that fX (x|H 0 ) fX (x|H 1 ) for almost allx-values in the region g(x) ≥ T 0 . Consequently, if we choosef * X (x) = fX (x|H 1 ), then from (11) we have w(x) 1 in g(x) ≥ T 0 , and this IS technique is much more efficient than the classical Monte-Carlo one (w(x) = 1).
Frequently H 1 is a composite hypothesis [4] (i.e. fX (x|H 1 ; θ) is a parametric family with parameter θ), so we choose a fX(x|H 1 ; θ * ) in H 1 as IS density function in such a way that (14) or (17) is minimized. Now, the question is: How can we find this optimal fX (x|H 1 ; θ * )? Theoretically, in complex detectors (e.g. neural detectors) it is very difficult, if not impossible; experimentally, it is very easy by considering an estimator of (17), as follows.
An error estimatorε P * fa of (17) can be expressed aŝ
where the statistic ∆ 2 is an estimator of E * {w
2 fa , and it is given by
with P * fa given in (12) . Also, it can be proved from the Schwartz inequality that 1 ≤ ∆ 2 ≤ N . The statisticε P * fa of (19) is the key for the optimization of our Importance Sampling Technique, and controls the error of the P fa -estimator. There are other equivalent statistics [11] to optimize IS parameters, but we suggestε P * fa as one very easy to compute and directly related to the number of samples N required for a specific estimation error.
The statistic ∆ 2 of (20) is close to the unit if the probability density function f * X (x) for the Importance Sampling is close to the unconstrained optimum given in (16). In order to find the best f * X (x) in the f * X (x|H 1 ; θ) family, we compute ∆ 2 according to (20) for a simulation run (an algorithm execution on the computer) with a specific θ-value. After some simulation runs (computations of estimator formulas) for different θ-values, the minimum (∆ 2 ) min can be found for the IS density f * X 
where I 0 (·) is the modified Bessel function of first kind and order zero, S is the parameter of the pdf family, and (4) becomes (3) if S = 0. Also, S is the SNR defined in 2 because σ = 1. The threshold T 0 has to be estimated for a fixed false-alarm probability P fa , using Importance Sampling Technique for the cases of P fa < 10 −3 . Taking into account the alternative hypothesis H 1 defined in (1), the IS probability density function f * X (x) = f * X (x|H 1 ) is given by (21). Now, taking (3) and (4) into (11) 
(21) wherex = (x c1 , x s1 , x c2 , x s2 , . . . , x cM , x sM ), M is the number of integrated pulses and S is the IS-parameter.
Conclusions
An efficient IS algorithm has been proposed to be applied in Neyman-Pearson Neural Detector simulations. Note that IS techniques improve MC simulations for the following reasons: (a) IS techniques save time in the computer simulations. (b) IS techniques avoid the generation of random variables in the distribution tails, which cannot be properly simulated in the computers. (c) IS techniques provide an alternative to estimate parameters of one distribution by means of random variables of another distribution.
Finally, in order to accelerate the convergence of training, it is very interesting to apply Importance Sampling techniques in the training phase, taking into account the appropriate modifications on criteria and objective functions. This subject is now producing promising results in combination with Genetic Algorithms [12] . Its integration in MLP general training is also producing the expected results in the sense of training acceleration of Backpropagation algorithm, results that are on research and hopefully will be published in our next contribution.
