ABSTRACT Frequency diverse array (FDA) is an emerging technology, the hybrid of FDA and multipleinput-multiple-output (FDA-MIMO) under monostatic scenarios has received much attention in recent years. However, little work have been done for bistatic FDA-MIMO radar. In this paper, we investigate strategies on estimating direction-of-departure (DOD), direction-of-arrival and range for bistatic FDA-MIMO radar. Our strategies have two aspects. First, nonlinear frequency increments including both subarray and random modes are employed to overcome the problem that the DOD and range parameters of FDA transmitting steering vectors are coupled. Second, in order to reduce the computational complexity associated with the 3-D spectral peak searching algorithms, estimation of signal parameters via rotational invariance technique and parallel factor algorithms with their corresponding phase ambiguity resolving methods, are proposed for subarray and random modes, respectively. Both of the two algorithms perform well while the range parameter of targets satisfy a range constraint criterion. This criterion can also be used for designing frequency increments of bistatic FDA-MIMO radar. Additionally, the Cramér-Rao bound of bistatic FDA-MIMO radar and the algorithm performance analysis consist of identifiability and complexity are derived. All the proposed methods are verified by both theoretical analysis and numerical simulations. And satisfactory results are achieved.
I. INTRODUCTION
Frequency diverse array (FDA) is an emerging technology that has attracted considerable attention in radar, communication and navigation communities [1] - [5] , because it can produce a beampattern with controllable range and angle by linearly shifting the carrier frequencies across the array. FDA provides two exciting features, namely, automatic beam scanning [6] and ''S''-shaped range-angle-time-dependent beampattern [7] - [9] . By exploiting the additional degrees-offreedom (DOFs) offered by the frequency increments, many interesting works with FDA have been reported. A secondorder cone programming method was proposed to synthesize a flat-top transmit beampattern in desired range and angle sections [10] . The applications of FDA for improving the quality of synthetic aperture radar were developed in [11] - [13] . A random FDA for directional modulation with artificial-noise-aided was used to enhance physical layer security of wireless communications [14] . A novel cognitive RF stealth radar using FDA was proposed in [15] . Target localization, which is an important object in radar applications, is difficult to achieve for an FDA radar because of its coupled range and angle beampattern [16] . Consequently, we may get multiple angle-range estimates for one target. Several approaches have been proposed to address this problem. In [17] , the FDA transmitted two pulses with zero and non-zero frequency increments, respectively. The method first estimated the target angle as traditional phase array and then estimated the target range using FDA. A subarray FDA was proposed for target range-angle localization [18] , where the FDA is divided into two subarrays, each uses a different carrier frequency increment. The essence of subarray division belongs to the design strategy of nonlinear increasing frequency increments. Other two nonlinear frequency increment methods for target localization were proposed in [19] and [20] , which are random FDA and co-prime FDA, respectively. The former achieves better localization performance and the later offers more DOFs. However, the aforementioned methods adopt the maximum likelihood estimator (MLE), multiple signal classification (MUSIC) or compressive sensing (CS) [21] , [22] algorithms in which the computation complexity and localization accuracy rely on the search/predefined grids.
The hybrid of linear FDA and multiple-input-multipleoutput (FDA-MIMO), introduced by [23] - [25] , is an alternative decoupled method. By emitting orthogonal waveforms from the transmit array antennas and utilizing matched filter banks in the receivers to extract the waveform components, MIMO radar systems can exploit the spatial diversity and the higher number of DOFs to improve resolution, clutter mitigation, and classification performance [26] . The FDA-MIMO radar utilizes the DOFs, produced by MIMO technology, to decouple the angle and range. However, this method is only applicable for monostatic FDA-MIMO radar due to the fact that the transmitting angle (directionof-departure (DOD)) is the same as the receiving angle (direction-of-arrival (DOA)) in monostatic radar. This is why current researches concentrate mainly on monostatic scenario. Actually, the bistatic MIMO radar has been widely studied for DOD estimation [27] , [28] . For such a purpose, how to utilize bistatic FDA-MIMO radar requires more investigations.
In this paper, joint DOD, DOA and range estimation using bistatic FDA-MIMO radar is proposed. In the bistatic scenario, the coupled DOD and range can't be separated by the DOFs offered by employing the waveform diversity. Thus, nonlinear frequency increments are adopted in this paper.
Currently, almost all existing estimation methods for FDA or monostatic FDA-MIMO involve kinds of peaksearch algorithms. However, conventional three dimension (3D) estimation of DOD, DOA and range is computational expensive, thus is very difficult to implement for practical systems. Consequently, the two well-known search-free estimation techniques, namely estimation of signal parameters via rotational invariance technique (ESPRIT) [29] , [30] and parallel factor (PARAFAC) decomposition [31] , [32] , are considered in this paper. More specifically, the rotational invariance property can be established at the receiving array and each transmitting subarray of the FDA-MIMO by emitting different linear frequency increments, such that ESPRIT algorithm can be used easily. While the element number of each transmitting subarray changes to one, the transmitting array can be regard as one kind of random FDA-MIMO. In this case, the rotational invariance property will disappear, we can adopt the PARAFAC algorithm instead of ESPRIT.
In addition, it is worth pointing out that the search-free algorithm may have phase ambiguity phenomenon. Thus, an ambiguity resolving method is also proposed in this paper, which can eliminate the ambiguity phenomenon for both ESPRIT and PARAFAC algorithms. However, the maximum unambiguous range is limited by the frequency increments. This problem may be aggravated if random frequency increments are used, thus we propose an extension ambiguity resolving method using auxiliary frequency increment to extract the unambiguous phase. Moreover, the Cramér-Rao bound (CRB) of bistatic FDA-MIMO radar is derived to evaluate the estimation performance, along with the identifiability and complexity analysis.
The main contributions of this work are summarized as follows:
(i) We proposed a joint DOD, DOA and range estimation approach for bistatic FDA-MIMO radar using subarray or random frequency increments, along with the derived CRB. It is proved that nonlinear frequency increment need be considered for decoupling DOD and range in the bistatic scenario. (ii) Computational complexity reduction is proposed for the ESPRIT and PARAFAC algorithms for bistatic FDA-MIMO radar, together with the corresponding phase ambiguity resolving method.
II. SIGNAL MODEL OF BISTATIC FDA-MIMO RADAR
Consider a narrow-band bistatic FDA-MIMO radar system, as shown in Fig. 1 , with an M-element transmitting array and an N-element receiving array, both of which are closely spaced as uniform linear arrays (ULA). Assume that the elements of transmitting and receiving arrays are omnidirectional and their inter-element spaces are denoted by d t and d r , respectively. Consider linearly increasing frequency increments firstly, the carrier frequency at the mth transmitting element is
where f 1 is the carrier frequency of the first reference transmitting element and f is the frequency increment between adjacent array elements. We define the maximum equivalent bandwidth
The narrow-band complex signal transmitted by the mth element can be expressed as
where T is the radar pulse duration and φ m (t) is the mth baseband waveform with bandwidth B and unit power. We assume that the waveforms satisfy the following condition
where τ is the time shift and (·) * denotes the conjugate operator.
We consider the two-way propagation case with static targets in the far-field of transmit and receive arrays. For the pth target, the received signal of the nth receiving element can be expressed as
where β p denotes the complex reflection coefficient of the pth signal, τ t m,p and τ r n,p are the transmitting and receiving time delays for the pth target, respectively, which are given as
where r t 1,p and r r 1,p are the pth target slant ranges for the first transmitting and receiving elements, respectively. θ p and ϑ p denote DOD and DOA of the pth target, respectively. The speed of light is c. Suppose P uncorrelated targets, the outputs of the matched filters (MF) in all the receivers can be expressed as
where ⊗ denotes the Kronecker product,
is a column vector consisting of the phases and amplitudes of the P sources at the lth pulse, (·)
T denotes the transpose operator. s p (l) = β p (l) e −j2πf 1 r p /c , and r p = r t 1,p +r r 1,p denotes the sum of twoway range for the pth target. The NM × 1 noise vector n(l) is assumed to be independent and zero-mean complex Gaussian distribution with n ∼ N c 0, σ 2 I MN . Then the receiver and transmitter steering vectors for the pth target can be defined as
. . .
It is noticeable that three parameters (DOD, DOA, range) need to be estimated for the signal model. The computational complexity would be huge if we still use the search algorithms, such as MUSIC, MLE and CS. Therefore, it is necessary to develop some search-free algorithms to estimate the parameters for bistatic FDA-MIMO radar.
According to (7) , the receiver steering vector is unrelated to the frequency increment and has spatially rotational invariance property. We can estimate the target DOA independently. Similarly, the transmitter steering vector also has rotational invariance property. However, the range and DOD associated phase term are linearly coupled, i.e., 2π d t f 1 sin θ p − fr /c. We may get multiple DOD-range estimate pairs for one target. This problem doesn't exist in the monostatic FDA-MIMO radar because of its identical DOA and DOD. More specifically, the estimated DOA can be used in the transmitter steering vector as the DOD to decouple the aliases in target estimation.
In order to solve the DOD-range coupled problem and reduce the computational complexity for bistatic FDA-MIMO radar, the subarray mode is introduced, as shown in Fig. 1 . The transmitting array is divided into K non-overlapping subarrays, and unique linear frequency increment is applied across each subarray. Linear frequency increment in each subarray guarantees the satisfaction of the rotational invariance property, which allows for ESPRIT algorithm. Several rotational invariants can decouple the range and DOD information of targets.
Then, the transmitter steering vector (8) can be rewritten in a subarray form
where the transmitter steering vector for the ith subarray can be defined as
where M ts i is the element number in the ith subarray, f ts 1,i is the carrier frequency for the first transmitting element in the ith subarray, and f ts i is the frequency increment for the ith subarray. Similar to (1), the carrier frequency of the mth element in the ith subarray can be given by
It means that the frequency increment in a subarray is linearly increasing, each subarray can provide one rotational invariant corresponding to the frequency increment in this subarray. We need different rotational invariants to decouple the aliases, namely f ts i = f ts j when i = j. Specially, the rotational invariance property would disappear, while the subarray number K is equal to the transmitting element number M, namely, only one element in each subarray. In this situation, the bistatic FDA-MIMO radar changes from the subarray mode to the random mode. The carrier frequency at the mth transmitting element can be redefined as
VOLUME 6, 2018 where f m,n is the relative frequency increment from the mth to the nth element. Specially, f m,n = 0, while m = n. It is noticeable that the random frequency increments in this paper means that the frequency increment between adjacent array elements is unique, namely,
The transmitter steering vector for random frequency increments can be given by
However, the ESPRIT algorithm can't be used in this case because of the disappeared rotational invariance property. Another search-free algorithm named PARAFAC is considered here, which has better performance and no restrictions on the frequency increments. Moreover, the phase period ambiguity phenomenon exists in FDA radar due to the particularity of transmitter steering vector in the search-free algorithms, i.e., one component of the transmitting steering vector (8) 
It is difficult to unambiguously determine k for unknown range. For this reason, we propose an ambiguity resolving method to alleviate the phenomenon. The details are provided in the next section.
III. DOD, DOA AND RANGE ESTIMATION FOR BISTATIC FDA-MIMO RADAR
In this section, we utilize the search-free algorithms to estimate the DOD, DOA and range parameters. The ESPRIT algorithm is applied for subarray FDA-MIMO, while the PARAFAC algorithm is used for the random FDA-MIMO. Note that, since the phase ambiguity phenomenon exists in FDA radar, the corresponding phase ambiguity resolving methods are also proposed. Assume that the echo signals from P static targets are uncorrelated and the noise in each channel are independent zero-mean white circularly Gaussian distributed. Other practical issues such as calibration errors, phase noise, mutual coupling and channel mismatches are ignored in the following discussions.
A. ESPRIT IN SUBARRAY FDA-MIMO
According to (6) and (9), the array manifold matrix of the subarray signal model can be defined as
where the transmitter steering vectors with linear frequency increments (8) have been replaced by the transmitting steering vectors of subarray mode (9). Then we can rewrite the array manifold matrix A as
where According to the subarray configuration, the transmit array has been partitioned into K subarrays. For the ith subarray, there exists an M ts i N × MN selective matrix T ts i , we can get a new matrix:
where
ts,i P
, and the pth ele-
denotes the transmit rotational invariant of the pth target in the ith subarray. Similarly, the transformed matrix B ts i (i = 1, 2, . . . , K ) of other subarrays also can be obtained. We assume the array manifold matrix A is constant for L pulses, the outputs of matched filter for L pulses can be expressed as
where the receive signal matrix
. , s(L)]
T ∈ C L×P , N ∈ C MN ×L denotes the noise matrix. The received covariance matrix can then be given by
where R s denotes the signal covariance matrix, σ 2 is the noise variance, and ( * ) H denotes the Hermitian transpose operator. In practice, the true covariance matrix should be estimated as followsR
The eigenvalue decomposition (EVD) of R x is
where the column vectors of U s and U n denote, respectively, the eigenvectors that span the signal subspace and the noise subspace of R x with the associated eigenvalues of s and n , and the space spanned by U s and U n are orthogonal.
When the signal covariance matrix R x is nonsingular and the column vectors of A are linearly independent, the steering vectors will span the same subspace as the signal subspace. Therefore, there exists a unique non-singular T such that
Let A 1 and U 1 be the M (N − 1) × P submatrices formed from the first M (N − 1) rows of A and U s , respectively. Let A 2 and U 2 be the M (N − 1) × P submatrices formed from the last M (N − 1) rows of A and U s , respectively. Then, we know that there is a rotational invariance between the matrices A 1 and A 2 , as follows:
According to Eqs. (21) and (22), it can be obtained as
where r = T −1 r T, the superscript † and −1 are the pseudo inverse and inverse, respectively.
We can find that the diagonal elements of r are the eigenvalues of r . Thus, eigenvalue decomposition of r yields the estimatedˆ r , of which the diagonal elements are the estimated receive rotational invariantsφ r 1 ,φ r 2 , . . . ,φ r P . Similarly, the transmit rotational invariance matrix ts,i in Eq. (16) can also be estimated. For the ith transmit subarray, pre-multiply both sides of Eq. (21) 
According to Eqs. (24b) and (25), we can obtain
where ts i = T −1 ts,i T. Consequently, we can obtain the estimated transmit rotational invariantsφ Although the receive and transmit rotational invariants can be estimated, the diagonal elements inˆ r and ts,i (i ∈ (1, 2, · · · , K )) may be out-of-order. It means that we need to find out the receive and transmit rotational invariants for a same target in the case of multiple targets. In this paper, we use the pairing approach [30] to match the receive and transmit rotational invariants.
Assume that the pairing process is complete, the correct receive and transmit rotational invariants corresponding to the pth target areφ r p andφ ts,1 p ,φ ts,2 p , . . . ,φ ts,K p , respectively. Thus, the DOA for the pth can be given bŷ
is the operator for obtaining the phase angle of the receive rotational invariantφ r p , Im( * ) and Re( * ) denote the imaginary and real part, respectively.
The DOD and range parameters can be estimated by the follow equations:
where k i ∈ Z, i = 1, 2, . . . , K , which are given by obtaining the phase angle of the two sides ofφ ts,i
. . , K . The above equations in (28) are unable to be solved unless k i (i = 1, 2, . . . , K ) are known. However, it can be difficult to determine k i if r p is unconstrained. In other words, the phase period ambiguity phenomenon may occur with the unconstrained range parameter of target. Consequently, how to constrain the range parameter for unambiguity phase requires further investigations.
Sort the equations of (28) in an ascending order of the subarray frequency increment values. Suppose f ts 1 < f ts 2 < · · · < f ts K , (In practice, the order is random). Then, let the first K − 1 equations subtract the last K − 1 equations correspondingly in (28), we can obtain a new equation:
T with the ith element being
To show it clearly, we rewrite the ith equation of (29) 
We can determine the value of (k i+1 − k i ) as follows:
Consequently, the constrained range can be given by
Consider all the equations in (29) , the constraint in (33) can be rewritten as
It is noticed that f ts i , where i = 1, 2, . . . , K have been ranked. This criterion can be used for frequency increment configuration design for FDA-MIMO radar.
Subject to (34), we calculate ( (32) and substitute the results into (29) . Then, the range can be estimated by the least square (LS) methodr
where ther p denotes the estimated range of the pth target. At this time, substituting the knownr p to (28) yields
Due to the fact that 2πd t
where * means the floor operator.
Then, the k i (i = 1, 2, . . . , K ) can be determined correctly. Substituting the results into (36), we can estimate sin θ p by LS method. Finally, the estimated DODθ p for the pth target can be obtained. The DOA, DOD and range parameters of other targets can be estimated in the same way.
The ESPRIT method does not require spectral peak searching and can reduce the computation complexity. However, the particular subarray configurations are needed to provide the rotational invariance property.
B. PARAFAC IN RANDOM FDA-MIMO
When the transmit array of FDA-MIMO works at random frequency increment mode, The ESPRIT method can not be employed without rotational invariance structure. In order to avoid multi-dimensional spectral peak searching, the PARAFAC algorithm is considered in this paper. The PARAFAC algorithm has been regarded as a wellknown tensor decomposition methods, which can utilize the inherent multidimensional structure in the received data. Generally, a three-order tensor should be formulated to link the estimations of direction matrices to the PARAFAC model.
Rewrite (17) and replace the subarray transmit direction matrix by the random transmit direction matrix, we can obtain new receiver signal model:
where A rnd t = a rnd t (r 1 , θ 1 ) , a rnd t (r 2 , θ 2 ) , . . . , a rnd t (r P , θ P ) ∈ C M ×P is the random transmit direction matrix with the elements given in (13) , N x = N which is given in (17) . And
stands for a diagonal matrix constructed out of the nth row of A r . N x n is the received noise of the nth slice. By adopting the PARAFAC decomposition model in [33] , the received data (38) can be denoted as a three-order tensor as well χ (m, n, l)
where χ (m, n, l) denotes the (m,n,l)th element of the threeorder tensor χ. A rnd t (m, p) stands for the (m,p)th element of A rnd t , and similarly for the others. κ (m, n, l) is the rearranged noise measurement. X n (n = 1, 2, · · · N ) can be viewed as slicing the three dimension data into a series of slices along the spatial direction. Indeed, the different forms of (38) and (39) are equivalent, because the former is a matrix form and the latter is a tensor form [34] . Due to the symmetry of the three-order tensor (trilinear) model (39), two more matrices can be constructed as follows: An effective algorithm named trilinear alternating least square (TALS), which works well under different types of noise and is quite easy to implement and guaranteed to converge, is adopted to solve the PARAFAC decomposition problem [31] , [32] , [35] . The principle of TALS can be summarized as the following steps: (1) Fitting one of the matrices X, Y or Z using LS method, where the remaining two matrices are previously obtained; (2) Update the other two matrices in a similar way; (3) Repeat (1) and (2) until the LS cost function converges to the stop condition. The details of TALS algorithm are described as follows: According to (38) , the LS fitting of X is
where * F denotes the Frobenius norm. Therefore, the LS estimate of S isŜ 
whereŜ andÂ r are previously obtained estimates of S and A r , respectively. Similarly, according to (40b), the LS fitting
The LS update for A r iŝ
whereÂ rnd t andŜ are previously obtained estimates of A rnd t and S, respectively. According to (42), (44) and (46), the matrices S, A rnd t and A r are updated with LS, alternately. The iteration will repeat until the algorithm convergence. For zero-mean white Gaussian noise, the estimatedŜ,Â rnd t andÂ r are the maximum likelihood estimations [36] .
In order to guarantee the uniqueness of estimatedŜ,Â rnd t andÂ r , the sufficient and necessary condition for uniqueness of trilinear decomposition in this paper is described by the following theorem [37] .
And A r is Vandermonde matrix with distinct nonzero generators. If A r = A r T χ 2 + ε 2 (48b)
where T χ is a permutation matrix, ε 1 , ε 2 and ε 3 represent the corresponding estimation errors, 1 , 2 and 3 stand for the diagonal scaling matrices satisfying 1 2 3 = I P . When the above theorem is satisfied, the estimated matricesŜ,Â rnd t andÂ r from the PARAFAC decomposition are unique and the elements in these matrices are automatically paired because of the same permutation matrix T χ .
Assume that the estimated receive and transmit steering vectors of the pth target areâ r ϑ p andâ rnd t r p , θ p , which are the pth columns ofÂ r andÂ rnd t , respectively. The DOA of the pth target is estimated firstly. Obtaining the phase angle of the normalization version ofâ r ϑ p yields
where normal â r ϑ p =â r (ϑp) a r (ϑp) (1) denotes to normalize the vectorâ r ϑ p by using the first element as a reference point (both are divided by the first element). The vectorh r p contains the ambiguous phases, and the unambiguous phase extraction method is shown in [35] . Thus, the unambiguous vector is VOLUME 6, 2018 defined asĥ r p . We construct the following matrix
The solution to LS fitting iŝ
Thereafter, the DOA of the pth target can be estimated viaθ
Then, we want to obtain the DOD and range parameters from the estimated transmit steering vectorÂ rnd t r p , θ p . Similarly, the phase angle of the normalization version of A rnd t r p , θ p can be given bŷ
whereâ rnd t,p denotes normal â rnd t r p , θ p , the phase angles ofĥ t p here can be regard as unambiguous only k m ∈ Z(m = 2, . . . , M ) are known. Thus, how to determine k i (i = 2, . . . , M ) is still a key issue in the PARAFAC algorithm. According to (13), we define two matrices as
Then, a LS fitting is
Let the last M −1 equations subtract the first M −1 equations correspondingly in (55), we can obtain a new equation as follows:
where Ang(m) = angle
, g m ∈ Z, (m = 1, . . . , M − 1), and (Ang(m) − 2 g m π) is equal to (angle â rnd t,p (m
. It is can be found that (56) is similar to (28) . Therefore, the same method in Section III(A) can be employed here. Sort the equations of (56) in an ascending order of f m+1,m (the frequency increment between adjacent array element). To do this simply, we also assume that f 2,1 < f 3,2 < · · · < f M ,M −1 . Then, let the first M − 2 equations subtract the last M − 2 equations in (56) correspondingly, a new equation is shown in (57), as shown at the top of the next page. According to the conclusion in Section III(A), a range constraint, which is similar to (33) , is given by
It is also noticed that f m+1,m , where m = 1, 2, . . . , M −1 have been ranked. If the range of the pth target satisfies this condition, the same phase ambiguity solution method in Section III(A) can be used to estimate the range and DOD of the pth target. We omit the details here. However, the value of max m ( f m+1,m − f m,m−1 ) may be too large to apply the PARAFAC algorithm for long distance targets because of random frequency increments. It means that the maximum unambiguous range is in inverse proportion to this term. In order to make the maximum unambiguous range reach design requirement, an extension ambiguity resolving method based on auxiliary frequency increment is proposed.
Assume that the maximum desired range is defined as r max . According to (58), if the frequency increments satisfy the following condition
then all the equations in (57) can be utilized to eliminate the phase ambiguity phenomenon. However, if the condition in (59) is satisfied when m belong to a subset of {2, . . . , M − 1}, it means that only partial equations in (57) can be utilized. In other words, the phase ambiguity phenomenon can be eliminated by partial equations instead of all. Consequently, we choose E(3 ≤ E ≤ M ) array elements as auxiliary elements whose frequency increments are fixed artificially rather than random to satisfy the condition in (59). Such that the first E − 2 equations in (57) can be utilized to eliminate the phase ambiguity phenomenon. Then the ambiguity solution method in Section III(A) is used to estimate the range and DOD of the pth target. We define the estimated DOD and range ass in θ p andȓ p , which are coarse estimations because only partial spatial information is utilized. It is worth noting that the results are still regarded as coarse estimations even though the number of auxiliary elements E is equal to the number of transmit array element M. This is because the number of equations in (57) is at most M − 2 but the number in (55) is M , some spatial information are lost.
Substitutes in θ p andȓ p into (55), the unknown k m , (m = 2, 3, . . . , M ) in (53) can be calculated by 
− angle
where round{ * } means the rounding operator. Then, the calculation results of k m , (m = 2, 3, . . . , M ) are re-substituted into (53), the unambiguous vectorĥ t p is determined. Finally, the equations in (55) can be solved by LS method, which solution to LS fitting isq
and the DOD and range of the pth target are given bŷ
where the estimated DOA and range are the refined estimations. The essence of this extension method are that using less array elements (equations) to eliminate ambiguity and using all the elements to obtain accurate estimations. This method also can be used for ESPRIT algorithm because of the similar constraints (34) and (58). The refined estimations are the final results and the parameters of other targets can be estimated in the same way. In summary, the PARAFAC algorithm requires no spectral peak searching, no eigen-decomposition, no particular array configuration and no pairing processing.
IV. PERFORMANCE ANALYSIS
In this section, we analyze the identifiability and computation complexity for ESPRIT algorithm and PARAFAC algorithm, and derive the CRBs of subarray and random bistatic FDA-MIMO radars.
A. IDENTIFIABILITY
The maximum parameter identifiability is dependent on the characteristics of incident signal, array structure and algorithm. In this paper, the target echoes are assumed to be uncorrelated and only ULA is considered. Thus, the signal covariance matrix R s in (18) is full rank. If the DOD, DOA and range of targets are distinct, A in (18) will be full column rank. Then the maximum number of identified targets depends on the maximum rank of R x . Obviously, the maximum rank of R x is MN .
On the other hand, using the ESPRIT algorithm, receive and transmit rotational invariants are estimated from the subspaces U s and U ts,i s , (i = 1, 2, . . . , K ). The row dimensions of U 1 and U ts,i
, respectively. Then the maximum identifiability of the ESPRIT algorithm is min
Such that the maximum number of detectable targets for the subarray FDA-MIMO radar with the ESPRIT algorithm must satisfy
According to Theorem 1 in Section III(B), we assume that the maximum number P max of targets is large (P max ≥ M and P max ≥ N ), then the A rnd t will be full row rank and according to the definition of k-rank [38] ,
Generally we have the number of snapshot L ≥ P max , and (64) becomes N + M ≥ P max + 2. Thus, the maximum identifiability of PARAFAC algorithm is N + M − 2, and N + M − 2 must less than MN because of M ≥ 3 and N ≥ 2. Such that the maximum number of detectable targets for the random FDA-MIMO radar with PARAFAC algorithm must satisfies
B. COMPUTATIONAL COMPLEXITY
The main aim of this paper is to reduce the computational complexity for 3D parameter estimation of bistatic FDA-MIMO. There will be huge computational complexity, if we still use the spectral peak searching algorithms. For example, the 3D-
, where n ϑ , n θ and n r are the number of searching grids corresponding to the DOA, DOD and range, respectively.
In contrast to 3D-MUSIC, the computational complexity of ESPRIT proposed in Section III(A) are derived as follows: 
(6) The EVD of transmit rotational invariance matrix
The pairing processing is O K (2P 3 + P 2 ) ; (8) The process of solving the ambiguity requires O ((7K − 3)P); where we can find that the complexity of solving the ambiguity can be ignored. Thus, the total computational
And the computational complexity of the TALS algorithm for PARAFAC decomposition is O(3P 3 + 3MNLP + (2P 2 + P)(ML + ML + MN )) in each iteration [39] . Note that only a few iterations are usually required to achieve convergence.
The computational complexity of both algorithms proposed in this paper are much lower than the spectral peak searching algorithms because the terms n θ n r n ϑ are very large.
C. CRAMÉR-RAO BOUND
The bistatic FDA-MIMO radar is first studied in this paper. So we will provide performance bound for bistatic FDA-MIMO radar, both of the subarray mode and random mode, by deriving the CRB expressions. To derive the CRB simply, we assume that there is one target, reflection coefficientinformation matrix β 1 = 1.
The received signal of the bistatic FDA-MIMO can be expressed as
where b t (ϑ, r, θ) = a r (ϑ) ⊗ (a t (θ) a t (r)) is the joint transmit-receive steering vector. The receive steering vector a r (ϑ) is given in (7), and the angle transmit steering vector is
which is determined by the transmit array mode. If subarray mode is used, the range transmit steering vector will be
If random mode is adopted, the range transmit steering vector is
The unknown parameter vector is ψ = [ϑ, r, θ] T . The corresponding Fisher information matrix (FIM) is derived as [40] :
where R n = σ 2 I is the noise covariance matrix, σ 2 is the noise power, ξ is the signal power, and L is the number of snapshots. The partial derivative is
which terms are given as follows: 
The CRBs are the inverse of the FIM:
where the diagonal elements are the CRBs for DOD (θ), range (r) and DOA (ϑ) estimations, respectively.
V. NUMERICAL RESULTS
In this section, numerical examples are conducted to evaluate the performance of the proposed algorithms. Unless stated otherwise, we consider a bistatic FDA-MIMO radar system with two ULAs with the same number of transmitting and receiving array elements and equal element spacings d t = d r = 0.5c/f max , where f max is the maximum carrier frequency of the transmitting array. A standard linear FDA-MIMO transmitting array is used as reference, where the carrier frequency of the first element is f 1 = 10GHz and the linear frequency increment is f = 10KHz. Note that all the estimates are computed based on L = 300 snapshots and D = 5000 Monte Carlo independent trials. To assess the estimation (DOAs, DODs and ranges) performance, we adopt the root mean square of error (RMSE) defined as
are the estimates of DOA, DOD and range for the pth target in the dth Monte Carlo trial, respectively. Moreover, the additive noise is modeled as a complex Gaussian zero-mean spatially and temporally white random sequence with an identical variance in the array.
A. ESTIMATION OF THE BISTATIC SUBARRAY FDA-MIMO
In this simulation, the transmitting array is divided into K subarrays, and a unique linear frequency increment is applied across each subarray. Actually, the FDA-MIMO array design is another important issue, but this is not the focus of this paper. Thus, we consider one non-overlapping subarray design method: (1) The frequency increments for all subarrays are linear and unique (the most important). (2) The element numbers of each subarray are uniform or quasiuniform distribution (≥ 3). (3) The frequency increments between adjacent array elements are nonnegative. (4) The carrier frequency of the last element in a subarray is equal to the carrier frequency of the first element in the next subarray (f ts
More specifically, the element number in the ith subarray can be designed as
The frequency increment for the first subarray is
where B max = f M − f 1 is given in (1), F ts denotes the difference of frequency increments between adjacent subarrays with F ts = ( f ts i+1 − f ts i ), i = 1, 2, . . . , K − 1. And the frequency increment of the ith subarray is 
Example 1: Algorithm Verification
In this example, one array configuration with M = N = 18, K = 3, f ts 1,1 = 10GHz and F ts = 5KHz are considered. Thus, the subarray element numbers are all equal to 6 (M ts (34) . Fig. 2 compares the RMSEs of angle and range estimations with respect to SNR for the proposed two estimation algorithms. The CRBs are also plotted for comparison. One can see that the estimation (DOD, DOA and range) performances of ESPRIT and PARAFAC algorithms are both close to their CRBs. Meanwhile, the PARAFAC has superior estimation performance to ESPRIT under the same condition, because PARAFAC can utilize the inherent multidimensional structure in the received data. It is noticed that the proposed PARAFAC algorithm can't be used to estimate DOD and range directly in subarray mode, because the ambiguity solution method for PARAFAC demands different frequency increments between adjacent array element rather than different frequency increments in each subarray. It can work based on the estimations of ESPRIT which can be used as a coarse estimation to resolve the phase ambiguity. Moreover, it can be found that the overall performance of DOD estimations is worse than that of DOA estimations. This is because that, only partial information of transmitter steering vector is used for DOD estimation, the other is used for the range estimation. However, all the information of receiver steering vector are utilized for the DOA estimation.
Magnetization as a function of applied field. It is good practice to explain the significance of the figure in the caption.
Example 2: Impact of Subarray Number
According to the theoretical analysis in Section III(A), the estimations of DOD and range with ESPRIT are calculated by (28) and (29) . We can find that the numbers of equations in (28) and (29) are related to the number of subarray K. Thus, it is necessary to analyze the relation of the subarray number to the estimation performance. In this example, the same subarray design method is considered, because it can guarantee the invariance of equivalent bandwidth (B max ) which mainly impact the range estimation performance. The transmitter and receiver have the same number of elements, i.e., M = N = 24, then B max = 230KHz. The difference of frequency increments between adjacent subarrays is F ts = 3KHz. The subarray number K is changed from 2 to 9. Then the element number and the frequency increment of each subarray can be calculated by (75) to (77). Fig. 3 compares the RMSE of angle and range estimations with respect to SNR among ESPRIT, PARAFAC and CRB. On the one hand, the CRB and RMSE of DOA are almost invariable because that the receiver steering vectors are independent on the transmitter parameters. One can see that the CRBs of DOD and range estimation are improved with the increase of the subarray number, because more nonlinear frequency increments can decoupling DOD and range estimation performance. The RMSE of PARAFAC follows the trend of CRBs very well, because it is independent of the subarray number. However, along with the increase of the subarray number, ESPRIT achieves the optimal estimation performance fgr DOD and range when K = 4 rather than more subarrays. It is a trade-off between number of elements in a subarray and number of subarrays. When the number of transmitting elements is fixed and the element numbers of each subarray are uniform or quasi-uniform distribution, the element number is inversely proportional to the subarray number. Although more subarrays can achieve better theoretical estimation performance, less elements lead to degraded estimation accuracy.
B. ESTIMATION PERFORMANCE OF THE BISTATIC RANDOM FDA-MIMO
The random transmitting array is considered in this simulation, the configurations of which have many choices. As mentioned above, the only requirement for the ambiguity solution method for PARAFAC algorithm proposed in Section III(B) is the frequency increments between adjacent array elements should be unique. In order to guarantee the requirement and fair comparisons, we consider the array configuration with the following parameters: Fig. 4 compares the coarse estimation(CE) and refined estimation(RE) of DOD and range with the numbers of auxiliary elements E being 6, 12 and 18. The optimal estimation (OE) of PARAFAC and CRB are also plotted for comparisons, where the OE means that the DOD and range are estimated by utilizing PARAFAC with known accuracy k m , (m = 2, 3, . . . , M ) in (53). One can see that the RMSE of DOD CEs while E =12 and 18 have almost identical performance and are slightly better than that of the E = 6. Meanwhile, the performance gaps are relatively larger, where the performance of DOD CE for E = 18 is the best and the performance for E = 6 is the worst. However, both RMSEs of DOD and range CEs are far from the corresponding OEs, because some spatial information are lost. Substituting the CEs into (60) to calculate k m , (m = 2, 3, . . . , M ), we can obtain the REs for DOD and range. From Fig. 4 , we can also find that RMSEs of DOD and range REs are better than the corresponding RMSEs of CEs for E = 12 and 18, and can achieve the same performance as OE when SNR ≥ −9dB and −2dB, respectively. However, the DOD RMSEs and range REs are worse than that of the CEs' for E = 6 although they can also achieve the performance or OEs for high SNRs (≥ 12dB). This is because larger errors of CEs can lead to larger accumulative errors in (60), such that k m may be calculated incorrectly. This problem will restrict the proposed ambiguity resolving method while only a few elements can be used to eliminate the phase ambiguity phenomenon.
C. COMPLEXITY ANALYSIS
One of the main aims of this paper is to reduce the computational complexity in parameter estimation for bistatic FDA-MIMO radar. We compared computational complexity among ESPRIT, PARAFAC and 3D-MUSIC with the following parameters: M = N = 12, L = 300, P = 3, K = 3, l = 15 iterations, the numbers of searching grids corresponding to the DOA, DOD and range are n θ = 161 n r = 6000, n ϑ = 161, respectively. Fig. 5 shows the complexity comparisons of the three algorithms versus number of array elements and number of targets, respectively. We find that both of our proposed algorithms have much lower complexity than the 3D-MUSIC. From Fig. 5(a) , we find that the complexity of all algorithms rise as number of elements increases, and the complexity of 3D-MUSIC and ESPRIT are rising faster than PARAFAC. From Fig. 5(b) , one can see that only the complexity of PARAFAC rises as the number of targets increases, the complexity of ESPRIT and MUSIC are almost unchanged. Specially, the complexity of ESPRIT is higher than that of PARAFAC with more number of elements (M = N ≥ 12) than that of Fig 5(a) , and the complexity of PARAFAC is higher than ESPRIT with more number of targets (P>3) than that of Fig 5(b) . It means the computational complexity of PARAFAC is insensitive to number of elements, thus the PARAFAC algorithm is more applicable to the case with larger array and less targets. On the other hand, VOLUME 6, 2018 the computational complexity of ESPRIT is almost uncorrelated with number of targets, thus the ESPRIT algorithm is more applicable to the case with small array and more targets.
VI. CONCLUSION
In this paper, we investigated joint DOA, DOD and range estimation with search-free algorithms for bistatic FDA-MIMO radar. Specifically, the ESPRIT algorithm and the PARAFAC algorithm are used for subarray and random transmitting arrays, respectively. Because of the phase ambiguity phenomenon existing in FDA, one phase ambiguity resolving method for ESPRIT and PARAFAC was proposed, which performs well if the target ranges satisfy a range constraint criterion. On the other hand, this criterion can be used to design frequency increments for bistatic FDA-MIMO radar. An extended ambiguity resolving method is also provided, where only partial array elements are utilized to eliminate the phase ambiguity phenomenon. Theoretical analysis and simulations demonstrate that the ESPRIT algorithm and PARAFAC algorithm with the corresponding phase ambiguity resolving methods have much lower computational complexity than the 3D-MUSIC algorithm, while maintaining the high estimation precision. The ESPRIT algorithm is more applicable to the scenario with small array and more targets, while the PARAFAC algorithm is more suitable for large array and less targets. In future work, we will explore how to optimally design subarray parameters for FDA-MIMO radar.
