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Abstract- -Given N scattered ata points, we examined the problem of finding N variable Mul- 
tiquadric (MQ) dutpe-pm-ameters, o r /~ values. Because the problem of finding the optimal R ~ 
valucm k a nonlinear o~e, we optimized these parameters numerically by Br ing  the root-mean- 
square (~S)  errors. The resulting R2 values varied over many orders of m~paitude. We have tested 
this approach on a nmnber of univsriate and bivarlate (l~rsnke's) problems, and found that the RMS 
error reduction was substantial. 
I. INTRODUCTION 
We study the problem of multi-vaxiate scattered ata interpolation which can be defined as 
follows: given a set of points, ~ E R d, {(z~,x~,..., zd), i = 1, 2, . . . ,  N}, and a set of N real 
numbers, {f(z~),  i = 1 ,2 , . . . ,  N}, then a function F(z_) which satisfies 
F(~) =/ , ,  i = 1,2,. . . ,N (1) 
is said to be an interpolant of f. 
We are interested instudying radial basis function methods for the scattered data interpolation 
problem which have the form 
N 
F(~) = ~ ~ ~(11~- ~11), (2) 
.d=l 
where Aj, j = 1, 2 , . . . ,  N are found by solving a set of l inear equations, 
N 
F(=~) = ~ Ai ~(11~ --~sll), 
/=1 
(3) 
where I1" II means  the Euclidean norm, and ~(11=-- z_#ll) are the basis functions. 
One of the most important radial basis function methods is Multiquadric (MQ) developed by 
Hardy [1]. The MQ interpolant has the form 
• (11=_- =_~11) = [ l l_=-~j l l  2 + R2] ~/2, j = 1 ,2 , . . . ,N ,  (4) 
where R 2 is an input shape-parameter which is independent of j.  We will denote this form of 
Multiquadrics as constant (R 2) multiquadric (CMQ). 
An important unsolved problem is finding a method for computing the optimal value of R 2 for 
CMQ. Carlson and Foley [2] have shown that the optimal value of R 2 depends on the function 
values, {f~}, and is almost independent of the set of {2}. They developed an empirical relation 
for computing R 2, and no theory exists for computing the optimal R ~ for CMQ. 
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Tarwater [3] showed, that the root-mean-squared (ILMS) errors of the interpolants decrease 
with increasing R 2 up to a value of  Ro2ptim~l . Beyond the optimal value of R 2, the PJ&S errors 
often increase dramatically, particularly as the associated linear system of equations becomes 
ill-conditioned. 
Narcowich and Ward [4] obtained estimates on ~/1-I-[[z[[ 2 rather than ~/R ° "t-JJzl[ 2 for the 
norms of inverses and condition umbers associated with the coefficient matrices for three types 
of radial basis functions including CMQ. If we let q be one-half of the minimum separation 
distance between data points and D = max~#j Iz~ -z j l  , then the condition umber, K, for the 
CMQ bivariate case tends to diverge as (see [4]) 
q5 , for q ~ 0 +.  (5) 
K is bounded from above by 
g --* 6 ~-+-D-~, q -* co. (6) 
q 
The effect of increasing R 2 is to decrease the minimum separation distance. In many cases, 1 (as 
used in [4]) might already be too large. Similar conclusions exist for 3 dimensions. 
Until now, all discussion has been with a constant shape parameter, R 2. Although Hardy [5] 
had experimented with allowing R 2 also to depend on j, he abandoned this approach in favor of 
the simpler CMQ. Kansa [6-8] used a variable R ~ form of MQ (VMQ) with a basis function of 
the form 
 -iII) = [ll  - II 2 + R] ]x/2, (7) 
where R 2 has the empirical form for strictly monotone / 
= P i, \ / , = 1,2, . . . ,  (8) 
where R2min and P~ax are two input parameters. If P~in and R~u vary by several orders of 
magnitude, and if the underlying function varies rapidly, then very accurate definite integrals, 
interpolants, and partial derivatives can be obtained. However, because the R~'s are the same 
for a given column, very large values of R} still gives ill-conditioning, although the growth rate 
of the condition umber is considerably ess than for CMQ. 
Although very accurate results were obtained, a drawback is that the coefficient matrix is 
no longer symmetric. This lack of symmetry is, as will be shown, a small price to pay for the 
benefits of vastly improved accuracy. In this paper, we show that VMQ is capable of handling 
very disparate values of R 2 while keeping reasonable bounds on the condition umber. However, 
in order to obtain very accurate interpolants, partial derivatives and definite integrals, good 
conditioning is a necessary, but not a sufficient condition. At present here is no theory for 
predicting either the optimal R 2 for the CMQ scheme, or the set, {R]} for the VMQ scheme. 
By examining the global minimum of the RMS errors between families of test functions and 
tfh:~liVsMsQu=tea?:lmantSr~ci ~ rm~elYtiboenPw°S:u~bJebte°deery~fue~nuPin~ :~t~yTo thh~ {M  }sc~::u .c~m 
developed. 
In our numerical experiments, we considered a set, X, of N data locations in I~ denoted 
1 2 by X = (z~,i = 1,2, . . . ,N} with ~ = {z i , z i , . . . , zd} .  In this paper, we will limit ourselves 
1 2 . .  u~} the set of evaluation tod=lor2 .  LetU={u~: i= l ,2 , . . . ,M}wi th~={ui ,u~, .  , as 
points (M > N) which is used to compute the RMS error. For the univariate problems we set 
N = 7 and U is the uniform mesh of 101 points on [0,1]. For bivsriate problems, we used the 
Franke [9] 25 data point set and U is the uniform 33 × 33 grid defined over the unit square. 
Our goal was to find the set of N shape parameters, {R]}, which minimized the RMS error 
over the points in U, i.e., 
M 
z = II fexact(u--m) --  *Mq(~n) I I  ~ , (9) 
m=l  
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where 
N 
cMQ( ) = + R}] 1'2. (10) 
.f=l 
Two approaches were used to find the optimal set of shape parameters. In the first approach, we 
solved a nonlinear system of normal equations: 
oz  
OR~ =0,  for each k = 1,2, . . . ,N.  
The equations were solved using SNSQE from the SLATEC library. In some instances, we have 
perturbed the distribution of the R~ values in an attempt o find a smaller minimum. The second 
approach minimizes the sum of squares over the points in U. This minimum was computed 
using SNLSE, also from the SLATEC library. Several different initial guesses were tried using 
constant R 2 values. 
As stated previously, there does not yet exist a theory for choosing an optimal constant R ~, 
let alone for a variable R 2 distribution. It is our hope that our empirical results can lead to a 
theory. In the interim, we show that a VMQ scheme can be very effective in solving practical 
problems. 
2. UNIVARIATE  RESULTS 
In both the univariate and bivariate test function evaluations, we used double precision arith- 
metic on the CRAY computer. Our nivariate studies considered several test functions, with a 
total number of seven input data points on [0,1]. 
The univariate test functions were: 
(a) sinusodal function, SIN, f (z)  = (1/2) {I + sin6z}; 
(b) logarithmic function, LOG, f(z) = loge(z ÷ 1.2 x 10-7); 
(c) exponential function, XP,  f(z) = exp(5z); 
(d) fractional power expressions, FRAC,  f(z)  = 0.7(z ÷ 1/10) 0.7 - 0.35(z ÷ 1/11)-°"15; 
(e) step-function approximation, STEP,  f (z)  = (1/2) [ 1 ÷ 2/~r a ctan{120(z - 1/2))]; 
(f) delta-function approximation, DELT, f (z)  - 120/[1 + u2], v = 120. (z - 1/2); 
(g) derivative of the delta-function approximation, DDLT, f(z) = -28,880. v/I{1 ÷ s2}2], 
v = 120(z - 1/2);  
In order to find the optimal-constant R 2 parameter for these univariate functions, we calculated 
the RMS errors using many different values of R 2using the CMQ scheme. The value of R 2 which 
yields the minimum RMS error is defined as P~pt. Using R~p t as a starting uess, we used SNSQE 
to compute a set (R]}. Plots of these results are provided in Appendix A. 
Table 1 is a comparison of the RMS errors and estimated condition umber between CMQ and 
VMQ algorithms. The optimal values for R~ were computed using SNSQE. 
Table 1. RMS errors ~nd condition number of the MQ coefficient matrix for the 
unlvarlate test functions. 
Function 
Optimal CMQ 
Condition No. RMS Errc~ 
S IN  2.8 x I0 b 1.1 x I0 -a 
LOG 5.7 x 103 3.9 x 10 -2 
XP 1.0 × 10 7 5.0 x 10 -8 
]FRJt.C 1.0 × 10 T 1.4 x 10 -3  
STEP  4.4 x 10 2 6.0 x 10 -2  
Optimal VMQ 
Condition No. RMS Error 
DELT 4.3 x 103 5.4 x 10 -2  9.2 x I0  e I . I  x 10 -a  
DDLT 2.5 x 10 3 4.4 x 10 -2 7.5 × 103 9.3 x 10 -a  
9.6 x 10 6 1.0 x 10 -4  
1.a x 103 2.0 x lO -3 
1.2 x 106 1.3 x 10 -a  
1.0 x 10 T 7.8 x 10 -s 
1.1 x 103 1.2 x 10 -a 
102 g.J. KANSA, R.E. CARLSON 
Table 2. Data locat i~  d the mfivariate test functiozm on [0,I]. 
Function zx 
SIN -0.001 
LOG 0.0 
XP  0.0 
. , ,  ,, 
IeR,AC 0.OOl 
STEP  -o.0ol 
D]$I,T -o.ool  
DDLT 0.00Ol 
~2 Z3 X4 X5 =6 ~7 
0.22 0.34 0.50 0.66 0.78 1.001 
m 
0.035 0.060 0.15 0.30 0.60 1.00 
0.40 0.57 0.79 0.82 0.95 1.00 
0.22 0.34 0.50 0.66 0.75 1.001 
0A83 0.49236 0.50 0.50/64 0.5170 1.0001 
0.483 0.49236 0.50 0.50764 0.5170 . 001 
0.483 0.49236 0.50 0.50764 0.5170 1.0001 
Of  the seven data  points two were located at or near the endpoints,  and the other  five points 
were adjusted in order to capture the essence of  the shape of each curve by a piecewise l inear fit. 
The  interpolat ion points for each curve are given in Table 2. 
In Table 3, we list the opt imal -constant  R ~ values we found which minimizes the RMS errors 
for the univar iate test functions at  the locations given in Table 2. 
Table 3. OptimM-constaut R 2 values of the univariste test functions. 
Function OptlmsJ-Constant R 2 
SIN 0.32 
LOG 5.5 X 10 -7 
XP 85.0 
FRAC 75.0 
STEP  9.0 X 10 - r  
DELT 5.5 x 10 -s  
DDLT 2.0 x 10 -5 
Table 4 is the list of the optimized-variable R 2 values corresponding to locations zl, z~,..., z7 
for each of the univariate test functions. 
Table 4. Optimized/~2 values for the univariate test functions. 
Fu.ct lo .  "I 
SIN 0.29047 0.29419 523.452 0.54835 
LOG 4.857 x 10 -9 4.658 x 10 -7 6.161 x 10- '  5.219 X I0 -~' 
XP  4.087 × I0 ° 2.9209 × 103 6.287 × 103 6.393 x i0" 
lrR.AC 4.818 x 10 -3 3.445 X 103 1.692 X 103 8.759 X 10 - I  
$TIBP 3.421 x 102 1.4666 x 10 -s 4.304 x 10 -s 6.955 X 10 -4  
DI~LT 6.496 x 104 9.773 × 10 -5 2.036 × 10 -5 2.091 x 10 -s
DDLT 4.818 x 103 3.983 x I0 -s  5.804 x 10 -21 2.863 x I0 -s  
Function 
sm 
LOG 
XP  
I"RA.C 
mP 
DW.T 
DDLT 
0~%sss 
1.86o x 10 -2  
1.s4~ x lO' 
7.177 X 10 2 
4,S'JS x 10--5 
j ,  , , 
3.(B8 x I0  -s  
0.30364 0.25335 
1.872 x 10 - I  
r 
1~ x 10. 
5,528 × 103 
1.257 x 10 -8 
I12116 x lO °` 
2.055 × 10 -7 
4.766 x 10  s° 
8.747 x 103 
i00, 
2.283 × 102 
'3.9~ x 10 -a 1.129 x 10 6 
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Discwssion of Univariate Results. 
We see that the results for constant R ~ are quite good for the sinusoidal and fractional power 
functions, fair for the exponential nd logarithm test functions, and poor for the step, delta and 
derivative of the delta function approximations. The latter three approximations vary rapidly 
over a small neighborhood of z = 1/2, but are nearly constant elsewhere. The very small 
constant-optimal R 2 values for these three functions are nearly piecewise linear fits. However, 
the optimized variable R~'s range over several orders of magnitude, and are somewhat similar 
in their variation for the step function approximation, and its first and second derivatives. The 
variables R]'s do very well in capturing the rapid variations of the functions near z -- 1/2. 
The logarithm function increases very rapidly near z - 0, but gradually tends toward a smooth 
asymptote. The action of the variable R]'s is basically to smooth the VMQ interpolant giving 
a more visually pleasing result. We also conclude from our numerical experiments that a well- 
conditioned coefficient matrix is a necessary, but not a sufficient condition for a good CMQ or 
VMQ approximation. 
We can interpret the role of the variable shape parameter in the MQ expansion as a superpo- 
sition of basis functions ranging from the shape of a rounded cone for very small R 2, a bowl for 
intermediate values of R 2, and a plate for very large values of R 2. The optimization procedure 
selects the best finite set of shape basis functions to fit the test function. However, the expression 
optimal set of shape parameters should be taken with the caveat hat we have probably found a 
local minimum. We are not guaranteed by our calculus-based numerical optimization procedures 
that we have found the global minimum. We explore this point in the next section. 
3. BIVARIATE FUNCTIONS 
Franke [9] used a collection of six bivariate functions and three scattered ata sets to compare 
the performance of a number of scattered ata interpolation schemes. The method which he 
found to perform the best was Hardy's CMQ, where R ~ was computed as a function of the 
number of data points and the location of the interpolation points in the plane. Carlson and 
Foley [2] showed that the optimal R 2 is nearly independent of N (the number of data points), 
and, when mapped onto a unit square, R ~ is nearly independent of the data locations as well. 
The bivariate set of data points which we have studied is Franke's 25 point data set shown in 
Figure 1. 
| .0-~ 
.8 
.8 
,4 
,2 
0, 
t 
Q I I  
tt • 
I I I I I I 
O. .2 .4 .6 .8 1.0 
z 
Figure 1. The bivarmte 25 point data set of Franke. 
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As with Carlson and Foley [2], we used Nielson's [I0] sffme invm~mt metric which nmps the 
data set onto an ellipse. We observed that the optimal R 2 was shifted to larger values in general, 
and the condition numbers of the linear system of equations was about an order of magnitude 
lower than when using the Euclidean metric. 
The question we wish to answer in our optimization numerical experiments of the bivariate 
Franke functions are: 
• Does the metric influence RMS errors? 
• Does the initial guess affect the RMS errors? 
• Does the approach used to minimize the RMS error affect the VMQ solution? 
We examined the question of metrics by using the Euclidean metric and Nielson's [10] aliine 
invariant metric (AIM). Later, we shall present the results of numerical experiments involving 
afline transformations of the data set. 
We first examine the results obtained by using AIM. Since the data in A IM are scaled and 
rotated differently than with the Euclidean metric, the constant-optimal values of R 2 are generally 
larger than that obtained with the Euclidean metric. We started our optimization procedure using 
the optimal-constant R 2 values. The A IM scheme was used for both the optimal CMQ as well 
as the VMQ schemes in this particular study. 
In this problem set, we optimized the VMQ scheme for each of the Franke functions by varying 
each R~,j = 1, 2,..., 25 using SNSQE. We summarize our results in the following tables: 
Table 5. Estimated condition umber, K,  and RMS errors using the optimal CMQ- 
AIM and VMQ-AIM. 
Optimal CMQ-AIM VMQ-AIM 
Funct ion  
Number  RMS Error K RMS Error K 
1 3.03 x los 1.6 x 10 -2 3.22 x l0  s 3.3 x 10 -2 
2.4 x 10 -= 2 2.53 x 10 s 2.3 x 10 -3  2.98 x los 
3 4.9 x 10 -3  2.36 x 107 3.3 x 10 -3  1.77 x 106 
4 4.0 x 10 -a  1.04 x 107 2.0 x 10 -4  1.01 X 10 i 
2.1 X '10 -3 5 4.2 X 10 -3 3.63 X I03 2.59 X los 
6 1.0 X 10 -3 2.47 X 10 s 9.4 X 10 -4 9.2 X 101° 
We observe VMQ significantly improves the agreement between the interpolant and the exact 
function in regions in which the exact function has relatively large values in magnitude and an 
appreciable gra~lient. This "noise" can be also attributed to the fact that along the line y = 1, 
see Figure I (Appendix B), this region is data sparse and both CMQ and RMQ are extrapolating 
rather than interpolating. 
We next performed our minimization experiments using the Euclidean metric, (EM), and the 
Levenberg-Marquardt scheme using the routine, SNSIE, from the SLATEC library. Rather than 
starting from the we used three different constant R 2 starting values: R 2 = 0.001, 0.1 -/~o2pt, 
and 0.9. We summarize our results in the following table of RMS values. 
Table 6. Summary of RMS errors using the Euclidean Metric and three different 
sta~ing constant R 2 values. 
R 2 = 0.001 R ~ = 0.1 R = = 0.9 
FUNCTION 
NUMBER CMQ-RMS VMQ-RMS CMQ-RMS VMQ-RMS CMQ-RMS VMQ-RMS 
1 4.1 x 10 -2 1.8 x 10 -2 3.2 x 10 -2  2.4 x 10 -~ 7.2 x 10 -~ 2.2 x 10 -~ 
2 2.5 x 10 -2 9.4 x 10 -~ 2.3 x 10 -2 8.5 x 10 -a  3.6 x I0  -= 1.6 x 10 -2 
3 1.7 X 10 -2 2.7 X 10 -3 9.9 x 10 -3 2.5 x 10 -3 4.6 X 10 - s  4.3 x 10 -3  
4 1.7 x lO -3 5.2 x 10 -s  3.1 x 10 -a  4.4 x 10 -5  4.8 x 10 -a  
1.0 x 10 -2 
1.3 x 10 -2 
3.2 x 10 -5  
1.8 x i 0  -3 
1.2 x 10 -3 
5.3 x 10 -3 
7.3x1   
1.7 x 10 -3 
1.8 x 10 - s  
4.7 x 10 -2 
2.2 x 10 -3  
1.4 x 10 -a  
1.8 × 10 -4  
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We tried to minimize the RMS errors in a 25 dimensional space with many different local 
minima. Consequently, our starting points do influence the location and depth of the local 
minimum. We note that the affme invariant metric formulation gave lower RMS values than the 
Euclidean metric formulation for Franke function 1, but the Euclidean metric did better for the 
remaining functions, however, at different starting values. 
We show the Franke 25 point data set in Figure 1, and the exact plot of the functions 
f l , f2 , . . .  , ]6 in Figures B2, B4, B6, BS, B10, and B12 of Appendix B. The VMQ plots, Fig- 
urea BS-B13, are the results of the VMQ scheme with the lowest RMS errors taken from Tables 5 
and 6. We shall examine the lowest POdS errors VMQ plots of Franke functions f l ,  f2, and f5 
to illustrate the sparsity of data on the Franke 25 data set. For example, f l  has two peaks and 
a depression at these approximate locations: (0.15,0.3), (0.7,0.3) and (0.5,0.8). However, we can 
see from Figure 1 that the data are quite sparse near these extrema. The MQ plot for fs, see 
Figure Bl l ,  exhibits an oscillatory behavior at the base of the sharp Gaussian along the line, 
y -- 1.0. We see from Figure B1 that there is only one datum point along this line at (0.2625,1.0). 
Except for this point, MQ is extrapolating, rather than interpolating to the line y = 1.0. 
We note that f3, f4, and f6 appear to perform quite well even in extrapolation with the VMQ 
scheme. 
Hence, we must conclude VMQ can outperform CMQ, but we have not found the global 
minimum for each one of the Franke functions. This seems to be a deficiency common with 
calculus-based optimization schemes ince one is not guaranteed a global minimum. We will 
suggest other techniques for finding a global minimum. 
Another approach which was successful for VMQ was to transform the input data set by means 
of a simple afllne transformation f the form: 
~ -- w21 w2~ z2 . (11) 
Poggio and Gimsi [11] used such an alilne transformation byoptimizing the elements of the trans- 
formation weighting matrix, W. They argued that the rows of W converge to the eigenvectors 
of a correlation estimate matrix with the smallest eigenvalues. At convergence, the rows of W 
are close to the eigenvectors of the correlation matrix with the smallest eigenvalues. 
In the case where the rows of W span a space orthogonal to the principal components of the 
input data, W assigns a metric ellipsoid such that vectors which are far apart in the Euclidean 
metric are close in the W metric if they lie in the hyperplane of the principal components; the 
nearby vectors in the Euclidean metric are far apart in this metric if they are orthogonal to the 
principal components. 
Similar to Poggio and Girosi [11], we used a constant R 2 starting point, and initialized 
Wll = w22 = 1 and  Wl2 - w~l = O. Using SNS1E to minimize the RMS errors, we found 
a new metric matrix, W. For example, for function f2 with a constant R 2 = 4.8, and found the 
converged values of W which gave a transformed data set depicted in Figure 2. 
Note that the transformed l~anke 25 point data set does appear to form an elongated ellipse as 
suggested by Poggio and Girosi [11]. Figure 3 shows the plot of f2 with a constant R~, and RMS 
value of 1.0 x 10 -3. The excursion from monotonicity at (0,1) can be attributed to extrapolation. 
Using this W-metric constant R 2 value as the starting uess, we optimized the set, (R~}. This 
time, the RMS errors for f2 was 3.1 x 10 -s. Figure B5 shows the approximate plot of ]~ which 
now is visually indistinguishable from the exact plot, Figure B4, Appendix B. (Note the fact that 
the z-axis in this case, going into the paper, goes from large to small values of z. This is an 
artifact of the plotting package and is consistent in the rest of the paper.) We have achieved near 
monotonicity by high accuracy without imposing any constraints on our interpolation scheme by 
simply transforming the input data set and using variable R ~. 
Utreras and Vargas [12] obtained monotonic interpolations ofa cliff-function similar to ~f~ using 
the Duchon thin-plate spline by imposing monotonicity constraints. 
4. COMMENTS AND CONCLUSIONS 
As with most sciences, empirical observations lead to improvements in the theory which in turn 
suggests more experiments. Although multiquadrics were developed by Hardy [1] over twenty 
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Figure 2. The data locations of the 25 point Franke data set in the W-metric Func- 
tion 2. 
Figure 3. The OMQ plot of Frm~te's Function 2 using the data locations from the 
W-metric. 
years ago and used successfully in practice in many applications (see Hardy [5]), only recently 
have theorists begun to develop an understanding why radial basis function methods (including 
Multiquadrics) work so well. Poweli's [13] review of the theory is an excellent sunmm~ of the 
recent developments. 
Our empirical results demonstrate that indeed variable shape-parameters can significantly re- 
duce the 1LMS errors of MQ interpolation as compared to using a canstant R 2 approach. As R 2 
varies from zero to infinity, the MQ basis function varies from a sharp cone to a fiat plate. Our 
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nonlinear optimization procedure selects a finite, but optimized, number of such basis functions 
and superimposes them to best match the approximate function with the exact functions. 
We used two optimization approaches. One approach focused on the normalized equations, 
see  equation (11), and the other approach focused on the definition of the RMS error. From our 
results, we can concluded that the R~p t is not necessarily the best starting point since the calculus 
based schemes converged to different local minima. Even with the scheme which worked with the 
definition of the RMS error converged to different minima depending on the initial constant R ~. 
It appears that our 25 dimensional R 2 parameter space, from the high degree of multi-moduality 
is not convex. 
Goldberg [14] and Otten and van Ginneken [15] have pointed out the deficiencies of the calculus- 
based optimization schemes in that they do not guarantee global minima, only local minima. We 
suggest hat a more powerful approach such as the genetic algorithm or the annealing algorithm 
which searches all of the hyper-space and narrows the likely candidates for a global optimization 
solution set. Then, we can switch to a calculus based algorithm for rapid convergence to the 
global minimum. 
The variable R 2 form of MQ appears to improve the accuracy of the interpolant, especially in 
the interior regions where the fitted function varies relatively rapidly. However, the variable R 2 
method still does not vastly improve the performance of MQ in regions where it must extrapolate 
rather than i terpolate since data locations and function value information constrain MQ. 
The variable R 2 scheme did not significantly improve the RMS errors from Franke's function 1 
(the best RMS error was 0.016) because a critical lack of data in the region of the "dimple" and 
along the boundary defined by the line, y = 1.0. That region is also responsible for large errors 
in the approximation to function 5 in which MQ is extrapolating rather than interpolating. No 
interpolation scheme can be expected to interpolate and extrapolate well in data poor regions. 
Another significant result we found in our numerical experiments i that changing to an op- 
timized W-metric can produce dramatic RMS error reduction for Franke's function 2, even for 
constant R 2 MQ interpolation. Using a variable R 2 scheme in the transformed space, we sig- 
nificantly reduced the RMS errors to 3.1 x 10 -5, yielding a nearly monotonic approximation. 
We also tried a VMQ scheme which optimized the affme metric on Franke's functions 3 and 5 
with RMS errors, 2.2 x 10 -a, and 1.0 x 10 -3, respectively. Unlike function 2, the W matrix for 
both f3 and f5 had diagonal components near 1.0, and off-diagonal components ranging from 
10 -4 to 2 x 10 -2. Further research is required in optimizing the W-metric as well as the {R~} 
which can achieve a global minimum before either a semi-empirical formula can be recommended 
and before a general theory can be formulated. For interpolation problems in which experimental 
data is used, we recommend at present o use the CMQ scheme. The estimate of Ro2pt obtained 
from Carlson and Foley [2] is expected to give a very good initial interpolant. Much more research 
is required in studying the agreement between known test functions and the VMQ interpolant 
before we would recommend using VMQ on unknown functions represented by a finite amount 
of data. 
The purpose of this report is to inform the community of opportunities in research regarding 
the open questions of changes in both metrics and shape-parameters to improve significantly an 
already powerful existing scattered ata approximation scheme. We hope that a general theory 
could be developed. 
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APPENDIX  A 
PLOTS OF EXACT AND VMQ INTERPOLANTS 
OF THE UNIVARIATE TEST FUNCTIONS 
Table A1. Summary cf llst of figures for the unlvmriate test functions for optimal 
CMQ,  and VMQ.  
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Note the diamonds in the fiKures are the values of the 
MQ interpolants, the solid line is the exact function. 
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Figure A1. The exact and CMQ plots of the SIN function. 
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Figure A2. The exact and VMQ plots of the SIN functlms. 
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Figure A3. The exact and CMQ plots of the LOG functlcm. 
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Figure A4. The exact and VMQ plots of the LOG function. 
110 E.J. KANSA, R.E. CARLSON 
1.5  
- -  iO e 
,2 ,4 ,! . I  1,0 
l 
Fism-e AS. The exact ~d CMQ plots ~ the XP function. 
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Figure A6. The exact snd VMQ plots of the XP functlcm. 
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Figure A?. The exact and CMQ plots of the FRAC function. 
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Figure A8. The exact and VMQ plots o~ the FRAC function. 
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Figure A9. The exact and CMQ plots of the STEP function. 
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Figure AI2. The exact and VMQ plots d the DELTA function. 
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Figure AI3. The ex~'¢ md CMQ plots d the DDLT function. 
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Figure A14. The exact and VMQ plots of the DDLT function. 
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APPENDIX  B 
PLOTS OF THE FRANKE 25 POINT DATA SET, EXACT FUNCTIONS 
AND SELECTED ItMQ INTERPOLANTS 
In the t&ble below, we present the v~dable R~, MQ ~hmme, and exact plots of each of the six Franke funct|ozm. 
Figure B1 is the blvariate 25 point data set of Franke used for each of the six l~ranke test functlc~. 
Table B1. Summary of list of fib~m~m for the Franke functlo~, with plotJ of results 
for VMQ, and exact function. 
FUNCTION Exact VMQ 
NUMBER Function Varlalde/~ 
1 Fibre B2 Filpzre 133 
2 Fisure B4 
Fi~zre 136 
Fkure BS 
BXO 
FiSure BS 
Fism'e B7 
Fism'e B9 
Fism'e Bll 
6 Fisure BI2 Fism'e B13 
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Figure B1. The bivariate 25 point data set of Frsnke. 
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Figure B2. The exact plot of l~rmlke's function 1. 
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Figure B3. The best VMQ plot of J?kank& function 1. 
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Figure B4. The exact plot of Fknke’n function 2. 
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Figure ]36. The exact plot of Frsnke's function 3. 
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Figure B7, The best VMQ plot of Franke'a function 3. 
°I 
0,~ ~ ~ ~ -  
Figure B8. The exact plot of Franke's function 4. 
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Figure B9. The best VMQ plot of l~ranke's functlc~x 4. 
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Figure BI0. The exact plot of FYsnke's function S. 
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Figure BII. The best VMQ plot of Pranke's function 5. 
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Figure B12. The exact plot of Franke's function 6. 
120 E.J. KANSA, R.E. CARLSON 
Figure B13. The best VMQ plot of Pranke's function 6. 
