The problem of sequential detection of independent anomalous processes among K processes is considered. At each time, only M (1 ≤ M ≤ K) processes can be observed, and the observations from each chosen process follow two different distributions, depending on whether the process is normal or abnormal. Each anomalous process incurs a cost per unit time until its anomaly is identified and fixed. Different anomalous processes may incur different costs depending on their criticality to the system. Switching between processes and state declarations are allowed at all times, while decisions are based on all past observations and actions. The objective is a sequential search strategy that minimizes the total expected cost, incurred by all the processes during the detection process, under reliability constraints.
components. Every abnormal component incurs a cost c k per unit time until its anomaly is identified and fixed. Due to resource constraints, only M (1 ≤ M ≤ K) components can be probed at a time.
The observations from a probed component follow distributions f The objective is a sequential search strategy that dynamically determines which components to probe at each time and when to terminate the search so that the total expected cost incurred to the system during the entire detection process is minimized under reliability constraints.
The problem under study finds applications in intrusion detection in cyber systems, spectrum scanning in cognitive radio networks, target search, and event detection in sensor networks.
A. Main Results
The anomaly detection problem considered in this paper presents an interesting twist to the classic sequential hypothesis testing problem. In the case when there is only one component, minimizing the cost is equivalent to minimizing the detection delay. As a result, the problem is reduced to a classic sequential test for a single process where both the simple and the composite hypothesis cases have been well studied. Handling multiple components, however, creates additional challenges since minimizing the detection delay of each component is no longer sufficient. Intuitively speaking, we should prioritize components that incur higher costs when abnormal as well as components with higher probabilities of being abnormal. Another parameter that plays an important role in the total system cost is the random detection time required to declare the component state which depends on the observation distributions.
We should prioritize components which can be detected quickly to cease the cost incurred to the system, while testing components that require longer detection times toward the end of the detection process.
The cost minimization problem under error constraints was first formulated in our previous work [1] , [2] , where the focus was on deriving optimal low-complexity solutions for the problem. It should be noted that detection problems involving multiple processes are partially-observed Markov decision process (POMDP) which has exponential complexity in general [3] . Therefore, deriving optimal low-complexity solutions in [1] , [2] requires the assumption that switching between components is allowed only when the state of the currently probed component is declared. It has been shown that the optimal probing strategy under the latter setting is an open-loop policy where the testing order can be predetermined, independent of the realizations of each individual test in terms of both the test outcome and the random detection time. Specifically , an optimal open-loop (OL) index policy, dubbed OL-πcN , was developed under a DRAFT model of independent anomalous components. Let γ k = πkck E(Nk) , where π k is the a priori probability of component k being abnormal and E(N k ) is the expected detection time for component k. Under OLπcN , the components are tested in decreasing order of γ k . As a result, the optimal probing strategy is an open-loop strategy, where the testing order is predetermined.
Differing from [1] , [2] , in this paper we consider the switching with memory case, where switching between components and state declarations are allowed at all times. When switching back to a previously visited component, all observations and actions obtained during previous visits are taken into consideration in decision making. Allowing switching with memory leads to closed-loop probing strategies (i.e., decisions depend on past observations and actions) that make the task of computing optimal index policies intractable. Therefore, the OL-πcN policy does not preserve optimality under this setting. Nevertheless, an interesting question is whether a simple closed-loop strategy can be established to achieve nearly-optimal performance under the switching with memory case. In this paper we address this question by studying asymptotically optimal tests, in terms of minimizing the total expected cost as the error constraints on state declarations approach zero. We develop a closed-loop (CL) index policy, named CL-πcN , to solve the anomaly detection problem under the switching with memory case. Specifically, define
where π k (n) is the updated posterior probability of component k being abnormal and E (n) (N k ) is the estimated expected detection time for component k at time n. Consider the case where M = 1 and let K(n) be the set of components that their state has not been declared up to time n. Let ϕ(n) be the selection rule, indicating which component is probed at time n. Let N s = {n 1 , n 2 , ...} be a set of time instants that grows at a sublinear rate with time. Specifically, the CL-πcN policy selects the component with the highest index γ k (n) at all times except times N s , while probing all the components in a round-robin manner at times N s , i.e.,
where mod denotes the modulo operator, and ϕ(n 1 ) = 1.
The stopping rule and decision rule are determined such that the error constraints are satisfied. The process continues until all the component states are declared.
The probing strategy under CL-πcN is a closed-loop strategy, where the index γ k (n) is updated at DRAFT each given time based on past observations and actions. That index form gives a clean expression on how the three key parameters-the cost, the updated belief of a component being abnormal, and the updated expected detection time required to declare the component state-are balanced in choosing the observed process at each given time n. We show that the above policy achieves asymptotically optimal performance, in terms of minimizing the total expected cost as the error constraints approach zero. We then consider the composite hypothesis case and develop an asymptotically optimal test for this case as well.
The proposed tests also apply to the case where M > 1 and strong performance are demonstrated by simulation examples. Their optimality in this case, however, remains open.
B. Related Work
Sequential tests for hypothesis testing problems have attracted much attention since Wald's pioneering work on sequential analysis [4] due to their property of reaching a decision at a much earlier stage than would be possible with fixed-size tests. Wald established the Sequential Probability Ratio Test (SPRT)
for a binary hypothesis testing. Under the simple hypothesis case, where the observation distributions are completely known, the SPRT is optimal in terms of minimizing the expected sample size under given type I and type II error probability constraints. Various extensions for M-ary hypothesis testing and testing composite hypotheses have been studied in [5] - [9] for a single process. In those cases, asymptotically optimal performance can be obtained in terms of minimizing the expected sample size as the error probability approaches zero.
Related works on sequential detection involving multiple independent processes can be found in [10] - [16] . Differing from this work (and our previous work [1] , [2] , discussed in Section I-A) that focuses on minimizing the total expected cost incurred by anomalous components, those studies focus on minimizing the total detection delay. In [10] , the problem of quickly detecting an idle period over multiple independent idle/busy processes was considered and a threshold policy was shown to be optimal. In [11] , the problem of quickest detection of the emergence of primary users in multi-channel cognitive radio networks was considered. In [12] , the problem of quickest detection of idle channels over K independent channels was studied. The idle/busy state of each channel was assumed fixed over time, and the objective was to minimize the detection delay under error constraints. It was shown that the optimal policy is to carry out an independent SPRT over each channel, irrespective of the testing order. In contrast to [12] , we show in this paper that the asymptotically optimal policies in our model highly depend on the testing order. In [13] , the problem of identifying the first abnormal sequence among an infinite number of i.i.d sequences DRAFT was considered. An optimal cumulative sum (CUSUM) test was established under this setting. Variations and recent studies of the latter model can be found in [14] - [16] .
Other related works considered the problem of detecting a single process among K processes. In [17] - [19] , the search problem was studied under the sequential setting. The problem of quickest search of a single Weiner process with a drift over multiple Weiner processes has been studied in [17] , [18] . It was shown that the optimal policy is to select the process with the highest posterior probability of being the target at each given time. In [19] , an SPRT-based solution was derived, which is equivalent to the optimal policy in the case of searching over Weiner processes. The classic target whereabouts problem is often considered under the setting of fixed sample size as in [3] , [20] - [22] . In [20] - [22] , searching a single target in a specific location provides a binary-valued measurement regarding the presence or absence of the target. In [3] , the dynamic search problem under continuous observations was considered. The optimal policy was established under a symmetry assumption on the observation distributions. The problem of universal outlier hypothesis testing was studied in [23] . Under this setting, a vector of observations containing coordinates with an outlier distribution is observed at each given time. The goal is to detect the coordinates with the outlier distribution based on a sequence of n i.i.d. vectors of observations.
The above anomaly detection problem can be considered as a special case of the sequential design of experiments problem first studied by Chernoff [24] . In this problem, a decision maker aims to infer the state of an underlying phenomenon by sequentially choosing the experiment (thus the observation model) to be conducted at each time among a set of available experiments. Related works on the sequential design of experiments problem can be found in [25] - [31] , where the problem was referred to as controlled sensing for hypothesis testing in [26] , [27] and active hypothesis testing in [28] , [29] . Chernoff focused on the case of binary composite hypotheses and showed that a randomized strategy, referred to as the Chernoff test, is asymptotically optimal as the maximum error probability diminishes under the assumption that any pair of hypotheses are distinguishable. The results in [24] were extended to M-ary hypothesis testing in [25] . In [27] , the M-ary hypothesis testing was studied under both fixed sample size and sequential settings. Under the sequential setting, an extended Chernoff test was developed to handle indistinguishable hypotheses under some (but not all) actions. Specifically, the modified Chernoff test collects observations from all the available experiments with a uniform distribution over a subsequence of time instants that grows at a sublinear rate with time. In this paper we adopt a similar approach to guarding against miss-detected abnormal processes. In [28] , in addition to the asymptotic optimality adopted by Chernoff in [24] , the active sequential hypothesis testing was examined under the notion of non-zero information acquisition rate by letting the number of hypotheses approach infinity and under DRAFT a stronger notion of asymptotic optimality. In [30] , [31] , the problem of quickest anomaly detection was formulated as a special case of active hypothesis testing, and asymptotically optimal deterministic policies have been established. However, the objective of minimizing the total detection delay makes the problems considered in [24] - [31] fundamentally different from the one considered in this work
C. Organization
In Section II we describe the system model and problem formulation. In Section III we derive the asymptotically optimal test under the simple hypothesis case. In Section IV we consider the composite hypothesis case and derive an asymptotically optimal test for that case as well. In Section V we provide simulation examples to demonstrate the performance of the algorithms. Section VI concludes the paper.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider a cyber network consisting of K components, where each component may be in a normal state (i.e., healthy) or abnormal state. Each component k is abnormal with probability π k (n) at time n independent of other components. Define
as the sets of the abnormal and healthy components.
Every abnormal component k incurs a cost c k (0 ≤ c k < ∞) per unit time until it is tested and identified.
Components in a normal state do not incur cost. We focus on the case where only one component can be probed at a time. The resulting policies apply to the case where more than one component can be probed simultaneously and their performance in this case are studied via simulation examples, given in
k . In section III, we examine the simple hypothesis case, where the distributions f
are completely known. In Section IV we extend our results to the composite hypothesis case, where the distributions have unknown parameters.
Let ϕ(n) ∈ {1, 2, ..., K} be a selection rule, indicating which component is chosen to be tested at time
be the set of all the available observations and actions up to time n. The vector of decision rules for the K components is denoted by δ = (δ 1 , ..., δ K ).
Definition 1: An admissible strategy s for the sequential anomaly detection problem is given by the
The objective is to find a strategy s that minimizes the total expected cost, incurred by all the abnormal components until declaring their states, subject to type I (false-alarm) and type II (miss-detect) error constraints for each component:
where
denote the false-alarm and miss-detect error probabilities for component k, respectively.
We point out that the total expected cost defined in (1) does not include the cost incurred by miss-detected abnormal components. Since the error constraints are typically required to be small, (1) well approximates the actual loss in practice.
III. ANOMALY DETECTION UNDER THE SIMPLE HYPOTHESIS CASE
In this section we derive an asymptotically optimal solution for the anomaly detection problem (1) under the simple hypothesis case, where the observation distributions are completely known. The proposed probing strategy has a simple closed-loop index form. Each currently probed component updates its index based on the new measurement and the component with the highest index is selected at each given time.
In Sec. III-C we discuss the computation of the index in details.
DRAFT
A. The CL-πcN policy:
In this section we present the CL-πcN policy to solve the anomaly detection problem. Let
and
be the log-likelihood ratio (LLR) and the observed sum LLRs at time n of component k, respectively.
Let K(n) be the set of components that their state has not been declared up to time n. Let E (n) (N k ) be the estimated expected detection time for component k at time n. Define
Let N s = {n 1 , n 2 , ...} be a set of time instants that grows at a sublinear rate with time. The CL-πcN policy selects the component with the highest index γ k (n) at all times except times N s , while probing all the components in a round-robin manner at times N s , i.e.,
where mod denotes the modulo operator, and ϕ(n 1 ) = 1. The set N s consists of time instants that grow with a logarithmic rate with time, i.e.,
, where ζ > 1 is a design parameter and typically set close to 1 to guarantee asymptotic optimality by guarding against miss-detected abnormal components (for details see Sec. III-C).
Following the Wald's SPRT [4] , S ϕ(n) (n) is compared to boundary values A ϕ(n) , B ϕ(n) as follows:
, then ϕ(n) ∈ K(n + 1) (i.e., continue to take observations from component ϕ(n) according to the selection rule (5) at time n + 1).
• If S ϕ(n) (n) ≥ B k , stop taking observations from component k and declare it as abnormal (i.e.,
• If S ϕ(n) (n) ≤ A k , stop taking observations from component k and declare it as normal (i.e., τ ϕ(n) = n, δ ϕ(n) = 0 and ϕ(n)̸ ∈K(n ′ ) for all n ′ > n).
DRAFT
Note that A k and B k are determined such that the error constraints are satisfied. In general, the exact computation of the boundary values is very laborious under the finite regime. Nevertheless, Wald's approximation can be applied to simplify the computation [4] :
Wald's approximation performs well for small α k , β k and is asymptotically optimal as the error probability approaches zero. Since type I and type II errors are typically required to be small, Wald's approximation is widely used in practice [4] .
The index form under the CL-πcN policy is intuitively satisfying. We should prioritize components with higher costs when abnormal and components with stronger updated beliefs (i.e., higher posterior probabilities) for being abnormal. It is also desirable to place components that require longer testing time toward the end of the testing process since the random sample size contributes to the cost of every abnormal component which has not been identified yet. Note that the sequential test uses an SPRT-based method with memory to minimize the expected sample size for every component. When switching back to a previously visited component (say k) at time n, the sequential test uses the sum LLRs S k (n) in decision making which depends on all past observations obtained during previous visits.
B. Performance Analysis
In this section we analyze the performance of the CL-πcN policy. Let
The following theorem shows that CL-πcN is asymptotically optimal in terms of minimizing the expected cost as the error probability approaches zero. When deriving asymptotic we assume regularity conditions on the error constraints, as discussed in App. VII.
Theorem 1:
Let E(C * ), E(C(s)) be the expected costs under CL-πcN and any other policy s, respec-
Proof: See Appendices VII-A. 1 The notation g ∼ f as P max e → 0 implies lim
C. Implementing CL-πcN
In this section we discuss the implementation of the proposed policy. First, we discuss the computation
at time n used to implement the selection rule (5) under CL-πcN . The posterior probability of component k being abnormal can be updated at time n + 1 as follows:
i.e., at time n + 1, only the component that was observed at time n updates its belief following the Bayes rule.
In general, it is difficult to obtain a closed-form expression for E (n) (N k ) under the finite regime.
However, Wald's approximation can be applied to simplify the computation [4] :
denotes the Kullback-Leibler (KL) divergence between the hypotheses H i and H j , where the expectation is taken with respect to f
k . The estimated expected sample size required to make a decision regarding the state of component k is given by:
where the approximation approaches the exact expected sample size for small α k , β k .
Next, we discuss the setting of the design parameter ζ > 1 used to select the components in a roundrobin manner (second line in (5)). Note that as ζ approaches 1, the round-robin selection rule is executed more frequently. It is shown in App. VII that asymptotic optimality of CL-πcN holds when ζ is set sufficiently close to 1, such that the round-robin selection rule guards against miss-detected abnormal components. In the finite regime, however, ζ must be designed judiciously to improve performance.
Intuitively speaking, one should increase ζ as the sample sizes required to declare the component states decrease to reduce the time spent during the round-robin selection rule. For instance, consider the extreme case where only a single observation is required to declaring the component states (i.e., the KL divergences between the observation distributions are sufficiently high). Therefore, switching between components is DRAFT done only once the state of the currently probed component is declared. Following the OL-πcN policy [1] , under this setting, the optimal probing strategy is to test the components in decreasing order of π k c k , where π k is the a priori probability of component k being abnormal. Hence, it is desirable to set ζ sufficiently high in that case so that only the first line in (5) will be executed to obtain optimal performance.
IV. ANOMALY DETECTION UNDER THE COMPOSITE HYPOTHESIS CASE
In the previous section we focused on the simple hypothesis case, where the observation distributions under both hypotheses are completely known. For that case, the sum LLRs was used by every component to design stopping and decision rules based on Wald's SPRT. Thus, the sample size required to declare the component state is minimized. However, in this section we consider the composite hypothesis case, where the distributions have unknown parameters. While the SPRT applies to the composite hypothesis case with minor modifications, it is highly sub-optimal in general. Therefore, in what follows we focus on asymptotically optimal tests in terms of minimizing the sample size as the error probability approaches zero.
Let θ k be an unknown parameter (or a vector of unknown parameters) of component k. The observations
When θ k ∈ I k , the detector is indifferent regarding the state of component k.
Hence, there are no constraints on the error probabilities for all θ k ∈ I k . The hypothesis test regarding
k . Narrowing I k has the price of increasing the sample size.
Asymptotically optimal sequential tests for a single process have been widely studied in the literature, where the key idea is to estimate the unknown parameters and then perform a one-sided sequential test to reject H 0 and a one-sided sequential test to reject H 1 . One way to perform the sequential test is to use the Generalized Likelihood Ratio (GLR) statistics. For i = 0, 1, let
2 The assumption of an indifference region is widely used in the theory of sequential testing of composite hypotheses to derive asymptotically optimal performance. Nevertheless, in some cases this assumption can be removed. For more details, the reader is referred to [6] .
DRAFT be the GLR statistics used to reject hypothesis H i at stage n, 
be the ALR statistics used to reject hypothesis H i at stage n.
Let S (i)
k (n) be the chosen statistics and let
be the stopping rule used to reject hypothesis H i , where
k is the boundary value. For each component k, the decision maker stops the sampling when N k = min
k , component k is declared as normal. The advantage of using the ALR statistics is that setting B (0)
βk satisfies the error probability constraints in (1) . However, such a simple setting cannot be applied when using the GLR statistics. Thus, implementing sequential tests using the ALR statistics is much simpler than using the GLR statistics. The disadvantage of using the ALR statistics is that poor early estimates (for small number of observations) can never be revised even though one has a large number of observations. For more details on sequential tests under composite hypotheses the reader is referred to [5] - [8] .
A. The CL-πcN Policy Under the Composite Hypothesis Case
Here, we propose an asymptotically optimal closed-loop probing strategy to solve the anomaly detection problem under the composite hypothesis case. Let S (i) k (n) be the GLR (12) or ALR (13) statistics used in the test. Defineγ
whereπ k (n) denotes the estimated posterior probability of component k being abnormal andÊ (n) (N k ) denotes the estimated expected detection time for component k at time n. A detailed computation of the index is given in Section IV-C. Similar to (5), the selection rule is given by:
DRAFT where ϕ(n 1 ) = 1.
ϕ(n) as follows:
k , then ϕ(n) ∈ K(n + 1) (i.e., continue to take observations from component ϕ(n) according to the selection rule (16) at time n + 1).
k , stop taking observations from component k and declare it as abnormal (i.e., τ ϕ(n) = n, δ ϕ(n) = 1 and ϕ(n)̸ ∈K(n ′ ) for all n ′ > n).
k , stop taking observations from component k and declare it as normal (i.e., τ ϕ(n) = n, δ ϕ(n) = 0 and ϕ(n)̸ ∈K(n ′ ) for all n ′ > n).
B. Performance Analysis
The following theorem shows that the proposed policy is asymptotically optimal in terms of minimizing the expected cost as the error probability approaches zero. For purposes of analysis we consider the model in [24] , where θ k can take only a finite number of values.
Theorem 2:
Let E(C * ), E(C(s)) be the expected costs under CL-πcN and any other policy s, respectively. Then,
Proof: See Appendices VII-B.
C. Computingγ k (n)
Next, we discuss the computation ofγ k (n) =π k (n)c k /Ê(N k ) at time n used to implement the selection rule (16) under CL-πcN . The estimated posterior probability of component k being abnormal can be updated at time n + 1 as follows:
Note that computingπ k (n + 1) at time n + 1 requires n computations with the current ML estimate of the parameter.
DRAFT
In general, it is difficult to obtain a closed-form expression forÊ (n) (N k ) under the finite regime.
However, we can use the asymptotic property of the sequential tests to obtain a closed-form approximation toÊ (n) (N k ) based on the ML estimate of the parameter, which approaches the exact expected sample size as the error probability approaches zero. Let D k (θ k (n)||θ) be the KL divergence betweenθ k (n) and θ with respect to the common distribution and let (n)||θ) . Then, the estimated expected sample size required to make a decision regarding the state of component k is given
which approaches the exact sample size in the asymptotic regime [6] .
It should be noted that implementing the OL-πcN policy [1] under the composite hypothesis case requires a priori knowledge of the parameter distribution (since the testing order is predetermined and switching between components is allowed only once the state of the currently probed component is declared). On the other hand, under CL-πcN , the testing order is updated dynamically depending on all past observations and actions. As a result, estimating the detection time at time n does not require a priori knowledge of θ k sinceθ k (n) converges to its true value.
V. NUMERICAL EXAMPLES
In this section we present numerical examples to illustrate the performance of the algorithms. We test the following hypotheses: under normal state, the observations from component k follow Poisson
, where under abnormal state the observations follow Poisson distribution y k (n) ∼ Poi(θ (1) k ). This model applies to cyber-systems, where the observations represent the packet arrival rate under normal state or under reduction of quality attack as in [32] . We compare two schemes: 1) OL-πcN , which orders the components according to the optimal open-loop probing strategy [1] ; 2) CL-πcN , which dynamically orders the components according to the asymptotically optimal closedloop probing strategy. We set c k = θ First, we simulate the case where θ (0) k are equally spaced in the interval [10, 20] and θ
k . We set ζ = 1.25. The performance of the algorithms are presented in Fig. 1 . It can be seen that CL-πcN saves roughly 40% − 50% of the objective value as compared to OL-πcN . Next, we simulate the case where M = 5 components are observed at a time. Note that asymptotic optimality of CL-πcN does not old in this case. We set θ
k . We set ζ = 1.7. The performance of the algorithms are presented in Fig. 2 . It can be seen that CL-πcN significantly outperforms OL-πcN under this setting as well.
Next, we examine the interesting case where every switching among components adds a delay d. As discussed in [1] , the advantage of OL-πcN is that only K −1 switchings among components are required.
Hence, we expect OL-πcN to outperform CL-πcN as the switching cost increases. We simulated the case where θ 
VI. CONCLUSION
The problem of sequential detection of independent anomalous processes among K processes was considered. At each time, only a subset of the processes can be observed, and the observations from each chosen process follow two different distributions, depending on whether the process is normal or abnormal.
Each anomalous process incurs a cost per unit time until it is identified. The objective is a sequential search strategy that minimizes the total expected cost, incurred by all the processes during the detection process, under reliability constraints. Asymptotically optimal closed-loop policies were developed and strong performance were demonstrated via simulations as compared to the optimal open-loop policies DRAFT when the cost incurred by switching between processes is not too high.
VII. APPENDIX
In this appendix we prove the asymptotic optimality of the proposed tests as the error constraints approach zero. For purposes of analysis, we assume that the asymptotic expected sample sizes
have the same order for all k, k ′ . This condition implies that log(P F A k )/ log(P M D k ′ ) is bounded away from zero and infinity for every pair k, k ′ . Throughout the proof, we use the fact that the round-robin selection rule (i.e., second line in (5)) observes all the components according to a predetermined order at times n = ⌈ζ ℓ ⌉, for ℓ = 1, 2, ..., where ζ is a design parameter. We will show that asymptotic optimality holds when ζ is set sufficiently close to 1.
A. Proof of Theorem 1
In this section we prove the asymptotic optimality of CL-πcN under the simple hypothesis case. Let
be the expected sample size for component k under the SPRT. Without loss of generality we
The proof is mainly based on Lemmas 1, 4. In lemma 1, we establish the asymptotic lower bound on the expected cost that can be achieved by any policy. Then, Lemma 4 shows that CL-πcN achieves the lower bound in the asymptotic regime.
Lemma 1:
Let E(C(s)) be the total expected cost under policy s that satisfies the error constraints in
where o(1) → 0 as P max e → 0.
Proof: Note that observing normal components before declaring the states of abnormal components can only increase the total expected cost. Hence, for establishing the lower bound on the actual cost we assume that all the abnormal components are tested before those in a normal state.
Let y k be the vector of observations taken from component k and y = (y 1 , ..., y K ) be the collection of the observation vectors. Let
DRAFT be the set of all possible observations collected from the components with sample sizes satisfying
for all k under policy s. Let C Yϵ(s) (y) be the total cost incurred by the components when observations y ∈ Y ϵ (s) were taken under policy s.
Next, we lower bound C Yϵ(s) (y). We define a modified vector of observations for component k,ỹ k with 
, we have:
Finally, using a similar argument as in [34, Lemma 2.1], for any ϵ > 0, we have
Hence, Pr (y ∈ Y ϵ (s)) = 1 as P max e → 0 for every ϵ > 0, which completes the proof.
For the next lemmas, we assume that CL-πcN is implemented and show that CL-πcN achieves the asymptotic lower bound on the expected total cost (21).
In the following lemma we show that T 1 (ϵ) is sufficiently small.
Lemma 2:
Assume that CL-πcN is implemented. Then, for every fixed 0 < ϵ < 1 and γ > 0, there exists δ > 0 such that for all 1 < ζ ≤ 1 + δ the following holds:
Proof:
πk (1) and
By rewriting the update formula in (9) , it can be shown that:
As a result,
Since the round-robin selection guarantees that for large n, log n/(K log ζ) samples are taken from every component up to time n, (25) follows for an arbitrary large γ following the same argument as in [27] when ζ is set sufficiently close to 1.
In the following lemma we show that T 1 is sufficiently small, such that the cost incurred by abnormal components during T 1 does not affect the asymptotic expected total cost.
Lemma 3:
Assume that CL-πcN is implemented. Then, for every fixed γ > 0, there exists δ > 0 such that for all 1 < ζ ≤ 1 + δ the following holds:
Proof: Note that Lemma 2 holds for any 0 < ϵ < 1 and it is assumed that
holds. Since γ k (n) = πk(n)ck πk(n)E * (Nk|H1)+(1−πk(n))E * (N |H0) and
have the same order by assumption, we can choose a sufficiently small ϵ > 0 that satisfies the lemma.
In the following lemma we show that the total expected cost under CL-πcN approaches the lower bound (21) as P max e → 0.
Lemma 4:
Let E(C * ) be the total expected cost under CL-πcN . Then,
Proof: Note that for all n ≥ T 1 , CL-πcN tests the components in the following order: 1, 2, ..., K 1 .
Since the total cost incurred up to time T 1 is upper bounded by KT 1 , the total cost C * under CL-πcN DRAFT is upper bounded by
where N k is the sample size required to declare the state for component k and N s k is the observation sample size due to the round-robin selection rule for component k (i.e., N s k = O(log N k ) since N k for all k = 1, 2, ..., K have the same order by assumption). Therefore, applying Lemma 3 and using the fact
as P max e → 0 yields:
Combining (31) and (21) completes the proof.
B. Proof of Theorem 2
In this section we prove the asymptotic optimality of the proposed policy under the composite hypothesis case. For purposes of analysis we consider the model in [24] , where θ k can take only a finite number of values. Throughout the proof we omit steps that use similar arguments as in the proof under the simple hypothesis case.
Using a similar argument as in Lemma 1, it can be shown that
Next, we show that CL-πcN achieves this bound.
Definition 4:
T M L is defined as the smallest integer such thatθ k (n) = θ k for all k for all n ≥ T M L .
In the following lemma we show that T M L is sufficiently small.
Lemma 5:
Definition 5: For every 0 < ϵ < 1, T 1 (ϵ) is defined as the smallest integer such thatπ k (n) ≥ 1 − ϵ for all k ∈ H 1 andπ k (n) ≤ ϵ for all k ∈ H 0 for all n ≥ T 1 (ϵ).
Lemma 6:
Proof: Note that:
The term Pr (T M L > n) decays polynomially with n by applying Lemma 5. Thus, it suffices to show that Pr (T 1 (ϵ) > n, T M L ≤ n) decays polynomially with n. (1) πk (1) and M
(n) for all k ∈ H 1 and S
(1),GLR k (n) for all k ∈ H 0 are sums of i.i.d.
r.v. with positive KL divergence (sinceθ k (n) = θ k for all n ≥ T M L ). Since the round-robin selection rule guarantees that log n/(K log ζ) samples are taken from every component up to time n, the lemma follows.
The rest of the proof follows with minor modifications to the proof under the simple hypothesis case.
