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Foreword
Since the early years of multimedia research and development, synchronization
(multimedia synchronization, media synchronization, or just “mediasync” as used
in this book) has always been a key issue. At that time, media synchronization was
introduced as a brave new topic in scientific workshops. For example, in 1993, the
first mature papers on synchronization were presented at the first ACM Multimedia
Conference. This ACM Multimedia ‘93 took place in Anaheim, California, USA,
paving the way for special issues on media synchronization, such as “Synchro-
nization Issues in Multimedia Communications” that appeared in the IEEE Journal
on Selected Areas in Communications (JSAC) in 1996.
Media synchronization is all about the tight relationship between media data, the
deficiencies of our technical world, and how humans perceive media and interact
with correlated media data. In general, humans do not care for media data to be
100% accurate. The interaction of humans, of us, with media data as well as the
perception has “to look like” being perfectly in sync; any imperfection shall not be
noticeable.
In a nutshell: Related media data are always treated as one medium, i.e., there is
no need to think explicitly about synchronization. In some cases, like the “antique”
two-channel stereo, it is the best option, however, it is too restricted to be the
overall approach.
In detail: Each individual media data item may be “handled” by itself; syn-
chronization has to be enforced in time and space. In some cases, like the inter-
action over the Internet with haptic devices in a 3D virtual reality scene, it might be
too complicated to be the general approach.
This outstanding Handbook on Multimedia Synchronization covers all important
topics located “between” the nutshell and the detailed approaches.
Many of the recent presentations and papers on multimedia make use of machine
learning methods that provide means to “handle” correlated media data “correctly”.
Hence, one could train any kind of synchronization to perform correctly, similar to
training a pilot to react correctly in whatever flying situation that may occur. There
is no guarantee: this approach performs its media synchronization tasks correctly
under real-world real-time constraints. As appealing as this approach sounds, there
v
are still too many challenges ahead for bringing these learning approaches to every
aspect of life.
I wish you—the reader of this handbook—to gain an in-depth knowledge into
one of the most challenging topics of multimedia and human–computer interfaces.
Darmstadt Ralf Steinmetz
Germany Technische Universität Darmstadt
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Introduction to the MediaSync Book
Media synchronization, or mediasync in short, has been a key research area since
the early development of (distributed) multimedia systems, mainly due to the
best-effort nature of delivery networks and the imperfect behavior of the involved
devices.
Many advances around mediasync have been devised and deployed up to date,
but it still requires the attention of the research community. Core challenges need to
be overcome to fulfill the requirements of the next-generation heterogeneous and
ubiquitous media ecosystem.
Mediasync is a mature and broad research area, involving different disciplines:
from media production to document engineering, from theoretical models to human
factors, from networking issues to multimedia systems. Understanding the
mediasync-related requirements and challenges in today’s multisensory,
multi-device and multi-protocol world is not an easy task. Although providing a full
coverage of this research area is a big challenge, this book provides an approach-
able overview of mediasync from different perspectives, gathering contributions
from the most representative and influential experts. It revisits the foundations of
mediasync, including theoretical frameworks and models, compiles the most rele-
vant advances, highlights ongoing research efforts, and paves the way for the future
(e.g., toward the deployment of multisensory and ultra-realistic experiences).
The book has been structured in five parts. Part I: Foundations focuses on the
fundamentals of mediasync. It introduces the research area, its relevance, its evo-
lution, and key aspects. This initial part, as a whole, gives readers a global notion
of the research area. Part II: Applications, Use Cases, and Requirements includes
research studies and contributions for specific use cases in which mediasync
becomes essential. Many other important application areas of mediasync exist, with
different requirements and involving a variety of challenges. Considering all
of them in the book would have been difficult, so representative use cases have been
selected for their inclusion in the book: Networked Virtual Environments (NVEs)
and games, novel video production paradigms like mashups, and
Computer-Supported Cooperative Work (CSCW) systems. Part III: User Experi-
ence and Evaluation Methodologies discusses the relevance and the challenges of
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taking into account human factors in mediasync and of subjectively evaluating
mediasync solutions, with a focus on conferencing, TV, and multisensory services.
Part IV: Document Formats and Standards reviews document formats and stan-
dards providing mediasync capabilities, like Moving Picture Experts Group
(MPEG) and Hybrid Broadcast Broadband Television (HbbTV). Finally, Part V:
Protocols, Algorithms, and Techniques, describes relevant standard and proprietary
protocols, specific algorithms and control techniques that are relevant within the
mediasync research area.
It is advisable to read the parts of the book from beginning to end, especially for
Part I, to acquire a deeper and comprehensive understanding of the research area.
However, the chapters are self-contained and can be read independently of the other
chapters, based on specific interests.
The following paragraphs give more details about the specific contributions of
each one of the chapters in each part of the book.
Part I: Foundations
Chapter 1 introduces key definitions and provides a categorization of the existing
mediasync types, highlighting their relevance. It also identifies essential aspects and
components of mediasync solutions.
Chapter 2 reflects how the evolution of multimedia systems has brought new
challenges in terms of mediasync. It also reviews the most relevant contributions
focused on overcoming/understanding these challenges. Finally, the chapter pro-
poses a reference framework to address emerging requirements of next-generation
multimedia systems.
Chapter 3 provides an overview, formal definitions, and an analysis of temporal
models used to specify constraints and requirements for synchronization,
scheduling, management, and presentation of interactive multimedia documents,
composed of linked media elements.
Chapter 4 provides a comprehensive overview of timing, which is an essential
aspect in most of the existing mediasync solutions. The chapter introduces key
concepts, describes the most popular technologies and protocols related to timing,
and reviews the most significant challenges to ensure precise timing in current
systems and applications.
Part II: Applications, Use Cases, and Requirements
Chapter 5 highlights the relevance of providing synchronization between dis-
tributed participants in NVEs and games of both competitive and collaborative
nature. It provides a review and analysis of existing techniques to achieve this goal
xxxviii Introduction to the MediaSync Book
in these environments, comparing these techniques in terms of fairness, efficiency,
consistency, and interactivity.
Chapter 6 introduces key challenges and building blocks to provide automated
time-synchronous video mashups: concatenations of video segments from the same
event recorded by different cameras, referred to a common timeline. It also reviews
the state of the art and outlines a set of remaining challenges in this application area.
Chapter 7 describes and characterizes the mediasync-related challenges and
requirements in CSCW systems. It also reviews a variety of streaming and coor-
dination protocols, mechanisms, and techniques that have been devised up to date
to overcome the associated challenges in these CSCW systems.
Part III: User Experience and Evaluation Methodologies
Chapter 8 focuses on the users’ tolerance to delays in interactive computer systems,
reviewing relevant studies and methodologies from three research disciplines:
cognitive psychology, Human–Computer Interaction (HCI) and multimedia
systems.
Chapter 9 gives an overview of the challenges in evaluating delays and medi-
async in real-time audiovisual communications. It provides recommendations on
how to subjectively test these systems and how the obtained results can be analyzed
to deeply understand the impact of delays and of their variability.
Chapter 10 provides an in-depth discussion on the impact of mediasync and
timing on the user experience within the TV consumption landscape, with a special
focus on Social TV and multiscreen applications.
Chapter 11 reviews existing studies on mediasync for networked multisensory
applications with haptics. The chapter highlights the relevance of human perception
aspects in these scenarios, and proposes improvements to existing mediasync
algorithms to take them into account. Finally, the chapter discusses future research
directions on mediasync in these scenarios.
Chapter 12 discusses the wide applicability of olfaction-enhanced media services
and focuses on two mediasync aspects in these services: the specification of tem-
poral relationships and the implementation of end-to-end systems for a synchro-
nized delivery and consumption of olfaction-enhanced media contents. The chapter
also presents and discusses results of subjective studies, mainly focused on ana-
lyzing the users’ tolerance to the lack of synchronization.
Part IV: Document Formats and Standards
Chapter 13 provides an overview of the timing and mediasync features of Syn-
chronized Multimedia Integration Language (SMIL), which is a comprehensive
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multimedia content integration language developed and maintained by the World
Wide Web Consortium (W3C).
Chapter 14 presents the mediasync features of Nested Context Language
(NCL) to support declarative specification of hypermedia applications. The chapter
concentrates on describing the applicability of NCL within the fields of interactive
TV and the Web.
Chapter 15 details how time-related information and mechanisms are conveyed
and used in relevant MPEG and Digital Video Broadcasting (DVB) standards to
achieve synchronized playout of media contents.
Chapter 16 focuses on explaining how the MPEG-4 standard manages the
synchronization and playout of audiovisual streams and graphics animations and
how multiple timelines can be used to provide rich interactive presentations, over
both broadband and broadcast services.
Chapter 17 discusses the relevance of modularity, temporal composition, and
inter-operability on the Web. It presents a programming model based on the use of
external timing resources to enable these requirements and provide shared control,
which has been proposed as a standard within the W3C. The chapter discusses
relevant scenarios that can be provided by adopting that model, in both single- and
multi-device settings, and includes evaluation results.
Chapter 18 provides an overview of the mediasync features provided by the
HbbTV standard, some of them being adopted from the DVB Companion Screens
and Streams (DVB-CSS) specification. These features enable the deployment of
relevant scenarios, like Social TV, hybrid TV, and companion screen applications.
The chapter also provides implementation guidelines.
Part V: Protocols, Algorithms, and Techniques
Chapter 19 analyzes the challenges, implications, and opportunities of the adoption
of modern ubiquitous computing and IP-based technologies on the TV production
and delivery industry, mainly focusing on the impact on delays.
Chapter 20 discusses the main mediasync-related challenges for the development
of real-time video panorama recordings by using camera array systems. In partic-
ular, the chapter presents the main components of a sports analytics system
developed in a soccer stadium and focuses on two challenges in the panorama
generation process: shutter synchronization and exposure synchronization.
Chapter 21 presents a solution to provide synchronized playout between geo-
graphically distributed devices when using Dynamic Adaptive Streaming over
HTTP (DASH) for media delivery. The chapter also introduces the use of crowd-
sourcing methodologies for subjective assessment in the area of mediasync.
Chapter 22 gives an overview and analyzes the applicability of two commonly
used techniques for mediasync: watermarking and fingerprinting. These techniques
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enable the identification of pieces of media content, and thus determining the
current playout position of media streams, which are essentials tasks when per-
forming mediasync.
Chapter 23 provides an overview and analyzes packet probing methods that can
be used to measure different types of delays and the available network capacity in
distributed multimedia systems. The chapter also shows how accurate delay mea-
surements can result in an increased Quality of Experience (QoE) in immersive
multi-device media applications.
Overall, Mediasync: Handbook on Multimedia Synchronization is the perfect
companion for scholars and practitioners that want to acquire strong knowledge
about theoretical, technological, and experimental aspects of this broad research
area. It can also be used as a reference guide to approach the challenges behind
ensuring the best mediated experiences, by providing the adequate synchronization
between the media elements that constitute these experiences.
Extra materials about the book, including figures, slides, and updates are
available at: https://sites.google.com/site/mediasynchronization/book.
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Part I
Foundations
Chapter 1
Introduction to Media Synchronization
(MediaSync)
Mario Montagud, Pablo Cesar, Fernando Boronat
and Jack Jansen
Abstract Media synchronization is a core research area in multimedia systems.
This chapter introduces the area by providing key definitions, classifications, and
examples. It also discusses the relevance of different types of media synchroniza-
tion to ensure satisfactory Quality of Experience (QoE) levels and highlights their
necessity, by comparing the magnitudes of delay differences in real scenarios to the
tolerable limits to the human perception. The chapter concludes with a brief
description of the main aspects and components of media synchronization solu-
tions, with the goal of providing a better understanding of this timely research area.
Keywords Intra-media synchronization ⋅ Inter-media synchronization
Hybrid synchronization ⋅ Inter-device synchronization ⋅ Inter-destination media
synchronization ⋅ Delays ⋅ Asynchrony ⋅ QoE
1.1 Introduction
Multimedia systems are characterized by the integration of various types of media
components, like audio, video, text, and even multimodal data captured or gener-
ated by heterogeneous types of sensors. These media components can be captured
or retrieved by one or more sources, delivered, and then consumed by one or more
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receivers. Their processing and storage at both the source and receiver sides are also
frequent.
There are two main categories of media: continuous (also known as
time-dependent) and static (also known as noncontinuous, time-independent, or
discrete). Typically, the information of each media component is modeled as a
sequence of Media Units (MUs),1 whose granularity is highly application-
dependent. On the one hand, continuous media components, such as audio,
video, or sensor data, are characterized by implicit and well-defined temporal
relationships between subsequent MUs (e.g., audio samples and video frames).
These temporal relationships are typically determined during the capturing, sam-
pling, and/or encoding processes, and denote the original order and duration of
MUs. On the other hand, static media components, such as text and images, have
less strict temporal properties than continuous media components, and even their
temporal attributes might not be implicitly known. For instance, a video stream
(continuous media) is composed of a collection of subsequent frames or images that
need to be presented in the same order and with the same duration in which they
were captured. However, when presenting single and/or multiple independent
images (static media), the capturing time could only be relevant to chronologically
order them. Likewise, the duration of their presentation can be explicitly and
flexibly set. However, the temporal attributes of static media components can be
stricter if integration with other media components is required. For instance, in a
multimedia presentation, static media components (e.g., images or text) need to be
presented at the correct point of time, just before, after, or simultaneously with,
other static or continuous media components (e.g., audio explanations), and during
a specific period interval. The same applies for the integration of multisensory data
with audiovisual contents. Therefore, within this perspective, a multimedia system
can be defined as “that system that supports the integrated processing of several
media components, being at least one of them time-dependent (i.e. continuous)” [1].
Apart from temporal relationships, the involved media components in a multi-
media system can have spatial and semantic relationships. On the one hand, spatial
relationships refer to the physical arrangement of the involved media capturing and
presentation devices (e.g., arrays of microphones and loudspeakers, multiple TV
cameras capturing different views of a scene, etc.) as well as the layout of media
presentations. On the other hand, semantic relationships refer to the content
dependency between media components (e.g., two graphics with different repre-
sentations of the same data, data from an environment captured by heterogeneous
multimodal sensors, etc.). Typically, media components with spatial and/or
semantic relationships also have temporal dependences. For example, in a slide
show, each slide can contain graphics, texts, animations, and even audio and video
comments. In this case, the clarity of the presentation is highly influenced by the
appropriate ordering, timing, layout, and semantics of the multimedia information
1Also known as Media Data Units (MDUs), Logical Data Units (LDUs), Information Units (IUs),
and Access Units (AUs) in literature.
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on the slides. If any of these dependences is not preserved, the slides can become
difficult to understand, or can even convey incorrect information (e.g., audio
comments referring to a graphic that has not been presented yet). Temporal and
spatial synchronization is also essential in multiview video, where different cameras
are capturing different point of views of an event or environment (e.g., a sports
stadium), and in omnidirectional video, where the 360° area is typically divided and
delivered in different Fields of Views (FoVs). Likewise, the multimodal or multi-
sensory data collected by heterogeneous sensors in a Smart City, Internet of Things
(IoT), or Virtual Reality (VR) scenario need to be presented on the proper devices,
by taking into account their temporal, spatial, and semantic relationships. In all
these examples, a precise and adaptive mechanism of integration, coordination, and
organization is needed in order to ensure, during presentation, the proper depen-
dences and evolution of the media components involved in a multimedia system.
Such a process is referred to as multimedia synchronization (mediasync, hereafter).
Although mediasync can encompass the three above dimensions (content, space,
and time), the temporal dependences need to be always taken into account. Con-
tinuous media components require fine-grained synchronization, while discrete
media components are typically less restrictive, allowing more coarse-grained
synchronization. Likewise, synchronization between continuous and discrete media
components is also relevant.
Mediasync is required when media is captured/retrieved and consumed within
specific devices (e.g., when playing out local media files), but its relevance
increases in distributed multimedia systems, in which media sources and receivers
are not co-located, especially when heterogeneous media contents, delivery tech-
nologies, and devices are involved in such systems. Typically, the temporal rela-
tionships for the involved media components are specified during the capturing/
retrieval processes and inserted as metadata, as part of the MUs or of the delivery
units. However, the required processes until their ultimate presentation, together
with the imperfect performance of the involved networks, equipment and devices,
will have an impact on such original relationships. For instance, when streaming
continuous media over the Internet, the MUs of the involved media components
will be typically captured at a specific MU rate (e.g., a video with 25 frames per
second, fps), packetized and then conveyed into a single or multiple streams for
transmission over the network. Such media streams will be sent (e.g., via unicast or
multicast) by one or more sources to one or several receivers, which can (simul-
taneously) play out one or several media components. Each one of the packets of
each involved media stream can follow the same or different paths to reach the
receiver/s and can be differently affected by delays and jitter. Accordingly, apart
from the temporal (possibly together with spatial and semantic) specification
methods at the source side, adaptive mechanisms are needed to reconstruct the
original timing for each of the incoming media streams at the receiver side, typi-
cally with the help of buffering and playout adjustment strategies. Even more, a
proper collaboration between the involved entities in the end-to-end media distri-
bution chain (e.g., sources, receivers, and even networking devices) can contribute
to the preservation or reconstruction of these temporal dependences. All these
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processes fall within the mediasync research space and are relevant to efficiently
accomplish it. Mediasync must be addressed and supported by many system
components, including hardware devices, Operating System (OS), protocol layers,
multimedia formats and files, and even by applications. Hence, mediasync is an
end-to-end challenge (i.e., from capturing/retrieval to consumption), which must be
addressed at several levels in a multimedia system.
Mediasync has been a key research challenge since the early development of
multimedia systems, due to the existence of variable delays and to the imperfect
performance of the communication networks and the involved devices. On the one
hand, mediasync is tightly coupled to the Quality of Service (QoS) of multimedia
systems. It is due to the fact that the existence of different QoS factors, such as
delays, jitter, bandwidth variability, and packet loss, will prevent from a proper
presentation of media contents. In such cases, mediasync solutions can be employed
to minimize the impact of such factors. On the other hand, the lack of mediasync
has a significant impact on the user’s perceived Quality of Experience (QoE).
Examples of QoE factors related to mediasync are intelligibility, satisfaction,
annoyance, and networked togetherness. The relevance of specific QoE factors for
mediasync will be strongly influenced by many aspects, such as the specific type of
mediasync (explained later), the targeted scenario, the specific use case (together
with its context and evolution), as well as human perception factors. A list of QoS
factors and QoE aspects that are relevant within the mediasync research area is
provided in Fig. 1.1. Their relevance and relationship with mediasync will become
much clearer after reading the different chapters of the book.
This chapter aims at introducing the mediasync research area. It has been
structured as follows. In Sect. 1.2, different types and variants of mediasync are
identified, by providing examples of relevant scenarios and highlighting the rele-
vance of mediasync in each one of them. Next, Sect. 1.3 provides an overview of the
different factors along the end-to-end media distribution chain that can contribute to
QoS QoE
MediaSync
Delay, jitter, packet loss, 
bandwidth, traffic
overhead, frame rate, 
asynchrony levels, buffer 
occupancy levels, 
scalability, robustness, 
computational
complexity…
Intelligibility, confusion, 
coherence, annoyance, 
networked togetherness, 
immersion, enjoyment, 
fairness, sense of reality, 
usability, acceptability, 
satisfaction…
Fig. 1.1 Relevance of QoS factors and QoE aspects on MediaSync
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the increase of delays and delay differences in current-day multimedia systems, thus
having an impact on mediasync. The magnitudes of delays and delay differences in
real scenarios are also reviewed, being compared to the tolerable limits to the human
perception in different mediasync types and applications, with the goal of reflecting
the necessity of mediasync. Section 1.4 identifies and briefly describes the main
aspects and components of mediasync solutions. This will provide a deeper
understanding of the existing mediasync solutions and also help comprehending
why a variety of them exists. Finally, Sect. 1.5 provides a summary of the chapter.
1.2 Media Synchronization Types and Examples
Two main types of mediasync can be distinguished, based on the real-time nature of
the media contents and on temporal aspects: live and synthetic synchronization. In
live synchronization, the media contents are captured in real time by sensors (e.g.,
cameras, microphones, etc.). In synthetic synchronization, the media contents are
retrieved from storage systems, although probably they were originally “live”
captured and then stored. In the former case, the capturing and playout processes
are performed during a continuous temporal process, with a delay as short as
possible. In the latter case, MUs are captured, stored, and played out at a later point
of time. Both types of synchronization attempt to preserve the original temporal
dependences within and between media components. However, such temporal
relationships can be altered in synthetic synchronization, according to the available
resources or targeted requirements (e.g., by changing the transmission or playout
rate). Synthetic synchronization is easier to achieve than live synchronization,
because of the softer, or even inexistent, real-time requirements and higher flexi-
bility (e.g., it is possible to adjust the transmission and playout rates, to schedule the
initial playout times as desired, the media contents can be processed with lower
delay constraints, etc.). Likewise, live synchronization can include both uni- and
bidirectional communications, being the latter more challenging due to the non-
symmetric performance of current networks and the involved interaction patterns.
Internet Radio is an example of a use case requiring unidirectional live synchro-
nization, while multiparty conferencing is an example of a use case requiring
bidirectional live synchronization. Synthetic synchronization is often necessary in
retrieval-based services, such as Content on Demand (CoD).
In both live and synthetic synchronization, different types and variants of mediasync
techniques can be distinguished (see Fig. 1.2). Such classification is mainly based on
the number of the involved media components, streams, sources, and receivers.
First, intra-media synchronization2 is concerned with maintaining (and
re-establishing, if necessary), during playout, the original temporal relationships
among subsequent MUs composing each individual media component (e.g., video
2Also known as intra-stream and serial synchronization in literature.
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frames, audio samples, etc.). Its main goal is that the temporal relationships between
MUs during presentation resemble as much as possible to the ones specified during
the capturing/sampling/retrieval, or even encoding, processes at the source side,
despite of the existence of delays and delay differences along the end-to-end dis-
tribution chain. To achieve this kind of synchronization in distributed multimedia
systems, playout buffering strategies are typically employed at the receiver side to
smooth out the effects of jitter or delay variability (and even of packet loss, by
adopting error recovery or re-transmission techniques). On the one hand, the size of
the playout buffer must be large enough to compensate for the effects of jitter. On
the other hand, the buffering delays need to be as short as possible in order to
minimize the latency of the multimedia service. Likewise, the playout buffer
occupancy must be kept into stable and safe ranges, with the goal of minimizing the
occurrence of buffer overflow and underflow situations. This way, a continuous and
smooth playout for each media component can be guaranteed. Otherwise, the lack
of intra-media synchronization can cause temporal distortions in the playout process
of each involved media component. For example, it can result in playout discon-
tinuities or interruptions (e.g., image jerkiness, images that will not be shown, audio
distortion, etc.) and/or MUs presented out-of-order, which will not reflect a natural
and consistent evolution of the media playout, resulting in confusion, unintelligi-
bility, and/or users’ annoyance (i.e., bad QoE). Therefore, adaptive mechanisms are
necessary to guarantee intra-media synchronization, which is a fundamental aspect
in every type of multimedia service involving playout of media contents.
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The concept of intra-media synchronization, and of other mediasync types, when
being applied to a unidirectional audiovisual service, is illustrated in Fig. 1.3. In the
figure, video, data (e.g., text-based), and audio streams from an online football
match are being played out by a group of receivers distributed over an IP network.
In that scenario, it is first necessary to provide intra-media synchronization for each
of the involved streams, ensuring proper and natural playout processes, such as the
evolution of a video sequence showing a jumping ball. As an example, if the media
source captures a video sequence at 25 MUs (video frames) per second, each MU
must be played out (displayed) during 40 ms at the receiver side (see duration for
each MU in the figure).
When several correlated media components are involved in a multimedia sys-
tem, the original dependences between their MUs must be also preserved during
playout. That is the goal of inter-media synchronization.3 However, it is not easy to
achieve when the different media components present heterogeneous characteristics
(e.g., type of media, quality, etc.) and requirements (e.g., processing, bandwidth,
etc.). Likewise, the inter-media synchronization process can have an impact on the
intra-media synchronization processes for specific media components, so a proper
tradeoff and coordination between them must be ensured to satisfy both necessities
and provide adequate QoE levels.
Several use cases of inter-media synchronization can be mentioned. The most
popular one is audio/video synchronization. In such a case, video frames and audio
samples captured at the same time must be also simultaneously presented at the
corresponding output devices (ideally with the minimum latency in time-sensitive
services). For example, in remote user’s speech, the synchronization between
audible words and the associated movement of the lips is necessary. This is com-
monly known as lip synchronization or lip-sync (e.g., [2] and [3]). A similar
inter-media synchronization scenario is when using a two-lens stereo camera sys-
tem with an internal microphone. In such a case, if only 2D video streaming is
required, the synchronization between the audio and the video content from one of
the lens will be sufficient. However, if 3D video streaming is required, synchro-
nization between the video content from the two lenses will be also necessary.
A third use case is the synchronization of subtitles with the associated audiovisual
contents (e.g., [4]). In addition, inter-media synchronization is not only limited to
the synchronization between audiovisual contents, but the synchronization of
audiovisual contents with different combinations of multisensory media contents
(i.e., contents or effects that stimulate other senses beyond hearing and sight, such
as olfaction, gustatory, and touch), and between multisensory contents, also
becomes very relevant in many scenarios. The first example is the synchronization
between audiovisual contents with haptic media, especially applicable in Net-
worked Virtual Environments (NVEs) and games (e.g., [5]), as explained in
Chap. 11. The second example is the synchronization between audiovisual contents
with olfactory data (i.e., computer-generated scent) [6, 7], as explained in Chap. 12.
3Also known as inter-stream and parallel synchronization in literature.
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Similarly, synchronization becomes essential when capturing data from other types
of heterogeneous sensors, such as environmental, motion, and physiological sen-
sors, in a variety of scenarios, such as Smart Cities, IoT, and e-health. The lack of
inter-media synchronization can originate confusion, inconsistent media presenta-
tions, and even incorrect information when trying to associate or correlate the data
from the involved sensors. This will result in a bad QoE, or even in useless services.
Examples of lack of inter-media synchronization are audio comments referring to
incorrect video scenes or graphics, subtitles that do not match with the audio and
scenes being presented, olfactory/haptic stimuli presented in combination with
unrelated audiovisual contents, inconsistency and un-correlation between the data
from different physiological sensors, etc.
In all these inter-media synchronization use cases, the involved media compo-
nents can be of the same or different modalities. For instance, synchronization of
media components of the same modality is required when arrays of capturing and
output devices are involved. Such arrays of sensors and output devices typically
capture and present, respectively, media content from different positions or angles,
with the goal of providing enriched and immersive media experiences. As these two
cases may present different requirements in terms of implementation and user’s
perception, related works use different terms to refer to them. For example, in [8]
(see Chap. 2), the term intra-media synchronization is used to refer to the syn-
chronization between media components of the same modality, while a new term,
intra-bundle synchronization, is introduced to refer to the synchronization between
media components of different modalities.
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Likewise, two main approaches for inter-media synchronization can be distin-
guished. The first one is when the (elementary streams for the different) media
components are multiplexed into a single transport stream4 by the media source (see
Fig. 1.4a.1). The second one is when the different media components are delivered
in different streams (see Fig. 1.4a.2). Inter-media synchronization is easier to be
provided in the former case than in the latter one. It is due to the fact that the
involved media components are delivered using a single transport stream, thus
experiencing the same delay to reach the receiver(s), and can be more easily
identified and linked. However, the latter approach provides higher flexibility and
efficiency with respect to bandwidth usage. For example, a user can choose to
receive only the media components of interest, or to momentarily stop the reception
of a specific media component (considered less important) in case of congestion.
The delivery of media components as aggregated transport streams is commonly
employed in Moving Picture Experts Group (MPEG) technologies (e.g., MPEG 2
Transport Stream (MPEG2-TS)), while the delivery of individual streams for each
media component is more common when using Real-Time Transport Protocol/RTP
Control Protocol (RTP/RTCP) [9].
Inter-media synchronization can also involve the synchronization of media
components originated from different sources, or delivered by different senders.
This specific subtype of inter-media synchronization is typically referred to as inter-
source synchronization5 (see Fig. 1.4b). A typical example is the synchronization
between video streams sent by different video servers (e.g., in surveillance sys-
tems). Moreover, it can also be possible that the different media components, from
either the same or different sources/senders, are delivered using different protocols,
or even via different (e.g., broadcast and/or broadband) technologies or networks, of
the same or different characteristics. In such scenarios, the term hybrid synchro-
nization is commonly used in literature (e.g., [10–13]). Hybrid synchronization
allows leveraging the particular advantages of broadcast and broadcast networks for
media delivery and consumption, by using them in a coordinated manner. For
example, the contents provided via broadcast networks (mainly characterized by
scalability and ubiquity) can be augmented by additional related contents provided
via broadband networks (mainly characterized by bidirectionality, adaptability,
flexibility, and low-cost bandwidth), providing interactive, personalized, and enri-
ched services. This is especially relevant within the TV consumption area, from
which two representative examples can be cited. The first one is the simultaneous
playout of the video streams from a sports event being transmitted by broadcast
(e.g., via Digital Video Broadcasting or DVB) and broadband TV operators (e.g.,
via Internet Protocol Television (IPTV) or via Dynamic Adaptive Streaming over
HTTP (DASH)). The second one is the synchronization of real-time statistics or
subtitles from an Internet server with audiovisual contents from a broadcast TV
program.
4Also known as aggregated stream or bundle in literature.
5Also known as multisource or inter-sender synchronization in literature.
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The involved media components, regardless of their modality, number, and
combinations, can be played out in a synchronized manner by single or multiple
receivers/devices (see Figs. 1.2, 1.3 and 1.4). When multiple receivers/devices are
involved, the terms inter-receiver and Inter-Device Synchronization (IDES) are
typically employed. Likewise, the involved receivers/devices playing out the same
or related contents can be physically close-by (e.g., in the same local network) or
geographically distributed (e.g., in different buildings, cities, or countries). Exam-
ples of the former situation are multiscreen scenarios (e.g., [14]) and buildings with
multiple distributed loudspeakers. In such cases, the absence of IDES will result in
incoherent multiscreen experiences and in the perception of annoying echo effects,
respectively. When the involved devices are far apart, the term Inter-Destination
Media Synchronization (IDMS)6 is typically employed to refer the synchronization
between their playout processes. IDMS is essential to enable coherent shared media
experiences between remote users [15], such as multiparty conferencing, Social TV,
and networked Multiplayer Online Games (MOGs). Such type of synchronization
aims to guarantee that all the involved users in a shared session perceive the same
events (i.e., play out the same pieces of media contents) at the same time, despite
the existence of delay differences between them. As an illustrative example of
IDMS, it can be noticed in Fig. 1.3 that all the receivers are playing the same MU of
each media component at any moment during the multimedia session. In the pre-
sented online football match or “watching apart together” scenario, IDMS aims to
guarantee that all the involved friends perceive the important events and actions
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Fig. 1.4 Different types and variants of MediaSync
6Also known as group, multipoint and inter-participant synchronization in literature.
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almost simultaneously. The absence of IDMS in that scenario will result in
inconsistent interactions (e.g., via text/audio/video chat) and frustrating situations,
such as being aware of a goal through the cheering of a friend via the chat channel,
before the goal sequence is displayed on the local screen, spoiling the shared
experience [16]. In other use cases, like MOGs and NVEs, the absence of IDMS
can also result in unfairness, for competitive scenarios, or lower efficiency, for
collaborative scenarios.
Likewise, a proof of evidence of the increasing relevance of hybrid synchro-
nization and IDES is the recent Hybrid Broadcast Broadband TV (HbbTV) standard
[17], which harmonizes the delivery and consumption of related hybrid broadcast
(DVB) and broadband (DASH and HTML5) contents, both on single devices and
on multiple devices in multiscreen scenarios. Chapter 18 will describe the medi-
async features provided by HbbTV.
1.3 Delays and MediaSync
As mentioned, different QoS factors have an impact on mediasync, from which
delays, and especially their variability, must be emphasized. Processing and
delivery of media contents in current multimedia systems are not instantaneous but
take some time. This is especially noteworthy in digital communications. Moreover,
present-day IP-based networks provide no guarantees, either on delay or on delay
variability bounds. Delays are not serious constraints when isolated users are
consuming non-time-sensitive contents (e.g., in CoD services). However, delays
and their variability for each individual media stream (i.e., jitter), between different
related media streams, between different sources, and between different receivers,
become serious barriers when tight real-time requirements must be met, and when
interactivity between the users and the media content, as well as between users, are
pursued.
This section first identifies various system components belonging to different
steps of the end-to-end media distribution chain that can contribute to the increase
of delays and of their variability, thus having a significant impact on mediasync.
Then, it provides insights about the magnitudes of the delays and delay differences
in real scenarios, both for single streams and between different streams sent to a
single or to multiple receivers, according to measurements conducted in different
studies. After that, it is shown that these magnitudes significantly exceed the levels
of delay differences (i.e., asynchrony) tolerable to the human perception for each
mediasync type, in different applications. This clearly reflects the need for adaptive
and accurate mediasync solutions to compensate for these delay differences, with
the goal of ensuring satisfactory QoE levels.
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1.3.1 Delay and Delay Variability Factors
When delivering media, different factors and system components can contribute to
the increase of delays and of their variability. Such sources of delay and of delay
variability can be originated at the source, distribution, and receiver sides, and they
mainly depend on (i) the features of the involved devices in the distribution chain
(sources, receivers, and networking equipment); (ii) the types of media components
and their encoding settings; (iii) the network infrastructure through which media is
distributed and its current conditions (e.g., available bandwidth, traffic load, number
of active receivers, etc.); (iv) the network and Central Processing Unit (CPU) load
of the involved devices; and (v) clock imperfections.
Figure 1.5 shows the impact of many relevant systems components and factors
on the end-to-end delays and on the delay differences when delivering media. Apart
from introducing (undesired and larger than expected) delays, some of these system
components may present an unpredictable and uncontrollable behavior, contribut-
ing to the increase of the delay variability. Accordingly, a proper understanding of
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the origin of these sources of delay and of delay differences, as well as their
integrated treatment, is essential to efficiently provide mediasync. Next, the most
relevant sources of delay and delay differences in each stage of the end-to-end
media distribution chain are briefly introduced.
Delays at the source side: The computation heterogeneity of the different involved
sources, servers, and senders, as well as the temporal CPU load variation in each
one of them, can cause variable delays at the source/sender side. At this stage of the
delivery chain, various sources of delay and delay variability can be cited, such as
capturing, sampling, encoding, encryption, packetization, protocol layer processing,
and transmission buffering. For instance, the capturing of different types of media
components can take a different amount of time, as different computational
resources are required for each one of them (e.g., audio and 3D video), mainly due
to the amount of captured data, to the encoding mechanisms being used, and their
settings. For instance, it is shown in [8] that the capturing and encoding delays for
audio and video streams can significantly vary, in the order of tens of milliseconds,
especially when using different processors and depending on their processing load.
Likewise, the use of different delivery technologies can also incur in different
processing and transmission overheads. For example, when using DASH, the media
contents are commonly encoded in different qualities and stored in web servers for
being pulled by clients, which results in an increase of delays.
Delays at the network side: The network delay is the delay experienced by the
MUs of a specific media stream sent from a source to reach a specific receiver. It
highly varies depending on the followed path, the available resources (e.g., band-
width, capacity, etc.) and conditions (e.g., traffic load, link failures, number of
active receivers, etc.). This is mostly relevant in broadband communications,
especially in wireless scenarios. The network delay includes the propagation and
serialization delays through the involved links, as well as the processing (e.g.,
routing decisions, queuing policies, etc.) at the intermediate networking equipment
(e.g., routers, switches, multiplexers, etc.). Likewise, advanced procedures, such as
fragmentation and reassembly of packets, trans-coding, and format conversion, can
also occur at this stage of the distribution chain and have an impact on the delays
and on their variability. The variation of inter-arrival times of MUs at the receiver
side is commonly referred to as network jitter. It also strongly depends on the
variable network path, resources, and conditions, as for network delays. For
example, as a result of an increase of the network load, the intermediate links and
routers can become congested, with a consequent increase of the propagation and
processing delays, respectively. Even, data packets may be lost during distribution
and may not arrive to the targeted receiver/s. Due to the network jitter, the original
temporal relationships between MUs of each individual media component/stream
and of different related components/streams will not be kept at the receiver side, so
they will need to be reconstructed.
Delays at the receiver side: Delays and delay variability at the receiver side are
mainly originated due to buffering, depacketization, protocol layer processing,
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decoding, decryption, and rendering processes. In addition, the adoption of any type
of error and/or loss concealment techniques will incur in extra and variable delays.
Likewise, the total delay at the receiver side can fluctuate over time, according to
the instantaneous CPU load of the receiver, the real-time responsiveness of its OS,
the protocol layer processing, together with the current network resources and
conditions (as it determines the rate at which data packets are received). This
variable delay is usually known as end-system jitter. At this stage of the distribution
chain, two sources of delays should be emphasized: decoding and buffering delays.
First, decoding delays become significant when using encoding mechanisms with
spatial/temporal interpolation, compensation, and/or prediction techniques, as well
as large Group of Pictures (GOP) sizes. Second, elastic playout (also known as
reception and de-jitter) buffers are regularly allocated at the receiver side to com-
pensate for the effect of any source of delay variability along the end-to-end dis-
tribution chain. Ideally, the delay variability must be compensated for as close as
possible to the point of playout. Likewise, it must be also highlighted that the delays
and their variability can differ at different receivers, mainly due to their heteroge-
neous software and hardware resources, to possible different settings and to their
variable conditions and states (e.g., other applications being simultaneously exe-
cuted). These issues must be especially taken into account when performing IDES/
IDMS.
An additional factor to take into account when using digital screens is the display
lag, which is the time difference between the instant at which a video signal is input
into a display and the instant at which it is shown on the screen. It may be
originated by image processing routines, such as scaling and enhancement. The
display lag may also cause a noticeable delay difference (i.e., asynchrony or offset)
between the audio and the image signals, thus having an impact on inter-media
synchronization. Display lags in High Definition (HD) TVs can vary between 30
and 90 ms, depending on the TV model and on the type of input signal [18].
Besides, it is shown in [19] that the setup of different display modes on the same
TV can result in different and variable end-to-end video delays. Accordingly, the
features and settings of the specific consumption devices also have a significant
impact on the delay and delay variability.
Clock imperfections: The availability of precise, high-resolution, and reliable
timing mechanisms is a key aspect in multimedia systems, especially in distributed
settings. Media capturing, encoding, transmission, decoding, rendering, and many
other processes along the end-to-end distribution chain are executed and scheduled
according to the timing provided by end-system and/or external clocks. An
incorrect/inaccurate timing can result in incorrect/inaccurate time/delay measure-
ments and in extra delays and delay variability. Therefore, mediasync issues will
arise if clock errors or inaccuracies exist, and if the clocks of the involved sources
and receivers are not in perfect agreement or do not run at exactly the same rate.
Regarding intra-media synchronization, buffer overflow (i.e., flooding) or buffer
underflow (i.e., starvation) situations can occur if the receiver’s clock is slower or
faster than the sender’s clock, respectively. Regarding inter-media synchronization,
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asynchrony situations will occur if the clock rates of the involved media sources,
senders, and receivers do not match. Regarding IDES/IDMS, asynchrony situations
will occur if the receivers’ clocks are not time-aligned, even if some mechanisms to
compensate for the delay differences between them are adopted.
Within this context, the time difference between the clock instances of two
entities is referred to as clock skew, while the rate of change of the clock skew, due
to a non-homogeneous advance of the clock rates (i.e., the clock frequency varies
over time), is known as clock drift. This fluctuation is very close related to the
resolution of the crystal clocks, oscillator stability, voltage changes, aging, sur-
rounding temperature, and other environmental variables (e.g., noise) [20]. The
magnitudes of the clock offset and drift are commonly expressed in parts per
million (ppm). For example, the existence of a clock skew of 10 ppm with respect
to a reference (ideal) clock will cause an error in time/delay measurement, and
potentially a subsequent asynchrony, of over 100 ms after a period of 3 h, if it is not
corrected. Therefore, it does not suffice with adopting mechanisms to synchronize
the involved clocks at the beginning of a multimedia session, but this process must
be controlled and repeated throughout its duration, if accurate mediasync needs to
be provided. The problem of clock synchronization, including mechanisms to
compensate for clock imperfections, can be overcome by efficiently adopting clock
synchronization protocols, such as Network Time Protocol (NTP) [21] or Precision
Time Protocol (PTP) [22], and other related algorithms. These clock and timing
issues are more thoroughly described in Chap. 4 (and are also covered in Chap. 15).
Figure 1.5 shows that end-to-end delay differences can occur when simultane-
ously delivering different media components via the same technology to the same
receiver (e.g., an audio and a video stream sent in individual RTP/RTCP streams),
when simultaneously delivering the same media component(s) via different tech-
nologies (e.g., the same audiovisual contents in MPEG2-TS format sent in a
broadcast DVB stream and in a broadband IPTV or DASH stream), and when
simultaneously delivering the same media content(s) via the same technologies to
different receivers, regardless of their location. In these conditions, MUs of different
media components generated at the same instant will not be simultaneously played
out at a specific receiver. Likewise, the same MUs of specific media components
will not be simultaneously played out by the involved receivers in a shared media
session. All these delay differences, which can even increase if the involved media
components are sent by different media sources/senders, clearly reflect the need for
different types of mediasync.
1.3.2 Magnitudes of Delays and Delay Differences in Real
Scenarios
Previous studies have measured and reported on the magnitudes of delays and delay
differences in different real scenarios.
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The Telecommunication Standardization Sector of the International Telecom-
munications Union (ITU-T) G.1050 standard [23] reports on typical values of
delays and jitter in Internet. It is indicated that network delays typically range
between 20 and 500 ms, while jitter values range between 0 and 500 ms. Likewise,
the ITU-T G.114 standard [24] specifies that delays lower than 150 ms are
acceptable for Internet conferencing, while delays larger than 400 ms are typically
unacceptable. In [25], it is reported that end-to-end delays when using different
videoconferencing systems can range between a few tens of ms to more than
300 ms. In particular, it is shown that the delays in a Local Area Network
(LAN) scenario accumulate up to 99 ms for Google Talk (Gtalk), and up to 312 ms
(with a standard deviation of 67 ms) for Skype. Likewise, end-to-end delays of
approximately 350 ms (with a standard deviation of 67 ms) were measured when
using an ad-hoc video conferencing system in a distributed scenario between
Belgium and United Kingdom (UK).
Likewise, different studies have revealed that delays differences of several seconds
occur when delivering media contents using different variants of broadcast and
broadband technologies. On the one hand, different TV broadcast technologies make
use of different distribution channels and techniques, having a clear influence on the
resulting end-to-end delays. In this context, the measurements presented in [18] and
[26] reveal that the end-to-end delay differences when delivering the same media
content (in the same or different formats) via different TV broadcast technologies and
analog cable can accumulate up to 5 s. It is also reported in [16] that satellite com-
munications (DVB-S) involve an extra delay of at least some hundreds of millisec-
onds compared to the terrestrial variants of DVB. It is mainly due to the delay
introduced by the signal propagation process to and from the satellite at the speed of
light. Similarly, the study in [27] provides measurements about the magnitudes of
delay differences for different TV setups in specific receivers. It is shown that delay
differences between different TV broadcasts in a national scenario (in the Nether-
lands) can accumulate up to almost 5 s, while in an international scenario (between
the Netherlands and UK) can accumulate up to 6 s. These measurements also show
that analog broadcasted contents are typically delivered faster than digital broad-
casted ones (the latter involve extra processes, such as encoding or trans-coding,
which contribute to increase the delay) and that, in general, the broadcast delivery of
High Definition (HD) contents is slightly slower than the broadcast delivery of
StandardDefinition (SD) contents. These works have also reported on themagnitudes
of delay differences when delivering media contents using broadcast technologies
compared to when using broadband technologies. In particular, the measurements in
[18] reflect that delays when using web-based (broadband) technologies can be up to
8 s higher when using broadcast technologies, while the ones in [27] indicate that
these delay differences can accumulate up to 72 s.
Finally, end-to-end delay differences when delivering media contents to different
receivers have also been found in previous studies. In [28], it is stated that these
differences can be larger than 6 s in an IPTV scenario. That study additionally ana-
lyzes the delay ranges for the different factors along the end-to-end distribution chain
that contribute to the increase of delays in such scenarios. The results of such an
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analysis are summarized in Table 1.1, which reflects that the end-to-end delays in
such scenarios can range between 250 and 6500 ms. The measurements in [27] also
revealed that significant delay differences between receivers occur, even when all of
them are using exactly the same TV delivery technology, subscription type, setup
combination, and equipment. However, no numbers are provided in that study due to
the lack of insufficient measurements (e.g., considering different combinations of
locations, subscribers, technologies, and setups) and, therefore, of concluding results.
1.3.3 Human Perception of Delays and on Delay
Differences
The perceived QoE is a crucial aspect in multimedia systems and applications. In
this context, many studies have focused on determining the levels of delay differ-
ences that can be tolerable to the human perception. If these levels are exceeded in
multimedia systems and applications, the QoE will drop, with the consequent
impact in their success.
Since the early development of multimedia communications, jitter has been
considered as a key problem to solve, as it can negatively affect the fidelity and
intelligibility of media. In fact, studies conducted in the 70 s already analyzed the
impact of jitter on intra-media synchronization and on the perceived QoE. For
example, it is indicated in [29] that the maximum tolerable jitter for 16-bit
high-quality audio is 200 ns. In general, if the value of jitter exceeds the one of the
durations of MUs (e.g., audio samples or video frames), they could be received, and
thus played out, out-of-order, with a consequent impact on the continuity and
intelligibility of the media playout. However, the design of proper buffering
strategies can relax these requirements.
Table 1.1 Sources of delay
in an IPTV scenario [28]
Delay contributing factor Delay range (ms)
Source Video capturing 17–40
Video encoding 50–2000
Encryption 0–50
Error protection 0–100
Transmission buffer 50–500
Network Uplink transmission 10–300
Trans-coding 0–2000
Downlink transmission 10–300
Receiver Jitter buffer 50–500
Error protection 0–100
Decryption 0–50
Video decoding 50–500
Display buffer 0–50
Total 250–6500
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As for intra-media synchronization and jitter, many studies have been conducted
with the goal of determining the acceptable asynchrony limits for different
inter-media synchronization use cases, with a special focus on lip-sync. The sub-
jective studies conducted in [30] for lip-sync indicate that asynchrony levels below
80 ms are unnoticeable, but asynchrony levels above 160 ms become inacceptable.
In [1], it is indicated that asynchrony levels between +80 ms (audio ahead video)
and −80 ms (audio behind video) are noticeable, but still tolerable, for most users,
while asynchrony levels exceeding +160 and −240 ms become unacceptable. In
[31], three ranges for the lip-sync asynchrony limits are recommended: unde-
tectability (+25 ms, −95 ms); detectability (+45 ms, −125 ms); and acceptability
(+90 ms, −85 ms). More restrictive asynchrony limits are specified in [32],
bounding them between +15 and −45 ms.
In [1], the allowable asynchrony limits for other inter-media synchronization use
cases, apart from lip-sync, are analyzed and classified, according to the types of
media components, their parameters, and the specific application. For example, strict
synchronization requirements are specified for audio audio/audio synchronization
(±11 µs), while more relaxed synchronization requirements are specified for audio/
pointer synchronization (−500 to 750 ms). In [33], the allowable asynchrony limits
between (stereo) acoustic signals from a microphone array are analyzed. The results
indicate that asynchrony levels of 17 ms are noticeable, but it is preferable to keep
them below 11 ms. In [34], it is concluded that asynchrony values lower than 80 ms
still guarantee a good perceived visual quality in 3D stereoscopic video, but if they
exceed 200 ms, the resulting QoE becomes inacceptable.
Other subjective studies have analyzed the allowable asynchrony limits between
audiovisual contents and haptic media. For example, the results in [35] indicate that
asynchrony levels around 40–80 ms are hardly noticeable, but they become
annoying when reaching 300 ms. Likewise, the allowable asynchrony limits
between audiovisual contents and (computer-generated) olfactory data, assuming a
perfect lip-sync, have also been analyzed in recent works. For example, it is con-
cluded in [36] that the allowable asynchrony limits in such a use case are less strict
than for the other media types, ranging from 30 s when the olfactory data are
presented before the audiovisual contents to 20 s when they are presented later.
Chapter 12 provides relevant results and findings regarding this use case. In [37],
the allowable asynchrony limits between olfactory and haptic data are analyzed. In
that work, a virtual scenario in which users have to pick fruits from a tree by using a
haptic device is created. When picking the fruit, the users perceive its associated
smell and a feedback force from the haptic device. It is concluded that asynchrony
levels until 1500 ms are generally tolerable to users in that scenario. In [38],
audiovisual contents are enriched with the inclusion of airflow effects from a fan
and haptic (concretely, pressure) stimuli from sensors in a gaming vest, and the
allowable asynchrony limits between these media types are assessed. It is concluded
that the haptic feedback should not be presented before the audiovisual contents,
but that delays of up to 1 s are tolerable to users. In contrast, the tolerable asyn-
chrony limits for airflow effects range from −5 s (airflow effects ahead of audio-
visual contents) to +3 s (airflow effects behind of audiovisual contents).
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The tolerable asynchrony limits in different IDES and IDMS use cases have been
also investigated in many studies. Regarding IDES, allowable asynchrony limits for
different use cases are recommended in [39]: ±10 μs for tightly coupled audio;
2 ms for real-time audio; 15 ms for advanced audio and 45 ms for lagged audio in
audio/video synchronization; and ±80 ms for video animation. Likewise, the tol-
erable asynchrony limits between audiovisual contents and subtitles in multiscreen
scenarios are analyzed in [40]. In the scenario under test, the audiovisual contents
from a theater play are presented on a main device, while the associated transcripts
(i.e., subtitles) are presented on a companion device. It is concluded that asyn-
chrony levels between −500 and 1000 ms are unlikely to be noticed in this type of
multiscreen scenarios.
Regarding IDMS, up to 20 use cases are analyzed and qualitatively ranked
according to their synchronization requirements in [15]. The established synchro-
nization levels in that study are very high (10 μs–10 ms); high (10–100 ms);
medium (100–500 ms); and low (500–2000 ms). For instance, networked stereo
loudspeakers require very high synchronization levels; multiparty conferencing
demands high synchronization levels; synchronous e-learning needs medium syn-
chronization levels; and Social TV requires low synchronization levels. Similarly, it
is stated in [28] that the allowable asynchrony limits for interactive services
requiring IDMSmay vary between 15 and 500 ms, depending on the type of service.
In some use cases, differences around 100 ms may already cause annoyance to users.
In this context, some subjective studies have been conducted to determine the tol-
erable asynchrony limits in different IDMS scenarios. The study in [27] was focused
on the Social TV use case, in which remote users can interact via text and/or voice
chat. In these tests, different asynchrony levels, ranging from 0 to 4 s (in steps of
500 ms), were forced and presented to participants in a randomized order, by
enabling one of the two interaction channels (voice and text) in each test. The results
indicate that asynchrony levels up to 1 s might not be perceptible by users while
communicating using audio conferencing services. However, asynchrony levels
above 2 s generally become annoying, regardless of the chat modality. When using
voice chat, users notice asynchrony situations sooner, and thus get annoyed sooner,
but they feel more together than when using text chat. Similar results are provided in
[16], in which a shared football watching experience was recreated. More recently, a
subjective quality assessment was conducted in [41], with the goal of also deter-
mining the tolerable asynchrony levels when geographically distributed users are
simultaneously consuming the same media content and interacting. It is argued that
asynchrony levels of 400 ms do not have an impact on the QoE, but levels of 750 ms
are already noticeable and can degrade the QoE in these scenarios.
From the previous review, it can be first remarked that the tolerable asynchrony
limits strongly depend on the mediasync type and on the specific use case. Most
importantly, these limits are generally much lower that the magnitudes of delay
differences in real network scenarios, as discussed in the previous subsection. This
fact clearly reflects the need for designing and adopting adaptive and accurate
mediasync solutions to compensate for existing delay differences. Otherwise, the
success and mission of the media services/applications being implemented will be
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compromised, due to an unsatisfactory QoE (e.g., caused by unintelligibility,
incoherent situations and interactions, unfairness, frustration, etc.).
As a summary, a categorization of the magnitudes of delay differences and the
tolerable limits for them in different mediasync types and use cases is provided in
Table 1.2.
Table 1.2 Magnitudes of and tolerable delay differences in relevant scenarios
Mediasync type (Approximate) Magnitudes of
delay differences
(Approximate) Tolerable delay
differences (i.e., asynchrony
levels)
Intra-media
synchronization
Jitter: 0–500 ms in Internet
(ITU-T G.1050) [23]
–Audio streaming: <200 ns [29]
–Video streaming: <MU duration
(∼20–70 ms for typical frame
rates)
Inter-media
synchronization
(including hybrid
synchronization)
Up to 6 s when using (different
variants of) the same delivery
technology [18], [27] >1 min
when using broadcast and
HTTP-based delivery [27]
–Lip-sync: ∼80–100 ms
[1, 30–32]
–Video/Animation: ∼120 ms [1]
–Video/Image: ∼500 ms [1]
–Video/Text: ∼500 ms [1]
–Audio/Audio: tightly coupled
(stereo), ∼11us; loosely coupled
(dialogue mode), ∼500 ms [1]
–Array of microphones: <10 ms
[33]
–Audio/pointer: ∼750 ms [1]
–3D stereoscopic and multiview
video: ∼80 ms [34]
–Audiovisual contents—haptics:
80 ms (haptic joystick) [35], ∼1 s
(haptic vest) [38]
–Haptics—olfactory data: ∼1.5 s
[37]
–Olfactory data —video: >10 s
[36]
IDES/IDMS Up to 6 s [28] IDES (local scenarios)
–Networked stereo loudspeakers:
10 µs–10 ms [15]
–Multiscreen scenarios:
video–video: frame level
alignment (∼20–70 ms for typical
frame rates)
video subtitles: >1 s [40]
IDMS (distributed scenarios)
–Multiparty conferencing:
10–100 ms [15]
–Networked games: 10–100 ms
[15], <750 ms [41]
–Social TV: ∼1 s [26]
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1.4 Essential Aspects and Components of MediaSync
Solutions
Given the need for the different types of mediasync, many proprietary and standard
solutions have been devised up to date, and remaining research challenges still need
to be overcome. Different considerations, implications, and criteria have to be taken
into account before proceeding with the design of a mediasync solution. Besides,
the existing mediasync solutions are generally comprised of different components,
from which different alternatives can be adopted. The design principles/criteria,
together with the applicability and suitability of the components of mediasync
solutions, will strongly depend on the targeted mediasync type, requirements,
scenarios, and applications, as well as on the available resources. Likewise, the high
variety of scenarios, media delivery technologies, protocols, contents, and devices
have also implied the design of diverse mediasync solutions, as universal solutions
are neither efficient nor feasible in this heterogeneous context.
This section identifies key aspects and components of mediasync solutions. The
goal is not to provide an exhaustive and complete list, but to help readers in:
• Conceiving the mediasync research problem in a modular and structured man-
ner, as a set of related subproblems. This will contribute to better understand the
publications presenting specific mediasync solutions (by identifying the different
components they are composed of) or proposing specific components for an
improved performance.
• Comprehending why a wide variety of mediasync solutions have been proposed
up to date.
• Identifying the essential steps, considerations, and criteria to follow when
proceeding with the design of a complete mediasync solution.
1.4.1 Essential Aspects and Design Criteria
The design of a mediasync solution must be preceded by an analysis of essential
aspects. Next, key considerations to take into account are enumerated:
• The amount and types of the involved media contents, mainly due to their
characteristics and requirements (e.g., in terms of processing, bandwidth,
latency, etc.).
• The underlying network environment (e.g., broadcast networks, controlled IP
scenarios, over-the-top Internet, etc.), delivery technologies/protocols (e.g.,
RTP, HTTP, etc.), and delivery strategy (e.g., unicast, multicast, broadcast,
push-based vs pull-based streaming, etc.) to be used.
• The available resources (e.g., delivery and feedback channels, bandwidth,
processing resources, alternative servers, session managers, etc.).
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• The involved entities in the end-to-end distribution chain (e.g., media capturing
and consumption devices, gateways, trans-coders, multiplexers, etc.).
• The requirements of the targeted application scenarios (e.g., in terms of delays,
synchronization accuracy, robustness, scalability, etc.).
• Human perception aspects as well as potential diversities in terms of users’
preferences and needs.
• The existence of other types of mediasync solutions for the targeted contents,
applications and scenarios. In such a case, the mediasync solution to be designed
would ideally have to be able to inter-operate with them, probably sharing
resources (e.g., bandwidth, computation, and memory resources). An example is
the design of an IDMS solution for a multiparty conferencing service, which
already implements an inter-media synchronization (e.g., lip-sync) solution.
The previous factors and considerations, among others, will have a high influ-
ence on the mediasync solution to be designed, and on the selection of key design
criteria, such as
• Mechanisms to specify, convey, and correlate the relationships within media
streams, between contents, sources, and/or receivers.
• Most proper locations and entities where mediasync needs to be performed.
• Coordination and prioritization strategies between mediasync types, media
contents, sources, and receivers.
• Reusability of existing components and resources or deployment of new ones.
1.4.2 Components of MediaSync Solutions
Based on the considered aspects, the adopted design criteria, and the targeted type
of mediasync, the mediasync solutions can be comprised of different components,
from which different alternatives can be adopted. Next, key components of
mediasync solutions are listed:
• Protocols and mechanisms to signalize, describe, associate, and discover the
available related media contents, streams, sources, and receivers.
• Protocols for media delivery and for exchanging useful control information (e.g.,
metadata) to provide mediasync. It also includes the methods and mechanisms to
specify and convey the relationships within and between media streams (e.g., use
of timestamps, markers, notifications, sequencing, etc.), generally in terms of
metadata. This information can be provided independently of or in a multiplexed
manner with the delivered media streams. The first approach is used in Syn-
chronized Multimedia Integration Language (SMIL), see Chap. 13, and in Nested
Context Language (NCL), see Chap. 14. The second approach is employed when
using (some variants of) MPEG technologies, see Chap. 15. In addition, the
multiplexed informationwithin the delivered streams can be augmentedwith extra
metadata provided via a feedback channel, as when using RTP/RTCP protocols.
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• Involved entities in the end-to-end distribution and synchronization processes. It
can include media sources, senders, receivers, gateways, trans-coders, multi-
plexers, session and synchronization managers, etc. Likewise, different priority
levels can be assigned to specific entities (e.g., a reference media source or
receiver, backup servers, etc.).
• Protocols and mechanisms for session management and negotiation of key
features for mediasync (e.g., encoding settings, media formats, clock references,
groups’ establishment, priority levels, QoS levels, involved entities, etc.).
• When themediasync solution relies on the availability of a coherent notion of time
in the media session, a key component of it will be the technology or protocol used
for clock synchronization. Relevant examples are NTP and PTP protocols,
commonly used by media sources and receivers. Chapters 4 and 15 are focused on
these types of technologies and protocols. However, mediasync solutions could
not rely on these time-related components to achieve the synchronization goal, but
instead on other type of information, such as markers, audiovisual features (e.g.,
bymeans of watermarking or fingerprinting techniques, as explained in Chap. 22),
or even on other features of the media streams, such as their bit rate, as in [42].
• Architectural schemes between the involved entities to achieve mediasync,
according to their location and distribution, as well as on the communication
processes(es) between them. It includes centralized and distributed schemes, and
even hybrid and hierarchical schemes. For example, the applicability and suit-
ability of different schemes for IDMS are analyzed in [15] and in Chap. 2.
• Algorithms to monitor and control the synchronization process (e.g., monitoring
and calculation of asynchronies, selection of a temporal reference to synchronize
with, dynamic creation of groups, fault tolerance, etc.). Different algorithms can
be implemented in different entities involved in the mediasync process.
• Control or adjustment techniques to maintain and/or restore mediasync. In [43]
and in [44], the adjustment techniques are classified into four main categories,
according to their purpose: basic, preventive, reactive, and common adjustment
techniques. Basic adjustment techniques are needed in most of the mediasync
solutions and are essential to preserve the temporal relationships within or
between streams. Preventive adjustment techniques attempt to avoid asynchrony
situations, before they occur. Reactive adjustment techniques are used to recover
synchronization after the detection of asynchrony situations. Finally, other
common adjustment techniques can be used as a means to prevent (preventive)
or correct (reactive) asynchrony situations. Likewise, all these categories can be
divided into two main groups, depending on if they are executed at the source or
at the receiver sides, although they could also be executed at the network side. If
the adjustment techniques are performed at the source side, feedback from the
receivers will be typically required. Likewise, the use of source-based adjust-
ment techniques requires a coordination with receiver-based techniques, as each
individual receiver has to perform the required adjustments to achieve medi-
async. Table 1.3 provides a classification and a brief description of relevant
adjustment techniques in each category and location. Note that the table is not
meant to be exhaustive, but it aims to provide an overview of the most com-
monly adopted adjustment techniques for mediasync.
1 Introduction to Media Synchronization (MediaSync) 25
In general, several adjustment techniques, of different categories, can be
employed in mediasync solutions. For example, since preventive adjustment
techniques cannot completely avoid asynchrony situations, the combination with
reactive adjustment techniques becomes necessary. Similarly, source-based and
receiver-based techniques are also typically used in a coordinated manner, as
sources and receivers need to cooperate to achieve the synchronization goal.
Table 1.3 Control or adjustment techniques for MediaSync (adapted from [43] and [44])
Type of
technique
Location Technique
Basic Server Addition of useful metadata for synchronization (timestamps,
sequence numbers, source and group identifiers, markers, event
information, etc.)
Receiver Buffering techniques
Preventive Server Initial playout instant calculation
Deadline-based transmission scheduling in stored media (i.e.,
scheduling the transmission of MU to meet the targeted
requirements)
Interleave MUs of different media streams in a single transport
stream
Receiver Preventive skips of MUs (eliminations or discardings) and/or
preventive pauses of MUs (repetitions, insertions, or stops)
Adjustment of the buffering time of MUs
Reactive Server Adjustment of the transmission timing
Decrease the number of delivered media streams
Drop low-priority MUs
Receiver Reactive skips (eliminations or discardings) and/or reactive
pauses (repetitions, insertions, or stops)
Playout duration extensions or reductions
Use of a virtual time axis with contractions or expansions
Master/Slave switching (e.g., for streams or receivers)
Late events discarding (i.e., preventing that late media events/
contents have an impact on the interactivity of the service)
Rollback techniques (i.e., to reestablish the state of a shared
session to an older one when an inconsistency is detected)
Common Server Skip or pause MUs in the transmission process
Advance the transmission timing in stored media
Adjustment of the input rate
Media scaling
Receiver Adjustment of the playout rate (i.e., Adaptive media playout or
AMP)
Data interpolation
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A typical example is the combination of the addition of useful information for
synchronization in the headers of the media data packets (e.g., sequence numbers,
timestamps, markers, etc.) at the source side, with buffering and playout adjustment
techniques at the receiver side.
Different mediasync solutions can be comprised of different components, and
even make use of different variants of these components, mainly according to the
targeted application, scenario, requirements, and available resources. Likewise, a
proper integration and interaction between these components are necessary for a
proper performance of the designed mediasync solutions. In this context, it is also
noteworthy to remark that most of these components can be used in a modular
manner, thus being adopted, or adapted to be reused, in different mediasync
solutions.
Previous studies have assessed the applicability and suitability of some variants
of these components for different mediasync types and applications. For example,
the study in [15] qualitatively analyzed the applicability and suitability of the most
common control schemes for IDMS in terms of key QoS and QoE factors. In [45],
the performance of these schemes was compared, and the appropriateness of two
reactive playout adjustment techniques (aggressive skips/pauses vs linear Adaptive
Media Playout or AMP) was objectively evaluated, in terms of synchronization
accuracy and delays. More recently, the appropriateness of aggressive playout
adjustment techniques and of three AMP strategies (linear, quadratic, and cubic)
was objectively and subjectively assessed, also focusing on IDMS, in [46].
As an example, the main involved components and their interactions in a non-
specific IDMS solution (derived from the one presented in [15]) are illustrated in
Fig. 1.6. In this solution, the source delivers the media contents to the receivers.
The receivers make use of a feedback channel (e.g., via the RTCP protocol) to
periodically send reports informing about their playout timing to a centralized
synchronization manager.7 Then, the synchronization manager compares the
playout timings included in these reports and, if necessary, makes use of the
feedback channel to send a new control message to the receivers, including the
required information to achieve synchronization. Therefore, the involved entities
are structured in a centralized architectural or control scheme, which is commonly
known as Synchronization Maestro Scheme (SMS), and is explained with more
details in Chap. 2. The synchronization manager can be an independent entity, but it
can also be co-located with the media source or with any of the receivers. It will
typically implement some monitoring and control algorithms (e.g., to calculate the
asynchrony, to detect and react to faults, etc.) for the synchronization process.
Likewise, the same entity or an additional one can be used to act as a session
manager (e.g., to dynamically create and maintain different groups of receivers in a
shared session). In addition, both the media sources and receivers can implement
7Also known as Media Synchronization Application Server (MSAS), maestro, and synchronizer in
literature.
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different control or adjustment techniques to maintain and/or restore mediasync.
The selection of these techniques can be independent of the adopted synchro-
nization protocol and architectural scheme. Finally, in case that clock synchro-
nization is required for mediasync, the involved entities will maintain periodic
communication with a (possibly external) clock source server (e.g., an NTP server).
It is important to remark that the previous example and figure are not meant to
include all the components required for every IDMS solution, but to provide a
general idea about the components of a specific one, and about their possible
interactions. Other IDMS solutions, and especially solutions for other mediasync
types, can be comprised of other components or make use of different variants of
the same components.
1.5 Summary
Mediasync is a fundamental aspect for the successful deployment of multimedia
systems. Due to its high relevance, many research efforts have been, and are being,
devoted to overcoming existing challenges. This chapter has introduced the broad
mediasync research area, by providing key definitions, classifications, and exam-
ples. The chapter has also discussed the relevance of the different types of medi-
async, and reflected their necessity, by comparing the magnitudes of delay
differences in real scenarios to the asynchrony limits that can be tolerated by users.
Finally, the chapter has introduced key considerations and criteria to take into
account when designing a mediasync solution. The most common components of
mediasync solutions have been also identified and briefly described, and some
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examples have been provided. Overall, the chapter can help readers in acquiring a
deeper understanding of the mediasync research area and comprehending the
subsequent chapters of the book.
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Chapter 2
Evolution of Temporal Multimedia
Synchronization Principles
Zixia Huang, Klara Nahrstedt and Ralf Steinmetz
Abstract Ever since the invention of the world’s first telephone in the nineteenth
century, the evolution of multimedia applications has drastically changed human life
and behaviors, and has introduced new demands for multimedia synchronization. In
this chapter, we present a historical view of temporal synchronization efforts with
a focus on continuous multimedia (i.e., sequences of time-correlated multimedia
data). We demonstrate how the development of multimedia systems has advanced
the research on synchronization, and what additional challenges have been imposed
by next-generation multimedia technologies. We conclude with a new application-
dependent multilocation multi-demand synchronization framework to address these
new challenges.
Keywords Continuous multimedia ⋅ Temporal synchronization ⋅ Evolution
2.1 Introduction
The past century has witnessed generations of multimedia applications. The maturity
of storage and transmission technologies enables transition from analog modulation
to digital media. The emergence of low-cost sensory devices contributes to grow-
ing popularity of multimodal multichannel data. The advancement of high-speed
wireline and wireless Internet allows transmission and sharing of these multimedia
information at a large scale.
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Multimedia synchronization is needed to preserve original correlations among
diverse multimedia data, so that they are synchronous (or in-sync) before their final
presentation. There are two major synchronization categories in multimedia systems.
On the one hand, temporal synchronization [13, 55] requires presentation of mul-
timedia data based on their original time attributes. For example, a motion picture
and an audio sample which are captured by a camera and microphone at the same
time must be presented at the corresponding output devices synchronously. On the
other hand, spatial synchronization [51] demands layout alignment of media data
based on their contextual correlations at each time point. For instance, two images
must show up on the left and right side of a presentation slide in the first two seconds.
Existing synchronization studies mostly focus on temporal synchronization because
of the time-sensitive nature of multimedia applications, which demand strict time
correlations among multimedia data.
Temporal synchronization is demanded for both continuous and discrete mul-
timedia data [13, 50]. Continuous multimedia are defined as sequences of time-
correlated media packets, which are generated by one or multiple sensory devices
over time. Video, audio, and haptic data are all continuous multimedia. On the con-
trary, discrete multimedia are the set of static media data like single images and
texts, or standalone media events (e.g., pop-up of an image, or movement of a text).
Synchronization of discrete multimedia may come with a coarse granularity where
only their temporal order needs to be preserved. Hence, it is also called event syn-
chronization. There have been numerous synchronization research works for both
continuous and discrete multimedia. This chapter only focuses on continuous multi-
media.
The configuration of a continuous multimedia system can be represented in mul-
tiple forms of media components (Sect. 2.2), where each component demands indi-
vidual temporal synchronization. However, their original time dependencies at the
source sensory devices can lose track in multiple locations during media compu-
tation and distribution, because of variations of Internet latencies and computation
demands. The problem is called mis-synchronization. Amis-synchronization in one
location of a multimedia system can be propagated to future locations, and multime-
dia data become asynchronous (or out-of-sync) during their final presentation.
Mis-synchronization ofmultimedia data can negatively impact human perception.
Depending on application functionalities, a single multimedia system may exhibit
heterogeneous demands in terms of synchronization and affects user experience at
different levels.
Multimedia synchronization has already been a well-known issue in traditional
multimedia applications (e.g., 2D video conferencing, on-demand video, video
broadcast, etc.). Next-generation multimedia systems (NG-MS), like 3D tele-
immersion, virtual reality, and Internet of Things (IoT), utilize multimodal multi-
channel sensors to provide users an immersive and realistic experience. They are
becoming more complex in terms of hardware configurations, more diverse in terms
of application functionalities, and more expensive in terms of consumptions of com-
putation and network resources. Hence, preserving the time correlations of media
data in these systems becomes an even larger challenge. A systematic framework
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is needed to integrate application-dependent multilocation multi-demand synchro-
nization problems, in order to achieve in-sync multimedia presentation at their final
outputs. We will show that such a framework is unfortunately missing in existing
studies.
In this chapter, we present a historical view of the temporal synchronization stud-
ies for continuous multimedia over the past 30 years. Based on synchronization def-
initions and formulations (Sect. 2.2), we demonstrate how the development of mul-
timedia technologies has advanced the research on multimedia synchronization, and
what additional issues have been imposed by NG-MS (Sect. 2.3). We conclude with
a multidimensional synchronization framework to address these issues at the end of
the chapter (Sect. 2.4).
2.2 Synchronization Formulation
Before we discuss existing research studies on multimedia synchronization, we for-
mulate the term “synchronization”. We present a mathematical model which will be
used throughout this chapter. The mathematical symbols and their denotations are
also listed in Table 2.1 in Appendix I.
2.2.1 Continuous Multimedia Data Model
The overall architecture of continuous multimedia data can be described in five cat-
egories in a hierarchical fashion.
∙ Session. A session indicates a status of multimedia communications between two
or more sites (end systems). In this chapter, we use {n1,… , nN} to denote N sites
within the same session.
∙ Bundle. A bundle is a set of time-correlated multimedia data outputted from het-
erogeneous sensors of the same sender site. We denote the bundle of site nx as
ux.
∙ Media Modality. To provide users with a realistic and immersive experience,
each site may be equipped with multiple multimedia sensory devices with differ-
ent modalities: 2D/3D videos, audios, haptics, etc. We let mxi be the i-th media
modality of site nx, i.e., {mx1,m
x
2,…}. For example, we can use i = 1 or “V” to
represent the video modality, i = 2 or “A” for the audio modality, i = 3 or “H” for
the haptic modality, etc.
∙ Sensory Stream. To preserve directionality and spatiality of the physical room
environment, multiple media sensors of the same modality (e.g., a microphone
array or a multi-camera array) can capture a scene at the same time, but from
different angles. Each sensor produces a sensory stream sxi,j (j is the stream index).
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∙ Media Frame. A sensory stream is composed of a sequence of media frames
(i.e., motion images and audio samples), captured by the same sensor over time.
We denote the k-th media frame of sxi,j as f
x
i,j(k).
Hence, a site nx outputs a multimedia bundle data that can include multiple
media modalities, i.e., ux = {mx1,m
x
2,…}. Each media modality can produce mul-
tiple media streams: mxi = {s
x
i,1, s
x
i,2,…}. For example, m
x
A
= {sx
A,1, s
x
A,2, s
x
A,3} repre-
sents the audio modality at site nx with three audio streams captured by a micro-
phone array. Each sensory stream is further composed of a sequence ofmedia frames:
sxi,j = {f
x
i,j(1), f
x
i,j(2),…}. For example, s
x
V,2 = {f
x
V,2(1), f
x
V,2(2),… , f
x
V,2(k)} represents
the second video stream at site nx with k media frames.
2.2.2 Layers of Synchronization Demands
Due to the hierarchical multisite multisensory nature of multimedia data, four layers
of synchronization relations are demanded, where each synchronization layer from
bottom-up is depicted in Fig. 2.1.
Intra-stream synchronization prescribes synchronous presentation of media
frames within each sensory stream at receivers, according to their original captured
timeline at the multimedia sensors. A mis-synchronization in this layer can cause
temporal media distortion (e.g., image jerkiness or audio pitch).
Intra-media synchronization refers to synchronization of sensory streams from
multiple media devices of the same media modality within a media bundle. Mis-
synchronization in this layer can violate their spatial and temporal correlations dur-
ing media presentation (e.g., a visual mismatch between two multi-view images).
Intra-session
Synchronization
Intra-bundle
Synchronization
Intra-media
Synchronization
Intra-stream
Synchronization
Site 1
Site 2
Site 3
s1H,1
Global Timeline
s1H,2
s1A,1
s1A,2
s1V,1
s1V,2
s1V,3
m1V
m1A
m1H
u1
f1V,1(1) f
1
V,1(2)
Fig. 2.1 Four layers of synchronization relations. f xi,j(k) denotes the frame k in stream sxi,j; sxi,j
denotes the j-th sensory stream in media modality i=“V”, “A”, and “H”; and mxi denotes the media
modality in bundle ux at site nx (x = 1, 2, 3)
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Intra-bundle synchronization is defined as synchronization of multiple media
modalities within a bundle. This layer evaluates timing consistency across differ-
ent media modalities. The most studied example would be audiovisual synchro-
nization (e.g., lip synchronization). Note that previous studies (e.g., [13, 51, 55])
usually combine intra-media and intra-bundle synchronization demands into a sin-
gle layer called inter-stream synchronization or inter-media synchronization,
i.e., synchronization of multiple multimodal streams within a media bundle. In
NG-MS, the scalability of media devices of each media modality and the diver-
sity of new media devices of heterogeneous media modalities are increasing, pos-
ing very different requirements on intra-media and intra-bundle synchronization
demands. Therefore, these two synchronization relations should be addressed sepa-
rately.
Intra-session synchronization represents inter-receiver and/or inter-sender syn-
chronization within a multimedia session. The inter-receiver synchronization, also
named group synchronization or inter-destination synchronization, has been
extensively studied by the community (e.g., [13, 17]). It refers to synchronization
of media bundles from the same sender site (or media server) to multiple receivers
(e.g., synchronous video playback during TV broadcast). An out-of-sync presenta-
tion can cause inconsistent interactions when multiple users at different receiver sites
get a timing privilege to conduct an activity. The inter-sender synchronization, also
named inter-source synchronization, is a new demand imposed by interactive and
immersive activities. It represents in-sync presentation of media bundles from mul-
tiple senders at the same receiver (e.g., synchronous playout of 3D video streams of
multiple scenes in a joint virtual space). A mis-synchronization may lead to confu-
sion of the users when they are watching senders conducting a highly collaborative
activity.
2.2.3 Definition of Synchronization Skews
The synchronization skew in a continuous multimedia setting is defined as the delay
difference of two time-correlated media objects (media frame, sensory stream, media
modality, and participating site), traveling from themedia sources to the current loca-
tion. One of the objects is usually the synchronization reference, i.e., the (most
important) media object that other objects need to be synchronized against. Because
of the multilayer synchronization hierarchy, a media object can be represented in
multiple forms, meaning that the synchronization references must change accord-
ingly at different layers. Thus, it is not possible to use a single skew to describe the
whole multimedia session, but rather, multiple skew definitions for different layers
will be more reasonable. Please note that a synchronization reference at each layer
can be dynamically changed throughout a media session because of possible activity
changes in a multimedia application.
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Intra-stream synchronization skew. The skew within a sensory stream sxi,j is
evaluated by computing the delay difference of a media frame f xi,j(k) w.r.t. the refer-
ence frame f xi,j(∗). We denote D(f
x
i,j(k), n
y) as the experienced latency of f xi,j(k) from
its capturing time, when it is being delivered to the receiver site ny. Thus, the intra-
stream synchronization skew is defined by Eq. 2.1 as
∀x, y, i, j, f xi,j(k) ∈ s
x
i,j ∶ 𝛥D(f
x
i,j(k), n
y) = D(f xi,j(k), n
y) − D(f xi,j(∗), n
y) (2.1)
Intra-media synchronization skew. We denote D(sxi,j, ny) as the experienced
latency of sxi,j when delivered to n
y
. Note that due to potential computation and Inter-
net jitter across media frames within the sensory stream, we use the latency of the
reference frame to represent that of the stream, i.e., D(sxi,j, n
y) = D(f xi,j(∗), n
y). Hence,
the intra-media synchronization skew 𝛥D(sxi,j, n
y) w.r.t. the reference stream sxi,∗ is
defined by Eq. 2.2 as
∀x, y, i, j, sxi,j ∈ m
x
i ∶ 𝛥D(s
x
i,j, n
y) = D(sxi,j, n
y) − D(sxi,∗, n
y) (2.2)
Intra-bundle synchronization skew. Because sensory streams within a media
modality can experience heterogeneous latencies, we prescribe that the latency of
a media modality is equivalent to that of the intra-media synchronization reference
(i.e., reference stream) within this modality, in order to best match human perceptual
interests, i.e., D(mxi , n
y) = D(sxi,∗, n
y). Thus, the intra-bundle synchronization skew of
mxi w.r.t. the reference modality m
x
∗ is defined by Eq. 2.3 as
∀x, y, i, mxi ∈ u
x ∶ 𝛥D(mxi , n
y) = D(mxi , n
y) − D(mx∗, n
y) (2.3)
Note that the inter-stream synchronization skew studied in multiple studies
(e.g., [13, 51, 55]) is defined regardless of media modalities. In other words, it uses a
single reference stream (denoted as sx∗) for all other streams of different media modal-
ities within the same bundle. The skew in these studies can be defined by Eq. 2.4 as
∀x, y, i, j ∶ 𝛥D(sxi,j, n
y) = D(sxi,j, n
y) − D(sx∗, n
y) (2.4)
There is no skew constraint between two non-reference streams in inter-stream
synchronization. For example, we are unable to bound the skew between two video
streams (from a multi-camera system) which use the same audio stream as the ref-
erence. This is why we propose the intra-media and intra-bundle synchronization
layers separately. The issue has been neglected even in the work finished when cam-
era/microphone arrays were being deployed [16], mainly because of the commu-
nity’s stereotyped view of synchronizing a single video and a single audio stream in
the most common on-demand or conferencing multimedia systems.
Intra-session synchronization skew. Similar to the intra-bundle layer, we pre-
scribe that the latency of a bundle is equivalent to that of the intra-bundle synchro-
nization reference within the bundle, i.e., D(ux, ny) = D(mx∗, n
y). Given the reference
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site n∗, the inter-sender synchronization skew as to a receiver site ny0 is defined by
Eq. 2.5 as
∀x ∶ 𝛥D(ux, ny0 ) = D(ux, ny0 ) − D(u∗, ny0 ) (2.5)
Accordingly, the inter-receiver synchronization (group synchronization) skew as to
a sender site nx0 is defined by Eq. 2.6 as
∀y ∶ 𝛥D(ux0 , ny) = D(ux0 , ny) − D(ux0 , n∗) (2.6)
In continuous multimedia, the synchronization skews are usually evaluated at spe-
cific time points, called synchronization points. Multiple studies utilize the concept
of synchronization points to evaluate synchronization skews and perform synchro-
nization controls [76].
Based on the above formulation, we will review existing research works on multi-
media synchronization. Each work addresses one or multiple layers of synchroniza-
tion demands. For consistency, we will use the same set of mathematical symbols
throughout the chapter.
2.3 A Historical View of Multimedia Synchronization
Studies
The multimedia technologies have experienced multiple generations of evolution,
with different synchronization focuses in each generation. In this chapter, we roughly
divide them into four stages. In each stage, we discuss the advancement of multime-
dia technologies and its impact on synchronization. Figure 2.2 shows a timeline of
the four stages.
2.3.1 Years of Birth: In and Before 1980s
The rise of electronic technologies had given birth to a number of analog and digi-
tal multimedia applications in early years. The rapid deployment of digital comput-
ing and communication technologies, such as PCs and Internet, and their unreliable
characteristics brought people’s attention to the problem of digital multimedia syn-
chronization. However, the synchronization concept was mainly concerned with the
fidelity or intelligibility of multimedia signals.
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Fig. 2.2 Advancement timeline of multimedia and synchronization technologies
2.3.1.1 Historical Background
Back to the years of 1860s and 1870s, the telephone device was invented to allow
the analog speech transmissions over wired circuits [11], thus starting a new era
of multimedia innovations. In the late 1920s, the idea of television set was proven
practical, and the broadcast analog TV service rapidly developed ever since. Later in
1960s, AT&T Bell Labs demonstrated its own analog picturephone which supported
a video frame rate of up to 30 fps [1]. In 1974, the microphone array (or microphone
antenna) technique was invented by Billingsley [56].
Analog multimedia synchronization between audio and video had been an issue,
but it was solved early on by approaches such as taking analog audio and video
signals, multiplexing them and transmitting them over a controlled communication
channel [1]. In addition, the quality of analog audio and video signals is not reliable;
hence, it became the priority problem to solve. The concept of analog multimedia
applications (radio and TV) was being accepted by people, who demonstrated more
of a curiosity than an everyday demand.
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2.3.1.2 Start of Synchronization Perception Studies
It was not until the 1970s and 1980s that the digital multimedia synchronization
was realized as a problem. The invention of the computing machines fostered the
development of digital media, while the introduction of the best-effort Internet proto-
cols brought people’s attention to the concept of delay variations (i.e., jitter). People
became interested in how the Internet jitter affected digital media fidelity and human
perception, and multiple preliminary studies were conducted to discuss the impact
of jitter on intra-media synchronization of digital audios. For example, Blesser [14]
offers several experimental results demonstrating that the maximum tolerable jitter
for 16-bit high-quality audio is 200 ns in one sampling period. Similar work was also
done in [79], which recommends a maximum allowable jitter of no more than 10 ns.
2.3.1.3 NTP: A Clock Synchronization Protocol
In 1985, David Mills proposed the first version of Network Time Protocol (NTP) in
RFC 958 [2], a protocol designed for synchronizing the clocks of distributed com-
puters connected by the Internet. NTP has gone through four iterations so far, and
the latest version is published in RFC 5905 [7].
To synchronize one computing machine (called slave) against other (called mas-
ter), the NTP slave computes the round-trip delays by sending a set of User Data-
gram Protocol (UDP) packets to the remote master. We assume that a packet leaves
the slave at t1 and arrives at the remote master at t2 (Fig. 2.3a). We also denote that
the packet leaves the master at t3 and returns to the slave at t4. All times are measured
based on the local clocks. Hence, the clock offset between machines is defined by
Eq. 2.7 as
𝛿 =
(t2 − t1) + (t3 − t4)
2
(2.7)
Equation 2.7 implies that the synchronization approach assumes symmetrical
round-trip delay. But in reality, the unequal bidirectional latency and jitter can
degrade the clock synchronization accuracy. In addition, time measurement is at
Slave Clock
Master Clock
t1
t2 t3
t4
Stratum 0
Stratum 1
Stratum 2
(a) (b)
Fig. 2.3 a NTP clock offset computation, b NTP multi-stratum hierarchy
42 Z. Huang et al.
the application layer, whose accuracy depends on the underlying operating system.
In general, NTP can only lead to a synchronization accuracy up to the range of 10
ms [36]. To minimize the impact of jitter and address the issue of computing machine
scalability, NTP adopts a multi-stratum hierarchy (Fig. 2.3b), where machines in a
stratum layer l are synchronized to the corresponding masters in the higher stratum
layer l − 1 based on Eq. 2.7. A stratum layer in NTP represents the synchronization
distance from the reference clock source.
NTP is important in multimedia applications, because it provides a solution to
have a coherent notion of time (by accessing the same or a related global clock)
across distributed machines. It allows us to identify the temporal correlation between
two media objects, which are produced or are operating at different physical systems.
We will show that existing studies heavily rely on this global timing state in order to
achieve multimedia synchronization throughout the chapter.
2.3.2 Years of Understanding: Early 1990s
Owing to the technological advances of the Internet protocols, many Internet-based
digital multimedia systems emerged and were commercialized in late 1980s and
early 1990s. Multimedia synchronization became a known and important topic to
the research community, and extensive amounts of research were done to under-
stand the synchronization problem. These studies covered a broad synchronization
area, including classification and specification modeling, subjective perception eval-
uation, and synchronization control algorithms.
2.3.2.1 Historical Background
In 1991, IBM and PictureTel introduced the first PC-based black-and-white video
conferencing system [63]. In 1992, the teleorchestration service was invented as
a stream-oriented interface for continuous media presentation across multiple dis-
tributed systems [18], while a real-time virtual multichannel acoustic environment
was invented by Gardner based on microphone arrays [27]. The first commercial tele-
vision program, ABC World News, was broadcasted over the Internet in the same
year [3]. The Video On Demand (VOD) service was also started under the Cam-
bridge project, offering video streaming at a bandwidth up to 25 Mbps [4].
The proliferation of new Internet-based multimedia systems and the improvement
of digital audio-visual fidelity promoted researchers to address the synchroniza-
tion problems. The Internet delay variations between the (single) audio and (single)
video streams in both live and on-demand video systems exhibited a need for intra-
bundle synchronization. The delay variations between multiple audio streams in the
microphone array setup showed that intra-media synchronization was also important.
The development of the teleorchestration service brought people’s attention to inter-
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receiver/group synchronization. Multimedia synchronization studies thus became a
hot topic during this period.
2.3.2.2 Synchronization Classification
To understand the heterogeneous demands of multimedia synchronization, a classi-
fication model was needed to identify the structure of synchronization mechanisms.
Many models were proposed, with views from different aspects of the synchroniza-
tion problem [61, 78].
Little et al. Model [51]. Proposed by Little, Thomas, and Ghafoor in 1991, the
classification model spans over both spatial and temporal synchronization. The tem-
poral synchronization includes intra-stream synchronization and inter-stream syn-
chronization (i.e., stream synchronization regardless of media modalities), in spite
of random network delays. Discrete timed media objects, like still images and texts,
are also included in this category. However, neither spatial synchronization nor dis-
crete media is within the scope of this paper.
Steinmetz et al. Model [13, 55]. Meyer, Effelsberg, and Steinmetz presented a
more sophisticated synchronization model in 1993, based on the type of synchro-
nization demands. The model is divided into four synchronization layers: (1) media
layer, i.e., intra-stream synchronization; (2) stream layer, including inter-stream syn-
chronization and inter-receiver/group synchronization; (3) object layer, describing
synchronization of both continuous and discrete media objects; and (4) specification
layer, prescribing applications and tools for synchronization specification.
Ehley et al. Model [25]. Proposed in 1994, Ehley, Furth, and Ilyas classified
the synchronization technologies based upon synchronization locations, i.e., places
where the synchronization control schemes are performed. However, only inter-
stream synchronization was investigated in each location.
As one can see, the above three synchronization classification models are, in
nature, either aligned with each other or mutually orthogonal. There is no single
model which is able to cover all orthogonal dimensions.
2.3.2.3 Synchronization Specification
A further understanding of the multimedia synchronization topics requires more sys-
tematic specification methods to describe the synchronization problems. This pro-
motes a number of specification models which can generally be grouped into four
categories (Fig. 2.4), according to [13]. Here, we focus on their roles in real continu-
ous multimedia implementations and provide a comparison in Table 2.2 in Appendix
II.
Axis-based specification. First proposed by Hodges et al. in 1989 [31] and later
used by [44, 59], the axis-based specification method aligns media objects in either a
real or virtual global timeline axis, based on the start and finish time of each object.
The accessibility of this global timeline axis is owed largely by the wide deploy-
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(a) (b)
Fig. 2.4 Four synchronization specification models. Each box or circle represents a media frame
ment of NTP, and a virtual axis can be obtained by referencing the clock skews
across distributed machines. The duration of each media object must be described
in the specification. For example in Fig. 2.4a, we can specify that a video frame is
presented between the 20th and the 50th ms, while another audio frame is played
between the 15th and the 25th ms. The axis-based specification offers a direct view
of temporal relations and synchronization skews of media objects in a global setting,
thus facilitating its implementation in real multimedia systems. Media objects in the
specification can be added and removed easily due to their mutual independence.
However, media data with unknown start and finish time cannot be integrated into
the axis-based method, and cannot take advantage of the benefits that this specifica-
tion method provides.
Control-based specification. Developed by Steinmetz in 1990 [76] and later used
by [36, 59], multimedia data are synchronized over a set of synchronization points,
based on which multimedia systems can detect synchronization skews and realign
the presentation of multimedia data. Oftentimes, these time points are placed peri-
odically in order to allow consistent media re-synchronization. Figure 2.4b shows a
sequence of synchronization points every 30 ms. The major advantage of this method
is that it can explicitly inform users when synchronization should be performed. It
also allows the integration of new media objects without major efforts. Its drawbacks
are that additional mechanisms are required to specify the synchronization skews and
that a timer is required to realize the periodic synchronization points.
Interval-based specification. Proposed by Wahl and Rothernel in 1994 [82]
and later used by [20, 47], this specification method presents the logical tempo-
2 Evolution of Temporal Multimedia Synchronization Principles 45
ral relations between media objects (e.g., a media object is before, after, or over-
lapping with another object). The exact start and finish time of each media object
are unspecified. Figure 2.4c shows an example of four relations (“before”, “overlap-
ping”, “concurrent”, and “ending”) with different delay parameter inputs. Similar
to the axis-based approach, the interval-based specification is easy to understand,
and adding/removing media objects is relatively simple. However, because it does
not demand a knowledge of the duration of each media object and cannot describe
synchronization skews, the real specification implementation can be difficult.
Petri-net-based specification. Developed by Little and Ghafoor in 1991 [51] and
later used by [19, 33], this type of specification is based on Petri networks. For con-
tinuous multimedia, the specification can be described by points and arrows, where
a point represents a media frame and an arrow indicates a transition state from one
media frame to the other. Synchronization is achieved at each intersection of arrows.
For example in Fig. 2.4d, two audio frames must be synchronized against one video
frame with 0 ms synchronization skew. The Petri-net-based specification requires
complex procedures to build the whole network topology. Adding and removing new
media objects may also restructure the existing topology.
2.3.2.4 Synchronization Perception
As users noticed more and more audiovisual synchronization skews (i.e., perceivable
lip mismatch between voices and videos) in VOD and conferencing systems over
the Internet, researchers became interested in understanding the magnitude of the
audiovisual skews that could be noticed by humans. A subjective study conducted by
Steinmetz [77] recommends an in-sync region of a maximum 80-ms lip-sync skew
when people will not perceive a lip mismatch, and an out-of-sync region of more
than 160 ms when human perception can be significantly degraded. In addition, it
also concludes that people are less tolerable to a skew when the video signal is behind
the audio, than a skew when the audio is behind. The findings can be explained by
the fact that the speed of light is much faster than the speed of sound, so people are
getting accustomed to late audio signals.
In the same year, the skews between multiple acoustic streams within a micro-
phone array were also studied in [23]. Based on subjective evaluations, it concludes
that a skew of 17 ms between the stereo audio signals can be perceivable, and that a
maximum skew of 11 ms is preferable.
2.3.2.5 Intra-stream and Inter-stream Synchronization Controls
To preserve temporal correlations at media presentation, a synchronization con-
trol scheme is often used in a multimedia system. It statically or dynamically adapts
one or multiple system components, in order to mitigate synchronization skews dur-
ing computation and/or distribution. Researchers began to investigate the synchro-
nization control schemes in early 1990s, exclusively focusing on intra-stream and
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inter-stream synchronization for video conferencing or on-demand systems, owing
to the rapid commercialization of these Internet-based applications. Most studies in
those early years focused on synchronization of a single audio and a single video
stream, where the audio stream was always selected as the reference stream in the
master (audio)–slave (video) synchronization prototype, mainly due to the fact that
the human perception is more sensitive to the degradation of audio signals. A global
time was also assumed to be available between the two signals.
In this chapter, we group different studies based on both location and function-
ality of the synchronization control mechanisms. For synchronization location, we
investigate control algorithms located and executed at both sender and receiver sides.
In terms of functionality, we classify synchronization approaches that can either be
shared generically by any media modality or be applied only to specific modalities.
Receiver-based Synchronization
The buffering compensation has always been the most common approach to accom-
modate the jitter and to minimize the inter-stream skew. To facilitate our descrip-
tion, we prescribe that the sender site is nx, and the receiver site is ny. The net-
work delay of a media frame f xi,j(k) (within the sensory stream s
x
i,j) is Dnet(f
x
i,j(k), n
y),
the buffering delay D
buf
(f xi,j(k), n
y), and the resulting end-to-end latency is approx-
imately De(f xi,j(k), n
y) = D
net
(f xi,j(k), n
y) + D
buf
(f xi,j(k), n
y). Hence, between two buffer
status updates, the following two requirements must be satisfied:
1. Intra-stream synchronization: ∀ k, De(f xi,j(k), n
y) must remain equal, that is,
De(f xi,j(k), n
y) = De(f xi,j(∗), n
y).
2. Inter-stream synchronization: ∀ i, j, |De(sxi,j, n
y) − De(sx∗, n
y)| < 𝛿s must be satis-
fied, where sx∗ is the inter-stream reference, and 𝛿s is the synchronization thresh-
old of the inter-stream skew.
A synchronization threshold is defined as the maximum allowable value of the
synchronization skew. It is determined by specific synchronization demands of mul-
timedia applications.
When De is decided, the buffering delay of each media frame Dbuf can be com-
puted by subtracting the network latency D
net
from De. Please note that the compu-
tation heterogeneity was usually not considered in those early years.
The abrupt change of the buffering delay D
buf
before and right after a synchro-
nization control update can introduce discontinuities in the media presentation pro-
cesses. Most studies address this issue and mitigate the degradations of intra-stream
synchronization quality based on the following methods (e.g., [9, 49, 68, 73, 83,
84]).
∙ Increasing buffering latency. There have been multiple generic approaches that
can be shared among all media modalities. For example, a cost-effective way is to
replicate past media frames. A more expensive approach is to interpolate media
information by data prediction based on neighboring or past media frames. There
are also a number of approaches that can be applied to specific media modalities.
For video buffer, we can increase the video inter-frame period. For audio buffer,
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we may perform timescale modification without pith change (i.e., expanding the
playout duration of each audio sample). We may also insert silence packets during
silence periods between two utterances.
∙ Decreasing buffering latency. There have also been multiple generic or media-
specific approaches. The most common generic approach is to simply skip the
presentation of several media frames. For video buffer, we can decrease the video
inter-frame period. With respect to audio buffer, we may also perform timescale
modification without pitch change (i.e., reducing the playout duration of each
audio sample) or remove silence packets during silence periods between two utter-
ances.
Sender-based Synchronization
There are two key components in sender-based synchronization: the network band-
width estimation and the resulting control scheme. An insufficient bandwidth can
exert Internet congestion jitter and losses which can affect both intra-stream and
inter-stream synchronization. Bandwidth estimation can be achieved either by packet
pair probing [34] or by monitoring the receiver jitter and loss statistics via feedback
control loop [67]. Based on the estimated bandwidth, the sender can perform one
or multiple options of the synchronization control schemes [66, 68, 73, 83] which
include (1) reducing the media sampling rate (e.g., changing audio sampling fre-
quency from 16000 to 8000Hz or video frame rate from 20 to 10 fps), (2) down-
grading the media encoding quality (e.g., reducing video/audio encoded data rate),
(3) skipping media data of low priority (e.g., only sending the I-frames during video
streaming), and (4) discarding media frames that cannot meet the receiver presenta-
tion deadline (based on feedback messages from the receiver that indicate the current
playout buffer status).
The sender and receiver synchronization control schemes can be employed jointly.
Each scheme can be performed either reactively in response to Internet quality
changes or preventively so as to reduce the chance of possible Internet quality degra-
dations [16, 42].
2.3.3 Years of Blossoms: Late 1990s
Multimedia synchronization continued to be a hot topic due to the revolutionary
change of the Internet quality and the development of sophisticated multimedia tech-
nologies. The study of inter-receiver/group synchronization with the design of media
multicast overlay was the main topic in late 1990s.
2.3.3.1 Historical Background
The accessibility of broadband Internet became popular in late 1990s. This fostered
the blossoms of multiple real-time applications, including the world’s first commer-
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cial Voice over Internet Protocol (VoIP) service by VocalTec in 1995 [80], the first
3D massive multiplayer online game (MMOG) by 3DO Company in 1995 [22], and
the Caltech-CERN project in 1997 which built a virtual room videoconferencing
system that was able to connect the research centers over the world [5].
In parallel with the development of new multimedia applications, the year of
1996 gave birth to many well-known Internet Telecommunication Union (ITU) stan-
dards on multimedia codec specifications and streaming protocols, including ITU-T
H.263 [45] for low-bandwidth video codec and ITU-T H.323 [46] on packet-based
multimedia communication systems. The Internet Engineering Task Force (IETF),
on the other hand, proposed RFC 1889 [69], the Real-time Transport Protocol (RTP),
and the RTP Control Protocol (RTCP). RTP specifies a standardized packet format
for delivering streaming media over the Internet, while RTCP defines the control
information for RTP data. Both ITU and IETF standards have experienced sev-
eral revisions since then, and RFC 1889 has been deprecated and replaced by RFC
3550 [70].
The studies of intra-stream and inter-stream synchronization continued to pre-
vail, due to more sophisticated multimedia applications and new multimedia stan-
dards. The evolution of multi-party conferencing systems and MMOG applications,
owing to tremendously enhanced Internet bandwidth availability, had sparked mas-
sive interests in providing inter-receiver/group synchronization, for the purpose of
preserving the fairness and the temporal relations among the participants.
2.3.3.2 Inter-receiver/Group Synchronization Control
Similar to intra-stream and inter-stream synchronization, inter-receiver synchro-
nization control schemes [16, 42, 58, 59] can also be classified based on syn-
chronization locations and synchronization control functionalities. To facilitate the
description, we describe that the sender site is nx0 , and the list of receiver sites
is {n1, n2,…}. We also denote that the network delay between the sender nx0 and
any receiver ny is D
net
(ux0 , ny) (where ux0 is the media bundle sourced at nx0 ), the
buffering delay D
buf
(ux0 , ny), and the resulting end-to-end latency is approximately
De(ux0 , ny) = Dnet(ux0 , ny) + Dbuf(ux0 , ny). Here, we simplify the problem and assume
negligible computation overhead at sender sites.
By denoting the synchronization reference site as n∗, the synchronization goal can
be formulated by Eq. 2.8 as
∀y ∶ |De(ux0 , ny) − De(ux0 , n∗)| < 𝛿rcv, (2.8)
where 𝛿
rcv
is the synchronization threshold of the inter-receiver synchronization
skew. To further simplify the problem, we assume zero Internet jitter in our dis-
cussion.
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Receiver-based Synchronization
One or multiple receivers need to calculate the buffering delay D
buf
without informa-
tion from the sender site. Based on the synchronization functionalities, the receiver-
based approaches can be further divided into two categories:
Centralized (master–slave) method (Fig. 2.5a). In this method, one master
receiver is selected as the synchronization reference site n∗, and all other receiver
sites are the slaves [8, 43]. Usually, n∗ is chosen as the receiver with the longest
D
net
from the sender, i.e., n∗ = argmaxy Dnet(ux0 , ny). The detailed procedure can be
divided into the following four steps.
1. n∗ first decides the one-way latency De(ux0 , n∗) = Dnet(ux0 , n∗), assuming that
D
buf
(ux0 , n∗) = 0.
2. n∗ multicasts De(ux0 , n∗) value to all other slave receivers.
3. Each slave receiver ny measures individual D
net
(ux0 , ny) and decides its own target
latency De(ux0 , ny) = max
{
D
net
(ux0 , ny), De(ux0 , n∗) − 𝛿rcv
}
.
4. ny updates its buffering delay D
buf
, which is approximately D
buf
(ux0 , ny) =
De(ux0 , ny) − Dnet(ux0 , ny).
While it is simple to implement the centralized method in real multimedia sys-
tems, there are multiple serious drawbacks that may hinder its efficient operation.
First, the connectivity between the master and slave receivers cannot be guaran-
teed due to potential poor Internet conditions and firewall blocking issues. Second,
a timely synchronization adaptation in response to sudden Internet changes is not
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possible. Third, scalability is a common problem in the centralized method, where
the computation and network resources may be a bottleneck at the master receiver.
Fourth, receiver sites can easily join and leave the session in multimedia applica-
tions like MMOG. When the master site suddenly leaves without announcement, the
group synchronization will fail immediately.
Distributed method (Fig. 2.5b). In this method, each receiver site decides its own
buffering delay D
buf
in a distributed fashion [41], by periodically multicasting its De
value to each other. The overall procedure can also be divided into four steps.
1. Each receiver site ny multicasts its current De(ux0 , ny) value to all other receivers.
2. A specific receiver site (denoted as ny1 ) waits until it receives messages from all
other sites. It picks the site (denoted as n∗), which usually has the largest De value,
i.e., n∗ = argmaxy De(ux0 , ny).
3. ny1 measures its D
net
(ux0 , ny1 ) and decides its own target latency De(ux0 , ny1 ) =
max
{
D
net
(ux0 , ny1 ), De(ux0 , n∗) − 𝛿rcv
}
.
4. ny1 updates its buffering delay D
buf
, which is approximately D
buf
(ux0 , ny1 ) =
De(ux0 , ny1 ) − Dnet(ux0 , ny1 ).
Compared to the centralized method, frequent message exchanges among the
receivers due to full-mesh communication can bring about tremendous communica-
tion overhead. In addition, because each site performs synchronization adaptations
without a collaboration, the state of playout buffers of all receiver sites in the overall
session may never converge under Internet dynamics (e.g., changing latency). These
drawbacks prevent the adoption of the distributed method in real systems.
Sender-based (Maestro) Synchronization
Sender-based (maestro) synchronization is demonstrated in Fig. 2.5c. The receiver
sites unicast individual D
net
information to the sender site (denoted as nx0 = n∗,
which is then responsible for deciding the receiver buffering delay D
buf
and the target
end-to-end latency De of each receiver. The detailed procedure can be listed in five
steps.
1. Each receiver site ny measures its own latency D
net
(ux0 , ny).
2. All receiver sites unicast individual D
net
(ux0 , ny) value to the sender site nx0 .
3. The sender site nx0 selects the largest De latency among all receiver sites, i.e.,
Dmaxe (u
x0 ) = max
{
D
net
(ux0 , ny)
}
. For each receiver site ny, nx0 decides its target
latency De(ux0 , ny) = max
{
D
net
(ux0 , ny), Dmaxe (u
x0 ) − 𝛿
rcv
}
.
4. nx0 sends De(ux0 , ny) value to the receiver site ny either by unicast or multicast.
5. ny updates its buffering delay D
buf
, which is approximately D
buf
(ux0 , ny) =
De(ux0 , ny) − Dnet(ux0 , ny).
The values of D
net
, D
buf
, and De can be piggybacked in the media packet header
during bidirectional media data transmission between the sender and receivers. The
resulting message exchanges can be effectively minimized. In addition, the reliability
is no longer a problem when receiver sites are joining and leaving a session, as long
as the sender is consistently sending media data to the receivers. The sender-based
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synchronization is, by far, the best method to realize the inter-receiver/group syn-
chronization in the real systems, due to its flexibility, reliability, and the implemen-
tation easiness. However, timely synchronization adaptation is still not possible due
to the round-trip latency incurred during the synchronization information exchanges.
Multicast Routing with Bounded Delay and Delay Variation
Multicast routing with bounded delay and delay variation is shown in Fig. 2.5d. It is
used to control D
net
for bounding the inter-receiver synchronization skews incurred
over the Internet, rather than introducing additional buffering latencies to compen-
sate for the skews. In multisite applications, the distribution of multimedia data
from the sender to each receiver may be routed through some intermediate sites.
We call it a multicast overlay. In designing such a topology, there can be multiple
path options from the same sender to the same receiver, but via different intermediate
sites. Multiple path options may feature unequal network latencies that will lead to
heterogeneous inter-receiver synchronization skews. Multiple synchronization con-
trol schemes (e.g., [74, 75, 86]) have been developed to decide a multicast overlay
topology with bounded inter-receiver synchronization skews. In general, the overlay
design can be formulated as an optimization problem in the following form:
∙ Goal: minimizing the average D
net
for all sender–receiver pairs.
∙ Synchronization constraint (optional): bounding the resulting delay (i.e., D
net
)
and/or delay variation (i.e., inter-receiver synchronization skew).
∙ Bandwidth constraint (optional): the inbound/outbound bandwidth utilization of
each site is also a constraint.
The above problem has been proven NP-hard [86]. The optimization goal can be
achieved by combining the shortest bounded path options based on the Dijkstra’s
algorithm as discussed in [86]. Synchronization and bandwidth constraints are real-
ized by iterating over k-shortest path options between sender and receiver sites in
order to find the one which can bound synchronization skews and/or bandwidth uti-
lization [74, 75].
Note that if these multicast studies are employed, one must assume that multi-
modal multi-stream data from the same sender site follow the same distribution path
to the same receiver.
Table 2.3 in Appendix II summarizes the differences of existing group control
methods.
2.3.4 Years of Leaps: 2000 to Date
Modern multimedia systems are becoming more powerful in terms of accessibility
of computation and network resources, more complex in terms of both hardware and
software configurations, and more versatile in terms of application functionalities
that can be performed. The leap of modern multimedia and networking technologies
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and their integration into a single platform has led to many open synchronization
problems that await researchers to investigate.
2.3.4.1 Historical Background
Due to the rapid development of wireline and wireless technologies with much better
network quality, modern multimedia technological advances are mainly defined by
three characteristics:
Scalability. In traditional server–client or multicast systems, bandwidth becomes
a bottleneck at media servers when there is a growing number of users requesting
media contents. Peer-to-peer technologies are designed to address this scalability
issue, so increasing number of end clients can share the bandwidth resources by
allowing end clients to request media data directly from other end clients. Appli-
cations include the prototypes of MMOG [40] and peer-to-peer TV systems [85].
The cloud infrastructure, on the other hand, offers scalable Central Processing Unit
(CPU) resources by outsourcing computation tasks to remote server farms.
Mobility. Mobile devices, including cell phones and tablets, became vital parts
of people’s everyday lives. Multimedia data are consumed on a variety of mobile
terminals with different display sizes [24].
Diversity. The wide acceptance of haptics, accelerometers, body sensors, and
many other sensory media (called Mulsemedia) in a variety of multimedia appli-
cations offers users a completely new experience. New applications can be seen in
haptic desktop [53], interactive haptic painting [12], wireless body sensory network
for health monitoring [52], accelerometer-based motion analysis systems [54], and
many more.
The scalable multimedia applications are composed of new system components
that have new demands for multimedia synchronization [81]. The mobile backhaul
has very tight temporal and frequency synchronization constraints that NTP is unable
to resolve. The diversity of low-cost sensory devices also requires data synchroniza-
tion and affects human perception in new use applications. Multimedia synchroniza-
tion becomes an even more challenging problem because of technological develop-
ments.
2.3.4.2 Precision Time Protocol (PTP)
The wireless industry demands a more precise clock source and temporal synchro-
nization in the range of microseconds, which NTP cannot achieve. Hence, the Insti-
tute of Electrical and Electronics Engineers (IEEE) presents the new IEEE-1588
standard, named the Precision Time Protocol (PTP) [6]. Similar to NTP, PTP also
uses a master (i.e., the device that is synchronized against) and slave (i.e., the device
that needs synchronization) architecture to distribute synchronization packets. But
PTP is able to achieve a clock synchronization accuracy up to the range of sub-
microseconds in a PTP-compliant network (i.e., all networking devices between a
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PTP master and a PTP slave need to support PTP). Compared to NTP, PTP provides
the following improvements.
First, PTP packet timestamping is at the dedicated PTP chip close to the physi-
cal transmission medium, providing much better precision than NTP’s application-
layer measurement. The accuracy and reliability of the hardware timestamp depend
on the quality of the crystal oscillator in the PTP-compliant device (i.e., the device
that has PTP chip support). The crystal oscillator generates high-frequency pulse
signals, which serve as a frequency reference to the PTP chip for high-precision
timestamping. Oscillators used in PTP-compliant devices usually include Rubidium
oscillator, oven-controlled crystal oscillator (OCXO), and temperature compensated
crystal oscillator (TCXO). When selecting an oscillator, three factors need to be con-
sidered: (1) the time accuracy when the PTP device is freely running without a time
source, (2) the short-term clock stability, and (3) the temperature-dependent clock
drift. In general, rubidium provides the best quality but is also the most expensive,
while TCXO is an affordable solution but with the worst stability among the three.
Second, the asymmetrical bidirectional latency introduced between an NTP mas-
ter and an NTP slave is mainly caused by the delays incurred at the intermediate
network devices (e.g., router or switch). To compensate for this asymmetry and pro-
vide a better clock accuracy, PTP has the notion of transparent clock. If a device is a
transparent clock, the time that a PTP packet enters and leaves the device is recorded,
and the residence time incurred at this device is added to the correction field of the
PTP packet. When a PTP client decides its time drift from the PTP master, the value
inside the correction field will be used, in order to compensate for the bidirectional
asymmetry.
Third, for scalability, a PTP-compliant device can also be a boundary clock. A
boundary clock can have multiple networking interfaces, where one or multiple inter-
faces behave as the PTP slaves of other master clocks, and the rest behave as the PTP
master clocks for other slaves. When a boundary clock sees multiple master clocks
from different interfaces, it uses the best master clock algorithm to select the best
synchronization master, where multiple candidate master clocks are prioritized by
user predefined configurations as well as clock traceability, accuracy, variance, and
unique identifier.
2.3.4.3 RTP/RTCP-Based Synchronization Control Implementation
It is not until 2000s and beyond that RTP and RTCP become extensively used for
real-time multimedia streaming and synchronization [15, 48, 57]. RTP defines the
distribution format of media data. Three main fields are included in the RTP header
that are directly related to synchronization: (1) payload type, indicating the media
modality of the payload; (2) sequence number, representing the index of the RTP
packet in each sensory stream for the intra-stream synchronization; and (3) times-
tamp, describing the local (relative) timestamp of media data units within each sen-
sory stream, a must field for satisfying various synchronization demands. Note that
RTP itself does not specify a global time status. In other words, we are unable to
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identify the temporal correlation across different sensory streams, without the help
of other clock synchronization algorithms or protocols.
On the other hand, RTCP provides a communication channel for synchronization
control support between the streams and sites. There aremainly three types of packets
supported in RTCP:
1. Receiver report (RR). The receivers send RR messages to the senders specify-
ing the packet loss rate and the jitter statistics. The RR packets may be fur-
ther extended to specify the receiver buffer status [71]. This allows the sender
to dynamically perform various synchronization control adaptations based on
real-time streaming quality feedback, including the bandwidth allocation, and
sending media data that only meet the receiver buffer deadline (as discussed in
Sect. 2.3.2).
2. Sender report (SR). The senders send SR messages periodically to the receivers.
An NTP/PTP (global) timestamp field is included in the SR message in order
to compute the one-way latency between each sender and receiver, and to meet
various synchronization demands.
3. Source description (SDES) RTCP packet. The canonical (CNAME) identifier in
SDES packet is used to associate multiple media streams from a participant in
multiple correlated sessions [70]. This will be useful for inter-stream synchro-
nization.
RFC 7272 [72] investigates the use of RTCP to achieve inter-receiver synchro-
nization. Note that both RTP and RTCP do not natively provide support for the spec-
ification of synchronization references. Hence, the reference information must be
tackled in the application implementation itself.
2.3.4.4 Synchronization Perception of New Media
There are also a number of subjective studies that have investigated the impact on
the human perception of synchronization skews.
Curcio and Lundan [21] evaluated the synchronization in mobile terminals with
a maximum image size of 176× 144 pixels. They show that in the mobile setting
with a video frame rate below 15 fps, people are more tolerant to a synchroniza-
tion error when the video spatial resolution is reduced. They also conclude that the
annoying threshold of lip synchronization skew can be as large as 200–300 ms due
to a degraded motion smoothness.
Ghinea and Ademoye [29] conducted perceptual measurements on the impact of
synchronization skews between smell sensory data (i.e., olfaction) and audiovisual
content, assuming the audiovisual lip synchronization skew is zero. Their results
show a synchronization threshold of −30 s when olfaction is ahead of audiovisual
data, and of +20 s when olfaction is behind. A skew within the synchronization
threshold will not be perceived by humans. The paper also evaluates the impact of
synchronization skew on the acceptability of the olfactory media. Participants are
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asked if “the olfactory smell was distracting” or “annoying” when the synchroniza-
tion skews between olfactory and audiovisual data are introduced for different video
clips. The results demonstrate that a mis-synchronization has minimal impact on the
olfactory perception. Similar works have also been done in [62] which shows that
people enjoy a synchronization skew of less than 5 s between olfaction and video
data.
Hoshino et al. [32] measured the quality of olfactory–haptic synchronization
skew. The authors conclude that the threshold of annoyance is in the range of 1–3 s.
Fujimoto et al. [26] subjectively evaluated the synchronization skew between hap-
tics and video data. They show that a skew below 40–80 ms is hardly perceptible,
and that skews greater than 300 ms are annoying.
For the (intra-media) synchronization quality of the 3D stereoscopic videos,
Goldmann et al. [30] argue that a synchronization skew of 120 ms between the left
and right views is satisfactory, and a skew of 280 ms can lead to poor synchroniza-
tion perception. The authors also show that the human perception impact of the same
synchronization skew can vary depending on heterogeneous activities.
Multiple studies have evaluated human perceptual quality of inter-receiver (or
inter-destination) synchronization [28, 58, 65]. In general, people will not feel
annoyance at an inter-receiver synchronization skew of less than 2 s in a social TV
scenario. The number drops to 400 ms in an interactive competition, when the fair-
ness of the game becomes a primary consideration.
There are also a number of perception-driven adaptive media playout (AMP)
schemes for synchronization control, based on extensive subjective evaluations and
feedbacks. The goal is to adapt media buffer in a way that allows people to perceive
minimal noticeable differences during media presentation. These AMP schemes
have been deployed in multiple applications, including video conferencing, 3D tele-
immersion, and live TV multicast [35, 60, 64].
For further details on synchronization perception, readers can refer to Part 3 of
the book (Chap. 10–14).
2.3.5 Remarks
Several remarks can be made from the above discussions. First, there is no classi-
fication model that can capture both multi-demand and multilocation synchroniza-
tion requirements. Second, the synchronization reference is usually chosen statically
(e.g., the audio for inter-stream synchronization). However, new multimedia sys-
tems are not limited to traditional conferencing and on-demand applications, and the
audio information may not be the most important media data. Third, most of exist-
ing studies focus on the skews incurred over the Internet. None of them manages
to investigate the heterogeneity of the computation demands and to integrate the
multilocation synchronization controls systematically and consistently in a single
multimedia application. In the next section, we will show that the synchronization-
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related issues mentioned above have become a challenge in NG-MS. We will present
solutions in addressing these issues.
2.4 Synchronization in Next-Generation Multimedia
Systems
NG-MS, like 3D tele-immersion (TI), Omnidirectional video, Virtual Reality (VR),
and Internet of Things (IoT) applications, relies on rich multimodal multichannel
media contents to provide geographically distributed users with a joint and realistic
experience. Existing synchronization models and synchronization control schemes
(as discussed in Sect. 2.3) show lots of limitations because synchronization in NG-
MS is characterized by the following three attributes:
1. Demands of scale and device heterogeneity. Multiple sensory devices with het-
erogeneous media modalities can be configured in an NG-MS (e.g., multi-view
videos, spatial audios, etc.). This requires both intra-media and intra-bundle syn-
chronization. The immersive environment adds the demand for inter-sender syn-
chronization, in addition to inter-receiver synchronization, to preserve the seam-
less interaction among both the sender and receiver sites.
2. Multilocation synchronization controls. An NG-MS can generally be divided
into multiple locations, each of which can affect the synchronization skews. As
an example, let us consider the TI system shown in Fig. 2.6. At the capturing tier,
the sender site captures time-dependent multimodal media frames and encodes
them in real time. The computation heterogeneity can contribute to the skews in
all synchronization layers, as defined in Sect. 2.2.2. At the distribution tier, multi-
modal multi-stream data are sent from each sender gateway to multiple receivers.
Synchronization skews are mainly caused by the Internet jitter and the use of an
overlay network to distribute media contents. At the presentation tier, the multi-
media streams are decoded and played at the corresponding output devices. The
buffering latency is often introduced to compensate for the synchronization skew
that has accumulated so far.
3. Diverse applications on a single multimedia platform. A variety of applica-
tions can be served on a single TI platform, including media consulting, remote
education, and collaborative gaming. Different media modalities and sensory
streams can have varying contributions to the functionality of each application,
so they will have a different impact on the human perception [36]. Because the
synchronization references usually represent the most important media informa-
tion against which to synchronize, they must be selected depending on the user
activities and their specific underlying application functionalities.
New synchronization attributes, arising from next-generation advanced multime-
dia and networking technologies, are not fully addressed in existing practices and
standards. Hence, we will present next a multidimensional synchronization model
that aims to work in the setting of NG-MS.
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2.4.1 New Multidimensional Synchronization Classification
Model
The scale and device heterogeneity, the multilocation synchronization control, and
the application diversity of NG-MS, like the TI system, require considerations of
three orthogonal dimensions in a synchronization model when performing tempo-
ral multimedia synchronization evaluations. The past models only captured one of
the dimensions (e.g., Ehley’s model considered only the location, while Steinmetz’s
model considered only the device heterogeneity). Here, we present a possible next-
generation multidimensional synchronization model (Fig. 2.7), which includes the
following:
1. Dimension of scale and device heterogeneity. This dimension is based on Stein-
metz’s model [13, 55]. It includes five layers. Four layers are used to meet the
synchronization demands that we have discussed: intra-stream, intra-media, intra-
bundle, and intra-session layers. The object layer in Steinmetz’s model is removed
because we only focus on continuous multimedia streams. The fifth layer, the
specification layer, is used to specify the synchronization requirements of a mul-
timedia application. Depending on the availability of sensory devices and par-
ticipant sites, a multimedia application may only need a subset of the four syn-
chronization demands. The specification layer also specifies the synchronization
references and defines synchronization skews. Because the synchronization ref-
erences may be updated online throughout a multimedia session, the specifica-
tion layer should recompute synchronization skews based on the new references
accordingly.
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2. Dimension of multilocation synchronization controls. The orthogonal
location-based dimension is directly extended from Ehley’s model [25]. The loca-
tion can either be a subcomponent of the media processing pipeline or an aggre-
gation point during media distribution. We believe that there is a need to achieve
multimedia synchronization in all locations, so that synchronization skews in one
location will not be propagated to future locations. Hence, the multidimensional
synchronization model adds the synchronization control at each location together
with temporal support for large scale of heterogeneous devices.
3. Dimension of application-dependent synchronization. We argue that there is a
strong demand to add this additional dimension, because NG-MS has a wider use
space that can have numerous applications in different contexts. The dimension
is used to describe the impact of the application heterogeneity on human percep-
tion of multimedia synchronization. It is not possible to use uniform synchro-
nization references in a multimedia system that can have multiple applications.
Each application achieved by a multimedia system must identify its own refer-
ences based upon the functionality of performed activities and end user interests.
Please note that this dimension must determine the synchronization references
and work jointly with the specification layer in the dimension of scale and device
heterogeneity, so that synchronization skews can be formulated based on spe-
cific applications. Appendix III presents an example of synchronization reference
selection policy used in our current TI implementation.
2.4.2 Multilocation Collaborative Synchronization Controls
To demonstrate the usage of the multidimensional synchronization model in Fig. 2.7,
we present the multilayer temporal synchronization control scheme at multiple loca-
tions (tiers) of the TI system, shown in Fig. 2.6. We rely on the RTP/RTCP protocol
stack to achieve TI synchronization implementation.
2.4.2.1 Capturing Tier Control
The purpose of the capturing tier control is to constrain the synchronization skews
arising from the computation heterogeneity of multimodal media data sourced at the
same sender site. The heterogeneity is due to the fact that multiple time-correlated
media frames can carry different amounts of media information, which require
unequal CPU resources. The resulting variations of the computation overhead within
and across the sensory streams cause intra-stream, intra-media, and intra-bundle
skews.
To achieve bounded skews at the capturing tier, we utilize CloudStream [37], a
cloud-basedmedia encoding parallelization and scheduling scheme for data-intensive
media, like 3D multi-view videos. The computation tasks are outsourced to cloud
server farms to generate multiple resolutions of video streams to support a growing
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number of end devices that demand different video qualities. In CloudStream, the
media parallelization pipeline speeds up the computation process of data-intensive
media modalities, by dividing each media frame (e.g., multi-view image) into multi-
ple nonoverlapping data partitions, and encoding these partitions in parallel on multi-
ple cloud nodes. This can effectively reduce the intra-bundle skews when comparing
to media modalities with negligible overhead. The system scheduling component
decides the correct amounts of computation resources (e.g., number of requested
cloud nodes) for parallel encoding of each media frame. Different media frames of
a same sensory stream may use different computation resources. This allows much
reduced computation jitter (i.e., difference in encoding time) among media frames of
a same sensory stream and across multiple streams. The computation jitter is closely
related to the intra-media and intra-stream synchronization.
Fig. 2.8 A hybrid
(multicast+P2P)
synchronized distribution
topology 1
7
5
8
2
3
4 9
6
sV2
1sV1
1
sV1
1
sV1
2
sV2
1 sV1
2
sV1
2
sV2
1
sV1
1
Multicast (Active Users) P2P (Passive Users)
60 Z. Huang et al.
2.4.2.2 Distribution Tier Control
The goal is to design an overlay topology with bounded synchronization skews dur-
ing the media distribution over the Internet. A TI system is a combination of interac-
tive and on-demand applications, because some active receivers are participating in
or will join the shared activity, while other passive receivers are simply watching the
active users conducting activities. The active receivers produce and send media pack-
ets, so they demand a much better interactive quality (lower latency) than the passive
sites who only receive the media streams. Hence, we present a hybrid approach [10,
38], by performing media multicast among the active sites while relying on a peer-to-
peer overlay for the rest of passive sites (Fig. 2.8). The hybrid approach only focuses
on the multi-view video distribution and the resulting intra-session and intra-media
(video) synchronization. Audio, haptic, and other media modalities are assumed to
add negligible bandwidth overhead, so their packets can be multiplexed and follow
the same distribution path as the video reference stream in the same media bundle. In
other words, the intra-bundle and intra-media (audio, haptic, etc.) skews have already
been minimized during the media distribution. In addition, the Internet jitter and the
resulting intra-stream synchronization are not studied in this hybrid approach, and
we assume they will be addressed in the presentation tier.
∙ Multicast overlay. The multicast overlay, proposed by Huang et al. [38], is based
on solutions in [74, 75] (Sect. 2.3.3.2), which iterate over k-shortest path options
for each sender–receiver pair, in order to find the paths which can achieve both
synchronization and bandwidth constraints. Huang et al. [38] make three major
extensions to [74, 75]. First, multiple video streams within the same media bundle
are allowed to follow different paths from the same sender to the same receiver. For
example, Fig. 2.8 shows that site 1 decides to multicast two video streams using
different overlays: s1
V,1 to both sites 2 and 4, and s
1
V,2 only to site 4. Hence, site 2 has
to receive s1
V,2 via the intermediate site 4. Second, previous studies only address
the inter-receiver/group synchronization problem, while the overlay by Huang
et al. [38] adds the constraints of both intra-media (video) and inter-sender syn-
chronization to the problem formulation. For intra-media synchronization, all
video streams captured by multiple cameras at the same site need to be synchro-
nized, so that there is no inconsistency when changing views of that site. For inter-
sender synchronization, multiple media bundles captured by different sender sites
also need to be synchronized, so that the receiver sites will not watch these media
bundles with temporal inconsistency. Third, the video reference streams now have
priority in allocating bandwidth resources to preserve the most important synchro-
nization information.
∙ Peer-to-peer overlay. Arefin et al. [10] follow existing studies in [85] to build
a peer-to-peer distribution overlay, based on peer availability and bandwidth uti-
lization fairness. Each video stream has its own individual distribution overlay, so
multiple video streams from the same sender site can also follow different peer-to-
peer paths to the same receiver site. Each peer-to-peer distribution overlay has a
limited number of intermediate peer sites on the distribution path. This bounds the
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one-way video distribution latency and also constrains both intra-media (video)
and intra-bundle (inter-sender and inter-receiver) skews.
2.4.2.3 Presentation Tier Control
The goal of the presentation tier control is to add buffer compensation and to bound
the multilayer synchronization skews that are propagated from the capturing and
distribution tiers. Existing buffer control algorithms and protocols in Sects. 2.3.2 and
2.3.3 must be extended to integrate the hierarchical synchronization references (one
reference for each synchronization layer). To systematically model and visualize the
interaction of synchronization layers during the buffer adaptations under scalable
system configurations, we present a novel synchronization tree specification model.
Figure 2.9 shows an example of the specification tree formed by the receiver site
n4, where the inter-sender synchronization is demanded in the intra-session layer.
Each vertex in the tree indicates a media object (i.e., session, media bundle, media
modality, and media stream). The bolded edges denote the synchronization ref-
erence in each synchronization layer (see Appendix III for TI applications). The
edge cost represents the synchronization skews, relative to the synchronization ref-
erence, of the media object during its presentation. In other words, the edge cost
is 𝛥De, where De is the end-to-end latency of each media object after the buffer
compensation, as discussed in Sect. 2.2.3. The vertex value (i.e., the circled num-
ber) specifies the De value of the corresponding media object, which can be com-
puted by summing the edge costs on the path from the tree root to the current ver-
tex, plus the root value. For example, we assume in Fig. 2.9 that the root value
De(u1, n4) is 60 ms. Hence, 𝛥De(u2, n4) = 60 − 20 = 40 ms, 𝛥De(m1H, n
4) = 5 ms,
and De(m1H, n
4) = 60 + 0 + 5 = 65 ms. Note that the intra-stream skews should be
zero due to the buffer compensation, so they are omitted in Fig. 2.9.
Based on the tree model, Huang et al. [39] propose a new buffer control algorithm.
It uses an iterative approach to decide the minimal De of all media objects that
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satisfy the synchronization constraints (i.e., with bounded synchronization skews in
all synchronization layers).
2.5 Conclusion
We have seen multiple generations of multimedia systems, and particularly in the
past two decades, owing to the rapid development and availability of broadband
Internet technologies, computation powers, and high-quality media sensors. We have
shown that multimedia synchronization has always been a challenge, and lots of syn-
chronization research works have been done in the area of models, protocols, control
algorithms, distribution network, subjective perception, etc. We have defined multi-
demand synchronization requirements in multiple layers and formulate synchroniza-
tion skews. We have grouped achievements of synchronization research into four pri-
mary generations, based on human understanding and technological development of
multimedia and synchronization systems.
In the years of birth (in and before 1980s) when digital media technologies
were not mature and the Internet was still new to most people, researchers mostly
focused on understanding synchronization of analog media, and NTP was proposed
to achieve Internet clock synchronization at a coarse granularity. In the years of
understanding (early 1990s) when the Internet became gradually adopted and mul-
tiple digital video and audio applications were invented, researchers proposed clas-
sification and specification models to understand and describe the synchronization
problems. Subjective evaluations and control algorithms were mostly done for stereo
audio and audiovisual synchronization, which were mostly needed during these
years. In the years of blossoms (late 1990s) when broadband Internet became more
available and there were growing number of multi-party multimedia applications,
lots of research works were done for inter-receiver or group synchronization, in the
area of video multicast, multi-party conferencing and MMOG. In the years of leaps
(2000 to date) when the Internet has been part of daily life, there have been a grow-
ing number of users demanding heterogeneous of media contents via both wireline
and wireless networks. Synchronization has become a larger challenge because of
system scalability, demand for high-precision clock distribution over wireless
medium, and human subjective perception on heterogeneous media data presented
on multiple forms of end devices (TVs, PCs, and mobiles).
In the future, we foresee a revolution of distributed multimedia systems with a
wider variety of multimodal sensory devices, diversity of applications and activities,
and complexity of spatial and other contextual information. Due to major advances
in multimodal devices, IoT, distributed and mobile computing and network technolo-
gies, and due to the drop of their integration cost, these systems are already deployed
and will be deployed at much faster pace and in a much broader applications and
user environments such as VR and TI spaces, smart homes and smart cities, tele-
health, and other applications. Although we only use TI system as an example, we
believe our genericmultidimensional multi-contextual synchronization model can be
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extended to other applications. Multimedia data will be generated everywhere mak-
ing use of a large variety of devices. Multimedia data will also be aggregated at the
edges of a network as well as in the network. The evolution of multimedia systems
is consistently posing new synchronization challenges. These challenges require to
revisit past and current synchronization practices and standards, and demand devel-
opment of new contextual-dependent approaches and principles as new multimedia
environments arise.
Appendix
Appendix I: Mathematical Symbols and Denotations
Table 2.1 summarizes the mathematical symbols and denotations in this chapter.
Table 2.1 Mathematical symbols and denotations
Symbols Denotations
t Time
𝛿 Clock offset between two computing machines
x Site index
y Site index
i Media modality index. i = 1 or “V”: videos,
i = 2 or “A”: audios, i = 3 or “H”: haptics
j Sensory stream index
k Media frame index
∗ Synchronization reference index
nx Site x
n∗ Intra-session synchronization reference site
ux Media bundle outputted by nx
u∗ Synchronization reference media bundle outputted by n∗
mxi i-th media modality outputted by n
x
mx∗ Intra-bundle synchronization reference modality outputted by n
x
sxi,j j-th sensory stream of m
x
i outputted by n
x
sxi,∗ Intra-media synchronization reference stream of m
x
i outputted by n
x
sx∗ Inter-stream synchronization reference stream of u
x
outputted by nx
f xi,j(k) k-th media frame of s
x
i,j of m
x
i outputted by n
x
f xi,j(∗) Intra-stream synchronization reference frame of f
x
i,j(k) outputted by n
x
D Experienced latency of a media object
D
net
Latency incurred over the network
D
buf
Latency incurred during buffer control
(continued)
64 Z. Huang et al.
Table 2.1 (continued)
Symbols Denotations
De End-of-end latency
D(ux, ny) Latency of ux from its captured time, when it is being delivered to ny
D(mxi , n
y) Latency of mxi from its captured time, when it is being delivered to n
y
D(sxi,j, n
y) Latency of sxi,j from its captured time, when it is being delivered to n
y
D(f xi,j(k), n
y) Latency of f xi,j(k) from its captured time, when it is being delivered to n
y
𝛥D(ux, ny0 ) Intra-session (inter-sender) synchronization skew of ux against u∗,
when it is being delivered to receiver site ny0
𝛥D(ux0 , ny) Intra-session (inter-receiver) synchronization skew of ux0 against n∗,
when it is being delivered to receiver site ny
𝛥D(mxi , n
y) Intra-bundle synchronization skew of mxi against m
x
∗,
when it is being delivered to receiver site ny
𝛥D(sxi,j, n
y) Either intra-media synchronization skew of sxi,j against s
x
i,∗,
or inter-stream synchronization skew of sxi,j against s
x
∗,
when it is being delivered to receiver site ny
𝛥D(f xi,j(k), n
y) Intra-stream synchronization skew of f xi,j(k) against f
x
i,j(∗),
when it is being delivered to receiver site ny
𝐎(sx
V,i)) Camera orientation of s
x
V,i
𝐎x,y Desired view orientation of nx’s videos for receiver site ny
CF(sx
V,i, n
y) Contribution factor of sx
V,i to the receiver site n
y
Appendix II: Comparison Summary of Synchronization Studies
We summarize two comparison tables for the synchronization studies we have dis-
cussed in Sect. 2.3. Table 2.2 is for discussing the synchronization specification mod-
els in Sect. 2.3.2.3. Compared to interval-based and Petri-net-based specification
models, Table 2.2 shows that both axis-based and control-based specification models
are easy to implement and add/remove media objects, but still they require additional
information and mechanisms during synchronization specifications.
Table 2.2 Comparisons of four specification models discussed in Sect. 2.3.2
Specification models Axis Control Interval Petri-net
Implementation Easy Easy Complex Complex
Media objects Independent Independent Dependent Dependent
Adding/Removing
media objects
Easy Easy Complex Complex
Media object duration Required Not required Not required Required
Synchronization skew Supported Need additional
mechanism
Supported Supported
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Table 2.3 Comparisons of inter-receiver/group synchronization control algorithms
Control algorithms Receiver-based
(Master–slave)
Receiver-based
(Distributed)
Sender-based
(Maestro)
Multicast
routing
Centralized/distributed Centralized Distributed Centralized Centralized
Adding/removing
receivers
Complex if
master is
changed
Easy Easy Complex
Communication
overhead
Medium Large Small Large
Adaptation
responsiveness
Round-trip
delay
Slow Round-trip
delay
N/A
Table 2.3 is for evaluating the inter-receiver/group synchronization control algo-
rithms in Sect. 2.3.3.2. In general, centralized approaches have lower communication
overhead, and adaptive responsiveness is much faster when compared to distributed
approaches.
Appendix III: Synchronization Reference Selection in Tele-immersive (TI)
System
In this section, we present an example of synchronization reference selectionmethod-
ology in our current TI implementation. Note that the selection rule is policy-based,
meaning that it can vary depending on specific end user interests in different multi-
media applications.
Intra-stream Synchronization
The reference frame or the intra-stream synchronization reference is usually selected
as the first media frame within a sensory stream at each system control update.
Hence, other media frames behind it can be played at the output devices by con-
sulting their original captured inter-frame periods at the media sensor.
Intra-media Synchronization
The intra-media synchronization reference is selected as the reference stream which
has the largest contribution to end user interests within a media modality. The media
contribution can vary depending on the characteristics of each modality. Here, we
discuss four commonly deployed media modalities which we have used.
Multi-view videos. Multi-view video streams capture the same physical object at
the same time, but from different viewpoints. The importance of each video stream
is decided by their contributions of 3D image pixels to the end user viewpoint [36],
which can be computed using the orientation difference between the sender camera
and the receiver view. Given the sender nx’s camera orientation of a video stream
sx
V,i (denoted as 𝐎(s
x
V,i)), and the desired view orientation of n
x
’s videos for receiver
site ny (denoted as 𝐎x,y), the visual contribution or the contribution factor (CF) of
sx
V,i to the receiver site n
y
is defined by 2.9 as
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CF(sx
V,i, n
y) = 𝐎(sx
V,i) ⋅𝐎
x,y
(2.9)
Hence, the video reference stream is elected as the video stream with the largest CF
within the video modality for each receiver.
Spatial audios. Multiple omnidirectional microphones concurrently record the
same physical ambient environment. The contribution of each audio stream is decided
by its signal-to-noise ratio (SNR), a metric indicating the intelligibility of the
speaker’s utterances. SNR can be computed online by estimating the noises dur-
ing silence periods. We prescribe that the audio reference stream is the audio stream
with the largest SNR within the audio modality.
Haptics or Body sensory streams. Multiple haptic or body sensory streams may
record different parts of a physical object. In the TI systems, we decide the hap-
tic/body reference stream as the one with the largest data rate within the haptic/body
sensory modality, because a larger data rate for these sensory streams usually means
higher precision information.
Intra-bundle Synchronization
The importance of media modalities can vary at different applications, and the intra-
bundle synchronization reference is defined as the most important reference modal-
ity. Empirically, for TI systems, we can classify different applications based on real
user perceptual feedback. (1) Users attach more importance to the intelligibility of
audio signals in a conversation-oriented application (e.g., conferencing or remote
education), so the reference modality is the audio. (2) The clarity of video signals is
of the greatest significance in a collaborative task with fine motor skills (e.g., rock–
paper–scissor gaming or cyber-archeology), so the video is selected as the reference
modality. (3) The body sensory streams can have the largest contribution in the tele-
health or the remote rehabilitation application, because the doctors need to evaluate
the patient’s health status by consistent body sensory feedback. Thus, we choose the
body sensory modality as the reference.
Intra-session Synchronization
In multisite interactive multimedia systems, the most active site usually demands
higher quality streaming bundles in order to guarantee uninterrupted collaborations
in a session. The intra-session synchronization reference of inter-sender or inter-
receiver synchronization is, thus, selected as the media bundle corresponding to the
most active user among all senders or receivers. In the TI systems, for example,
this user usually takes the lead in the multimedia applications (e.g., a trainer in the
remote education, a director in the conferencing, or a doctor in the telehealth). The
selection of the lead person is context-dependent, so it must be specified explicitly
by the media applications.
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Chapter 3
Theoretical Foundations: Formalized
Temporal Models for Hyperlinked
Multimedia Documents
Britta Meixner
Abstract Consistent linking and accurate synchronization of multimedia elements
in hypervideos or multimedia documents are essential to provide a good quality of
experience to viewers. Temporal models are needed to define relationships and con-
straints between multimedia elements and create an appealing presentation. How-
ever, no commonly used description language for temporalmodels exists. Thismakes
existing temporal models harder to understand, compare, and transform from one to
another temporal model. Using a formal description is more accurate than commonly
used textual descriptions or figures of temporal models. This abstract representa-
tion makes it is easier to precisely define algorithms and constraints for delivery and
buffering, as well as behavior of user and/or multimedia document. The use of a com-
mon formalism for all temporal models makes it possible to define synchronization
constraints and media management. The same variables and terminology can then
be used for describing algorithms that are applied to the documents, for example, to
implement pre-fetching or download and cache management in order to increase the
quality of experience for users. In this chapter, we give an overview of different exist-
ing temporal models for linked and temporally synchronized multimedia documents,
like point-based, event-based, or interval-based temporal models. We analyze their
common features and formally define their elementary components. We then give
formal definitions for each temporal model covering essential features. These can
then be used to computationally solve existing problems. We show this by defining
basic functions that can be used in algorithms. We also show how user interaction
and resulting video behavior can be precisely defined.
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3.1 Introduction
Recent Web technologies like HTML5 allow the creation of appealing and inter-
active presentations consisting of various linked multimedia elements like images,
videos, audio, and text. Users can interact and explore contents, find additional infor-
mation about topics, and maybe even add their own contents. With growing Internet
bandwidths and fast end user devices like smartphones and tablets, even synchro-
nized and interactive multiscreen presentations are possible. Users can, for example,
watch sports broadcasts on TV and, at the same time, follow their favorite athlete
on a smartphone. They may get statistics and current standings in an object-based
way that they can enable and disable on one of the screens. However, while it is
technically possible to create hyperlinked single-device multimedia presentations or
synchronized multidevice services, they are not popular.
The major challenge in this area is to ensure a good quality of experience by
avoiding stalling event and synchronization issues between devices during playback.
Work trying to optimize the user quality of experience by pre-fetching or adapting
multimedia elements in hyperlinked or synchronized environments is needed in the
future. This chapter helps researchers trying to create and optimize algorithms for
temporal synchronization in multimedia presentations by providing models which
can be used for computation. This approach was, for example, used for video centered
hypervideos during the standardization process of HTML5. While a large part of the
standard was already implemented in the commonly used browsers, the standard
definitions and browser implementation constantly changed making it impossible to
implement and test the developed algorithms. Using the formal temporal model and
definitions enabled us to describe our algorithms in a platform-independent way and
implement them in a test framework as described in [38]. After the HTML5 standard
was finished and implemented in browsers, the findings were transformed to match
the constraints given by the standards and could be easily reimplemented in HTML5
and JavaScript as shown in [35].
Giving formal definitions for the existing temporal models, algorithms can be
defined using them. In order to explain basic parts and concepts of a multimedia
document, we give and explain an example of a hypervideo. Figure 3.1 shows an
exemplary structure of a hypervideo representing a tour through the ground floor
of a house. Navigation between the rooms is realized via user-selection events. The
lower left part of the image depicts the layout of the ground floor. The video scenes
shown in the scene graph in the rest of the figure are filmed paths through rooms
of the house, from one door to another. Viewers are asked where they want to go
at certain points and are able to choose their own unique way through the house.
The structure of the scenes defines a scene graph. The 16 scenes of the video are
represented as labeled rectangles. The diamond symbolizes a fork in the flow where
the viewer can choose a scene. Possible targets of a scene are other scenes, a fork,
or the end of the video. The decision, which path is followed, depends on the click
of the appropriate button. Here, the scene graph has a source (yellow triangle) and a
sink (red circle). It is directed, weighted, and possibly cyclic.
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Fig. 3.1 Scene graph of a tour through the ground floor of a house with six rooms
Individual scenes are annotated with detailed images of furniture or flooring
adding parallel multimedia elements to the main video. Doing this, a plain video can
be enriched with additional information that may not be relevant to all viewers. The
viewer may interact and get more information if desired. Text annotations (for exam-
ple, showing prices and contact information), images (for example, showing alter-
native floor tiles), and audio files (for example, playing background music) describe
room specifics or items shown in a scene that reach beyond the information pro-
vided by the video. Images provide detailed views of objects in the video. Figure 3.2
shows the time spans for displaying annotations of the entrance scene in a detailed
view. This scene consists of a video with 710 frames (solid green boxes). During the
playback of the video, four annotations are shown and hidden as exemplified by the
diamond patterned boxes.
However, mixing different types of media and displaying them in parallel as
done in the previous example may lead to QoE issues when, for example, videos
are not properly synchronized or long buffering times after user interactions appear.
Models help to define synchronization constraints and to create and specify algo-
rithms for pre-fetching, download and buffer management. These algorithms can
be pre-evaluated in simulations in test beds. A transformation of successfully pre-
evaluated algorithms into real-world implementations helps solving synchronization
and buffering issues, especially when underlying technologies and standards change.
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In this chapter, we first introduce fundamentals and terms in Sect. 3.2. We then
provide universal definitions and descriptions for different temporal models (point-
based, event-based, and interval-based) as described in literature in Sect. 3.3. We
then give definitions of basic elements of multimedia documents in Sect. 3.4. After
that, we provide formals descriptions for each temporal model in Sect. 3.5. Exem-
plary applications of definitions and models can be found in Sect. 3.6. This chapter
ends with a conclusion in Sect. 3.7.
3.2 Fundamentals and Terms
Depending on used media, temporal model, and allowed interaction, we are talking
about different forms of multimedia documents, depending if they are hyperlinked
and/or synchronized. These can be described by the following terms (definitions
beyond the below mentioned can be found in [39]):
∙ multimedia element: A multimedia element is an image, a video, an audio, a text,
or any other type of audiovisual medium. It is the atomic object of any multimedia
document.
∙ annotation: An annotation is additional information displayed with a main
medium. It consists of an anchor attaching it to the main medium and a body. The
body of an annotation is a multimedia element that can be shown in a player [39].
∙ static multimedia element: Static multimedia elements are time independent and
always show the same content, like images and/or text.
∙ continuous multimedia element: Continuous multimedia elements are time
dependent showing/playing different contents over time, like videos or audios.
∙ hyperlinkedmedia: Hyperlinkedmedia aremultimedia elements which are linked
with each other by hyperlinks (as known from hypertext). Static media may be
clickable or have clickable areas. Continuous media may provide links depending
on the media time.
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∙ media synchronization: Synchronization of multimedia elements requires mech-
anisms to prepare the media for display (i.e., pre-fetch, buffering, rendering) and
to ensure that timing constraints are met.
∙ multimedia document: A multimedia document is a self-contained presentation
of linked and synchronized multimedia elements which allows user interaction
and navigation. Usually, it is about a certain topic.
Many subcategories of multimedia documents providing more or less interac-
tive features exist. They may focus on one main medium like video (called “video
centered”) or allow mixing different media files. Regardless of the differences, for
each form of multimedia document, a description of some sort is necessary to define
possible interactions as well as temporal and spatial relationships between multi-
media elements. For example, a video description may specify sequences of scenes
and the point in time at which the viewer can interact with the video, as well as the
points in time where annotations are displayed or hidden. In addition, the descrip-
tion defines relationships and outlines their structure. Two multimedia elements may
have a sequential, a conditional, or a parallel relationship, which needs to be defined
in order to create a multimedia document. Describing the relationships and links
between multimedia elements creates a structure which may be a linear, a tree, or a
graph.
Depending on the desired output and use case of the multimedia document, dif-
ferent temporal models may be used. They are different in the way in which temporal
relationships and control are specified. They may be using points, events, or intervals
which will be explained hereafter:
∙ point: A (time) point is a precise moment in time [41]. It is synchronized with a
clock.
∙ event: An event is something that happens or takes place [41]. It may be triggered
by a clock or by a user interaction.
∙ interval: A (time) interval is the time between start and end of a time span.
Distinguishing among hypermedia, passivemultimedia (presentations), and active
multimedia (presentations) is useful for the definition of temporal models, because
it limits their scope. The terms can be defined as follows:
∙ hypermedia: Hypermedia is an extension to hypertext providingmultimedia facil-
ities, such as those handling sound and video [41]. Keeping the hyperlink structure
from hypertext, multimedia elements of different types are added.
∙ multimedia: Multimedia uses a variety of artistic or communicative media that
are presented in one presentation [41].
– passive multimedia: Passive multimedia presentations are started and then
watched with little to no interaction. Available forms of interaction are start-
ing, pausing, and stopping the presentation.
– active multimedia: Active multimedia presentations allow more interaction
compared to passive multimedia presentations. They may have hyperlinks or
other interactive control elements.
78 B. Meixner
According to Hirzalla et al., hypermedia “implies store-and-forward techniques
where user actions, typically mouse-selections on hotspots, cause the system to
retrieve a new ‘page’ of data which could be an image, text, video etc. There are
usually no temporal relationships between media. Passive multimedia implies a fully
synchronized document that ‘plays itself back’ in time, synchronizing all multimedia
elements together. Active multimedia implies that there are hypermedia-type choices
presented to users during the playback of a multimedia document which allow the
user’s interaction to ‘drive’ the playback” [22].
3.3 Temporal Models
Hereafter, we describe and analyze related work for point-based, event-based,
interval-based, and other less common temporal models and show common features
of the temporal models that will be formalized in Sect. 3.5. As an example, we use
the scene from Fig. 3.2 in Sect. 3.1. An overview of all variables is given in Table
3.4 in the Appendix.
3.3.1 Point-Based Temporal Models
Using point-based temporal models, each event is triggered by its point in time.
The points in time are ordered on a timeline [15]. The points in time form a total
order [15]. “For any two points in time [,] one of the relationships before (<), after
(>), or equals (=) holds” [7]. “An example of the point-based approach is [a] time-
line, in which multimedia elements are placed on several time axes called tracks, one
per each media type. All events such as the beginning or the end of a segment are
totally ordered on the time line” [15]. Figure 3.3 shows an exemplary presentation
with a point-based temporal model. The presentation consists out of six multimedia
elements. Three of them start at t0, one starts at t7, one starts at t13, and the last one
starts at t16. One element is displayed over the whole presentation while the others
start later or end earlier. The presentation ends at t29.
tplayt30t0 t5 t10 t15 t20 t25
Fig. 3.3 Exemplary timeline of a presentation with six multimedia elements and time points for
starting/stopping their display
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Other approaches that incorporate this temporal model are point nets [9]. This
temporal model requires media segments with known durations, and it is not possible
to use it for unknown durations [15]. Wahl et al. call the previously described rela-
tionships before (<), after (>), or equals (=) “basic point relations (basic PRs)” [49].
They also differentiate between relations in the past and relations between future
events which might be indefinite and it might not be known which one out of two
possible relations will become true. “Typically, indefinite relations are represented
as disjunctions of basic PRs. Since there are three basic PRs, 23 = 8 disjunctions
exist each representing an indefinite relation. Any of the eight indefinite relations
has an associated symbolic notation. The eight indefinite relations are as follows:
⊘,≤, <,=, >,≥,≠, ?, where ? is the full set of basic PRs <,=, >, ⊘ is the empty set
{}” [49].
Blakowski and Steinmetz call the timeline “axis”. They differentiate between
“synchronization based on a global timer” and “synchronization based on virtual
axes”. They describe the use of different clocks depending on the underlying con-
tent. They point out that the temporal model using the global timer is easy to under-
stand, it supports hierarchies, it is easy to maintain, it provides a good abstraction for
multimedia elements, and the integration of time-dependent objects is easy. Disad-
vantages are that objects need a previously defined duration and additional effort is
necessary to implement QoS. The temporal model using virtual axes allows in addi-
tion to add specifications according to a certain problem space. Time-independent
multimedia elements can be integrated, and interactive objects are possible. How-
ever, the additional axes may lead to complex specifications and the mapping of the
axes during runtime may be complex and time-consuming [5].
Different works use the point-based temporal model. “Prior to 1993, few multi-
media systems had reached the ‘document formatter’ stage. They typically required
authors to create temporal layouts manually by positioning media at absolute points
on a document timeline [14, 34, 40, 43], a tedious and error-prone process” [10].
Further systems and standards using this temporal model are, for example: the Firefly
multimedia document system [9] and the works by [14, 20].
3.3.2 Event-Based Temporal Models
In event-based temporal models, synchronization events trigger presentation actions.
Synchronization events aim at a target (like a multimedia element or a point in time)
and contain an associated action (like show/hide a medium) that must be triggered
at a given time [44]. Typical actions are starting, stopping, and preparing a presen-
tation. Events can be external (e.g., generated by a timer) or internal (e.g., generated
by time-dependent multimedia element) [5]. Figure 3.4 shows an exemplary presen-
tation with an event-based temporal model. The presentation consists out of six mul-
timedia elements. Three of them start at the beginning, triggered by e0, e1, and e2,
and another one is started at event e3. At e4, the first element is stopped/hidden, and
then another one is started at e5. Another element is hidden at e6, immediately after-
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tplaye0 e3 e4 e5 e8
e1
e2
e6
e7
e9
e10
e11
Fig. 3.4 Exemplary timeline of a presentation with six multimedia elements and starting and stop-
ping events
ward, an element is started at e7. The events e8, e9, e10, and e11 are stopping/hiding
multimedia elements which finally finish the presentation.
According to Blakowski and Steinmetz, event-based temporal models are easily
extensible with new events, they are easy to integrate interactive objects, and they
are flexible, because any event can be specified [5]. Disadvantages are that they are
difficult to handle, have a complex specification, are hard to maintain, and time-
dependent objects can only be integrated by using additional timers [5]. Boll et al.
describe event-based temporal models as follows: “In an event-based model of time,
events determine the temporal course of the presentation. An event is connected to
actions and when an event occurs, e.g., a video reaches a certain point in time, the
corresponding actions, typically start and stop of the presentation of other media
elements, is carried out” [7].
Works using the event-based temporal model are, for example, HyTime [26],
HyperODA [3], MHEG-5 [25], or the SIVA Suite [36–38]. “Events are defined
in HyTime as presentations of media objects along with the playout specifications
and finite coordinate system (FCS) coordinates. HyperODA events happen instanta-
neously and mainly correspond to start and end of media objects or timers. All these
approaches suffer from poor semantics conveyed by the events. Moreover, they don’t
provide any scheme for composition and consumption architectures” [48]. The tem-
poral model of the SIVA Suite has several layers where events can occur. The hyper-
video is video-based and divided into smaller units called scenes. A scene has one
single main video and may have several annotations which can either be triggered
by time or by a user interaction. Interaction with the annotations is also possible. In
a scene, showing and hiding of media or interactive elements that can show anno-
tations is triggered when the main video reaches a certain point in time. Scenes are
linked with each other, and the follow-up scene is triggered by a user-selection event.
3.3.3 Interval-Based Temporal Models
Interval-based temporal models are based on intervals which are defined by two
points on a timeline. “Interval-based models consider elementary media entities as
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time intervals ordered according to some relations” [48]. Depending on the com-
plexity and possible interactions with the temporal model, one can differentiate
between basic and enhanced interval-based temporal models. However, enhanced
interval-based temporal models are always extensions of basic interval-based tem-
poral models.
3.3.3.1 Basic Interval-Based Temporal Models
Following the definitions of Allen (“Assuming a model consisting of a fully ordered
set of points of time, an interval is an ordered pair of points with the first point less
than the second” [2]) and Wahl and Rothermehl (“As any interval can be character-
ized by its beginning and end, any basic [interval relations] can be represented by
a conjunction of [point relations] on its margins” [49]), 13 basic relations between
two intervals can be defined [2]:
∙ X equals Y (meaning start and end point of both intervals are the same, parallel
intervals);
∙ X before Y and Y before X (meaning one interval has no overlap with the other);
∙ X meets Y and Y meets X (a sequence of intervals);
∙ X overlaps Y and Y overlaps X (overlap of the intervals but also parts where only
one interval is played);
∙ X during Y and Y during X (first interval shorter than second, all of first is parallel
with second);
∙ X starts Y and Y starts X (both intervals have the same start point and are parallel,
but the first is shorter than the second); and
∙ X finishes Y and Y finishes X (both intervals have the same end point and are
parallel, but the first is shorter than the second).
Figure 3.5 shows an exemplary presentation with an interval-based temporal model
using Allen’s temporal relationships. The presentation consists out of six multimedia
elements. Three of them start at the beginning, (M1 starts M3, M2 starts M3), three
end at the same time (M5 finishes M3, M6 finishes M3), and two form a sequence of
intervals (M4 meets M6).
Little and Ghafoor extend this temporal model to n-ary temporal relations [30].
Wahl and Rothermehl propose an enhanced interval-based temporal model with 29
M4
M1
M2
M5
M6
tplay
M3
Fig. 3.5 Exemplary timeline of a presentation with six multimedia elements
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interval relations in [49], which extends the 13 basic relations of [2]. Advantages of
the interval-based temporal model are that logical objects can be kept, there is a good
abstraction for media content, it is easy to integrate time-independent and/or interac-
tive objects, and the specification of indeterministic temporal relations is supported.
Disadvantages are a complex specification, the necessity of additional specifications
for QoS that it is only possible to specify relations between whole multimedia ele-
ments, not subparts of multimedia elements, and that resolving indeterminism at
runtime may lead to inconsistencies [5].
Interaction with interval-based temporal models is discussed by Wahl et al. [50]
and Little and Ghafoor [30]. Wahl et al. define two different temporal interaction
forms: context interaction (start, stop, and selection (jump to new document)) and
speed interaction (for example, pause/continue, faster, slower, forward, backward,
reverse, and set speed). These interactions always affect the whole presentation, not
single elements [50]. Little and Ghafoor state that “uncertainty created by random
user interaction is an additional complexity in managing time in multimedia infor-
mation systems” [30].
Works using the interval-based temporal model are in addition to the already men-
tioned the following: The work of Fujikawa et al. describes “Harmony” which uses
a combination of events and intervals [19]. Euzenat et al. propose a semantic frame-
work for multimedia adaptation for heterogeneous devices resulting in various con-
straints like different display sizes and available bandwidths. Thereby, a temporal
“model of a multimedia document is a potential execution of this document and a
context defines a particular class of models” [17]. Little and Ghafoor use a Petri Net
definition where intervals are represented by places and relations by transitions to
deal with the interval-based temporal model [32]. A later work of Little and Ghafoor
proposes a solution to store a temporal model in a database [30]. Wahl and Rother-
mehl analyze path expressions [11, 23] which include three operators to represent
temporal relations: sequence, parallel-first, and parallel-last deal with interval-based
temporal models. They also discuss MHEG [25, 29] which uses two temporal oper-
ators sequential and parallel similarly to the path expression model [49].
3.3.3.2 Enhanced Interval-Based Temporal Models
There are several issues with Allen’s relations [2], according to Duda and
Keramane [15]. The relations were designed for intervals with fixed durations.
Changes in durations may transform one relation into another. “Another problem
with the Allen relations is their descriptive character, they allow expression of an
existing, a posteriori arrangement of intervals, but they do not express any causal
or functional relation between intervals” [15]. This makes Allen’s relations useful
for characterizing existing, instantiated presentations where all start and termination
points of media segments are known. The third problem is, that the relations may
lead to inconsistent specifications that may occur in a multimedia presentation. The
detection of the third problem requires algorithms of complexity [O(N2)], where N
is the number of intervals [2]. To deal with these issues, enhanced interval-based
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temporal models use the 13 basic relations of [2], or similar definitions but extend
them with, for example, mechanisms to deal with unknown durations of intervals,
semantics on the intervals, or substitutions of elements in certain contexts.
Benbernou et al. use techniques called “Augmentation and Substitution” [4].
They find alternatives for multimedia elements that are “semantically closed” using
definitions of semantic constraints between media elements. They also substitute
“unwanted media” using alternatives which take the spatiotemporal coherence of the
presentation into account [4]. Boll et al. introduce intervals of unknown durations
for user interaction in multimedia presentations. “With the Interval Expressions [15]
we find a temporal model for multimedia presentations on the level of intervals with
a set of temporal operators to relate time intervals which possibly have an unknown
duration, that also overcomes the problem of temporal inconsistencies by construc-
tion. The Interval Expressions form the basis of the underlying temporal model of the
ZyX data model” [8]. SMIL also uses an enhanced interval-based temporal model.
3.3.4 Other
Other temporal models are mentioned in the literature, but are less important and sig-
nificant compared to the already mentioned temporal models. Furthermore, it may
be possible to categorize specific implementations in one of the other categories. The
two major subcategories are script-based and tree-based temporal models. Accord-
ing to Blakowski and Steinmetz, scripts have the following advantages: they have a
good support for hierarchies, logical objects can be kept, it is easy to integrate time-
independent and interactive objects, these are easily extensible with new constructs
and flexible due to their programmability. However, they are not easy to handle, can
have complex specifications, additional timers are necessary as well as constructs to
implement QoS. Fiume et al. use temporal scripting languages [18].
Kim et al. use temporal relation trees [27]. Hirzalla et al. propose a timeline-tree
temporal model which introduces choice elements into the timelines known from
point-based temporal models [22]. Courtiat and De Oliveira use presentation and
constraint objects in a hierarchical composition which is then translated into a com-
plete RT-LOTOS formal specification (extension of [16]) [13].
According to Blakowski and Steinmetz, control flow-based specifications may
use basic hierarchical descriptions [1, 45] (serial/parallel), reference points [6, 47]
or timed Petri Nets [31, 33]. For further descriptions, see [5].
3.3.5 Summary
In this section, we showed differences for existing temporal models. Point-based
temporal models are the easiest to define, but are based on one timeline which
requires fixed start and end points for multimedia elements. They allow only basic
84 B. Meixner
VCR actions for the overall presentation. Event-based temporal models are more
advanced, allowing different types of events and interactions. They are more flexible
than point-based temporal models. However, no commonly valid definition of events
or the temporal model itself could be found in existing literature. The interval-based
temporal models are the most discussed and researched in related work. All of the
works are based on the basic interval relationships defined by Allen in 1983 [2].
However, due to their possible nondeterministic presentation, several methods are
proposed to synchronize the media for playback. Adding interactivity to the tempo-
ral models makes them more complicated, especially with regard to synchronization.
If interactivity is possible on single multimedia elements, it gets even more compli-
cated. Table 3.1 shows an overview of the different temporal models with regard to
possible relationships between objects/media and events, interactivity, and timing,
which are the most distinctive differences between the temporal models. Depend-
ing on the given task, one or the other temporal model may have its advantages
or disadvantages. Table 3.1 may help to pick the right temporal model given rela-
tionships between media and events, timing constraints, or requirements regarding
interactivity.
Table 3.1 Comparison of temporal models
Temporal model Relationships
between
objects/media
Relationships
between events
Interactivity Timing
Point-based Sequential,
parallel
Before (<), after
(>), or equals (=)
Start/stop/ pause
whole
presentation
Display/hiding
and start/stop of
media are
triggered by
points in time on
a timeline, total
order for points
on timeline
Event-based Sequential,
parallel,
conditional,
linked
Events are not
clearly defined
throughout
literature
Depending on
model
Events are
triggered by other
events
Basic
interval-based
13 relationships
defined by
Allen [2] or 29
interval relations
in [49]
VCR actions for
whole
presentation
Based on
relations, not
necessarily
deterministic
Enhanced
interval-based
13 relationships
defined by
Allen [2] or 29
interval relations
in [49]
Before (<), after
(>), or equals (=)
for start and end
points of intervals
Interactions on
multimedia
elements
Based on
relations, not
necessarily
deterministic
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3.4 Definition of Basic Multimedia Elements
As shown in the previous sections, existing temporal models are capable of describ-
ing relationships between elements, timing, and interactivity. However, no com-
monly used mechanism for describing them is available. The authors of each paper
use their own formalisms making it hard to compare the temporal models or trans-
form one of the temporal models into another. Hereafter, we give formal definitions
of all basic elements that may be part of a multimedia document, namely, static (like
text, images) and continuous (like audio, video) multimedia elements. Static and
continuous media files are fundamental elements of a multimedia presentation and
appear in each of the temporal models in some way.
A static annotation is a static multimedia element which contains a multimedia
element 𝛼 (see Definition 1) and has a priority Λ (see Definition 2). The multimedia
element may be any type of additional content like text, image, video, or audio files
and is defined as a sequence of bits. These usually have to be transmitted over a net-
work. For simplification purposes, the content of a continuous multimedia element
may be handled as a single block whether it is a continuous or a static medium. More
precisely, a static multimedia element a is a pair of the multimedia element 𝛼 and
a priority Λ (see Definition 3). We also define the set of static multimedia elements
 (see Definition 4) of a multimedia document .
Definition 1 (Content of a Static Multimedia Element 𝛼) The content of a static
multimedia element 𝛼 is an n-tuple of bits representing a multimedia element; 𝛼 ∶=
(𝜒1,… , 𝜒n) ∈ {0, 1}n, n ∈ ℕ+.
Definition 2 (Priority of a Static Multimedia Element Λ) The priority of a static
multimedia element is Λ, Λ ∈ ℕ+. The higher Λ is, the lower is the priority of the
static multimedia element.
Definition 3 (Static Multimedia Element a) A static multimedia element a ∶=
(𝛼,Λ), Λ ∈ ℕ+ is a pair of the content of the static multimedia element 𝛼 and the
priority of the static multimedia element Λ.
Definition 4 (Set of Static Multimedia Elements 

) 

is a finite set of static
multimedia elements of the multimedia document ;


∶= {ai|ai is a static multimedia element.}
A continuous multimedia element consists of frames (video) or samples (audio).
These consist of a sequence of bits as defined in Definition 5.
Definition 5 (Frame/Sample f ) A frame/sample f is an n-tuple of bits representing
an image or audio sample; f ∶= (𝜒1,… , 𝜒n) ∈ {0, 1}n, n ∈ ℕ+.
We define the set of frames/samples 

(see Definition 6) of a multimedia doc-
ument as well as an ordered n-tuple of frames/samples F. Similar to the set of static
multimedia elements 

, we also define a set of continuous multimedia elements


.
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Definition 6 (Set of Frames 

) 

is a finite set of frames/samples of the multi-
media document .
Definition 7 (Continuous Multimedia Element F) A continuous multimedia ele-
ment F ∶= (f
𝜎
, f1,… , fn, f𝜖), n ∈ ℕ+, fi ∈ , 1 ≤ i ≤ n is an n-tuple of frames/
samples f with start frame/sample f
𝜎
and end frame/sample f
𝜖
.
Definition 8 (Set of Continuous Multimedia Elements 

) 

is a finite set of con-
tinuous multimedia elements of the multimedia document ;


∶= {Fi|Fi is a continuous multimedia element.}
3.5 Formalized Temporal Models
Now we use the definitions of basic multimedia elements from Sect. 3.4 to describe
more complex structures in point-based, event-based, and interval-based temporal
models.
3.5.1 Point-Based Temporal Model
With the definitions in Sect. 3.4, all multimedia elements are already defined. Addi-
tional definitions are necessary for the timeline and events which show or hide a
multimedia element. Interaction with single multimedia elements is usually not pos-
sible in point-based temporal models and does not need to be defined accordingly.
3.5.1.1 Additional Definitions
Points in time t (see Definition 9) as well as time intervals T (see Definition 10)
need to be defined to control when events are applied to multimedia elements. The
timeline is given as an abstract external clock.
Definition 9 (Point in Time t) The point in time of a presentation is t, t ∈ ℕ.
Definition 10 (Time Interval T) A time interval T is a n-tuple of discrete points in
time ti; T ∶= (t0,… , tn), n ∈ ℕ+, ti ∈ ℕ, 1 ≤ i ≤ n.
In order to define what happens to a multimedia element at a certain point in time,
an executable action ea (see Definition 11) for a multimedia element e is defined.
Possible executable actions vary between static and continuous media. Static media
can be shown and hidden. Continuous media can be started, paused, and stopped.
Sets for executable actions for static multimedia elements a, dynamic multimedia
elements F and all executable actions  are defined in Definitions 12, 13, and
14.
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Definition 11 (Executable Action ea) An executable action ea is an action that is
applied to a multimedia element e, e ∈ 

∪ 

.
Definition 12 (Set of Executable Actions for Static Multimedia Elements a) For
static multimedia elements a, the finite set of actions is a ∶= {showa, hidea}.
Definition 13 (Set of Executable Actions for Dynamic Multimedia Elements F)
For continuous multimedia elements, the finite set of actions is F ∶=
{startF, pauseF, stopF}.
Definition 14 (Set of Executable Actions ) The finite set of executable actions
 of a presentation is defined as  ∶= a ∪ F.
After defining executable actions, these need to be linked to multimedia elements
in order to indicate what should happen with the multimedia element. Therefore, we
define a pair ee called element event in Definition 15. The set of element events 
is defined in Definition 16.
Definition 15 (Element Event ee) An element event ee is a pair containing an ele-
ment e and an executable action ea; eej ∶= (ej, ean), ej ∈  ∪ , ean ∈ .
Definition 16 (Set of Element Events )  is a finite set of element events ee.
At each point in time, one or more events may occur. For that reason, we link a
set of element events to a point in time. The resulting pair ep is called event point
(see Definition 17), the set of event points  is defined in Definition 18.
Definition 17 (Event Point ep) An event point ep is a pair containing a point in time
ti, and a set of element events EEi; epi ∶= (ti,EEi), ti ∈ T , EEi ⊂  ∪ ∅.
Definition 18 (Set of Event Points )  is a finite set of event points ep.
The whole presentation can be described as an n-tuple of event points ep and is
called a timeline tl (see Definition 19).
Definition 19 (Timeline tl) A timeline tl is an n-tuple of event points; tl ∶=
(ep0,… , epn), n ∈ ℕ+, epi ∈  , 1 ≤ i ≤ n.
3.5.1.2 Example
Definition 19 is now illustrated with a small example as shown in Fig. 3.6 and spec-
ified in Eq. 3.1. This timeline has 30 time points. The presentation consists of three
continuous multimedia elements (two videos (F1 and F2) and one audio (F3)) and
four static multimedia elements (one text (a1) and three images (a2, a3, and a4)). The
text is shown over the whole time. The images are shown one after the other with a
break in-between. First, video F1 is shown, then video F2, which is muted and audio
F3 is used to replace its sound.
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F1
a4
a1
a3a2
F2
t30
F3
t0 t5 t10 t15 t20 t25
Fig. 3.6 Exemplary timeline of a presentation with continuous and static multimedia elements
The set of continuous media from Eq. 3.1 is set to 

= {F1,F2,F3} and con-
tains two videos, F1 and F2, and one audio F3. The set of static media from Eq. 3.1
contains four elements. It is defined as 

= {a1, a2, a3, a4} and contains one text
a1 and three images a2, a3, and a4.
tl =((t0, {(F1, startF), (a1, showa), (a2, showa)}),
(t1,∅),
… ,
(t6,∅),
(t7, {(a2, hidea)}),
(t8,∅),
(t9, {(a3, showa)}),
(t10,∅),
… ,
(t17,∅),
(t18, {(a3, hidea)}),
(t19,∅),
(t20, {(F1, stopF), (F2, startF), (F3, startF), (a4, showa)}),
(t21,∅),
… ,
(t29,∅),
(t30, {(F2, stopF), (F3, stopF), (a1, hidea), (a4, hidea)})). (3.1)
3.5.2 Event-Based Temporal Model
While no clear definition and common understanding of the event-based temporal
model exists, we show one form of hypervideo where this temporal model is used, the
so-called Annotated Interactive Nonlinear Video  [38]. This video centered type of
hypervideo always has a video as main medium, which also defines the clock during
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playback. All other multimedia elements are called annotations and are treated as
single block of data, no matter if the annotation is a static or continuous medium.
In addition to video scenes and annotations, control information is defined which is
needed during playback to select the successor scene at a fork. With the definitions
in Sect. 3.4, we can define videos scenes. These can then be extended and used to
formulate the definition of annotated interactive nonlinear video  as a deterministic
finite state machine.
3.5.2.1 Additional Definitions
An n-tuple containing pairs of a frame and a set of annotations is representing a
scene p (see Definition 20). The set of annotations attached to the frame indicates
that all annotations in the set are displayed with the frame. An annotated interactive
nonlinear video furthermore has a start scene p
𝜎
and an end scene p
𝜖
with just one
frame and an empty set of annotations (see Definitions 21 and 22). All scenes can
be combined to a set of scenes 

(see Definition 23).
Definition 20 (Scene p) A scene p is an n-tuple of pairs each containing a frame
and a set of annotations which are displayed with the frame; px ∶= ((fx,1,Ax,1),… ,
(fx,n,Ax,n)), x, n ∈ ℕ+, fx,i ∈  ,Ax,i ⊆  , 1 ≤ i ≤ n.
Definition 21 (Start Scene p
𝜎
) The start scene p
𝜎
is a 1-tuple containing a pair rep-
resenting a single frame without an annotation; p
𝜎
∶= ((f
𝜎,1, {})).
Definition 22 (End Scene p
𝜖
) The end scene p
𝜖
is a 1-tuple containing a pair repre-
senting a single frame without an annotation; p
𝜖
∶= ((f
𝜖,1, {})).
Definition 23 (Set of Scenes 

) The set of scenes 

of the annotated interactive
nonlinear video is defined as 

∶= {p
𝜎
, p1,… , px, p𝜖}, x ∈ ℕ+.
The whole annotated interactive nonlinear videos can be described with the ele-
ments and sets defined so far as a deterministic finite state machine 

(see [24,
p. 14 et seq.]). The finite set of states is represented by the set of scenes 

. The
input symbols Σ are defined as a set of Boolean functions as defined in [21, p. 40].
The transition function is 𝛿, it takes a scene as the current state and a button click as
input and returns a scene as next state. The start state is p
𝜎
, the set of end states only
contains one element, {p
𝜖
}.
Definition 24 (Annotated Interactive Nonlinear Video ) An annotated interac-
tive nonlinear video  is defined as a deterministic finite state machine 

∶=
(

,Σ, 𝛿, p
𝜎
, {p
𝜖
}) with Σ ∶= {wi,j|wi,j is a button triggering the selection of a
successor scene, i ∈ {1,… , |

|−2, 𝜎}, j ∈ {1,… , |

|−2, 𝜖}} and 𝛿 ∶ 

×Σ →


.
The following restrictions are applied: ∃!k ∶ 𝛿(p
𝜎
,w
𝜎,k) → pk ∧ ∄k ∶ 𝛿(pk,wk,𝜎) →
p
𝜎
∧ ∃k ∶ 𝛿(pk,wk,𝜖) → p𝜖 ∧ ∄k ∶ 𝛿(p𝜖,w𝜖,k) → pk.
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The deterministic finite state machine 

defines possible successors of a scene
and which buttons have to be clicked to access a designated successor scene. The
transition (pm,wi,j) → pn ∈ 𝛿 implies that scene pn is successor of scene pm [38].
Applied restrictions define that there is exactly one transition from the start scene to
the first scene (∃!k ∶ 𝛿(p
𝜎
,w
𝜎,k) → pk), that once the video is started, the start scene
cannot be reached (∄k ∶ 𝛿(pk,wk,𝜎) → p𝜎), that there is at least one scene connected
to the end scene (k ∶ 𝛿(pk,wk,𝜖) → p𝜖), and once the end scene is reached, the video
ends (∄k ∶ 𝛿(p
𝜖
,w
𝜖,k) → pk).
Restrictions need to be applied for the start and the end scene.
3.5.2.2 Example
Definition 24 will now be illustrated with a small example as shown in Fig. 3.7. This
annotated interactive nonlinear video has six scenes, including start and end scene,
and five annotations. The set of scenes is defined as 

= {p
𝜎
, p1, p2, p3, p4, p𝜖}.
The different scenes can be described as follows:
∙ p
𝜎
= ((f
𝜎,1, {})),
∙ p1 = ((f1,1, {a1}),… , (f1,750, {a1}), (f1,751, {}),… , (f1,1500, {})),
∙ p2 = ((f2,1, {a2}),… , (f2,500, {a2}), (f2,501, {a3}),… , (f2,1500, {a3})),
∙ p3 = ((f3,1, {a5}),… , (f3,1000, {a5})),
a3
p1
f 1
,1
a1
...
f 1
,1
50
0
tplay
f 1
,7
50
f 1
,7
51 ...
p2
f 2
,1
a2
...
f 2
,1
50
0
tplay
f 2
,5
00
f 2
,5
01 ...
p3
f 3
,1
a5
...
f 3
,1
00
0
tplay
p4
f 4
,1
a1
...
f 4
,2
00
0
tplay
f 4
,5
00
f 4
,5
01 ...
a4
f 4
,1
25
0
f 4
,1
25
1
...
a3
wσ,1
w4,ε
w3,ε
w1,4
w1,2
pσ
p
w2,3
Fig. 3.7 Example of an annotated interactive nonlinear video with six scenes (including start and
end scene) and five annotations
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∙ p4 = ((f4,1, {a1}),… , (f4,500, {a1}), (f4,501, {a4}),… , (f4,1250, {a4}),
(f4,1251, {a3, a4}),… , (f4,2000, {a3, a4})), and
∙ p
𝜖
= ((f
𝜖,1, {})).
The set of frames is set to 

= {f
𝜎,1, f1,1,… , f1,1500, f2,1,… , f2,1500, f3,1,… , f3,1000,
f4,1,… , f4,2000, f𝜖,1} and contains 6002 frames which are divided up into the six
scenes. The first and second scene, p1 and p2, each consist of 1500 frames, the third
scene p3 consists of 1000 frames and the fourth scene p4 consists of 2000 frames. The
set of annotations contains five elements. It is defined as 

= {a1, a2, a3, a4, a5}.
The transition function 𝛿 defines where and under what conditions transitions
from one scene to another are allowed. The transition 𝛿(p
𝜎
,w
𝜎,1) → p1 sets the first
scene of the video. Transitions (p3,w3,𝜖) → p𝜖 and (p4,w4,𝜖) → p𝜖 indicate two
different last scenes of the video followed by the end scene. A linear transition is
also defined from scene p2 to p3 with 𝛿(p2,w2,3) → p3. In these cases, the follow-
up scenes start immediately after the predecessor scenes end. The remaining two
transitions, 𝛿(p1,w1,2) → p2 and 𝛿(p1,w1,4) → p4, describe a selection panel at the
end of scene p1. The viewer in this example selects button w1,2 or button w1,4. Only
one of the buttons/paths can be selected [38].
3.5.3 Interval-Based Temporal Model
Interval-based temporal models are based on intervals where multimedia elements
are shown. Hereafter, we use Allen’s 13 basic dual relationships [2] between indi-
vidual intervals.
3.5.3.1 Additional Definitions
For the definition of relationships between intervals (see Definition 28), intervals
have to be defined (see Definition 26). Both are then linked in interval relations as
defined in Definition 29. The set of interval relations then defines the whole presenta-
tion (see Definition 30). While continuous media are already representing intervals,
static media need a display duration to show them in interval-based temporal models.
This is defined in Definition 25.
Definition 25 (Display Duration A) The display duration of a static multimedia ele-
ment a is defined as a pair Ai consisting of a multimedia element ai and its duration
ti; Ai ∶= (ai, ti), i ∈ ℕ+, ai ∈ , ti ∈ ℕ+.
Definition 26 (Interval I) An interval Ie for a multimedia element e is defined as a
pair consisting of the start point tse and the end point tee of the interval;
Ie ∶= (tse , tee ),
{
tse − tee = ti if e ∈ 
tse − tee = dim(F) if e ∈ 
(3.2)
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F1
a4
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a3a2
F2
F3
Fig. 3.8 Exemplary relations between intervals with continuous and static multimedia elements
Definition 27 (Set of Intervals )  is a finite set of intervals I.
Definition 28 (Set of Relationships ) For two intervals, the finite set of interval
relationships is  ∶= {equal, before,meets, overlaps, during, starts, finishes}.
Definition 29 (Interval Relation R) A relationship between two intervals can be
defined as a 4-tuple R consisting of the first interval Ij, the second interval Ik, the
relationship between the two intervals rs, and the offset t (in case the relationship
requires an offset);
R ∶=
⎧
⎪
⎪
⎨
⎪
⎪
⎩
(Ij, Ik, rs,∅), Ij, Ik ∈ , rs ∈ 
if rs ∈ {equal,meets, starts, finishes} ⊂ 
(Ij, Ik, rs, t), Ij, Ik ∈ , rs ∈  , t ∈ ℕ+
if rs ∈ {before, overlaps, during} ⊂ 
(3.3)
Definition 30 (Set of Interval Relations )  is a finite set of interval relations
R representing a presentation.
3.5.3.2 Example
We now use the example from Sect. 3.5.1.2 in an interval-based temporal model (see
Fig. 3.8). As in the point-based example, the presentation has two videos (F1 and F2),
one audio (F3), one text (a1), and three images (a2, a3, and a4). The text is shown all
of the time. The images are shown one after the other with a break in-between. First,
video F1 is shown, then video F2, which is muted and audio F3 is used to replace its
sound.
The elements are defined as follows:
A1 =(a1, 30)
A2 =(a2, 7)
A3 =(a3, 9)
A4 =(a4, 10)
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F1 =(f1,1,… , f1,20)
F2 =(f2,1,… , f2,10)
F3 =(f3,1,… , f3,10). (3.4)
Accordingly, the set of intervals is {IA1 , IA2 , IA3 , IA4 , IF1 , IF2 , IF3}.
Possible definitions of the set of interval relations for the given example are as
follows:
IR1 = {(IA2 , IA3 , before, 2), (IA3 , IA4 , before, 2), (IA4 , IF3 , equal,∅),
(IA2 , IA1 , starts,∅), (IA2 , IF1 , starts,∅), (IF1 , IF2 ,meets,∅)}
IR2 = {(IA2 , IA3 , before, 2), (IA3 , IA4 , before, 2), (IA4 , IF3 , equal,∅),
(IA1 , IF3 , ends,∅), (IA2 , IF1 , starts,∅), (IF1 , IF2 ,meets,∅)}
IR3 = {(IA2 , IF1 , starts,∅), (IF1 , IA1 , starts,∅), (IA3 , IF1 , during, 9),
(IA4 , IF3 , equal,∅), (IA4 , IF2 , equal,∅), (IF3 , IA1 , ends,∅)}.
3.6 Exemplary Applications
With the definitions given in the previous sections, we can now calculate values
for algorithms (see Sect. 3.6.1) and give precise definitions of user interactions and
resulting video behavior (see Sects. 3.6.2 and 3.6.3). These can also be used to calcu-
late timing information in multimedia documents as, for example, done by Meixner
in [38].
3.6.1 Basic Calculations and Definitions
Further definitions and various basic functions are useful for calculations in algo-
rithms, which will be defined hereafter. Thereby,  ∈ {

,

} or  ∈ {

,

}
and k is a tuple where k is the number of elements in the tuple.
The frame rate r of the video may either be a constant or variable over time t (as
described in [12, 28, 42, 46]). A constant frame rate cr is defined in Function 3.5.
It is set to a fixed value cr for all calculations in this work. Usually, cr is set to 25 or
30 fps. We use crSFW as a constant for the slow-forward frame rate, crSBW as a constant
for the slow rewind frame rate, crFFW as a constant for the fast-forward frame rate,
and crFBW as a constant for the fast rewind frame rate. ℝ
+
is the set of positive real
numbers (without zero).
r ∶ ℝ+ ↦ ℕ+, t ↦ r(t) ∶= cr (3.5)
A dimension function dim is needed to get the size/length of a tuple. This basic
function is defined in Function 3.6.
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dim ∶ k ↦ ℕ+, (x1,… , xk) ↦ dim(x1,… , xk) ∶= k (3.6)
A projection function 𝜋i is needed to get a specific value from a tuple. This basic
function is defined in Function 3.7.
𝜋i ∶ k ↦  , k ∈ ℕ+, (x1,… , xk) ↦ 𝜋i(x1,… , xk) ∶= xi, 1 ≤ i ≤ k (3.7)
A second projection function 𝜋i1,i2 can be used to get a part of a tuple. This basic
function is defined in Function 3.8.
𝜋i1,i2 ∶ 
j ↦ k, j, k ∈ ℕ+, k ≤ j, (x1,… , xj) ↦ 𝜋i1,i2 (x1,… , xj) (3.8)
∶= (xi1 ,… , xi2 ), 1 ≤ i1 < i2 ≤ j, i2 − i1 + 1 = k
Furthermore, a generalization from frames/samples and static multimedia ele-
ments to “downloadable objects” may simplify some calculations. The static multi-
media elements 

/

and the frames/samples 

/

of a multimedia document
 or an annotated interactive nonlinear video  are joined to a set of (download-
able) elements of a multimedia document 

(see Definition 31) or of an annotated
interactive nonlinear video 

(see Definition 32).
Definition 31 (Set of Downloadable Elements 

of a Multimedia Document) 

is a set of downloadable elements of a multimedia document , which is defined
as the union 

= 

∪ 

of the set of frames/samples 

and the set of static
multimedia elements 

of the multimedia document.
Definition 32 (Set of Downloadable Elements 

of an Annotated Interactive Non-
linear Video) 

is a set of downloadable elements of an annotated interactive nonlin-
ear video , which is defined as the union 

= 

∪

of the set of frames/samples


and the set of static multimedia elements 

of the multimedia document.
In the following functions, the set of downloadable elements 

of an annotated
interactive nonlinear video and the set of downloadable elements 

of a multimedia
document are used interchangeable.
A size function s is defined in Function 3.9. It returns the size of an element by
returning the length of the n-tuple of bits representing the content of the multimedia
element. This function is needed to get the amount of data that has to be downloaded
from the server or has to be stored in the cache for each multimedia element.
s ∶ 

→ ℕ+, ei ↦ s(ei) ∶=
{
dim(ei) if eiis a frame/sample
dim(𝜋1(ei)) if ei is an static multimedia element
(3.9)
Function 3.10 returns the priority q of a static multimedia element by a projection
on the second component of the static multimedia element pair (𝛼o,Λ). The higher
the priority is, the lower is its number. The highest priority is “1”. If no priorities are
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used, all static multimedia elements are set to priority “1” and are treated with the
same priority with which other elements are downloaded.
q ∶ 

→ ℕ+, ao ↦ q(ao) ∶= 𝜋2(ao) = Λ (3.10)
The duration of a continuous medium F in seconds l(F) is calculated by the
division of the number of frames/samples of the continuous multimedia element
dim(F) by the frame/sample rate cr at a fixed frame/sample rate. This is expressed by
Function 3.11.
l ∶ 

→ ℕ+,F ↦ l(F) ∶= dim(F)
cr
(3.11)
3.6.2 VCR Actions for Continuous Multimedia Elements
Besides play, pause, and stop, several other VCR actions are possible. It is also pos-
sible to play the medium backward with the frame rate used for playing it forward.
Besides slow- and fast-forward or rewind, it is furthermore possible to jump to a cer-
tain frame/sample forward or backward in the currently played medium. Table 3.2
enlists all actions which may be considered in a single medium. For each action,
first the current frame is given, and then the current frame rate is stated. Thereby,
fm is a frame in a scene. If the current frame rate is 0, the playback is currently
stopped/paused, and if it is cr, the video is playing with a constant frame rate. After
the user interaction, either frame or frame rate changes. Depending on the current
state of the video, some restrictions may apply, see remark column in Table 3.2.
3.6.3 Extended Interactivity and Navigation
Annotated interactive nonlinear videos (as described in Sect. 3.5.2) provide addi-
tional features besides the VCR actions described in Sect. 3.6.2. The following facts
are summarized in Table 3.3. As in Table 3.2, pre- and post-interaction frame and
frame rate are shown. Because scene changes may occur, also an index for the scene
is given for current and new frame. We assume that the selection panels or quizzes
are usually displayed after a scene ends. The user decides which scene should be dis-
played next either by selecting it directly in a button panel or by solving a quiz. In the
latter case, the follow-up scene is chosen by the score reached in the quiz. Each score
is assigned to a point range of a scene which is then selected accordingly. Jumps in
the whole video which are not depending on the underlying graph structure between
the scenes are selections in a table of contents or a selection in search results. When a
user opens the table of contents, the video may stop and continue playing after a user
selection, or it may continue playing, depending on the positioning of the table of
contents (side area of the player or overlay on the video). The selected entry starts the
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playback of a scene at its beginning. A search is usually carried out during the play-
back of a scene. It is possible to jump to the beginning of a scene or to an annotation
in a scene. Interactive functions like pan, tilt, and zoom have no influence on the
order of the displayed frames or the frame rate. They may rather increase the down-
load volume, because higher resolutions of single frames or other camera positions
are needed at client side [38].
3.7 Conclusion
In this chapter, we propose formal definitions of temporal models as well as other
functions that are important for multimedia synchronization, scheduling, and man-
agement in applications. Thereby, we focus on the most important existing tempo-
ral models, namely, point-based, event-based, and interval-based temporal models
which have been proposed and described in previous related work. We summarize
the descriptions given in related literature, show advantages and disadvantages of
the temporal models, and point out issues that originate from these temporal mod-
els. While the temporal models have been widely used, no commonly used formal
and precise way of defining them is available. This makes transforming one tem-
poral model into another or performing calculations on one of the temporal models
tedious. To overcome this issue, we present formal definitions for commonly used
relationships, timing, and interactivity of each temporal model which can easily be
extended with additional features. We use each definition in a small example to show
its practical usage for defining presentations. After that, we give further definitions
of basic functions that are useful for calculations on the temporal models and for the
definition of algorithms. We also show how the proposed formalized temporal mod-
els and definitions can be used to describe possible user interaction and the following
reaction of the video.
In the era of Web with technologies like HTML5, Adaptive Streaming (e.g.,
DASH), user-generated live video, and Netflix, these temporal models can be used to
describe synchronization constraints, to describe scheduling algorithms, or to man-
age elements during download or streaming and while they reside in the (client)
cache. The temporal models make calculations in theoretical frameworks possible
which can then be transformed into real-world technologies after initial tests. This is
especially useful for standards that are not finished yet or where browser implemen-
tations are still in development.
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Appendix
Table 3.4 List of symbols
Symbol Explanation
A Symbol for the display duration of a static multimedia element
Ai Symbol for the ith display duration
F Symbol for a continuous media element
Fi Symbol for the ith continuous media element
I Symbol for an interval
Ie Symbol for an interval for multimedia element e
R Symbol for a relationship between two intervals
T Symbol for a time interval
a Symbol for an annotation
ai The ith annotation of a video
c Symbol for constant values
cr Constant for the frame rate (normal speed)
crSFW Constant for the frame rate (slow-forward)
crSBW Constant for the frame rate (slow rewind)
crFFW Constant for the frame rate (fast-forward)
crFBW Constant for the frame rate (fast rewind)
dim Symbol for the function returning the length of a tuple
e Symbol for a (downloadable) element
ea Symbol for an executable action
ee Symbol for an element event
ep Symbol for an event point
ei The ith element of set 
f Symbol for a frame/sample
f
𝜎
Symbol for the start frame/sample
f
𝜖
Symbol for the end frame/sample
fi Symbol for the ith frame/sample
fi,m The mth frame/sample of scene i
i Index
j Index
ji Last frame index of scene i
k Index
l Symbol for the duration function
n Index
(continued)
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Table 3.4 (continued)
Symbol Explanation
p Symbol for a scene
p
𝜎
Symbol for the start scene
p
𝜖
Symbol for the end scene
pi Scene i in set 
q Symbol for the function returning the priority of an element
r Symbol for the frame rate function
s Symbol for the function returning the size of an element
t Symbol for the time
ti The ith point in time
tl Symbol for a timeline
w Symbol for a button
wj The jth button
x Index
𝛼 Symbol for the content of an annotation
𝛼o The content of the oth annotation in set 
𝛿 Symbol for the transition function of the DFA
𝜖 Symbol for the end of the video
Λ Priority of an annotation
𝜋 Symbol for the projection function
𝜋i Symbol for the projection function on the ith element of a tuple
𝜋i,j Symbol for the projection function on the ith and jth element of
a tuple
𝜎 Symbol for the start of the video
Σ Input symbols of the DFA
 Symbol for a multimedia document
ℕ Set of natural numbers
ℕ+ Set of positive natural numbers (without zero)
ℝ Set of real numbers
ℝ+ Set of positive real numbers (without zero)


Set of static multimedia elements of 


Set of static multimedia elements of 


Set of continuous multimedia elements of 


Set of (downloadable) elements of 


Set of (downloadable) elements of 
 Set of executable actions
a Set of executable actions for static multimedia elements
F Set of executable actions for dynamic multimedia elements
 Set of element events
 Set of event points
(continued)
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Table 3.4 (continued)
Symbol Explanation


Set of frames/samples of 


Set of frames/samples of 
 Set of intervals
 Set of interval relations


Set of transitions of 


Set of scenes of 
 Set of relationships
 Random set of single elements
k Random set of k-tuples
 Symbol for an interactive nonlinear video
∃ Existential quantifier (“there exists”)
∃! Existential quantifier (“there exists exactly one”)
∄ Existential quantifier (“there does not exist”)
∀ Universal quantifier (“for all”)
∩ Intersection of sets
∪ Union of sets
|◦| Cardinality of a set
Definitions
Multimedia element A multimedia element is an image, a video, an audio, a text
or any other type of audiovisual medium. It is the atomic object of any multimedia
document.
Annotation An annotation is additional information displayed with a main
medium. It consists of an anchor attaching it to the main medium and a body. The
body of an annotation is a multimedia element that can be shown in a player [39].
Static multimedia element Static multimedia elements are time independent and
always show the same content, like images and/or text.
Continuous multimedia element Continuous multimedia elements are time
dependent showing/playing different contents over time, like videos or audios.
Hyperlinked media Hyperlinkedmedia aremultimedia elements which are linked
with each other by hyperlinks (as known from hypertext). Static media may be
clickable or have clickable areas. Continuous media may provide links depending
on the media time.
Media synchronization Synchronization of multimedia elements requires mech-
anisms to prepare the media for display (i.e. pre-fetch, buffering, rendering) and
to ensure that timing constraints are met.
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Multimedia document A multimedia document is a self-contained presentation
of linked and synchronized multimedia elements which allows user interaction
and navigation. Usually it is about a certain topic.
Point A (time) point is a precise moment in time [41]. It is synchronized with a
clock.
Event An event is something that happens or takes place [41]. It may be triggered
by a clock or by a user interaction.
Interval A (time) interval is the time between start and end of a time span.
Hypermedia Hypermedia is an extension to hypertext providingmultimedia facil-
ities, such as those handling sound and video [41]. Keeping the hyperlink structure
from hypertext, multimedia elements of different types are added.
Multimedia Multimedia uses a variety of artistic or communicative media that
are presented in one presentation [41].
Passive multimedia Passive multimedia presentations are started and then
watched with little to no interaction. Available forms of interaction are starting,
pausing, and stopping the presentation.
Active multimedia Active multimedia presentations allow more interaction com-
pared to passive multimedia presentations. They may have hyperlinks or other
interactive control elements.
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Chapter 4
Time, Frequency and Phase
Synchronisation for Multimedia—
Basics, Issues, Developments
and Opportunities
Hugh Melvin, Jonathan Shannon and Kevin Stanton
Abstract In this chapter, we provide a comprehensive overview of timing. We
describe the underlying concepts that comprise timing through examples and then
present a range of mature, standardised and evolving techniques to improve the
so-called time awareness across the full Information and Communications Tech-
nology (ICT) infrastructure over which multimedia applications operate. Although
the media synchronisation community is already acutely aware of timing issues, this
chapter offers some valuable insights through its holistic approach to timing.
Keywords Timing ⋅ Time awareness ⋅ Time synchronisation protocols
Time-sensitive networking
4.1 Introduction
Although the scope of media synchronisation is quite broad, encompassing a range of
scenarios including intra-media, inter-media, multi-source, inter-device synchroni-
sation, a common requirement relates to a sense of timing. The term ‘timing’, as
applied both in this chapter and internationally, is used as an umbrella term that
represents three different concepts—time, phase or frequency. In this chapter, we first
define these three concepts and then describe how the term synchronisation applies to
each of the three, providing examples to illustrate and distinguish between the three.
We then describe the challenges that arise in implementing these timing concepts in
modern Information and Communications Technology (ICT). This then raises the
notion of time awareness and its key role across the full end-to-end infrastructure over
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which multimedia applications operate. In this context, we introduce the work of the
recently (2014) formed Interest Group (IG) termed Time-Aware Applications,
Computers and Communications Systems (TAACCS) http://www.taaccs.org/.
Although the scope of TAACCS is quite broad, and extends to the so-called Internet of
Everything (IoE), the media synchronisation community, though already acutely
aware of timing issues, can learn a lot from its holistic approach. We then review a
range of mature techniques and more recent developments that collectively help
deliver better timing and time awareness for multimedia applications. This includes a
summary of time and frequency distribution protocols, such as the Network Time
Protocol (NTP), Precision Time Protocol (PTP), Synchronous Ethernet, as well as
recent standardisation developments in Time-Sensitive Networking (TSN). The
chapter concludes by reviewing the significant challenges to achieving precision
timing on multimedia end devices, addressing both software and hardware issues.
4.1.1 The Basics of Timing
In this section, we draw significantly from the ITU-R TF.686-3 for definitions—see [1]
for more detail. As mentioned above, we use the word timing as an umbrella term for
time, phase and frequency. Time is used ‘to specify an instant (or time of day) on a
selected timescale’ [1]. An accurate time clock is one that is traceable to a timescale
standard, such as Universal Coordinated Time (UTC) or International Atomic Time
(TAI). A timescale is defined by ITU-R TF.686-3 as ‘A family of time codes for a
particular coordinate time that provide an unambiguous time ordering of events’ [1].
TAI is an atomic timescale and differs from UTC in that the latter is discon-
tinuous, requiring adjustments known as leap seconds to keep it aligned with
variations in the rotation of the earth. Time synchronisation is defined as the ‘rel-
ative adjustment of two or more sources of time with the purpose of cancelling their
time differences’ [1] and is especially important for multimedia applications where
each-way latency measurement is required across a network of multimedia devices
or where aligning of media streams is essential for a good Quality of Experience
(QoE). For example, interactive media applications such as Voice over IP (VoIP)
often have a tight limit of Mouth-to-Ear delay or latency, and thus measuring such
delay is very important for optimising jitter buffer parameters in real-time or as part
of quality assurance purposes that form part of a Service Level Agreement (SLA).
Similarly, multi-source inter-media synchronisation such as Hybrid Broadcast &
Broadband (HBB) services requires that the media at each source device is
timestamped with a system-wide agreed timescale, so that the media streams can be
correctly aligned/synchronised on the final playout device. Whilst a locally agreed
timescale can be sufficient when synchronising multiple distributed nodes in a
small-scale network, it is often more convenient to utilise a global timescale such as
UTC. As such, so-called inter-device synchronisation (IDES) that requires all
receiving devices to share a common time reference (to correctly implement
seamless playout across devices) typically does this by using a global standard.
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For standalone multimedia devices that do not interact with the outside world, there
is typically no need to be time-synchronised.
Frequency refers to a rate of repetition (of an event) per unit of time and thus two
clocks are frequency synchronised if they oscillate at the exact same rate—alterna-
tively, a clock is defined as accurate in frequency if its rate agreeswith the definition of
the second, e.g. an accurate 100 Hz clock oscillates exactly 100 times in 1 s. The
ITU-R TF.683 defines the term syntonisation as ‘The relative adjustment of two or
more frequency sources with the purpose of cancelling their frequency differences but
not necessarily their phase difference’. However, the term frequency synchronisation
is also widely used instead of syntonisation. Typical units to describe the extent of
frequency synchronisation are parts per million (ppm), where a clock gains/loses a
number of microseconds per second, or parts per billion (ppb), where clock gains/
loses a number of nanoseconds per second. 1 ppm is equivalent to 0.0001%. Fre-
quency synchronisation is a critical requirement for intra-media synchronisation in
that if the clock on amedia producing device is running at a different rate than the clock
on the media consuming device, buffer overflow or underflow situations will occur,
with resulting QoE issues, such as high delay/packet loss or discontinuities.
With regard to phase, two clocks are frequency and phase synchronised if they
not only operate at the same frequency (frequency synchronised), but they both
reach peak clock signal levels at the same instant. In many cases, time synchro-
nisation to a global timescale, such as UTC, is used to implement phase synchro-
nisation, e.g. to ensure that samples are taken at the exact same instant across
geographically separated nodes in a distributed system.
4.1.2 Challenges for Timing in Information
and Communications Technology
(ICT) Infrastructure
At the heart of most consumer-grade multimedia systems are quartz crystal oscil-
lators. These are used for example to maintain system time or simply to set the
sample/playback rate of media. Figure 4.1 illustrates the operation of a crystal
within a hypothetical computer system clock. The oscillator is manufactured to run
at a certain frequency—a register is incremented/decremented for every oscillation
and when it rolls over to zero, it generates a tick that generates an interrupt. This in
turn calls a clock handler that adjusts a register representing, for example, UTC on
the device. This process is subject to a range of errors, principle amongst them is the
fact that the actual oscillator frequency may at manufacture differ from its nominal
value, and second that its frequency is impacted by ageing, impurities and external
factors such as temperature, pressure and voltage.
As an example, consumer-grade oscillators found in Ethernet NIC are designed
to operate within ±100 ppm band, which is sufficient for the asynchronous trans-
mission deployed. The accumulation of timing errors in crystals can result in a
range of issues for multimedia devices, such as buffering and media synchronisa-
tion, that must be addressed.
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With the growth in Internet connectivity, the complexity of multimedia systems
has greatly increased. For Real-Time Communication (RTC) applications in par-
ticular, such as voice, video and gaming, timing issues can have a very significant
impact on QoE. Taking an abstracted view of the full end-to-end infrastructure for
complex distributed multimedia systems, a common problem is that the design of
applications, computers and communications systems has evolved such that whilst
it optimises data processing, it often degrades timing performance such that
achieving and maintaining time, frequency and phase synchronisation to high levels
of accuracy is very challenging. In practical terms, this results in applications,
computers and networks that are designed for fairness and throughput rather than
temporal determinism. As a result, whilst advances in programming languages,
multicore devices with complex pipelining and cache prediction strategies, time
sharing operating systems and best-effort networks all represent significant
advances when measured against metrics such as throughput and fairness, they
cause problems for applications with special timing needs. Whilst solutions to some
of these challenges have been achieved in niche sectors—especially in so-called
Hard Real-Time Systems (RTS), such as those found in critical infrastructure and
key resources (CIKR), the solutions are often hardware specific, inflexible, some-
times proprietary, typically not scalable and often expensive. The challenge for
so-called Soft Real-Time Systems, such as RTC applications, is that the established
paradigm of fairness and throughput is unsuited to delivering temporal determinism
and whilst some work has been done to address the challenges, much more is
needed.
Fig. 4.1 Computer system clock architecture
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4.1.3 Time-Aware Applications, Computers
and Communications Systems (TAACCS)
Time awareness is a recently coined term and can be defined as the extent to which
a device, system or device/system model has an appropriate ability to sense and
respond to timing signals/information. For RTC applications, we argue that to
optimise QoE for the end user, the full end-to-end infrastructure needs to become
more time-aware. In 2014, a US-based Interest Group termed Time-Aware
Applications, Computers and Communications Systems (TAACCS) was formed
and published a white paper, that has since been released as a NIST Technical Note
[2] [http://dx.doi.org/10.6028/NIST.TN.1867]. This document takes an holistic
view of time awareness—both in terms of where it stands today and where it needs
to be in the future. The scope of the document is broad—it looks at time awareness
in the context of the IoE with predicted billions of interconnected devices. It
examines the extent to which time awareness is present across the full end-to-end
infrastructure over which IoE applications will run, identifies gaps between the state
of the art (SOTA) and new application-specific requirements and points in the
direction of future required research to meet challenges and achieve expected IoE
potential. TAACCS then identifies a range of topics where cross-disciplinary
research is required so that time awareness can be achieved. These include: – the
fundamental building blocks of components, such as oscillators, that are found
throughout the infrastructure; – time awareness on endpoint device subsystems,
such as operating systems, application software; – application development envi-
ronments; – time awareness across networks; – time awareness in the cloud and
finally – protocols to distribute time and frequency across such networks.
In the following section, we briefly examine these topics focusing on what
relevance they hold for the multimedia community:
• Oscillators: These are, ultimately, the heart of a system’s timing. The design
usually involves a range of tradeoffs regarding performance, power and cost.
A whole range of multimedia QoE problems are caused by poor oscillators and/
or poor compensating strategies. There is a drive to eliminate multiple oscilla-
tors on consumer-grade devices, largely to reduce power consumption. Such a
move may help to reduce potential multimedia skew impact by having a single
source of timing.
• Time Awareness on End Devices and Applications: This will need
cross-disciplinary research in the following areas:
– Hardware and software support for predictable execution: This is a huge
challenge for both, as it goes against the recent design trends for throughput
and abstraction. Software includes the application software, driver software
and the underlying operating system. The concept of ‘Time Correctness by
Design’ whereby timing issues are adequately addressed at design stage
would revolutionise timing performance for multimedia applications and
resulting QoE. Recent work such as [3, 4] outlines some work in this
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direction by developing time-aware programming models and microkernel
design, respectively.
– Similarly, the work in [5] argues that whilst a lot of work has been done with
regard to delivering precision timing to end devices via time transfer sys-
tems, the availability and efficient use of such precision on the devices has
not kept pace with these developments, particularly when operating on
virtualised hardware.
– Timing across interfaces will require standards and latency control especially
when crossing network domains.
– Time Support within Media Protocols: For applications such as HBB or IDES,
the need exists to map media timestamps to real UTC (or other common ref-
erence timescale) timestamps. This facilitates transporting the desired temporal
relationship to end devices so that streams can be synchronised for playout,
either on one device or on multiple devices (IDES). The Internet Engineering
Task Force (IETF) Real-Time Transport Protocol (RTP), in conjunction with its
control protocol Real-Time Transport Control Protocol (RTCP) (www.ietf.org/
rfc/rfc3550.txt), provide one approach—e.g. the RTP profile for MPEG2 relates
RTP timestamps to Programme Clock Reference (PCR) and RTCP Sender
Report (SR) packets relate RTP to NTP [6]. The AES67 standard [7] further
provides further specificity of RTP when IEEE 1588 [8] time is available.
Similarly, HTTPAdaptive Streaming (HAS) solutions, such asMoving Pictures
Expert Group Dynamic Adaptive Streaming over HTTP (MPEG-DASH)
(www.iso.org/standard/57623.html), have timestamps embedded in media,
which can be used for synchronisation. The IEEE 1722 standard [9] provides
yet another option for the transport of time-sensitive media streams.
• Time-Aware Development Environments (DE): The environments that we use to
specify, model and develop systems will need to evolve to support timing
accuracy. This is a very big challenge, as it requires time to be built in as a
correctness criterion and that the DE will work to that criteria, or at least let you
know if criteria cannot be met. Essentially, a time-aware DE allows developers
to specify time/frequency constraints (for a multimedia application), and the DE
assists in design and construction of code to meet requirements. As such, the
resulting application will satisfy both logical correctness and temporal correct-
ness constraints. Although some work has been done in this area with the likes
of Unified Modelling Language/Specification and Description Language (UML/
SDL) and products such as LabView, many challenges remain.
• Time-Aware Networks: This can be defined in the context of the previous
general definition of time awareness as a network that has an appropriate ability
to sense and respond to timing signals/information. Such requirements raise
significant challenges in a number of areas:
– Network hardware and software will need new designs to both support and
make use of time awareness. Significant progress has been made in this area
under the umbrella term of Time-Sensitive Networking (TSN) developed by
the IEEE 802.1 TSN [10] Task Group, detailed later.
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– Network performance monitoring is required both for technical and financial
reasons in the form of SLAs, and requires time synchronisation to varying
degrees.
– Software-Defined Networking (SDN) and Network Function Virtualisation
(NFV) aim to improve certain aspects of network performance metrics
through abstraction, flexible virtualisation and centralised big-picture intel-
ligence. Having precise time information can greatly enhance decision
making for SDN and NFV.
• Time-Aware Cloud Computing: As the role of cloud computing becomes
increasingly pervasive, there is a need to ensure that time awareness challenges
arising from the growing role of cloud infrastructure in multimedia applications
are considered. For example, what additional latencies and jitter, if any, does the
rollout of Virtual Machines, as opposed to distinct servers, introduce?
• Time and Frequency Distribution: The growing need for timing synchronisation
for multimedia applications, and the tighter precision with which it is needed
can only be satisfied if the protocols for delivering time and frequency across
networks to multiple endpoints are fit for purpose. Time transfer protocols, such
as NTP and PTP, described in subsequent sections, will need to deliver time to
an exponential increase in endpoints, with varying application-specific
requirements for time and frequency synchronisation. The performance of
NTP, described later, is very much dependent on the underlying network as well
as endpoint hardware and software. PTP, also detailed later, implements packet
timestamping at the MAC/PHY layer and thus eliminates much endpoint non-
determinism found with NTP. However, though capable of delivering orders of
magnitude better time synchronisation than NTP, maximum benefit requires
care in selecting and managing network infrastructure with on-path PTP support
to measure and compensate for congestion delays along the path of the PTP
timing packets. Frequency distribution/transfer is a further key challenge for
multimedia, especially when phase lock loop/frequency lock loop approaches
are used over packet-based, nondeterministic networks. Synchronous Ethernet
(SynchE) offers great potential in this regard and is very different from standard
Ethernet interface in that it locks the frequency of each physical transmitter
within the whole network, but comes at significant financial cost. Combin-
ing PTP with SynchE provides excellent time and frequency transfer, but is
often cost prohibitive, and thus currently deployed only in utility networks such
as Telecommunications and Power Systems.
One final message that is core to the TAACCS philosophy is that research and
advances in these areas will yield more innovative Time-Aware Applications.
Essentially, as timing, and for multimedia, we are concerned largely with time and
frequency, becomes available to greater levels of precision, this can trigger a more
innovative use of timing, and will further stimulate the development of new mul-
timedia application scenarios.
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4.2 Timing Synchronisation Techniques
This section first describes some general concepts relating to unidirectional and
bidirectional time synchronisation as well as definitions of some clock terminology,
such as skew and drift. It then provides operational details of a range of actual
protocols used to distribute time synchronisation. The section concludes with a
short section describing frequency synchronisation techniques.
4.2.1 General Concepts
If two computing systems, hereafter referred to as node A and node B, connected
via a communication link wish to synchronise their clocks, then they must exchange
some information regarding the state of their clocks. Thus, node A might transmit a
message containing a timestamp to node B. Node B can then set its clock to the
value of that timestamp. This scenario is illustrated in Fig. 4.2. Here, node A is
referred to as the reference and node B is termed the host. This represents one of the
most basic synchronisation techniques and is referred to as unidirectional syn-
chronisation by Romer et al. [11]. Due to its simplicity, however, it is prone to
multiple sources of synchronisation error.
First, node B does not accommodate for the time it takes the message to traverse
the entire communication link between A and itself. This time is termed the traversal
time. Thus, if node B sets its clock to the value received in the message, it will have a
time error equivalent to the traversal time of the message. Node B could accom-
modate for the traversal time if it was known but, in many cases, it is nondeter-
ministic. This is due to sources of nondeterministic latencies that exist along the
communication path. They are categorised by Kopetz and Ochsenreiter [12] as the
Fig. 4.2 Unidirectional
synchronisation
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send time, access time, propagation time and receive time and are illustrated in
Fig. 4.3.
Whilst all of these components may be nondeterministic, much of this nonde-
terminism can be eliminated by timestamping message transmission and reception
events at lower levels in the communication hierarchy. In its most basic form, the
unidirectional synchronisation technique is not effective at meeting the accuracy
requirements of many time-sensitive applications. In fact, this technique is only
appropriate if the accuracy requirements of the host are coarser than the maximum
message latency between the host and reference.
A second more effective synchronisation technique is round-trip synchronisa-
tion, which is illustrated in Fig. 4.4. Here, node B, the host, initiates the commu-
nication exchange by transmitting a request message to node A, the reference node.
Node B records the transmission time, Ti, of this request message. The message
traverses the link and arrives at A at which point A records the reception time, Ti+1,
of the message. Node A then constructs a response message that it transmits back to
B. This process requires that A records the transmission time of the response
message, Ti+2, and places the timestamps Ti+1 and Ti+2 into this message. Node B
subsequently receives the response message, records its reception time Ti+3, and
uses the four acquired timestamps to determine the round-trip delay (δ) of the
message, using Eq. 4.1. By eliminating the processing time at A and subtracting the
downlink delay from the uplink delay, an approximation for B’s time error relative
to A can be determined. This error represents the phase offset (θ) between A and B
and is calculated using Eq. 4.2.
Fig. 4.3 Components of
message latency
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δ= Ti+3 −Tið Þ− Ti+2 −Ti+1ð Þ ð4:1Þ
θ= TI +1 − Tið Þ+ Ti+2 − Ti+3ð Þ½  ̸2 ð4:2Þ
Round-trip synchronisation can, in certain circumstances, be an effective method
for determining the traversal time of a message, thus, improving the estimate of a
host’s offset from its reference. Nevertheless, it makes one core assumption that
turns out to be generally untrue in real-world scenarios, that is, the latency of a
request message is equal to the latency of the corresponding response message over
anything but the most trivial network path. The issue with this assumption is
illustrated in Fig. 4.5. In the scenario depicted in Fig. 4.5, the latency of the
response message exceeds that of the request message by a magnitude denoted by
Δ. If the nodes are in fact synchronised, then this time difference results in an
estimated offset error of −Δ ̸2. Thus, although this technique outperforms unidi-
rectional synchronisation, it is also subject to the negative effects of nondeter-
ministic message latencies, although to a lesser extent. As we will see later, PTP
defines a method whereby intermediate network nodes measure the actual delay
experienced by these messages in each direction, effectively eliminating network
jitter and delay asymmetry as sources of time synchronisation error.
4.2.2 Clock Skew and Drift
The synchronisation techniques detailed in the previous section provide a means for
a host node to determine its phase offset from a reference node. If both nodes
employ extremely accurate and stable oscillators, then it is sufficient to perform the
Fig. 4.4 Round-trip
synchronisation
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synchronisation process only once. In reality, however, clocks will have a
frequency error that may change over time necessitating multiple synchronisation
rounds.
A frequency error that exists between a host and a reference results in clock skew
(λ). Clock skew is defined as the rate of change of a host’s time with respect to a
reference’s time. A host may determine its clock skew relative to a reference by
performing two synchronisation rounds. The skew is then calculated as the dif-
ference between the two estimated offset values (θi, θi+1) divided by the syn-
chronisation interval (τ) (see Eq. 4.3). The synchronisation interval, τ, represents
the time interval between two consecutive synchronisation rounds.
λi = θi − θi+1ð Þ ̸τ ð4:3Þ
Whilst two synchronisation rounds is the minimum required to determine a
host’s skew, the accuracy of the estimated skew value depends on a number of
factors. These include the time interval between synchronisation rounds and the
magnitude of time error that is caused by nondeterministic message latencies. If the
time interval between synchronisation rounds is relatively short, then message
latency related errors typically dominate. This is generally true in the case of packet
switched networks that span large geographical areas and are composed of multiple
intermediary nodes that subject packets to varying latencies. If, however, the time
interval between synchronisation rounds is too long, then the stability of a clock
becomes a factor, since the clock’s frequency offset may change within the interval
and contribute to a greater proportion of the time error.
Fig. 4.5 Asymmetric delay
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The quality of a skew estimate can be improved by analysing multiple offset
estimates using a technique termed least squares linear regression. Linear
regression provides a means to postulate a linear relationship between a host’s time
and reference’s time. This relationship can be expressed using Eq. 4.4.
Tr = θ+ λTh ð4:4Þ
In Eq. 4.4, Tr denotes the time at the reference node and Th denotes the time at
the host node. The benefit of using linear regression with multiple data points is that
it is more resistant to erroneous offset estimates. Consequently, the calculated skew
value is generally more accurate.
The second derivative of a node’s time with respect to a reference’s time is
referred to as clock drift (φ). Clock drift is the direct result of oscillator instability and
represents the rate of change of a host’s skew with respect to a reference’s time.
Clock drift can be determined with two or more skew estimates as shown in Eq. 4.5.
φi = λi − λi+1ð Þ ̸τ ð4:5Þ
Oscillator frequency variations are the result of crystal ageing, oscillator circuitry
noise, and numerous environmental factors such as temperature changes. Thus, with
respect to synchronisation, an accurate value for a host’s clock drift at a particular
point in time can be difficult to determine. Consequently, most synchronisation
algorithms operate on the assumption that clock drift remains constant between
synchronisation rounds. Thus, by frequently updating the clock skew, the negative
effects of clock drift can be indirectly alleviated. With an estimate of its clock’s
skew and knowledge of the maximum permitted time error, εmax, a host can bound
the synchronisation interval as expressed in Eq. 4.6.
τ≤ εmax ̸λ ð4:6Þ
4.3 Time Synchronisation Protocols
Time synchronisation techniques form the cornerstone of most time-sensitive
applications, in particular, distributed network applications. As outlined in the
previous subsections, such techniques aim to ensure that the timescale of a host
adheres to some reference timescale. This reference scale can be sourced locally via
highly precise clocks or remotely. In the latter case, network connectivity facilitates
synchronisation. The potential accuracy provided by the latter technique is highly
influenced by the characteristics of the host, the reference device and the com-
munication link that connects them. The communication link generally proves to be
the greatest source of error. Thus, some techniques employ numerous communi-
cation exchanges and statistical analysis to alleviate this problem. Nonetheless, the
use of a time synchronisation technique alone is generally inadequate in terms of
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meeting the accuracy requirements of time-sensitive applications. Thus, additional
methods are required that work in unison with a particular synchronisation
technique.
The combination of such methods and techniques typically form what is termed
a time synchronisation protocol. Whilst time synchronisation techniques typically
detail the sequence and order of communications between a host and reference, as
well as the core data exchanged between them, specific message structure and other
operational details are not specified. The actual implementation of a synchronisa-
tion technique in combination with the message structure, and additional operations
and methods, form a time synchronisation protocol.
Time protocols are typically designed to target specific network types. For
example, NTP, developed by Mills and standardised in [13], is designed to operate
over large, dynamic and variable latency packet switched networks (PSNs). It does
so effectively by employing sophisticated statistical techniques to minimise errors
introduced by such networks. Conversely, PTP, standardised in [8], is designed for
privately managed and well-controlled packet switched networks (PSN) that
employ specialised hardware and, therefore, can provide much greater accuracies.
Each protocol performs well in its targeted environment. The accuracy requirements
of a time-sensitive application will ultimately dictate which protocol is employed
and which network(s) it should be deployed over.
Both NTP and PTP are designed to operate within traditional PSNs. Such net-
works typically span large geographical areas and consist of devices that have
considerable processing, memory and energy resources. Of course, there exists
other types of networks where resources are limited and the geographical areas they
span may be relatively small. One such type of network is a Wireless Sensor
Network (WSN). Although a WSN’s composite nodes are relatively powerful for
their size, they pale in comparison to a typical PSN node. To elaborate, a typical
WSN node’s microcontroller operates in the low MHz range and may possess only
several hundred kilobytes of short-term memory. In comparison, a typical PSN
node’s CPU will operate in the GHz range, and the node may possess several
gigabytes of short-term memory. Consequently, alternative time protocols have
emerged to deal with the limited capabilities of WSN nodes. These include Ref-
erence Broadcast Synchronisation (RBS), by Elson et al. [14]; the Timing-sync
Protocol for Sensor Networks (TPSN), by Ganeriwal et al. [15] and, most notably,
the Flooding Time Synchronisation Protocol (FTSP), by Maroti et al. [16]. Such
protocols operate in a fashion so as to limit processor, memory and, more impor-
tantly, energy use whilst still providing a high degree of time accuracy.
The following sections detail the design of the most notable time synchronisa-
tion protocols mentioned above, namely, FTSP, NTP and PTP, and highlight the
methods by which these protocols eliminate or mitigate potential sources of time
error.
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4.4 Flooding Time Synchronisation Protocol (FTSP)
The Flooding Time Synchronisation Protocol (FTSP), by Maroti et al. [16], is a
good example of a protocol that employs the unidirectional synchronisation tech-
nique described in Sect. 4.2. It is currently the de facto time synchronisation pro-
tocol employed by WSNs. It comes bundled with TinyOS [17], a popular open
source embedded operating system designed for low-power wireless devices. An
analysis of the protocol gives one insight into how the protocol overcomes the
limitations of the unidirectional synchronisation technique.
4.4.1 Overview
The FTSP protocol operates by organising a network into an ad hoc synchronisation
tree within which an elected root acts as the source of time. The initial phase of
FTSP involves the election of a root node. The root election process is based on a
simple algorithm whereby the node with the lowest assigned ID is elected the root.
The election of the root is followed by synchronisation rounds that are initiated by
the root and occur at periodic intervals denoted by τ. The choice of τ is dictated by
the accuracy requirements of a WSN application and the state of a WSN’s operating
environment. If an environment subjects a node’s clock to drift then lower values of
τ result in more accurate estimates for that node’s offset. This is true because the
node receives time messages more frequently, and this allows it to update its
estimate of its clock skew more regularly.
As illustrated in Fig. 4.6, synchronisation messages contain four key fields: the
timestamp field, the rootID field, the nodeID field and the seqNum field. The
timestamp field represents the sender’s notion of time at the point of transmission;
the rootID field represents the address of the root as recognised by the sender; the
nodeID field represents the address of the sender and the seqNum field holds a
sequence number that is incremented solely by the root at the beginning of each
synchronisation round.
A synchronisation round begins when the root broadcasts a synchronisation
message. This message is received by all nodes within direct communication range
of the root. The recipient nodes estimate their offset and skew and use these esti-
mates to adjust their timescale. They subsequently broadcast their own messages
and place adjusted timestamps within the timestamp field. Thus, the root’s timescale
is effectively flooded through the network. In order to manage redundant messages
and ensure only the most recent messages are utilised by nodes, FTSP dictates that a
node can only utilise the contents of a time message if it contains a lower rootID
value or higher seqNum value than those received in the prior message. This
mechanism, in addition to managing redundant messages, can also improve the
synchronisation accuracy of those nodes located further away from the root. This is
true because messages that arrive sooner encounter less delay en route through
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intermediate nodes and, therefore, more likely produce less error due to nonde-
terministic message latencies.
4.4.2 Synchronisation Errors
FTSP employs unidirectional synchronisation and, thus, is inherently susceptible to
time errors that result from the propagation time of messages. This, however, as
detailed by Maroti et al. [16], is shadowed by other larger delays that result from the
MAC layer timestamping process. Traditional FTSP employs MAC layer times-
tamping, that, although an improvement on application layer timestamping, is still
vulnerable to errors associated with nondeterministic message delays.
Maroti et al. [16] identify the greatest sources of error in communicating a
message as the interrupt handling time and the encoding time. The FTSP method of
reducing the errors associated with the process of transmitting a message entails the
use of timestamps recorded at each byte boundary of a message. The assumption is
made that a message is handed to a transceiver in a byte-orientated fashion. The
transceiver signals that it is ready to receive subsequent bytes via interrupt requests.
Each interrupt request is handled by passing the next byte of the message to the
transceiver and generating a timestamp. An FTSP sender records these timestamps
and normalises them by taking an appropriate multiple of the nominal byte trans-
mission time from each one, that is, the time it takes to transmit all bytes up to and
Fig. 4.6 FTSP operation
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including the byte associated with the timestamp. Thus, the transmission time is
accounted for.
Interrupt delays vary and depend on the code being processed by the micro-
controller when an interrupt is generated. Some code sections disable interrupts that
increase this delay. FTSP deals with interrupt delays by using the minimum of the
recorded timestamps. The minimum timestamp provides a basis to deduce the
interrupt delay associated with all other timestamps, thus, allowing them to be
corrected. Consequently, those errors associated with the interrupt handling time are
eliminated with high probability.
Figure 4.7 illustrates this mechanism. In Fig. 4.7, the transceiver requests a byte
from the microcontroller via an interrupt request at time Ti. The request is processed
after a delay of Di after which a timestamp is generated and a byte is returned to the
transceiver. The value of Di depends on the characteristics of the code being pro-
cessed by the microcontroller at that time and, thus, varies for each request. In the
table in Fig. 4.7, the timestamps for each byte associated with a four byte message
are presented. Here, the request for the third byte results in the lowest interrupt
delay of five ticks and, thus, produces the most accurate timestamp, T3. Naturally,
the identification of the minimum timestamp is performed after all timestamps have
been normalised, since the value of Di is unknown.
Ultimately, FTSP mitigates most of the errors associated with message delays
with the exception of propagation delay, since it uses the unidirectional approach
described in Sect. 4.2. Typically, propagation time contributes to a very small
Fig. 4.7 Interrupt delay
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proportion of error (less than 1 µs for up to 300 m) whilst the interrupt handling
time can be orders of magnitude higher.
In order to deal with clock skew, FTSP employs linear regression. Each node
contains a regression table that holds the reference points related to the last N valid
messages received. A node’s skew value is updated each time a new valid message
is received. Subsequently, the oldest reference point contained in the regression
table is shifted out and the new one, associated with the new message, is shifted in.
The protocol also dictates that a node may only broadcast synchronisation messages
when it has at least M entries in its regression table. This rule ensures synchroni-
sation stability throughout the network.
4.5 The Network Time Protocol (NTP)
The Network Time Protocol (NTP), by Mills [13, 18–21], provides a noteworthy
example of a protocol that employs the round-trip synchronisation technique
described in Sect. 4.2.
It is one of the oldest Internet protocols in operation today, having been in
operation for over 25 years. It is designed to synchronise the clocks of nodes
connected over dynamic PSNs that subject packets to varying latencies. Multiple
paths may exist between two particular nodes and any of these paths may become
congested, or fail, at any time. Thus, the route a stream of packets takes from one
node to another may not remain fixed and, therefore, the latency of packets can vary
over time.
In view of the fact that NTP employs round-trip synchronisation and this
technique assumes that the packet latencies between two nodes are symmetric,
NTP’s design incorporates techniques to mitigate the effect of asymmetric delays.
The protocol uses redundant time references together with a suite of statistical
algorithms to achieve this. The use of redundant time references increases the
diversity of paths and, thus, increases the likelihood of acquiring high quality time
data, especially if there are no common network links to the different references. In
addition to this, the identification and elimination of low-quality references are
made possible. The statistical algorithms employed by NTP are used to filter the
acquired data and choose the highest quality time references from which the final
offset estimation is produced.
NTP hosts are organised into a hierarchical structure termed an NTP subnet. An
example of an arbitrary subnet is illustrated in Fig. 4.8. Hosts at each level of the
hierarchy are assigned a stratum number that represents their distance from the root
of the hierarchy, which itself has a stratum of zero. Stratum 0 references consist of
extremely accurate time sources, such as Global Navigation Satellite System
(GNSS) clocks, e.g. GPS (Global Positioning System), radio and atomic clocks.
Hosts that synchronise with stratum 0 references are classified as stratum 1 refer-
ences, and those that synchronise with stratum 1 references are classified as stratum
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2 references and so on. This structure, in addition to eliminating cyclical depen-
dencies, provides a means of comparing the quality of references.
4.5.1 Packet Structure and Processing
The NTP protocol operates at the application layer of the OSI (Open Systems
Interconnection) model. It uses the transport layer protocol User Datagram Protocol
(UDP) to distribute time. The NTP packet structure is illustrated in Fig. 4.9. The
interpretation of the packet fields varies depending on the operating mode of the
NTP hosts that are interacting. The primary operating mode is client/server mode,
and it represents the most intuitive one, as it follows the classical remote procedure
call (RPC) paradigm. The packet structure of an NTP reply packet sent from an
NTP server in response to a request from an NTP client is also illustrated in
Fig. 4.9. The four fields of note are as follows:
• Reference Timestamp—Holds the time the server last corrected its clock.
• Originate Timestamp—Holds the local time of the client the moment it sent the
request packet (represents Ti at the client in Fig. 4.9).
• Receive Timestamp—Holds the local time of the server the moment it received
the request packet (represents Ti+1 at the server).
• Transmit Timestamp—Holds the local time of the server the moment it sent this
reply packet (represents Ti+2 at the server).
On receipt of a reply message from the server, the client uses Eqs. 4.1 and 4.2 to
determine the packet’s round-trip delay (RTD) (δ) and its clock offset (θ),
respectively.
Fig. 4.8 NTP hierarchy (stratums)
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Fig. 4.9 NTP packet structure and exchange
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4.5.2 NTP Process Flow
In relation to the NTP daemon/service that resides on a host, its composite algo-
rithms are organised into processes that interact with each other in a well-defined
manner. The algorithms, their associated processes and their interactions are
illustrated in Fig. 4.10.
The peer/poll processes are responsible for receiving and transmitting NTP
packets from a host to a peer. The peer process is also responsible for processing
packet contents that result in offset and round-trip delay estimates, collectively
termed state variables. A peer and associated poll process are established for each
peer. These processes together with their associated state variables form what is
termed an association. An association is classified according to the duration of its
lifetime that in turn is dependent on the operational mode of the peer and host. An
association that exists indefinitely is classified as a persistent one, whereas one that
exists briefly is classified as either pre-emptable or ephemeral. To clarify, in the
case of a host and peer operating in client/server mode, the client establishes a
persistent association for the server, since it must continually poll it in order to stay
synchronised. In contrast, the server, on receipt of an NTP request packet, generates
an ephemeral association that only exists until the request is fulfilled. This is so
because a server does not need to maintain state regarding the condition of a client.
The system process and its associated selection, clustering and combining
algorithms are responsible for pruning the data passed to it from one or more peer
process(es). The selection algorithm’s core responsibility is the identification and
elimination of data associated with erroneous peers, also termed falsetickers. The
clustering algorithm prunes the remaining data further by identifying the most
accurate data and eliminating the remainder. If at this point data associated with
more than one peer remains, then the final estimate of a host’s offset is calculated
using the combining algorithm. The final offset estimation is then passed to the
Fig. 4.10 NTP processes and flow
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clock discipline process that together with the clock adjust process adjust the clock
in small appropriate increments insuring a continuous monotonic clock, that is, a
non-decreasing clock.
A basic of overview of these processes follows. A more detailed description of
each process is presented by Mills in [20].
4.5.3 Data Filter Algorithm
The data filter algorithm represents a core component of the peer process. Its
primary function is the identification and selection of an accurate offset and RTD
pair sample (δ, θ) from a list of n contiguous samples associated with a particular
peer.
The data filter algorithm’s design is based on the characteristics of typical PSNs.
Such networks are designed to alleviate packet congestion through the use of extra
resources and sophisticated routing algorithms. Thus, whilst it is unlikely that a
packet experiences significant delay in one direction, it is very unlikely that it also
experiences a significant delay in the opposite direction. This can be verified by
plotting a RTD (δ) versus offset (θ) scattergram for a particular peer. When the
RTD (δ) and offset (θ) samples associated with a particular peer are plotted over
time they form a scattergram, the shape of which highlights the characteristics of
the path between a host and a particular peer. In general, it resembles a wedge, as
illustrated in Fig. 4.11, and is termed a wedge scattergram by Mills [20].
Fig. 4.11 NTP wedge scattergram [20]
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With respect to Fig. 4.11, one may observe that the majority of points are
located at the top, bottom and apex of the wedge, which highlights the afore-
mentioned characteristics of PSNs. Those points located at the bottom of the wed
indicate that the associated NTP request packets are subjected to greater delays than
the corresponding reply packets. Correspondingly, those points located at the top of
the wedge indicate that the associated NTP reply packets are subjected to greater
delays than the corresponding request packets. Consequently, those points located
at the apex of the wedge scattergram represent the most accurate estimates of the
host’s clock offset, as they are associated with symmetric network delays. Those
points are also associated with the lowest RTDs, which suggest that when presented
with a sequence of RTD and offset pair samples (δ, θ), the pair with the lowest RTD
should be utilised, as it represents the most accurate data.
The data filter algorithm strives to determine such a sample and the final output
of the algorithm is a tuple of the form ðδm, θm,φm, εmÞ that corresponds to the
lowest RTD sample (i.e. δm and θm), the jitter, and dispersion, respectively, for a
particular peer m. The peer dispersion εð Þ and peer jitter φð Þ represent important
quality metrics that are used by subsequent algorithms to further prune and refine
samples. The peer dispersion is initialised with the resolution of the host’s clock
and then increased at a constant rate to mimic skew. The peer jitter represents the
Root Mean Square (RMS) of the differences between each of the offset samples
associated with a particular peer and the most accurate offset sample of that peer
(Fig. 4.12).
These variables are generated by each of the m peer processes associated with
each of the m peers. They are subsequently referred to as peer variables and used by
succeeding NTP algorithms.
4.5.4 Selection Algorithm
The goal of the selection algorithm is to identify inaccurate peers. It uses the peer
variables associated with each peer to identify inaccurate peers.
A properly configured NTP client will employ numerous references/servers
located across distinct network paths in order to synchronise its clock. The use of
redundant references is beneficial in that data that originates from one or more
incorrect server/s can be more easily identified assuming the majority of references
are correct. The selection algorithm is responsible for separating incorrect peers,
termed falsetickers, from correct peers, termed truechimers. It achieves this by
constructing confidence intervals for each of the m peers. Subsequently, it deter-
mines the smallest intersection interval within which at least m-f of the peers’
associated offsets lie.
The confidence interval of a peer represents a range of values within which the
true offset associated with a peer must be located. In relation to a peer m, this
interval is equal in magnitude to twice the value of the root distance, Λm, associated
with that peer, and the midpoint is equal to θm. This interval is represented by the
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expression [θm −Λm, θm +Λm]. The root distance Λ associated with a peer repre-
sents the maximum time error of that peer relative to the root of the hierarchy.
Since the confidence interval bounds the true offset of a host relative to a peer,
the confidence interval of a particular peer that does not intersect with the majority
of the intervals associated with the remaining peers is most likely a falseticker.
In the case of m peers where up to f falsetickers are permitted and f < m/2, the
NTP selection algorithm identifies the smallest intersection of m-f confidence
intervals that contains at least m-f midpoints. This intersection interval is bounded
by the lower limit, l, and the upper limit, u, and can be represented by the
expression [l, u]. This is illustrated in Fig. 4.13, which depicts the confidence
intervals associated with four peers. The selection algorithm produces an inter-
section interval that contains the midpoints θ0, θ1, and θ2. The data associated with
Fig. 4.12 Data filter algorithm
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peer 3 lies outside this interval, and so the peer is considered a falseticker and
removed from the group.
4.5.5 Clustering Algorithm
The goal of the clustering algorithm is to identify the most accurate peer/s amongst
the remaining peers.
In order for the clustering algorithm to identify this particular peer, it must use
appropriate quality metrics. The first of these metrics is the peer jitter (φ), which
was explained above. In essence, it represents the magnitude of variation of the
offset samples associated with a particular peer and, therefore, is a good measure of
the quality of data associated with that peer. The second metric utilised is the
selection jitter (φs), which represents the RMS of the differences between a par-
ticular peer’s associated offset and the remaining peers’ associated offsets. The final
metrics employed are the stratum (s) and root distance (Λ) of the peer. These
metrics are used to produce a sort metric denoted by the symbol λ. The sort metric
for a particular peer m is calculated using Eq. 4.7, where Λmax represents a bias
factor termed the maximum distance.
λm =Λmaxsm +Λm ð4:7Þ
Equation 4.6 is designed to give preference to those peers with lower stratum
numbers. This is logical, since those peers with lower stratum numbers are typically
Fig. 4.13 NTP selection algorithm
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more accurate than those with higher ones, given the structure of the NTP hierar-
chy. Of course, this is not always the case, and so the root distance, Λ, of a peer is
also utilised to handle such scenarios. Thus, in the case of two peers i and j with
stratum numbers 1 and 2 respectively, peer j will not precede peer i unless i’s root
distance is greater than the maximum distance, Λmax, and j’s root distance, Λj,
combined.
The details of the algorithm are outside the scope of this work, suffice to say that
the three aforementioned metrics, that is, the peer jitter, selection jitter and sort
metric are used to prune the collection of peers until the most accurate peer/s is/are
identified.
4.5.6 Combining Algorithm and Clock Discipline Algorithm
In the case of multiple surviving peers, the combining algorithm is employed. The
combining algorithm is based on an observation that it is possible to obtain a more
accurate estimate of a host’s offset, if the offset of multiple surviving peers are
averaged according to a suitable weighing scheme. This weighing scheme is based
on the root distance (Λ) of a peer whereby those peers with lower values of Λ
contribute more to the final estimation of the offset Θ. The final offset, Θ, is
subsequently used by the clock discipline algorithm, which forms the heart of the
clock discipline process. It operates as a feedback control system that uses the offset
value produced by preceding algorithms to calculate phase and frequency correc-
tions that are subsequently used to control a Variable Frequency Oscillator (VFO).
4.5.7 Asymmetry Corrections
In relation to the previous outline of the various techniques and algorithms
employed by NTP, it should be clear that the protocol is designed around the
assumption that asymmetric round-trip delays are typical of the networks it is
deployed on. As such, the suite of algorithms at the core of the protocol strives to
mitigate the errors that might result from asymmetric round-trip delays. This
strategy, however, only proves effective if NTP is configured to employ multiple
time references that are connected via distinct paths. If too few references are
employed or multiple references share a common path, then NTP’s performance
may be degraded quite significantly. Thus, whilst NTP is quite an effective time
synchronisation solution, its performance is highly dependent on the way it is
configured.
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4.6 Precision Time Protocol (PTP)
Another notable example of a time protocol that employs the round-trip synchro-
nisation technique described in Sect. 4.2 is the Precision Time Protocol (PTP).
Before discussing PTP, it is worth outlining the reasons for its development since
its alternative, the well-established NTP, appears to be an effective time protocol in
and of itself. NTP is designed to meet the accuracy requirements of distributed
applications that are connected over wide area networks. NTP provides a sufficient
degree of synchronisation to meet the requirements of a majority of these appli-
cations. When accuracies as low as 1 ms are required, NTP may also be employed
but, ideally, the link that connects an NTP server to the devices that require syn-
chronisation should not introduce delays that might negatively impact the proto-
col’s performance. Thus, the link should be a managed one.
There are other applications that require synchronisation levels far beyond what
NTP can deliver. The IEEE 1588 standard, otherwise known as the PTP [8, 22, 23],
is designed to fill the niche that alternative synchronisation protocols cannot, by
providing a feasible means of time synchronising numerous interconnected com-
puting devices to each other over a network to within microseconds of each other.
4.6.1 Overview
PTP was designed for systems that require microsecond to sub-microsecond
accuracies. To date, such systems can be found mostly in industrial, utility and
communication sectors.
In contrast to NTP and with regard to the accuracies it is designed to achieve,
PTP makes some core assumptions about the state of the network it operates over.
The first of these is associated with asymmetry. Similar to NTP, the protocol, at its
core, employs a variant of the round-trip synchronisation technique and, thus,
asymmetric two-way packet delays can impact its performance. Thus, PTP expects
that the underlying network is managed and, thus, assumes that the network and its
components are selected and configured to minimise asymmetry. In addition to this,
PTP expects that the traffic patterns on the network are controlled, so that traffic
variation and, consequently, timing jitter, are minimised. Ideally, the network
should be configured such that PTP messages are prioritised and, in addition, where
possible, internetworking devices should be replaced by PTP-aware devices, such
as transparent clocks and boundary clocks.
The PTP protocol itself is a distributed one that self-organises nodes into a
master–slave hierarchy, the root of which is termed the grandmaster clock. The
grandmaster clock acts as the time reference for every clock within a PTP domain.
The network elements that participate in the PTP synchronisation process are cat-
egorised into one of five PTP device types: ordinary clocks, boundary clocks,
end-to-end transparent clocks, peer-to-peer transparent clocks and management
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nodes. Each PTP device type implements various features of the protocol. The role
that a network element plays within a network typically dictates the type of PTP
device it becomes within the PTP synchronisation hierarchy.
The devices in a PTP system interface with the network via ports. When the
protocol constructs the synchronisation hierarchy, it places each port on each PTP
device into one of three primary states: slave, master or passive. Thus, although a
device typically contains a single physical clock, it is not the device itself that enters
the slave, master or passive state but its ports, each of which is associated with a
distinct protocol engine and a dataset that describes it. During the synchronisation
process, a slave port determines its clock offset with respect to its associated master
port using two-way PTP message exchanges.
4.6.2 PTP Synchronisation
Each slave port in a PTP device communicates with a master port on another PTP
device via an independent communication link. This communication link may or
may not contain other network elements. If it does, then these elements may
introduce varying message latencies. If these elements are ‘PTP aware’, then they
possess specialised PTP hardware/software that allows them to measure and then
correct for any message latencies they are responsible for.
The goal of a port in the slave state is to determine the propagation delay of PTP
messages that traverse the link between it and its associated master port. Knowledge
of this propagation delay permits the port to determine the offset between its local
clock and its master’s local clock. To accomplish this, the standard describes two
mechanisms that can be used, namely the delay request–response mechanism and
the peer delay mechanism. Devices that employ the delay request–response
mechanism use a variant of the round-trip synchronisation technique in order to
acquire the four timestamps (T1 −T4) necessary to calculate their clock offset.
Devices that employ the peer delay mechanism use a separate sequence of PTP
messages in order to determine one-way link delays at each port (explained later).
Using this mechanism, timestamps recorded at either end of the link can be cor-
rected using the known link delay, thus, eliminating the need for a slave port to
acquire all four timestamps (T1 − T4).
4.6.3 Link Propagation Delay
PTP devices that employ the peer delay mechanism can determine the propagation
delay of its ports’ associated communication links, where a communication link
represents a connection between two distinct PTP ports. Every port on a PTP device
that employs the mechanism uses it to determine a delay measurement for its
associated link. Ports that share the same link, such as a master port on one device
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and a slave port on another, use the mechanism to calculate their own independent
value for the link propagation delay.
The mechanism itself employs two core PTP message types termed the Pde-
lay_Req and Pdelay_Resp messages, and in cases where particular hardware is not
available, the Pdelay_Resp_Follow_Up message. The Pdelay_Req and Pde-
lay_Resp messages fall into a category of messages termed event messages that
trigger the generation of timestamps at transmission and reception. Thus, the pur-
pose of a PTP event message is to capture time information. The Pde-
lay_Resp_Follow_Up message falls into another category of messages termed
general messages, which are used to communicate information, which in this case,
is timestamp information.
The link delay measurement process is illustrated in Fig. 4.14. A port that wishes
to determine the link propagation delay between it and another port that shares the
same link, termed its link peer, initiates the communication exchange by trans-
mitting a Pdelay_Req event message via the event interface. In Fig. 4.14, port 1 and
port 2 represent two ports that share a link. Port 1 wishes to determine the link delay
between it and port 2 and, thus, initiates the communication exchange. This
transmission triggers the generation of a timestamp denoted T1 that represents the
transmission time at port 1. The destination port, port 2, on receipt of the Pde-
lay_Req message via the event interface generates the timestamp T2 that represents
the reception time of the Pdelay_Req message. In response, port 2 transmits a
Pdelay_Resp event message back to port 1. This generates the transmission
timestamp T3 at port 2 and the reception timestamp T4 at port 1.
In the particular case depicted in Fig. 4.14, at this stage in the process, port 1
only has access to timestamps T1 and T4. It must acquire either T2 and T3, or the
difference between T2 and T3 in order to calculate the link delay. The acquisition of
this information can be accomplished in one of the three ways, depending on the
capabilities of the hardware:
• The first approach, which is illustrated in Fig. 4.14, has port 2 communicate the
difference between T2 and T3 back to port 1 in a Pdelay_Resp_Follow_Up
message.
• The second approach has port 2 communicate the difference between T2 and T3
back to port 1 in the Pdelay_Resp event message.
• The third approach has port 2 return timestamp T2 in the Pdelay_Resp event
message and timestamp T3 in a Pdelay_Resp_Follow_Up message.
Once port 1 has acquired all four timestamps, it can calculate the link delay and,
subsequently, correct timestamps acquired using the synchronisation process (next
section).
It must be noted that the peer delay mechanism requires that a single Pdelay_Req
message is received by and responded to by a single port—which is typically
ensured by operating Pdelay messages over a point-to-point links, such as
full-duplex Ethernet.
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Other less severe errors can be introduced if the frequency of port 1’s associated
clock differs substantially from that of port 2’s associated clock. In order to reduce
such errors, port 2 should respond to a Pdelay_Req event message with a corre-
sponding Pdelay_Resp message as quickly as possible after its reception.
4.6.4 Synchronisation Process
The typical PTP synchronisation process is illustrated in Fig. 4.15. The process
itself employs messages termed Sync, Delay_Req and Delay_Resp messages. In
cases where particular hardware capabilities are not available, a message termed a
Follow_Up message is employed. Each port in a PTP device uses the process
independently of other ports and, thus, is responsible for constructing and com-
municating its own PTP messages. Sync and Delay_Req messages, which belong to
the category of event messages, are used to generate the necessary timestamps.
Delay_Resp and Follow_Up messages, which belong to the category of general
messages, are used to communicate timestamps recorded by a master port back to a
slave port.
The synchronisation process is illustrated in Fig. 4.15. Themaster port initiates the
synchronisation process by transmitting a Syncmessage to the slave. This message is
Fig. 4.14 PTP peer delay
mechanism
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transmitted via the event interface that generates the timestamp T1. The Syncmessage
is received via the event interface at the slave triggering the generation of the
timestamp T2. The slave must have access to T1 in order to accurately calculate its
local clock’s offset. The acquisition of T1 can be accomplished in one of the twoways:
• The timestamp T1 can be placed into the Sync message before transmission by
the master, known as one-step operation. This requires specialised hardware.
• A Follow_up general message can be used by the master to communicate T1 to
the slave (as illustrated in Fig. 4.15), known as two-step operation.
If the slave and master employ the peer delay mechanism then at this stage in the
process, the slave has enough information to determine its clock offset. Hence, it
will use the link propagation delay measurements it acquired via the peer delay
mechanism to correct T2 and, thus, calculate the clock offset.
If the slave and master employ the delay request–response mechanism, then the
slave must acquire more time information. The slave transmits a Delay_Req event
message that triggers the generation of timestamp T3. The master on receipt of the
Delay_Req message generates the timestamp T4. This timestamp must be
Fig. 4.15 PTP
synchronisation process
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communicated back to the slave and is done so via a Delay_Resp message. At this
point, the slave has acquired the four timestamps (T1 −T4) necessary for it to
compute its clock offset.
4.6.5 Asymmetry Corrections
In relation to the previous outline of both the PTP peer delay mechanism and
request–response mechanism, it must be noted that these mechanisms rely on the
assumption that delays between communicating ports are symmetric. Any asym-
metry will produce incorrect offset estimations. Naturally, a communication link
between a master and slave can have various network elements that may introduce
such asymmetry. These elements, however, can be configured to proactively
eliminate such asymmetry. For example, ‘PTP-aware’ devices, such as end-to-end
transparent clocks and peer-to-peer transparent clocks, proactively correct for
delays that they directly subject PTP event messages to. In essence, this is
accomplished by measuring the residence time of PTP event messages as they
traverse the various communication layers of the device and including this within
the message.
In addition to errors resulting from asymmetry, other less severe errors can be
introduced if the frequency of two communicating port’s associated clocks differ.
Such errors can be mitigated if interacting ports respond promptly to each other’s
requests. However, a more effective method involves clock synthesis. Clock syn-
thesis in this context refers to the process of synchronising the frequency of one
clock relative to another. The PTP standard describes a method to allow PTP
devices, such as transparent clocks, to discipline their local clocks to match the rate
of their master clock. This is accomplished by having the transparent clock analyse
the timestamps sent by its master. By comparing the rate of change of its local time
with respect to its master’s local time, the ratio of one rate to the other can be
estimated. This ratio of rates can then be used to adjust the frequency of the
transparent clock’s local clock (directly or via timestamp adjustments), thus, syn-
thesising it to the master’s clock. This whole process operates closed loop, since the
adjusted clock’s timescale is used in subsequent estimations.
The final and most obvious factor that has the greatest impact with regard to
clock error is the point within the communication hierarchy that timestamps are
generated. The generation of a timestamp occurs when a specific point in an event
message crosses a particular boundary in one of the communication layers. This
point is termed the timestamp point. The standard itself specifies a timestamp point
in an event message for each of the communication layers. In order to achieve the
maximum precision, timestamps should be recorded at the physical layer.
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4.7 Frequency Synchronisation Over Packet Networks
As outlined earlier, frequency synchronisation (or syntonisation) of media clocks
between multimedia endpoints ensures that the rate with which media is produced
and consumed is equal, thus avoiding buffer overflow/underflow problems. In
broadcast networks with fixed latencies, frequency synchronisation is easily
achieved through use of frequency/phase lock loops. Over best-effort IP packet
networks where latencies are nondeterministic, frequency synchronisation is much
more challenging and techniques such as adaptive clock recovery are needed.
Conventional Ethernet networks that are ubiquitous in today’s infrastructure deploy
a physical layer system whereby the receiving clock on the ingress interface that
receives incoming bits and the transmitting clock that transmits bits on the egress
interface are independently operating to within ±100 ppm, thus there is a lack of
frequency synchronisation in the network. The protocol is thus designed at physical
layer to cope with such potential frequency differences. For domains and applica-
tions that require frequency to be distributed, such as telecommunications networks,
Synchronous Ethernet (known as SynchE) has been developed. Essentially, this
physical layer mechanism locks the egress clock to the ingress clock. Thus, the
source frequency is propagated through each hop, essentially locking the whole
network together. This benefit is realised however at significant expense as it
requires hardware upgrades and thus far, SynchE is typically deployed only in
utility telecommunications networks. SynchE is standardised by the ITU-T, along
with IEEE in a range of recommendations [24].
4.8 Time-Aware Networks: IEEE Time-Sensitive
Networking (TSN) and Audio–Video Bridging
(AVB) Standards
As outlined in the introduction, there has been some significant work to tackle some
of the many challenges to making the full ICT infrastructure more time-aware. In
this section, we examine recent developments in the standards world that aim to
improve the degree of time awareness in networks.
Ethernet (defined formally by IEEE 802.3 [25]) was originally developed to
operate over shared media where collisions demanded the retransmission of data by
the Ethernet transmitter. Ethernet was enhanced in the 1990s, in collaboration with
the bridging group (IEEE 802.1), to add support for full-duplex, store-and-forward,
switched LANs, where Ethernet collisions were entirely eliminated and the theo-
retical link utilisation could be routinely achieved in both directions simultaneously.
In addition to enormous increases in Ethernet PHY rates (100 Mbps, 1 Gbps,
10 Gbps, 100 Gbps, etc.), further enhancements defined specifically for real-time
media streams were recently published. Real-time traffic could previously be pri-
oritised by bridges and routers, but network delays due to congestion could neither
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be determined beforehand nor controlled during operation. As these amendments to
the IEEE 802 standards were created by the 802.1 TSN (formerly the AVB or
Audio–Video Bridging) Task Group [26], they are often referred to collectively as
the TSN (formerly the AVB) standards. Note that IEEE 802 standards are available
for free 6 months after publication through the IEEE Get program at http://
standards.ieee.org/about/get.
4.8.1 Time Synchronisation
The first addition to standard Ethernet required to meet the demands of high quality
media networking was accurate time synchronisation. As outlined earlier, when two
or more networked devices sample or render audio, if the timing relationship
between them is not precisely controlled, the resulting audio channels can drift apart
or exhibit modulation that negatively affects the fidelity of the sound.
The TSN standard that addresses the time synchronisation problem is IEEE Std.
802.1AS™ [26], a profile of PTP. In addition to specifying features for
configuration-free accuracy assurance and fast reconfiguration, 802.1AS specifies
the use of timing measurement protocol of IEEE Std. 802.11™-2012 (i.e. Wi-Fi)—
an important consideration for consumer media. Predictable time accuracy is
achieved by requiring each switch/bridge/router/Wi-Fi Access Point to participate
explicitly in the transfer of time. It also adds explicit detection of networking
equipment that does not support the capability, routing time instead on another path
if available.
Typically, accuracy of time delivered to the network interface of each timing
slave is more accurate than one microsecond, allowing even microphone array
beamforming applications to be distributed across multiple distinct networked
devices. As another extension beyond the default 1588 profile, if the Grand Master
(GM) as defined in Sect. 4.6 disappears, the new GM communicates its frequency
offset and time offset (if any) with respect to the previous GM, allowing slave
devices to quickly lock their media or other application-specific clock.
Wi-Fi, being of particular interest for media synchronisation due to its preva-
lence in consumer markets, deserves some additional explanation here. In Fig. 4.16
we illustrate the method of passing of time between Station A and Station B,
together with various timestamp measurement errors that occur within the Wi-Fi
devices and within the wireless channel. The existence and correction of asym-
metries within each device are accommodated in a manner identical to those with
802.3/Ethernet. Essentially, differences between Tx and Rx timestamps within each
system are compensated for, with any remaining timestamp uncertainty contribut-
ing to the overall time error budget. Immunity to transmission rate and frame length
is achieved by defining the packet timestamp point at the beginning of the frame.
Uncertainty within the wireless channel is due primarily to multipath effects of
the signal propagation and reflections. The error in propagated time caused by
asymmetry in the wireless channel (or timestamp asymmetry) is equal to one half of
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the asymmetry. As an example, if signal reflections result in an asymmetry of 30 m,
the resulting time error is 0.5 * (30 * 3.33 × 10−9) s = 500 ns. Additional work
in 802.11-RevMC [27] is underway to detect the line-of-sight arrival of the signal,
in order to achieve absolute time accuracies of the order of a few nanoseconds for
the purpose of indoor location [28].
Enhancements to 802.1AS provide GM redundancy and also path redundancy
for the timing packets, so that the loss of a single link or a single GM does not result
in loss of timing. Also, each GM may provide two or more independent time
sources simultaneously—an important capability for industrial applications which
use a very stable local time source for machine operation and another, synchronised
to UTC, for workflow coordination and event timestamping.
4.8.2 Ensuring Timely Delivery
Together with accurate time synchronisation, real-time media streaming networks
should ensure that media packets arrive in time for the contents to be processed and
rendered. In networks with sufficiently light traffic and well-behaved endpoints,
packet prioritisation can be sufficient to achieve timely delivery in most cases.
Modern networks provide substantially better service for time-sensitive media (and
other) streams through additional enhancements beyond time synchronisation from
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802.1. These temporal Quality of Service (QoS) enhancements fall into two
categories:
1. Admission Control: Signalling protocols that allow endpoints to request
admission to a class of service that receives special treatment for a time-sensitive
stream.
2. Traffic Shaping: Algorithms for networking equipment that deliver the temporal
QoS for admitted streams.
Admission Control and Scheduling Protocols
Any general network that provides guaranteed service must have the ability to
perform admission control—to reject requests once some threshold has been
reached or if the request would cause network resources to be exceeded. One such
distributed, peer-to-peer reservation protocol deployed in AV networks today is the
Stream Reservation Protocol (SRP) published in IEEE Std. 802.1Q™-2015 [29].
A talker initiates an end-to-end SRP reservation across the network by adver-
tising a stream with certain characteristics, including frames per second, maximum
frame size, etc. Each bridge/switch in the LAN takes note of the characteristics of
the reservation request and passes it downstream through the network. Upon
receiving such an advertisement, one or more listeners may choose to subscribe to
that stream by sending a listener ready message. As the listener_ready information
propagates back towards the talker, each bridge has the option of declining to admit
the stream due to bandwidth or other resource constraints. In this way, a multicast
forwarding tree is created in each bridge automatically, and the listener(s) and talker
are eventually informed of the outcome of the reservation request. Admitted
streams then receive special treatment in the network devices, resulting in timely
delivery of media packets.
Centralised SDN-based network provisioning techniques directly discover and
configure the forwarding database and traffic shaping parameters in each device
along the path between talkers and listeners to achieve the same end-to-end guar-
antees (instead of the SRP protocol). Support for this is being standardised in IEEE
p802.1Qcc [29].
Latency Control Methods
The data rate of media streams is typically more regular than other web traffic.
When low worst-case latency streaming of media is required, retransmission of data
is not feasible. Now that Ethernet is full-duplex, collisions are eliminated. Thus,
network congestion in the Ethernet switch/bridge/router becomes the dominant
source of packet loss. Once a stream reservation is successful, the network applies
special transmit selection algorithms to the admitted stream at each network device
between talker and listener. The first such transmit selection standard from 802.1 is
Forwarding and Queuing Time-Sensitive Streams (FQTSS), standardised in IEEE
Std. 802.1Q™-2015. FQTSS eliminates congestion of admitted isochronous
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streams by pacing admitted streams using the aggregate bandwidth admitted on
each transmitting port.
Additional tools for improving worst-case latency include pre-emption of
non-time-sensitive frames and creation of a global schedule for time-sensitive
streams. Pre-emption (IEEE Std. 802.1Qbu™/IEEE Std. 802.3Qbr™) [27/23]
eliminates the necessity for a time-sensitive frame to wait for a non-time-sensitive
frame. Specifically, the best-effort frame currently being transmitted is pre-empted,
the time-sensitive frame to be inserted and the best-effort frame to be resumed. One
level of pre-emption is supported, but a best-effort frame may be pre-empted
multiple times by multiple time-sensitive frames.
A global schedule for time-sensitive frames is akin to a schedule applied to
traffic lights such that each subsequent traffic light turns green as an emergency
(time-sensitive) vehicle approaches. The time-scheduled traffic shaper is defined in
IEEE Std. 802.1Qbv™ [24]. With this approach, endpoints first make an admission
request, including temporal requirements, typically to a central controller. Together
with centralised admission control, this standard allows a high-level network
scheduler to compute and download a transmit schedule for each link in a
TSN-capable network. Thus, if the talker injects the time-sensitive packet within the
right time window, it flows through the network without any head-of-line blocking
from best-effort frames, just as a set of locomotives and their cars could theoreti-
cally traverse a continent without stopping, so long as all tracks are properly
scheduled and potentially interfering trains held back.
TSN Robustness Features
Any assurance of low worst-case latency requires the talkers injecting
time-sensitive traffic to be well behaved. If things go wrong, e.g. due to a mal-
function of a talker, excessive traffic marked as time-sensitive (i.e. exceeding the
amount of admitted traffic) might disrupt other time-sensitive flows. To provide
immunity against such failures, ‘Ingress Policing’, defined in 802.1Qci [29], allows
detection of bad behaviour by comparing the traffic injected by each talker to the
amount of traffic admitted, punishing the misbehaving talker by dropping the excess
frames.
Even with all of these features, random bit errors due to cosmic and other events
can cause a frame to be corrupted and subsequently dropped. For situations where
such an error would be catastrophic, a network-wide redundancy capability is
defined in 802.1CB [29]. This works by replicating time-critical traffic (perhaps
multiple times) and sent along maximally disjoint and redundant paths between the
talker and listener such that delivery is immune to single points of failure of the
network. Duplicate frames are then eliminated where redundant paths join together.
Time-Sensitive Media Streaming Protocols
The above capabilities provide robust transport of media and other time-sensitive
data. They do so in a way that is independent of the protocol used for encapsulating
media or other time-sensitive traffic for transmission from the talker to the listener.
Several media streaming protocols are used to carry the audio samples and video
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frames in a way that can take advantage of the aforementioned 802.1 synchroni-
sation and timeliness standards.
Whilst also able to support best-effort networks, the AES67 standard [7] defines
interoperability requirements for use of these capabilities by RTP streams, including
a direct one-to-one mapping of the PTP clock to the media clock and an RTP header
extension. The IEEE 1733 standard, which addressed these requirements, did so
using a new RTCP payload format, but has been deprecated.
The Audio–Video Transport Protocol (AVTP), defined in IEEE Std. 1722™-
2016 [9], encapsulates various media and other payloads and provides some useful
in-band information, such as whether the PTP GM is available. This standard
defines the encapsulation of International Electrotechnical Commission (IEC)
61883 (www.iec.ch/) and other newer media formats typically into Ethernet frames
and provides for an indirection between the PTP clock and the media clock.
Additional specifications for TSN-based systems are available from Avnu
Alliance (http://avnu.org/) which certifies implementations for interoperability and
conformance with the TSN/AVB and related standards—similar to the role the
Wi-Fi Alliance fills for the 802.11 standards.
4.9 Time Awareness on Endpoints
The issues that arise throughout multimedia systems with respect to time awareness
are how to get time and the time-sensitive data to/from the application accurately
and with low latency, respectively. In this section, we examine issues of how to
schedule software tasks, timestamp events, cross-timestamp disparate clocks within
an endpoint and trigger events with sufficient time accuracy. We describe each of
these in the following with a focus on media applications, though the principles
extend to other time-sensitive applications.
From Fig. 4.17 [30], we see that there can be a large number of software layers
through which a typical function call must pass, each of which can add nondeter-
ministic delays. If we have delivered accurate time across a network and then wish to
read this network time, which typically resides in a counter close to the physical layer
of the Ethernet device in the system—far from the CPU, errors can arise. As such, the
value ultimately returned by a system time call, such as the POSIX clock_gettime, is
no longer ‘now’ but ‘soon thereafter’. Modern x86 Central Processing Units (CPUs),
therefore, provide a TimeStamp Counter (TSC) in the CPU itself and a native
instruction to ReaD the TSC (RDTSC) that provides direct and immediate access to
the TSC. But a counter that reports the number of cycles since reset is not sufficient for
synchronisation of media streams. Thus, coefficients are maintained by the operating
system to convert the current TSC value into the corresponding UTC time. These
linearity coefficients may be computed based on timestamp pairs, or
cross-timestamps, where the TSC counter and the UTC time are captured as close to
simultaneously as possible.Over time, the coefficients are refined and adjusted to track
changes in the frequency reference that drives the TSC [31].
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Since improved time synchronisation can improve QoE when rendering (or
recording) audio and video, it is important to consider that a reduction in the
uncertainty of the delay when reading the network time or media position results in
commensurate improvement in the linear coefficients, which results in improvement
in translation between TSC and UTC or between UTC and the current media
position. One such improvement in cross-timestamp accuracy is the PCIe Precision
Time Measurement (PTM) protocol, illustrated in Fig. 4.18, which provides the
system’s time to the Ethernet or Wi-Fi device with better than one microsecond
error [32]. As seen in the figure, the Ethernet, or Local Area Network (LAN) device
maintains its estimate of the PTP time in a hardware counter. On demand of
software, the PTM protocol is initiated, resulting in the simultaneous capture of
both system and the PTP timestamps in a cross-timestamp pair, which may be read
by software at its leisure. The same method may be used for other I/O devices that
contain their own custom clock, including an audio device, as seen in Fig. 4.18.
Likewise, when multiple systems are employed to render multiple channels of a
single audio programme, it is necessary to both start rendering audio at the right
time on each system and to maintain the proper render rate, accounting for the
unique parts-per-million (ppm) offset of the local crystal frequency reference on
each system relative to the source. Typically, the render time is communicated in a
timestamp point referencing a shared timeline, e.g. as an explicit 802.1AS pre-
sentation timestamp field in the media packet header, as in AVTP, or implicitly as a
sample number with respect to a prearranged epoch, as specified for RTP in AES67.
Fig. 4.17 Software layers [30]
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Upon receiving a media frame corresponding with a desired render time, the
issue of realising the specific render time arises. Typical MPEG transport systems
assume either a single renderer or renders separated by distances large enough that a
single person would be able to observe only one renderer at a time, and therefore
the only synchronisation requirement is contained within each renderer indepen-
dently and inter-render phase alignment of the media is typically not addressed. For
example, in order for seven Wi-Fi-attached speakers in a home media room to
render the seven inter-related audio channels as part of a ‘5.2 Surround Sound’
system—or the related situation arising in professional audio such as Line Array
Speakers [33]—audio phase and frequency must be mutually aligned in order to
avoid unpleasant artefacts. These situations demand both a shared common timeline
and frequency reference between all renderers—such as the PTP profile provided in
802.1AS—and the desired render time with respect to that timeline, explicitly or
implicitly, for each audio sample or video frame.
Regardless of their quality, no two clocks agree exactly on the length of one
second and their difference varies with temperature, voltage, etc. Thus, two ren-
derers will naturally render audio at slightly different rates, summing to a difference
Fig. 4.18 Using PCIe PTM to cross-timestamp system and PTP time
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of perhaps a few samples per second if corrective action is not taken, since the
actual average frequency of common crystal oscillators can each differ from the
nominal frequency by tens of PPM. Some endpoints allow the audio clock to be
disciplined to match the actual average frequency of the source, e.g. by employing a
voltage-controlled crystal oscillator (VCxO). But the adjustment to the VCxO
requires the system to know whether it is rendering too fast or too slow with respect
to the others, and to what degree. Given the availability of 802.1AS time, this can
be accomplished through cross-timestamping the network and audio counters.
If fine adjustment of the audio clock is unavailable, the number of samples must
be adjusted regularly in order to keep multiple renderers synchronised. Sometimes
called ‘resampling’, the original audio signal is processed to create a string of
samples with the same spectral content, but with a slightly different sample rate.
Also called Micro Sample Rate Conversion (Micro SRC), the resulting waveform
can be made to compensate for any PPM error in the audio clock. For example, if
the stream is currently rendering locally at 40 PPM faster than desired (based on
timestamps on the common 802.1AS timeline, for example), extra samples must be
inserted—about two per second. Typically, this is accomplished by passing a ratio
(2/sample rate) and a set of audio samples to the Micro SRC function, which
resamples the audio data and returns the appropriate number of samples, in our
example, a sequence of samples that is 40 PPM longer than the input sample
sequence.
4.10 Conclusions
This chapter has provided a big-picture view of timing with a particular focus on
multimedia synchronisation. Starting with some basic definitions of the three timing
concepts of time, frequency and phase, it then outlined the challenges of delivering
precision timing in modern Information and Communications Technology
(ICT) systems. It summarised the work of the TAACCS group that is examining the
core issue of time awareness across the full ICT infrastructure, albeit aimed at the
broader domain of Internet of Everything (IoE). The chapter then reviewed some of
the core synchronisation techniques for time and less so frequency, as well as
advances in Ethernet Time-Sensitive Networking (TSN). Finally, it examined
endpoint timing issues relating to both hardware and software and detailed a
number of initiatives and techniques for precise media rendering. Whilst time/phase
and frequency are always a serious consideration for anyone working in media
synchronisation, it is important to consider how multifaceted the challenge is and
the relationship between the various facets. Essentially, a more integrated and
holistic approach will help better deliver existing applications and help conceive
new ones.
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Definitions
Time an instant (or time of day) on a selected time-scale.
Timescale a family of time codes for a particular coordinate time that provide an
unambiguous time ordering of events.
Time synchronisation relative adjustment of two or more sources of time with the
purpose of cancelling their time differences.
Frequency refers to a rate of repetition (of an event) per unit of time and thus two
clocks are frequency synchronised if they oscillate at the exact same rate.
Syntonisation the relative adjustment of two or more frequency sources with the
purpose of cancelling their frequency differences but not necessarily their phase
difference.
Time Awareness the extent to which a device, system or device/system model has
an appropriate ability to sense and respond to timing signals/information.
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Part II
Applications, Use Cases,
and Requirements
Chapter 5
Simultaneous Output-Timing Control
in Networked Games and Virtual
Environments
Pingguo Huang and Yutaka Ishibashi
Abstract In this chapter, we make a survey of techniques for simultaneous
output-timing control, which adjusts the output timing of media streams among
multiple terminals in networked games and virtual environments. When media units
(MUs, each of which is the information unit, such as a video frame and a voice
packet for media synchronization) are transmitted over non-guaranteed Quality of
Service (QoS) networks like the Internet, the receiving times of each MU at the
terminals may be different from each other owing to network delays and delay
jitters. Therefore, for example, the fairness among players may be damaged in
networked games, and collaborative work may not be done efficiently among users
in virtual environments. It is important for multiple players/users to play/do net-
worked games/collaborative work while watching the same displayed images
simultaneously. To solve the problems, the simultaneous output-timing control,
such as media synchronization control and causality control is needed. In this
chapter, as the control, we mainly handle the group (or inter-destination) syn-
chronization control, which is a type of media synchronization control, the adaptive
Δ-causality control, and the dynamic local lag control. We also discuss the simi-
larities and differences among the three types of control. Generally, the group
synchronization control or adaptive Δ-causality control can be employed to keep
the fairness and/or the consistency in good conditions among multiple terminals in
networked games and virtual environments, and the dynamic local lag control is
used for sound synchronization in networked virtual ensembles. However, the
interactivity may seriously be deteriorated under such types of control. Therefore,
we introduce prediction control to improve the interactivity. As a result of Quality
of Experience (QoE) assessment, we demonstrate that the prediction control
improves the interactivity and there is the optimum prediction time according to the
network delay. Finally, we discuss the future directions of simultaneous
output-timing control in networked games and virtual environments.
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5.1 Introduction
Recently, distributed interactive real-time applications, such as networked real-time
games (i.e., competitive work) and collaborative work in networked virtual envi-
ronments become more and more popular along with the development of com-
munication technology and virtual reality technology [1]. In the applications, the
virtual environments are shared with multiple users via networks, and the users can
collaboratively and/or competitively interact with objects in shared virtual envi-
ronments. Therefore, users can greatly immerse themselves in the games and the
environments [2]. Since multiple users collaboratively/competitively conduct work
in a shared world at the same time, it is necessary to output the shared information
(for example, position information of objects and avatars of users) simultaneously
at all the terminals. Normally, the information is managed by a server or multiple
servers in the client–server model and by peers in the P2P model. When the
information is transmitted over a non-guaranteed QoS [3] network like the Internet,
the receiving times at the terminals (destinations) may be different from each other
owing to network delays and delay jitters. This means that some destinations may
have already received information while the other destinations may have not
received the information. Then, since users (or players) at different destinations may
watch different displayed images at the same time, the fairness among the users may
be damaged in networked games and the efficiency of collaborative work may
deteriorate. Thus, it is important for multiple users to do competitive work/
collaborative work while watching the same displayed images simultaneously. To
solve the problems, the simultaneous output-timing control is needed.
There are many studies focusing on simultaneous output-timing control [4], such
as media synchronization control [5] and causality control [6]. In this chapter, we
explain the current status of research on simultaneous output-timing control in
networked games and virtual environments, and we mainly handle the group (or
inter-destination) synchronization control [5, 7, 8], which is a type of media syn-
chronization control, the adaptive Δ-causality control [9], and the dynamic local lag
control [10]. The three types of control are typical examples of simultaneous
output-timing control and can widely be used in many applications. We also discuss
the similarities and differences among the three types of control.
In this chapter, first, we introduce the necessity of simultaneous output in net-
worked games and virtual environments. Next, we explain techniques for the
simultaneous output-timing control, introduce three types of control, and clarify the
similarities and differences among them. However, the interactivity may seriously
be deteriorated under the control. Then, we introduce prediction control to improve
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the interactivity which is degraded by the simultaneous output-timing control.
Finally, we discuss the future directions of the simultaneous output-timing control
in the networked games and virtual environments.
5.2 Necessity of Simultaneous Output
As described in Sect. 5.1, in most of the networked games and virtual environ-
ments, multiple users share a virtual space with each other. Normally, the infor-
mation is managed by a server or multiple servers in the client–server model and by
peers in the P2P model. Therefore, as shown in Fig. 5.1, when a source terminal
(server or peer) transmits media units (MUs), each of which is the information unit
for media synchronization [11], to two destinations, the MUs may not arrive at the
two destinations simultaneously, and the users may watch different displayed
images. This is because there exist network delays and delay jitters. Thus, in
networked games, users at the destinations which receive MUs earlier may be in an
advantageous position; that is, the fairness among the users may be seriously
deteriorated. For example, in a networked shooting game, when users try to shoot
target objects, MUs including target information have already arrived at some
destinations and users at the destinations may be ready to shoot, but the MUs may
not arrive at the other destinations and users at the destinations may still not find the
targets. Therefore, the fairness among the users may be damaged. Also, in col-
laborative work in networked virtual environments, it may be difficult for users to
do work collaboratively since they watch different displayed images.
Fig. 5.1 Example of influence of network delay and jitters among different destinations
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In order to solve the problems, we need a simultaneous output-timing control
which outputs each MU at all the destinations at the same time. As shown in
Fig. 5.2, under the control, when each destination receives MUs, it buffers the MUs
if the MUs arrive earlier than the output times, and each MU is output simulta-
neously at multiple destinations.
5.3 Simultaneous Output-Timing Control
In this section, we explain techniques used for simultaneous output-timing control,
explain three types of simultaneous output-timing control, and clarify the similar-
ities and differences among the control.
5.3.1 Techniques for Control
A number of techniques employed for simultaneous output-timing control have
been proposed so far. We explain the techniques based on the four items: clocks,
techniques at sources and those at destinations [12], and methods to determine the
output timing of MUs at all the destinations. The first item denotes whether clocks
are globally synchronized or locally available. In order to achieve simultaneous
output at all the destinations, some techniques should be employed at both sources
and destinations. Also, all the destinations should use the same method to determine
the output timing.
Fig. 5.2 Example of simultaneous output-timing control
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(1) Clocks
Most types of the control assume that the clock ticks at the sources and desti-
nations have the same advancement and the current local times are also the same,
i.e., globally synchronized clocks [5], which make simultaneous output-timing
control simpler. We can use the globally synchronized clocks by adjusting the
clocks by employing some method such as Network Time Protocol (NTP) [13] or
Global Positioning System (GPS).
(2) Techniques at sources
At sources, synchronization information such as timestamp and the sequence
number is attached to each MU [14]. The timestamp indicates the generation time of
the MU. If MUs are generated periodically, only the sequence number can be used
instead of the timestamp.
(3) Techniques at destinations
When each destination receives MUs, the MUs are stored in the destination
buffer to compensate for network delay and delay jitter, and then the destination
outputs them according to the synchronization information. Therefore, each MU
waits for output from the buffer when it arrives earlier than the time at which it
should be output (see Fig. 5.2).
(4) Methods to determine output timing
In order to output each MU simultaneously among multiple destinations, the
output timing of the MU at all the destinations has to be the same. There are mainly
two methods to determine the output timing. One is a distributed method, and the
other is a centralized method [15]. In the distributed method, each destination
transmits information about the output timing of MUs at the destination to all the
other destinations, and determines output timing called the reference output timing
[10], to which all the destinations should adjust their own output timings, according
to the received information from the other destinations by using the same method.
Each destination adjusts its output timing to the reference output time gradually. In
the centralized method, there is a single manager to gather the output timings from
all the destinations, and the manager determines the reference output timing and
multicasts the information about the reference output timing to all the destinations.
When each destination receives the information about the reference output timing, it
gradually adjusts its output timing to the reference output timing [15].
5.3.2 Dynamic Local Lag Control
In the conventional local lag control [16], each source buffers local information for
a constant time called the local lag, which is denoted by Δ (≥ 0) here, in order to be
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synchronized with destinations (see Fig. 5.3a). In the dynamic local lag control, the
value of Δ is dynamically changed according to the network delay from the other
terminal to the local terminal [17] (Fig. 5.3b).
From Fig. 5.3, we can see that in the conventional local lag control, Δ is set to
the same value as the network delay from the local terminal to the other terminal; on
the other hand, in the dynamic local lag control, Δ is set to the same value as the
network delay from the other terminal to the local terminal, and the control also
changes the value dynamically according to the network delay. When the local lag
is set to the same value as the network delay, high quality of synchronization
among destinations can be achieved. In Fig. 5.3a, a user of each terminal hears
sounds separately; on the other hand, the user in Fig. 5.3b hears the sounds
simultaneously. However, the dynamic local lag control degrades the interactivity
since the control buffers local information for a constant time.
In [17] and [18], the authors investigate the effects of the dynamic local lag
control in a networked haptic drum system, in which two users at different places
can play the drum set together with the same rhythms at the same tempi. They also
enhance the control so that two or more users can play the networked haptic drum
system [19].
5.3.3 Group Synchronization Control
For group synchronization control, there are mainly three schemes. One is the
master–slave destination scheme [5], another is the synchronization maestro scheme
[7], and the other is the distributed control scheme [8].
Fig. 5.3 Examples of conventional local lag control and dynamic local lag control
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In the master–slave destination scheme, the destinations are grouped into a
master destination and slave destinations. The master destination carries out only
intra-stream synchronization control over a master stream (and slave streams) and
interstream synchronization control over the slave streams [5]. The master desti-
nation multicasts a control packet that includes the output time of its first MU of the
master stream to the slave destinations. In addition, when the target output time
[11], which denotes an instant at which each destination should output each MU
under the group synchronization control when there exists network delay jitter, of
the master destination is modified, the master destination notifies all the slave
destinations of the modification by distributing a control packet which has the
amount of the time which has been modified and the sequence number of the MU at
which the target output time has been changed. It should be noted that the target
output time can be modified when a large network delay occurs or when network
delays become smaller [11]. When each slave destination receives the control
packet, the slave destination gradually adjusts its output timing of MUs to the
output timing of the master terminal.
In the synchronization maestro scheme, as shown in Fig. 5.4, there areM sources,
N destinations, and a synchronization maestro (i.e., a manager described in
Sect. 5.3.1). Each destination notifies the synchronization maestro of the information
about its output timing. When the synchronization maestro receives the information
about the output timing from each destination, it determines the reference output
timing [7] and multicasts the information about the reference output timing to all the
destinations. Each destination gradually adjusts its output timing to the reference
output timing. Note that each source may also be a destination; in this case, the
source also outputs each MU after buffering and transmits the MU to the other
Fig. 5.4 Model of synchronization maestro scheme
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destinations. Before output of the MU, the source buffers the MU for a constant time
(called the local lag) according to the reference output timing.
The main difference between the distributed control scheme and the synchro-
nization maestro scheme is in how to determine the reference output timing. In the
distributed control scheme, each destination notifies the other destinations of the
information about its output timing. The destination determines the reference output
timing based on the notifications by using the same method as the other destinations
and gradually adjusts its output timing to the reference output timing.
In [9], the authors propose a media synchronization scheme with adaptive
Δ-causality control (we will explain the control in Sect. 5.3.4), and employ the
synchronization maestro scheme as group synchronization control. They investigate
the effects by implementing the proposed scheme in a networked shooting game. In
the game, two users fight with each other, and each user fires shots at the other
user’s fighter while moving his/her own fighter to the right or to the left, and he/she
avoids shots fired by the other user by shielding his/her own fighter under buildings.
Experimental results show that the scheme improves the fairness among users and
reduces the inconsistency rate which is defined as the ratio of the number of
computer data MUs each of which is received by only one terminal to the total
number of computer data MUs. However, when the network load is heavy, the
causality and the interactivity may be disturbed. In [20], the authors investigate the
effect of the proposed scheme in [9] by comparing the effects of the synchronization
maestro scheme and distributed control scheme in the networked shooting game.
Experimental results show that the two schemes have their own advantages and
disadvantages. The synchronization maestro scheme (a centralized control scheme)
is superior to the distributed control scheme in terms of the causality, and the
distributed control scheme outperforms the centralized control scheme from the
points of view of the consistency, the fairness, and the interactivity.
In [15], the synchronization maestro scheme and distributed control scheme are
handled in a networked virtual environment where users have a conversation with
each other while moving as avatars. In [21] and [22], the authors investigate effects
of the synchronization maestro scheme by experiment in which two users collab-
oratively raise and move an object in networked virtual environments with haptics.
Experimental results show that the scheme can improve the efficiency of collabo-
rative work. In [23], the effect of the synchronization maestro scheme is also
investigated in a networked real-time game. In the game, each of two users lifts and
moves his/her object (a rigid cube) to contain a target. When the target is contained
by either object of the two users, it disappears and then appears at a randomly
selected position in a virtual space. The two users compete on the number of
eliminated targets with each other. Experimental results show that the scheme can
improve the fairness in the networked real-time game. The effects of the syn-
chronization maestro scheme are also clarified in a networked real-time game with
collaborative work [24]. In the game, two groups each of which consists of two
users play the networked real-time game in a 3-D virtual space. The two users in
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each group collaboratively lift and move an object which is assigned to the group to
contain the target. The two groups compete on the number of eliminated targets
with each other. The effects of the synchronization maestro scheme are further
investigated in a first-person shooting game [25]. In the game, two avatars fire
bullets while moving in a 3-D virtual space and hit the bullets to each other. QoE
(Quality of Experience) assessments [26] show that the scheme can maintain the
fairness high and there is the optimum value of ΔH (defined as the maximum value
of Δ which equals to the target output time of an MU in the group synchronization
control minus the generation time of the MU) to balance the interactivity and
fairness.
In [27], the authors assess the effects of the distributed control scheme in a
networked game and a networked virtual environment. They deal with a
name-guessing task like fastest fingers first as competitive work and networked
rock-paper–scissors as collaborative work. Assessment results show that the fair-
ness among users can be maintained high in the networked game and the syn-
chronization quality of networked collaborative work can be improved by the
scheme.
5.3.4 Adaptive Δ-Causality Control
The Δ-causality control keeps the causal relationships (i.e., temporal order) among
events [6]. As shown in Fig. 5.5, in the Δ-causality control, each MU has a time
limit which is equal to the generation time of the MU plus Δ seconds for the
preservation of the real-time property, and the MU is output at the time limit. If the
MU is received after the time limit, it is discarded as an obsolete MU. The causality
among the output MUs can be kept. In the adaptive Δ-causality control, the value of
Δ in the Δ-causality control is dynamically changed according to the network load
(i.e., the network delay and delay jitter) [20]. However, it should be noted that
changing the value of Δ may disturb the causality among MUs.
Fig. 5.5 Example of MU output timing under Δ-causality control
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Note that, as in group synchronization control, each source may also be a des-
tination which also outputs each MU transmitted to the other destinations. In this
case, each source also buffers MUs for a constant time Δ s (called the local lag).
As described in Sect. 3.3, in [9] and [20], the authors also employ the adaptive
Δ-causality control in a networked shooting game and found that the control is
effective for the game.
In order to achieve a further amelioration of consistency, an adaptive Δ-causality
control with adaptive dead reckoning is proposed in [28]. Experimental results
show that the proposed control can improve the consistency among users, and when
the value of Δ is larger than 100 ms, the interactivity is degraded. In [29], the
authors implement the Δ-causality control scheme with adaptive dead reckoning in
a networked air hockey game with haptics, and experiment results show that the
fairness can be kept high.
In [30], the authors propose an adaptive scheme with the adaptive Δ-causality
control and prediction control. The adaptive Δ-causality control is exerted for the
conservation of causality. When there exist no MU for the output in the buffer, the
prediction control predicts the current positions of objects by using the latest two
output MUs. They compare the proposed scheme with other six schemes in a
networked racing game. Experiment results show that the proposed scheme keeps
the consistency among users and the interactivity high.
5.3.5 Similarities and Differences Among Three Types
of Control
As described above, the group synchronization control or adaptive Δ-causality
control can be employed to keep the fairness and/or the consistency in good con-
dition among multiple terminals in networked games and virtual environments, and
the dynamic local lag control is used for sound synchronization in networked virtual
ensembles. The adaptive Δ-causality control is very similar to the distributed
control scheme for group synchronization control which adjusts the reference
output timing by Δ. The difference between the two types of control is that in the
distributed control scheme, the streams are grouped into a master stream and slave
streams, and intra-stream and interstream synchronization control is carried out; in
the adaptive Δ-causality control, the output time of each MU is only related to the
generation time of the MU and Δ, and if the MU is received after the time limit, it is
discarded even though there is not MU for output.
The adaptive Δ-causality control can preserve the causal relation among MUs;
generally, the causality control tries to output MUs in the generation order of the
MUs. However, the causality control may not always output MUs simultaneously at
all the destinations. On the other hand, achieving the group synchronization per-
fectly can lead to the simultaneous output at all the destinations and preserve
causality with synchronization.
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If the networks delays between all the terminals are the same, the dynamic local
lag control can perfectly achieve group synchronization and causality among des-
tinations. Therefore, the dynamic local lag control is also similar to the adaptive Δ-
causality control. The difference is that the Δ value of the dynamic local lag control
is determined according to the network delay from the other terminal to the local
terminal, and the Δ value of the adaptive Δ-causality control is determined by the
network delay in the opposite direction.
5.4 Improvement of Interactivity by Prediction Control
As described in Sect. 5.3, in order to output MUs simultaneously at all the desti-
nations, it is necessary to buffer the MUs at the destinations and keep the same
output timing under the simultaneous output-timing control. This means that the
control degrades the interactivity owing to buffering. Prediction is one of the
methods which can improve the interactivity [31].
In [32], the authors propose group synchronization control with a prediction for
work using haptic sense. The control adjusts the output timing among multiple
terminals and keeps the interactivity high. It outputs position information by pre-
dicting the future position later than the position included in the last-received MU
by a fixed amount of time, and it also advances the output time of position infor-
mation at each local terminal by the same amount of time. The proposed control is
implemented in two types of work (remote haptic drawing instruction [33] and
collaborative haptic play with building blocks [34]). According to the system model
of the two types of work, the distributed control scheme is adopted for group
synchronization for the remote haptic drawing instruction, and the synchronization
maestro scheme for the collaborative haptic play with building blocks. The effects
of the proposed scheme are investigated by QoE assessment. In this section, we
present assessment results in the collaborative haptic play with building blocks.
As shown in Fig. 5.6, in the collaborative haptic play with building blocks, two
users pile up building blocks 1, 2, 3, and 4 collaboratively to build a dollhouse
which consists of 26 blocks (see Fig. 5.6) in a 3-D virtual space. The effects of the
proposed control are investigated by QoE assessment subjectively and objectively.
In the assessment, a network emulator NIST Net [35] which is used instead of the
network in Fig. 5.6 generates an additional delay according to the Pareto-normal
distribution for each packet transmitted between the two terminals. For the sub-
jective assessment, each subject is asked to practice on the condition that there is no
additional delay and the group synchronization control is not carried out. Then, the
subject is asked to give a score from 1 through 5 (5: Imperceptible; 4: Perceptible,
but not annoying; 3: Slightly annoying; 2: Annoying; 1: Very annoying) according
to the degree of deterioration on the condition that there exist additional delays and
the group synchronization control with prediction is performed. We obtain the
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Mean Opinion Score (MOS) [36] by averaging scores given by all the subjects. For
objective assessment, we employ the average operation time which is defined as the
average time from the moment the play is started until the instant all the blocks are
piled up. This parameter denotes the work efficiency of subjects.
In the QoE assessment, the prediction time Tpredict is set to 0, 10, 20, 30, and
50 ms, and the average additional delay is set to 50 and 100 ms. When the average
additional delay is set to 50 ms, the standard deviation is changed from 0 ms to
20 ms at intervals of 5 ms; when the average additional delay is 100 ms, the
standard deviation is changed from 0 ms to 40 ms at intervals of 10 ms.
Since the MOS values at the client terminal were almost the same as those at the
server terminal, we here show only the MOS values at the server terminal versus the
standard deviation of the additional delay when the additional delay is 50 ms and
100 ms in Figs. 5.7 and 5.8, respectively. The objective assessment results when
the additional delay is 50 ms and 100 ms are shown in Figs. 5.9 and 5.10,
respectively. In the figures, we also plot the 95% confidence intervals.
From Fig. 5.7, we see that the MOS values of Tpredict = 10, 20, and 30 ms are
larger than that of Tpredict = 0 ms (only the group synchronization control is carried
out), and that of Tpredict = 20 ms is larger than those of the other prediction times.
However, the MOS value of Tpredict = 50 ms tends to be less than that of Tpredict =
0 ms. FromFig. 5.8,we also notice that theMOSvalue ofTpredict = 20 or 30 ms is the
largest. Therefore, we can say that the proposed control is effective and there exists the
optimum value of the prediction time, and the optimum value depends on the standard
deviation of the additional delay and the average additional delay.
Fig. 5.6 System configuration of collaborative haptic play with building blocks
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In Fig. 5.9, we see that the average operation time of Tpredict = 20 ms is the
shortest, and in Fig. 5.10, the average operation time of Tpredict = 20 or 30 ms is
shorter than those of the other prediction times. In the two figures, we can see
similar tendencies to those in Figs. 5.7 and 5.8, respectively; note that the mag-
nitude relation of the average operation time is opposite to that of MOS value.
We found that the proposed control is also effective for the remote haptic
drawing instruction [33], but the optimum value of the prediction time is different
from that in the collaborative haptic play with building blocks. Therefore, we can
say that the proposed control is effective and there is the optimum value of the
Fig. 5.8 MOS at server terminal versus standard deviation of additional delay (average additional
delay: 100 ms)
Fig. 5.7 MOS at server terminal versus standard deviation of additional delay (average additional
delay: 50 ms)
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prediction time, and the optimum value depends on the standard deviation of the
network delay, the average network delay, and the type of work.
In [37], the authors propose the adaptive Δ-causality control with prediction in
order to keep the causality, consistency, and interactivity high. The proposed
control outputs the position information by predicting the future position later than
the output time of received position information by a fixed amount of time and
advances the output time of position information at the local terminal by the same
amount of time. By handling the proposed control in a networked air hockey game
using haptic media, they found that the proposed control can keep the interactivity
Fig. 5.10 Average operation time versus standard deviation of additional delay (average
additional delay: 100 ms)
Fig. 5.9 Average operation time versus standard deviation of additional delay (average additional
delay: 50 ms)
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high and there exists the optimal value of the prediction time. Therefore, in [38], the
authors propose the adaptive Δ-causality control with dynamic control of prediction
time, which dynamically change the prediction time according to the network delay.
They investigate the effects of the control in the networked air hockey game using
haptic media, and experiment results show that the control is effective.
As for the dynamic local lag control, in [39], the authors propose the dynamic
local lag control with dynamic control of prediction time, which dynamically
changes the prediction time according to the network delay in the joint performance
of the networked haptic drum system. Experiment results show that the proposed
control is effective.
5.5 Future Directions of Simultaneous Output-Timing
Control
There exist many types of QoS control, for example, simultaneous output-timing
control, traffic control, error control, CPU load control, and so on. If we perform
these types of control independently, the effects may be insufficient. Let us consider
when the traffic control and CPU load control are employed independently in a
video transmission system. When the network load becomes heavy, the traffic
control starts to reduce the average bit rate of the video. At the same time, if the
CPU load is low, the CPU load control starts to increase the average bit rate. As a
result, the two types of control become ineffective. On the other hand, when the
network load and CPU load are heavy, the traffic control reduces the average bit
rate of video and the CPU load control also decreases the average bite rate; the
resultant average bit rate may be too small. Therefore, we need to perform the
integrated QoS control (called the adaptive QoS control in [40]). In the integrated
QoS control, the network load condition and CPU load condition are grouped into
several levels. According to measured results of network load and CPU load
conditions (levels), different combinations of traffic control and processing load
control are employed for distributed virtual environments.
Also, it is necessary to take account of the human perception as in [41] and [42]
when we consider new control. This purpose is to carry out QoS control so that
users can hardly perceive any degradation of quality. That is, as in [41] and [42], we
can employ three types of synchronization error ranges for simultaneous
output-timing control: The imperceptible range (a range of the synchronization
error in which almost all users cannot perceive the error), allowable range (a range
of the synchronization error in which users can allow the error), and operation
range (a range of the error which should be kept usually). In [41], if the syn-
chronization error goes out the imperceptible range, the control tries to put the error
into the operation range. In [42], if the synchronization error is outside the
allowable range, the control tries to reduce the error gradually until the error enters
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the imperceptible range and if the error is within the allowable range, the control
accepts the error.
Thus, we need to study how to integrate multiple types of QoS control efficiently
by taking account of human perception.
5.6 Conclusions
In this chapter, we make a survey of simultaneous output-timing control and
classify the techniques based on the clocks, techniques at sources and those at
destinations, and the methods to determine the output timing. We explain three
types of simultaneous output-timing control: Group synchronization control,
adaptive Δ-causality control, and dynamic local lag control. We also discussed the
similarities and differences among the three types of control. Furthermore, we
introduced the prediction control to improve the interactivity which is degraded by
the simultaneous output-timing control, and investigated effects of the control in
networked games and virtual environments. Finally, we also discussed the future
direction of the simultaneous output-timing control.
We need to continue to make a survey of the control since the research area is
still growing and new control will be proposed in the future.
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Definitions
Quality of Service (QoS) QoS is the quality of service which is provided from a
layer to its upper layer in network layer model and it is defined as how much the
service is faithful to the ideal situation.
Quality of Experience (QoE) QoE is also called the user-level QoS. QoE is the
quality which is perceived subjectively and/or experienced objectively by
end-users.
Mean Opinion Score (MOS) MOS is a scale of the rating scale method and is
obtained by averaging scores of all the subjects for each stimulus. MOS is one of
subjective QoE measures. In the rating scale method for example, the five-grade
quality scale or impairment scale is employed.
Non-guaranteed QoS network A network which does not guarantee the Quality
of Service (QoS).Therefore when packets are transmitted over the network, large
network delays, delay jitter, and packet loss may occur.
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Chapter 6
Automated Video Mashups: Research
and Challenges
Mukesh Kumar Saini and Wei Tsang Ooi
Abstract The proliferation of video cameras, such as those embedded in smart-
phones and wearable devices, has made it increasingly easy for users to film inter-
esting events (such as public performance, family events, and vacation highlights)
in their daily lives. Moreover, often there are multiple cameras capturing the same
event at the same time, from different views. Concatenating segments of the videos
produced by these cameras together along the event time forms a video mashup,
which could depict the event in a less monotonous and more informative manner. It
is, however, inefficient and costly to manually create a video mashup. This chapter
aims to introduce the problem of automated video mashup to the readers, survey
the state-of-the-art research work in this area, and outline the set of open challenges
that remain to be solved. It provides a comprehensive introduction to practitioners,
researchers, and graduate students who are interested in the research and challenges
of automated video mashup.
Keywords Automated video mashup ⋅ Video clips synchronization ⋅ Video
quality analysis ⋅ Cinematography rules ⋅Mashup quality evaluation
6.1 Introduction
Users often record video clips of interesting events and activities using their smart-
phones, wearable devices, or standalone cameras to preserve the memory and share
the experience with others. Because of the ease of recording, storing, and sharing,
one can often find a large number of videos recorded of the same popular event. It
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is, however, boring and time-consuming to view all these videos. A video mashup
is a video that is produced by concatenating video segments cut from video clips
recorded at the same event by different cameras. The concatenation can produce a
mashup that is either time-synchronized, i.e., follows the same timeline as the event,
or asynchronous, i.e., longer or shorter than the actual event. In this chapter, we
mainly focus on time-synchronous mashups. Most components of the framework,
however, apply to asynchronous mashup as well.
In a professional video production, video mashups are often edited and produced
by skilled human editors, directors, and producers. We are, however, concerned with
the problem of automatically producing a time-synchronized video mashup from a
large number of user-generated videos with little or no human intervention. Done
properly, the automatically produced video mashup will (i) be more entertaining to
watch, as it produces a video depicting the event from different angles at different
times, instead ofmonotonously from a single angle; (ii) bemore informative, as when
part of the scene that is interesting is occluded, the video mashup can show a video
clip recorded from a non-occluded camera; and (iii) save time and effort, compared
to having a video editing professional who manually watches and analyses a large
number of video clips to produce a mashup.
This chapter takes a tutorial approach to provide a comprehensive introduction
to the building blocks of a video mashup system, particularly targeted toward prac-
titioners, researchers, and graduate students. Section 6.2 introduces the problem of
video mashup to readers with an overview of a typical video mashup system and
the problem formulation. Survey of the state-of-the-art research work in this area is
provided from Sects. 6.3 to 6.7. Finally, Sect. 6.8 outlines the set of open challenges
that remain to be solved.
6.2 Overview of Video Mashup
A video mashup is a video that consists of segments (also called shots) taken from
two or more video clips. In this chapter, we use the term video clip to refer a con-
tinuous recording of a single device. A typical example of a video mashup is a pro-
fessional pop music video where multiple video shots are put together to be viewed
along the music piece [1]. In most cases, the given video clips record the same event
from different perspectives, e.g., a dance performance or a football game. Two video
clips recorded from two significantly different angles may depict different scenes
even if they are recording the same event. Normally, at an event, however, there is
a dominant audio source (e.g., dance music or sport announcement). As such, there
is a strong correlation in the audio tracks of the recorded video clips. Nonetheless,
if the event occurs over a larger geographical area, or there is no dominant audio
source, the video clips may contain different audio tracks.
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Fig. 6.1 Time-synchronized video mashup
A video mashup can be either time-synchronized or asynchronous. In asyn-
chronous mashups, the mashup timeline generally does not correspond to the event
time, i.e., the mashup can be longer or shorter than the actual event. Video summa-
rization is a typical example of an asynchronous mashups [2]. The subject topic
of this chapter is time-synchronized mashup in which the video clips overlap in
time and the mashup timeline corresponds to the event time. An example of a time-
synchronized mashup is given in Fig. 6.1. In this example, there are three video clips
represented as red, green, and blue color bars. The top multicolor bar represents the
video mashup, which is created by concatenating segments taken from the video
clips.
How effective a mashup is would depend on the application scenario. A mashup
might be created for surveillance purposes—for instance, for a security operator to
examine an event that has happened through multiple security cameras. In this case,
the mashup would be effective if it maximizes the amount of information gained by
the security operator [3]. Similarly, a mashup of videos depicting a sport event would
be effective if it captures the main actors and events of the game such as scoring a
goal or kicking the ball [4]. In the case of live concerts, the mashups are created such
that they are aesthetically pleasing and interesting to the viewer [5].
The timing requirement for producing mashup differs by application scenarios as
well. For use cases where the mashup needs to be broadcast live, the mashup needs to
be done in near real time, with tolerable delay in order of seconds. In such cases, the
mashup takes input from live video cameras and has to be done online, i.e., using only
information from the past [6]. In other cases, where the mashup is produced from pre-
recorded videos (such as user-generated videos from social websites), the mashup
can be produced offline [7], possibly using multiple passes through the videos to
analyze the content and the context. Generally, offline mashup is easier and produces
better quality mashup as more information available. Table 6.1 summarizes three
example application scenarios given above.
In addition to the application scenario, the recording device could also vary, e.g.,
smartphones and camcorders [5], social cameras [8], or static cameras [4]. The
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Table 6.1 Three application scenarios, their corresponding quality attributes, and online/offline
requirements
Scenario Quality attributes Online/Offline
Sports video broadcast Important actions and
activities of the players
Either
Surveillance and monitoring Informative coverage and
details of all targets
Either
Live concerts broadcast Interesting and aesthetically
pleasant overview of the event
Online
Pre-processing
Context
Analysis
Video Selection
Quality
Analysis
input
video
clips processed
video clips
context
quality
ranking
cinematography
rules
Fig. 6.2 Block diagram of a typical mashup system
mashup framework may vary according to the mashup criteria and type of input
videos. For example, in the case of smartphone videos, we need to determine the
shakiness of the input videos and filter out the unstable videos, whereas surveillance
videos are mostly stable and the main selection criterion is the object appearance.
A block diagram of a typical mashup framework is given in Fig. 6.2. The videos
are first preprocessed to align over a common timeline and the same format (i.e.,
resolution and frame rate). Videos need to be on a common timeline so that the
content is in sync when we switch from one video clip to another. Similarly, video
clips should be converted to a common format to ensure a smooth transition. While
the chosen timeline depends on the earliest and latest available video clips, the for-
mat is often determined based on the smallest resolution and lowest frame rate. The
preprocessed videos are analyzed to assess the video quality (shakiness, occlusion,
etc.) and to detect the recording context of the camera (angle, position, etc.). Note
that at a given time, generally there are multiple videos that meet the quality require-
ments. Cinematography rules are applied on these videos according to the contextual
parameters to choose the final video clip.
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We can formulate the problem of time-synchronized video mashup creation as
follows. The input to the problem is a set of k video clips V1,… ,Vk, which, without
loss of generality, can be assumed to be of equal length and equal frame rate. In the
preprocessing step, a video that is shorter can be padded with empty frames at the
beginning or at the end of the video; video with lower frame rate can be filled with
interpolated frames using motion interpolation.
A video clip Vi can be abstractly defined as a sequence
Vi =
⟨
(fi,t0 , ai,t0 ), (fi,t1 , ai,t1 ), ..., (fi,tn , ai,tn )
⟩
,
where fi,t is a video frame that consists of a 2D array of pixels captured at time closest
to t; ai,tj is the chunk of audio samples captured between time tj−1 and tj from video
Vi; and t0, t1, ..., tn are continuous time samples being sampled at the same rate as
the frame rate of the video.
The output mashup video V =
⟨
(gt0 , bt0 ), (gt1 , bt1 ), ..., (gtn , btn )
⟩
is computed with
the following general function 𝜎:
(gt, bt) = 𝜎((f1,t, a1,t), (f2,t, a2,t), ..., (fk,t, ak,t)), (6.1)
which takes as input the set of frames and audio chunk captured at the same time t
from the k input video clips, and outputs a single frame gt and its associated audio
bt. The term time-synchronized in the problem refers to the property that the same t
is used in the output of 𝜎 as well as the set of inputs. We say the video source at time
t (denoted vid(t)) for V is i if gt = fi,t and the audio source for V at time t (denoted
aud(t)) for V is i if bt = ai,t. A video cut point refers to t where vid(t − 1) is not equal
to vid(t).
Note that the mashup video contains an output frame for each time t as long
as there is a non-empty frame in one of the input videos. This property is unlike
the video summarization problem, where the output summarized video is typically
shorter than the inputs, since subsequence of input frames may not be included in
the output.
We next survey the existing work in the area, i.e., how 𝜎 selects gt and bt from a
given pool of k videos. We organize Sects. 6.3–6.6 according to the building blocks
shown in Fig. 6.2: preprocessing, quality analysis, context modeling, cinematogra-
phy rules, and overall system. In addition, we will also discuss various techniques
and datasets used to evaluate mashup frameworks in Sect. 6.7.
6.3 Preprocessing
The time-synchronized video mashup formulation requires that the input videos V1,
. . . , Vk are temporally aligned. This can be viewed as shifting the frames captured
from different devices such that the frames captured at the same time are labeled with
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the same subscript t as fi,t. Temporal alignment is also required to find scene/event
related clips from a larger set of videos [9]. In addition, for aesthetic reasons, the
video clips should be of the same format in terms of frame rate and resolution. In a
studio setting, video clips are generally aligned and recorded in the same format. A
majority of user-generated video clips, however, are recorded by amateur users with
heterogeneous devices. For such video clips, we need a preprocessing step to prepare
them for the mashup.
A naive approach to synchronize video clips is to use their recording times-
tamps, which is based on the clock on the device. It is, however, not uncommon to
find devices with clocks that are out-of-sync. The audio samples and video frames
recorded by the same device at the same time instance, on the other hand, are guaran-
teed to have the same recording timestamp, since they are based on the same clock.
1
Hence, a common approach to temporally align the video is to use the content (either
audio, visual, or both) to synchronize the video clips across devices. Consequently,
a number of content-based alignment techniques have been developed for video clip
synchronization. The basic assumption these methods take is that all cameras are
capturing the same environment, and therefore, the captured content can be matched
across cameras for time alignment.
Sinha and Pollefeys [10] match dynamic object silhouette sequence to calculate
the synchronization offset. The method is designed for surveillance camera networks
and assumes that there are common objects visible in the video clips. In the case
of mobile cameras, it is hard to detect accurate silhouettes of the objects. A feature
tracking based method is proposed by Meyer et al. [11] to synchronize mobile camera
videos. As the method matches feature trajectories across cameras, it is assumed that
long feature trajectories are available in the videos. Similarly, in [12, 13], the authors
track SIFT features in a video to obtain feature trajectories. All these methods are
able to achieve a subframe alignment accuracy.
The visual processing based methods of video synchronization assume that the
same object is visible in all video clips to be synchronized. This assumption fails
very often in real scenarios where amateur users record an event using their mobile
devices. In such cases, audio is particularly useful in synchronizing cameras with
non-overlapping views.
The simplest approach to synchronize two audio tracks is cross-correlation. Hasler
et al. [14] calculate cross-correlation of audio signals from two cameras to detect the
time shift. A peak in the cross-correlation tells us the time shift between video clips.
Kammer et al. [15] explore three features, spectral flatness, zero-crossing rate, and
spectral energy; and finds that the spectral flatness feature produces the best syn-
chronization. While cross-correlation works well in controlled environments, it is
computationally expensive and performs poorly in outdoor environments where sig-
nal degradation is common.
1
Note that the audio and video samples captured at the same time are generated at a different time
at the source due to the difference in the speed of light and the speed of sound. Humans, however,
have learned to compensate for the difference in normal settings.
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Table 6.2 A given set of video clips can be synchronized using audio-based features or video-
based features
Video-based methods Audio-based methods
Object/silhouette
trajectory [10]
Mainly used with
static surveillance
cameras
Cross-correlation [14,
15]
Works in controlled
environment and
computationally
expensive
Feature tracking [11,
13]
Works for static as
well as mobile
cameras
Audio fingerprinting
[9, 18]
Good in outdoor
scenarios where signal
degradation is
common
Audio fingerprinting is a more common approach to synchronize audio tracks.
Shrestha et al. [16] use an audio fingerprinting method to align video clips; audio
fingerprints are a sequence of 32-bit words, each representing 11.6 ms segment of
audio [17]. These words are obtained by spectral–temporal analysis of audio. The
time offset is calculated by matching the audio fingerprints of two audio tracks
in terms of Hamming distance and bit error rate (BER). Similarly, in [9, 18], the
authors calculate an audio fingerprint of each clip using short-term frequency spec-
trum. Guimaraes et al. [19] align videos using features of the associated audio. The
alignment algorithm is based on perceptual time–frequency analysis [20]. In one of
the recent approaches, Bano and Cavallaro [21] match audio chroma features across
video clips.
A limitation of audio-based synchronization is that the sound source is assumed to
be at the same distance from both the cameras whose videos are being synchronized.
This assumption is generally false and introduces an error in the alignment. Such
errors can be compensated if the location of sound source and cameras are known
[14].
Almost all video synchronization methods are for offline applications, i.e., they
assume the availability of full video in advance. In online applications, video syn-
chronization is not required because the video clips are processed as they are cap-
tured. Table 6.2 lists four broad categories of video alignment methods. Because
each work is evaluated on a different dataset with different performance measures, it
is difficult to compare them objectively. Still, most state-of-the-art synchronization
methods are subframe accurate.
There is almost no research work on how to choose an optimal format for a given
set of video clips. In [22], all the videos are resampled at 25 frames per second and
rescaled to a specific resolution (but did not mention how they choose the resolution).
Wu et al. [23] resample the audio at 8 kHz and video at 25 frames per second. The
video frames are resized to 640 × 360. The duration of mashup is determined based
on the earliest and latest available video.
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(b) Tilt(a) Occlusion
Fig. 6.3 a Occlusion of the stage area by other audience. b Camera tilt due to arm movement
6.4 Quality and Context Analysis
6.4.1 Quality Analysis
Different video clips may vary in quality. The same video clip may also have varied
quality over time. To create a good quality mashup, therefore, we need to periodically
check the quality of video clips and choose good quality segments. At any given
time, video quality can be measured with respect to multiple characteristics given
in Table 6.3. Some characteristics are determined at the frame level while others
are determined at the video level. The frame-level characteristics mainly depend on
the quality of the camera (sharpness and exposure), the quality of the compression
algorithm (blockiness), and the position of the camera with respect to the light source
(burned pixels, infidelity, and BRISQUE [22]) [6, 7, 23, 24].
Occlusion and tilt measure frame quality at a semantic level. Occlusion occurs
when the region of interest (e.g., the stage area) is blocked by a person or an object
[6]. Figure 6.3a shows an example frame in which a person’s head is blocking stage
area. Similarly, tilt occurs while recording using a handheld camera and the camera
gets tilted because of tired recording arm [6, 8, 24]. Figure 6.3b shows an example
of tilted video recording. In [26], the authors study how shakiness and occlusion
are perceived by the users. It is found that both shakiness and occlusion affect the
perceived quality negatively; the impact may vary for different genres; and shakiness
and occlusion influence more negatively when they affect the RoI of the scene. With
limited frame rate, the quick movement may also result in motion blur as shown in
Fig. 6.4.
Shakiness and jerkiness artifacts are mainly found in mobile recorded videos
because of the sporadic camera motion [23]. These characteristics are mostly inde-
pendent of the content of the video. Nguyen et al. [6] separately determine the video
quality and view quality. Video quality is measured in terms of blur, blockiness,
burned pixels, illumination, and contrast; whereas view quality is measured in terms
of shakiness, occlusion of the performance area, and camera tilt. Wilk et al. [24]
exploit the gravity sensor found in the smartphones to measure shakiness.
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Table 6.3 Metrics for video quality
Metrics How is it measured? Description
Brightness, illumination, and
exposure
Frame analysis [6, 7, 23, 24] The image should not be too
bright or too dark
Sharpness (Blur) Frame analysis [6, 7, 23] The image should be sharp
with least amount of blur
Contrast Frame analysis [6] High contrast is perceived to
be good
Burned pixels Frame analysis [6] As few saturated pixels as
possible
Blocking artifact Frame analysis [6, 7] Caused by high video
compression ratio
BRISQUE [22] Frame analysis [22] This is a no-reference image
quality measure
Infidelity Frame analysis [23, 25] Infidelity represent low
contrast and colourlessness of
the image
Occlusion Frame analysis [6, 26] Occurs when objects blocks
the camera while recording
Tilt or orientation Frame analysis [6, 8, 23],
gravity sensor [24]
Occurs when the camera is not
held upright during recording
(e.g., due to a tired arm)
Shakiness Video analysis [6–8, 22, 23],
gravity sensor [24]
Caused by random and sudden
camera motion
Jerkiness Video analysis [23] Jerkiness is also caused due to
camera motion
Object and activity attributes Video analysis [4, 27–30] High number of objects, bigger
bounding box, large amount of
activity, best view, frontal face
orientation, etc.
RoI Smartphone compass signal
[31], video analysis [24]
Cameras pointing directly
toward the RoI are better
(a) (b)
Fig. 6.4 Example of shaky frames resulting from quick arm movement
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(a) (b)
Fig. 6.5 From surveillance perspective, video a gives a better view than b as it shows more people
with frontal faces
For surveillance applications, the cameras are generally static and focused. There-
fore, the selection is mainly based on which camera provides the best view of the
object or the activity [30]. The best view is defined in terms of object attributes such
as the size of the bounding box, face orientation, body, pose, and object activity. In
Fig. 6.5, the right image is better than the left from surveillance perspective because
it shows more number of frontal faces. Daniyal and Cavallaro [27], Daniyal et al.
[28] measure the view quality in terms of the number of objects, the size of objects,
trajectory, location, etc. Activity and event score are also used to select the best view.
In addition to object size, Gorshon et al. [29] also consider the motion direction in
the view quality. In [4], each object is assigned an importance score by the user. The
total score is the weighted sum of the quality of all objects in the view.
In many scenarios, it is not clear what objects or activities are interesting. For such
scenarios, Region of Interest (RoI) is determined dynamically. Vihavainen et al. [31]
measure the quality of a video based on how pointed the camera is toward the RoI,
while RoI is determined based on the compass sensor signal of multiple cameras.
Similarly, Arev et al. [8] calculate a joint attention map based on the intersection of
the field of view of individual cameras. The view quality is measured in terms of
the camera position in the 3D joint attention map. Wilk et al. [24] determine RoI
by calculating the intersection of the field of view of individual cameras. The area
where most cameras intersect is chosen as RoI.
6.4.2 Context Analysis
There are generally more than one video clips at any given time that meet the quality
requirements. The mashup methods choose one of these video clips according to
heuristics and cinematography rules. These rules require a knowledge of recording
context. Recording context mainly includes the attributes of the camera, user, and
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Table 6.4 List of context attributes that have been used by mashup methods. The context attributes
can be static (for fixed cameras) or dynamic (for mobile cameras)
Attribute Type Description
History [5, 22] Dynamic Certain number (2–5) of
previously selected video shots
form history context
Site (e.g., surveillance site)
[28]
Static An environmental attribute
that defines area being
captured by cameras
Performance area [5] Static Performance area becomes the
default RoI
Events [27, 31] Dynamic In many applications (such as
sports), an event provides
context for video selection
Recording angle [5] Dynamic/Static The angle with which a user is
capturing the performance area
of the RoI
Distance [5] Dynamic/Static The distance between the user
and the performance area
Zoom level [5, 8] Dynamic The zoom level with which the
camera is capturing the scene
Position/location Dynamic/Static The user’s location in general
in the recording environment
(site)
Audio tempo [7] Dynamic The variation in the music
tempo have been considered
good points for deciding cut
points
Sudden visual change [7, 31] Dynamic An indirect measure of change
in event or activity
Silence/speech/music periods
[22]
Dynamic These attributes are used to
choose suitable cut point
Instrument change [22] Dynamic Another attribute for to decide
suitable video cut point
recording environment. Table 6.4 lists important context attributes that have been
used in mashup frameworks.
There are two types of context attributes: static and dynamic. The static context
is generally related to the site information and camera location (in the case of static
cameras). In [28], the surveillance site layout is taken as static context information.
The dynamic context is the video selection history, recording angle, zoom, event, etc.
Saini et al. [5] take the distance of the camera from the stage and the recording angle
as the dynamic context. In Fig. 6.6, the videos are assigned context left, center, and
right, respectively, from left to right. Similarly, in Fig. 6.7 the left video is assigned
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(a) Left (b) Right (c) Center
Fig. 6.6 Examples of a dynamic context. Videos are assigned left, center, and right context, respec-
tively
(a) Near (b) Far
Fig. 6.7 Examples of a dynamic context. Video a is assigned near context; video b is assigned far
context
Near context and the right video is assigned Far context. In addition, the recent video
selection history also builds a context which is used to select diverse video views.
In [27], an occurrence of important events provides context for camera selection.
The scenario considered is a basketball game and an attempt on the basket is consid-
ered an important event, which is detected by observing motion vectors. Vihavainen
et al. [31] record electronic compass signals along with the video to obtain recording
context. The authors use compass readings to calculate RoI and camera movements
(horizontal and rotational). Camera panning instants are used to detect events. It is
assumed that a camera pan operation is the result of the start of an interesting event;
hence, this instant can be used to switch views. Wang et al. [4] also use the ball posi-
tion in a soccer field as the main context for selecting best view. Shrestha et al. [7]
take the audio tempo and visual appearance as context to choose suitable switch-
ing points. Similarly, Bano and Cavallaro [22] analyze audio to build up the context
for choosing camera switching point. The authors use root-mean-squared value and
spectral entropy of audio to detect silence/speech/music periods, and spectral cen-
troid to detect instrument change in the music [32].
Analysis of video quality and recording context is not a completely solved prob-
lem. This problem area, however, has received much attention of the computer vision
and multimedia research communities, and great strides have been made.
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6.5 Cinematography Rules
In film-making, a number of video clips of a scene are recorded and a human editor
picks segments from these video clips to make the final movie. The editors follow a
number of cinematography rules while creating a movie [33]. For instance, one of the
fundamental rules is that one should first look at the content of the video, and then
the context, which means first find good quality videos and then apply formation
rules. Mashup frameworks have explored incorporating a number of such rules to
improve the quality of the mashups produced.
Saini et al. [5] learn cinematography rules from a set of popular professionally
edited videos of live performances. The example videos are first divided into shots
(or segments). Then, each shot is classified based on distance from the stage area
(near–far) and recording angle (left–right–center). Finally, a hidden Markov model
(HMM) is trained from the example videos with distance and angle as states and
shot length as an observation. With this HMM, the method generates a continuous
sequence of states (distance and angle) and shot lengths to be used in the mashup.
Note that a separate HMM should be trained for each genre of videos.
Saini et al. [5] learn shot transition rules from the existing videos, Arev et al.
[8] take guidelines from the literature [33]. The following cinematography rules are
considered:
∙ Avoid jump cuts: Users perceive a jump in the video if we transition to a camera
that records from almost the same perspective (angle and distance).
∙ 180 rule: Do not transit to a camera that is more than 180 degree apart from the
current camera. It may create confusion to the viewer.
∙ Zoom: Depending on the main subject/area view, the videos are divided into a
wide shot, long shot, medium shot, close-up, and extreme close-up. The videos
with diverse zoom are selected avoiding too many or too large jumps.
∙ Shot duration: Minimum and maximum shot durations are defined. The method
prevents cut before minimum duration and promotes after the maximum duration.
∙ Cut-on action: The method tries to switch to another camera when the action is at
its peak.
Another important rule implicitly used is shot diversity. It is believed that a mix-
ture of different types of shots is pleasing to the viewers. In [34], the authors pro-
pose method to automatically classify a given video as wide shot, medium shot, and
close-up shot based on implicit cues of distance from RoI. The implicit cues used
are color intensity, motion saliency, face size, etc. Carlier et al. [35] add diversity to
the mashup by introducing virtual camera motion in the video in terms of zoom and
pan. The camera operations are chosen based on a 3D interest map.
While some basic cinematography rules are universals, human professionals have
often infused their own cinematography styles in producing mashups. Capturing and
imitating such personal cinematography styles, which are sometimes fairly subtle, in
a general manner with applications to a wide range of scenarios remain a challenging
problem.
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6.6 Overall Mashup Framework
As given in Eq. 6.1, our goal is to find a time-synchronized subset of audio and video
chunks from the given set of video clips. In most cases, audio is taken from a separate
source [19, 36] or it is obtained by stitching best quality audio segments from multi-
ple tracks associated with video clips [22]. Every audio track has different types and
amounts of noise along with the desired audio. Therefore, changing audio track too
many times could be annoying to the users. A greedy approach is generally taken to
maximize the quality with minimal number of segments [22]. A video mashup sys-
tem, on the other hand, needs to answer two main questions: Which video to choose at
current time? When to switch to another video? Factors considered while answering
these questions include content quality, smoothness of transition, diversity, coverage,
and cinematography rules.
In the case of surveillance, the only criterion used is content quality. Because cam-
eras are generally static, the quality is mainly measured in terms of object appear-
ance. Introducing too many transitions would cause distraction to the security oper-
ators. To avoid too many transitions, the methods keep the same camera unless there
is a significant improvement in the view quality [28, 30]. In [27], the authors employ
partially observable Markov decision process (POMDP) in the decision-making pro-
cess so that switching does not occur too often, yet the selected view is best most of
the time. Wang et al. [4] take a similar approach to create mashup of sports video
clips recorded using static cameras. The authors first detect the quality of each view
(video clip) in terms of object appearance, and then transit to a view that provides
smooth transition while maximizing the view quality. To ensure smoothness, each
view is assigned a transition cost in terms of view quality difference and visual angle
difference. The cost decreases with view quality difference and increases with angle
difference. In addition, a duration cost is also added to avoid frequent transitions.
In the above methods, a different video clip is chosen only when the current video
quality goes below par; otherwise the same video clip is retained. When creating
mashup of social videos (i.e., videos recorded for social sharing purposes), however,
coverage and diversity are also equally important along with quality. Therefore, after
pre-filtering the bad quality video clips [5, 23] and choosing a subset of good qual-
ity video clips according to cinematography rules [5], the next video clip is chosen
to ensure coverage and diversity. Shrestha et al. [7] calculate the visual difference
between current video clip and the next candidate video clips and choose the one with
the highest visual difference. Saini et al. [5] classify video clips based on recording
angle (left–right–center) and distance from the stage (near–far). To ensure diversity
and coverage, video clips from difference classes are chosen over time. The exact
sequence of class transitions (e.g., center–near to left–far) is learned from profes-
sionally edited videos in an HMM. Within the selected class, a video clip is chosen
for the next segment that maximizes the diversity with respect to the recent history
of five previously selected video clips.
Jiku Director 2.0 [37] adds diversity to the mashup by introducing virtual camera
movement into the mashup in terms of zoom and pan. The region to zoom or pan to
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is computed from the motion map of the videos. Carlier et al. [35] extends the con-
cepts to 3D using a 3D interest map. The 3D interest map of the scene/event being
captured is calculated as intersection of visual cones of the cameras. To zoom and
pan, however, the resolution of the mashup needs to be smaller than the resolution
of the input video clips. Arev et al. [8] divide the video clips into wide shot, long
shot, medium shot, close-up, and extreme close-up; and choose diverse shot types in
the mashup. The method encodes the cinematography rules and diversity constraints
into an optimization function, which is then minimized using dynamic programming
to obtain the final sequence of video clips. Wu et al. [23] also select video segments
to maximize quality, diversity, camera motion, and semantic completeness. Particu-
larly, the method prefers videos with less or no motion around cut points.
The cut point, or time instant we choose to switch from one video clip to another
video clip, also impacts the perceived mashup quality. In traditional film-making,
every cut point is motivated by some audio or video property such as camera motion,
occlusion on area of interest, silence to voice transition, and music tempo [33]. In
[31], cut points are determined based on camera panning instants. It is assumed that
a camera pan signifies the start of an event. Arev et al. [8] choose the cut point when
the ongoing action is in its peak state, which is detected by tracking the movement
of the 3D joint attention map.
Audio has significant impact on perceived smoothness of camera/shot transitions
[38]. Shrestha et al. [7] consider audio tempo along with change in brightness to
choose cut points. Similarly, Bano and Cavallaro [22] choose cut points based on
changes in audio (e.g., voice/silence to music and instrument change). Wu et al. [23]
first detect suitable cut points and then choose appropriate shot from the pool of
shots. The cut points are determined based on both audio tempo and audio energies.
Audio tempo is used to make sure that a high pace audio has more switching points
than a low pace audio. The audio energy is used to avoid switching when somebody
is talking/singing. Table 6.5 lists various audio- and video-based criteria used to
choose a cut point.
Another governing factor in choosing cut point is shot length. It has been found
that while segments that are too long are boring, segments that are too short are
incomprehensible by the viewers. Therefore, mashup frameworks choose the shot or
segment length within a limited range [5, 7, 22, 31]. The exact shot length distri-
bution depends on the genre of the videos. Shrestha et al. [7] choose a shot length
Table 6.5 Various audio- and video-based criteria used to choose cut points in mashups
Audio-based criteria Video-based criteria
∙ Camera motion [31] ∙ Audio tempo [7, 23]
∙ Object motion [23] ∙ Audio energy [23]
∙ Occlusion of ROI [28] ∙ Voice to music change [22]
∙ Change in brightness [7] ∙ Silence to music change [22]
∙ Learning from professional videos [5] ∙ Change of instrument [22]
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between 3 and 7 s for live concert videos. The exact shot length is determined based
on an optimization function consisting of quality, diversity, and segment length. Saini
et al. [5] learn shot lengths for live dance performances from existing professional
music videos. The authors found the shot length to be between 1 and 7 s, with an
average of 2.3 s per shot. Similarly, Bano and Cavallaro [22] choose to keep the video
lengths between 3 and 10 s for normal user-generated videos.
Different levels of user involvement have been recommended in different mashup
frameworks. Shrestha et al. [7] allow users to assign scores to each video clip as
a user preference. These user preferences are included in the optimization function
used to choose mashup segments. The Jiku Director [6] extends MoViMash [5] to
provide an interface for the users to choose input video clips to themashup algorithm.
In this way, the Jiku Director provides an opportunity to personalize the mashup by
selecting the desired video clips. MyVideo [19, 36] system annotates each video clip
as people, song, instrument, etc. and provides an interface for users to manually cre-
ate mashup. Users’ queries for desired video clips are termed personal videos in the
work. The system returns a subset of video clips with an associated rank according
to the relevance with the query. Users now choose video clips to create a mashup.
Arev et al. [8] provide an option to the users to define an important character of the
event, which is considered while choosing video segments along with other factors.
Wilk et al. [24] automatically select good quality video clips and present those to
the users to create a mashup with a crowdsourcing approach. Users are shown a set
of video clips from which they choose the best quality video and audio for the next
shot. If the same video clip is chosen as the best again, the second best video clip is
selected for the mashup to ensure diversity. Users also choose the cut points within
a range that depends on the genre of the video.
6.7 Evaluation
Quantitative assessment of a given mashup is very challenging. There is no unique
mashup that can be considered ideal. Different combinations of video and audio seg-
ment can be equally good. Therefore, the mashup frameworks are mostly evaluated
subjectively with user studies. Shrestha et al. [7] compared their mashup with two
other mashups, naive and manual. The dataset consisted of videos recorded during
three concerts. Hence, each user watched nine mashup videos and rated nine state-
ments related to diversity, visual quality, and pleasantness, on a seven-point Likert
scale. The videos were presented in random order to each user. A similar approach
is taken to evaluate the Jiku Director [6] on the Jiku Mobile Video Dataset [39].
Three versions of video mashups are shown simultaneously to the users on a web
page. Users watched the videos in a random order and rated five statements related
to visual quality, coverage, and interestingness, on a scale of 1 to 5.
Arev et al. [8] evaluated their work on scenes taken from their own as well as two
published datasets, [40, 41]. The evaluation only describes how well the method fol-
lows the individual steps of the framework. The final output quality is not measured.
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Table 6.6 Important mashup evaluation datasets
Work Data source Type Events Cameras Availability
First-fit [7] Smartphone
cameras
Live concerts 3 4 to 5 On request
Arev et al. [8] Handheld and
head-
mounted,
smartphone
cameras
Sports,
performances,
and social
gatherings
8 3 to 18 On request
ViComp [22] Handheld
cameras
Live concerts 11 4 to 12 On request
Wilk et al.
[24]
Smartphone
cameras
Sports, music,
live
performances
5 4 to 12 On request
MoVieUp [23] YouTube live concerts 6 5 to 27 On request
Wang et al. [4] Statically
placed
cameras
Sports 2 10 to 11 On request
Jiku mobile
video dataset
[6]
Smartphone
cameras
Live
performances
45 3 to 15 Available
Onlinea
a
http://www.jiku.org/datasets.html
Bano and Cavallaro [22] evaluate their mashup framework on 13 events taken from
Nickelback concert, Evanescence concert, FirsFit dataset [7], and the Jiku Mobile
Video Dataset [39]. Users are shown three videos on a web page simultaneously.
The users watch the videos and rank them on a scale of 1 (best) to 3 (worst). Wilk
et al. [24] also use their own dataset of five events to evaluate their mashup system.
Users’ rate perceived the quality of four mashups: crowdsourced, human-edited, only
quality-based, and random, on a scale of 1 to 5.
In contrast to earlier research, Wu et al. [23] collect multiple recording of the same
event from YouTube. The authors evaluate audio quality as well as video quality with
a user study where users’ rate mashups on a scale of 1 to 5 in response to various
questions related to quality, diversity, and cut point suitability. Wang et al. [4] create a
ground truth mashup based on user recommended viewpoints. The quality of a given
mashup is measured based on how similar the video segments and cut points are
with the user created mashup. The authors evaluate their video mashup (viewpoint
recommendation) method on a dataset of two soccer games.
Table 6.6 lists important datasets that are used to evaluate video mashup frame-
works.
Finally, building an objective measure of evaluation is very useful but challeng-
ing. The major challenge in building a generic objective quality measure is the vari-
able requirements of the end application of the mashup. For surveillance application,
information and event coverage are important, whereas in video broadcast applica-
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tion, aesthetics are important. Therefore, the performance evaluation procedure as
well as the quality measures depends on the application scenario.
6.8 Future Research Directions
This section poses several open research challenges on the topic of automated time-
synchronized video mashup, with the goal of making this a commodity service useful
to end users. Three challenges that we feel are most important and interesting are dis-
cussed in depth in Sects. 6.8.1–6.8.3, while other research challenges are discussed
in Sect. 6.8.4.
6.8.1 Narrative-Preserving Mashup
The current mashup frameworks are designed to optimize quality, diversity, cov-
erage, and aesthetics. While surveillance and sports mashups maximize the object
appearance, the social mashups focus on diversity and aesthetics to make the mashup
interesting. If we look at the videos uploaded on the Internet, particularly social
videos, they contain a scene narrative or a story. The scene would contain a series
of sub-events and important characters that make up a complete story.
2
This scene
narrative is mostly ignored in the current mashup works. For example, the current
works would create an interesting mashup of a birthday video that would contain all
good quality segments but miss important events of cutting the cake and blowing the
candles.
Ideally, the mashup frameworks should identify important characters and sub-
events of a scene and create a mashup that revolves around these entities. It is
extremely hard to obtain a generic set of sub-events that would apply to all sce-
narios. Therefore, each genre will have its own customized mashup framework that
identifies the narrative requirements of that genre. The researchers would need to
solve a number of multimedia content understanding problems to develop narrative-
preserving mashup frameworks. For instance, to create a mashup of birthday party
video, we need to identify the videos in which the person having the birthday is the
main character, i.e., stands out from others. Similarly, for each genre, we need to
learn from professionally edited videos and generate character–event compositions
that are most pleasing to the viewers.
Some existing work toward solving this problem include [36, 43]. The multime-
dia research community has also been working toward deeper understanding of mul-
timedia content. A holistic framework for producing narrative-preserving mashup,
however, remains open.
2
See [42] for a discussion on narration, story, and events.
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6.8.2 Geographically Distributed Event
Most mashup frameworks assume that the event is confined to a small area with over-
lapping camera views. Many of the mashup building blocks have this assumption.
For example, synchronization modules assume that all cameras are viewing the same
scene and within listening range of the same main audio source. Similarly, many
context parameters, such as viewing angle and distance, are defined with respect to
a particular stage area. In real life, however, there are a number of events that spread
over a larger area. For example, a parade and an art exhibition take place over a wide
area. For such events, identifying the exact event area and finding relevant videos
itself is a challenging task. Consequently, a new set of mashup composition rules is
required. The video clips may not have overlapping views, and the common element
of audio may be very weak. Because different cameras can be at different distances
from the sound source, the audio-based synchronization is also difficult. The tradi-
tional mashup frameworks would need to extend the definitions of context, diversity,
and coverage for geographically distributed events.
For geographically distributed events, it is very important to obtain a 3D model
of the event area to build a useful scene context. Within that 3D model, the camera
locations and viewing angles can be used to find interesting events and ensure cover-
age/diversity. The cameras are, however, mostly mobile. Building 3D context using
mobile cameras is a very hard problem. Multimedia techniques can be very handy
in these situations. For example, GPS and compass sensors can be used to localize
cameras. For indoor events, GPS may not work and advanced methods are required
for localization. For events that spread over a very large area, a single mashup may
not meet requirements of all users. An interactive mashup, where users can choose
the viewing perspective, is another interesting research direction.
6.8.3 Real-Time Mashup
Real-time video mashup is useful for broadcast of live events. It poses two chal-
lenges. First, the mashup decision to choose the next segment has to be done online—
only based on the analysis of the videos that have been processed so far. These meth-
ods implicitly assume that the near future is equal to near past. With this assumption,
current context and quality are taken as the representative of the next segment and
correspondingly the most appropriate video clip is selected. This assumption, how-
ever, does not hold in many cases. Therefore, we need more sophisticated models
that can make a better prediction of the context and quality of each individual video.
Instead of assuming the past to be equivalent to the future, models can be trained to
learn the pattern that is followed in the past to predict future.
Second, real-time mashups require the mashup processing and decision to be
made within a reasonable amount of time (in order of seconds). In current online
mashup systems, the video and audio are processed only at the time of choosing the
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next video clip. Therefore, the processing overhead is bursty in nature. These bursts
can hit the processing bottleneck and result in artifacts such as freeze frames. In order
to avoid these bursts, the processing needs to be more distributed over time. If the
processing is not done close to the cut point, however, the analysis results may not
represent the future well. Therefore, there is a tradeoff between how distributed the
processing is and how accurately the analysis results represent the future segment.
Interestingly, this bursty nature would only delay the shot transition instant, affecting
the overall quality of the mashup. But it would not introduce any delay in the output
mashup as we are not modifying the content but only selecting from the pool.
Real-time mashup application requires data to reach the processing unit quickly.
When the number of videos is large, such as the video clips recorded at a parade,
the bandwidth would hit the bottleneck. In such scenarios, which are very common
given a large number of smartphone users, video clips incur a variable delay to reach
the processing server, which poses additional challenges in video synchronization.
Furthermore, in order to avoid the processing bottleneck at the server, we need to
distribute the processing tasks among the recording devices. This can be followed
by selective streaming of the video clips. Only videos that have the right context and
meet the quality requirements can be streamed. Mobile devices such as smartphones,
however, have limited processing power and battery life. Therefore, there is a tradeoff
between mobile resources and bandwidth.
6.8.4 Other Challenges
With the introduction of many new video recording devices, the video sources can
be heterogeneous in nature. The video clips vary in resolution, frame rate, encoding
method, and overall quality. Current methods take a conservative approach to com-
bine these heterogeneous video clips. They choose the smallest available resolution,
frame rate, etc. In this approach, we loose much important information available in
the cropped areas or dropped frames. Intelligent methods are required to exploit all
the information available and still merge the videos into a common format mashup.
For example, instead of cropping, a window can pan over important areas of the
video.
Being a relatively new research area, this field lacks concrete definitions of the
terms frequently used in the mashup frameworks. For instance, there is a need to
concretely define diversity, coverage, context, semantic completeness, and interest-
ingness. The concrete definition of these terms will help synergize the efforts of
multiple researchers. In addition, a user perception model that can be dynamically
used to emulate user response for candidate video clips is needed. While assessing
the quality of videos, most frameworks rely on frame-level attributes. For example,
sharpness is calculated by processing the current frame. This value is taken as a
representative of the whole video, but this may not be accurate. Instead, we should
obtain video-level quality attributes. Also, there are many possible quality attributes
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for video, audio, and image, to use—which attributes are the most relevant and how
to combine those attributes in an optimal way remain as challenging open problems.
Finally, a better platform is required for evaluation of mashup frameworks. Cur-
rent methods rely heavily on user studies. User studies have many hidden factors,
which vary with each set of users and experimental setup. Therefore, current eval-
uation methods are not adequate to compare two given frameworks. Ideally, there
should be an objective evaluation mechanism. It is, however, hard to define a bench-
mark mashup because different mashups with entirely different video compositions
can be equally interesting to the users.
So far, mashup frameworks have completely ignored the privacy aspect. Video
clips recorded at public events may contain individuals who do not want to be part
of the mashup. A challenge is to minimize the privacy loss of such individuals while
still preserving the aesthetics of the mashup.
6.9 Conclusions
Video mashup is an efficient and interesting way of visualizing simultaneous video
recordings of an event. In this chapter, we have provided a formal definition of video
mashups and identified important building blocks for mashing up time-synchronized
videos. The mashup framework typically begins with a preprocessing phase where
all video clips are brought into a common format and timeline. These video clips are
analyzed to obtain contextual parameters and quality attributes. The final mashup is
produced by taking segments from individual video clips according to the quality,
context, and cinematography rules. The chapter provides a brief review of current
research works in each of these subproblems. The main future research directions
are identified, and they include preserving event narrative in mashups, dealing with
geographically distributed events, and development of a real-time mashup system.
Definitions
Video Mashup A video that is produced by concatenating video segments cut
from input video clips recoded at the same event from different views.
Time-Synchronized Video Mashup A video mashup that follows the same time-
line as the event itself.
Asynchronous Video Mashup A video mashup that does not follow the same
timeline as the event itself, and can be shorter or longer than the actual event.
An example of an asynchronous video mashup is a summary video.
Cut point A time point in a video mashup when we choose to switch from one
input video clip to another.
Shot Length The video playback time between two cut points. In other words, the
length of a video segment from the same input clip included in the video mashup.
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Chapter 7
MediaSynch Issues
for Computer-Supported
Cooperative Work
Ketan Mayer-Patel
Abstract Computer-supported Cooperative Work (CSCW) systems are often
complex distributed applications that incorporate a number of different tools
working in concert to support goal- and task-driven collaborations that involve
multiple sites and participants. These systems exhibit a wide variety of different
system and communication architectures both within and between participating
sites. In this chapter, we describe and characterize CSCW systems with respect to
media synchronization requirements, identify a number of common challenges that
arise as a result, and review a variety of protocol coordination techniques and
mechanisms that can be brought to bear.
Keywords CSCW ⋅ Distributed systems ⋅ Protocol coordination
7.1 Introduction
Computer-supported Cooperative Work (CSCW) is a broad class of multimedia
applications intended to support the communication needs of distributed teams
working with a common set of tools, documents, and resources in a task- and
goal-oriented context. Typically, these applications involve confederating together
a number of different kinds of multimedia tools including live, interactive video and
audio conferencing, shared editing of textual documents, multi-view rendering of
graphical objects and/or 3D environments, annotation and note-taking tools, pre-
sentation broadcasting, screen sharing, and others. Often, these applications include
specialized tools intended to support a particular type of endeavor (business
meeting, scientific collaboration, team-based programming, etc.).
CSCW systems are often characterized by loosely coupled, independent tools
with a wide spectrum of end-to-end communication needs. Communication prior-
ities are often contextual and highly dynamic, accounting for task-specific and
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goal-specific needs. As such, there are may be a wide spectrum of synchronization
requirements ranging from tight and interactive (e.g., video conferencing), loose
and noninteractive (e.g., presentation broadcasting), loose but consistent (e.g.,
shared editing), and asynchronous (e.g., annotations). Furthermore, the mechanisms
for handling synchronization in CSCW systems may need to account for a wide
spectrum of interface modalities among participants. For example, some users may
be in a shared, resource-rich environment, such as a multiuser immersive CAVE
while other participants are participating via a resource-limited environment such as
a mobile device.
The media synchronization challenge of CSCW systems involves managing the
distribution, transport, and rendering of data while adapting to varying network
conditions (i.e., jitter, delay, and bandwidth). This is particularly challenging in
CSCW systems because the individual component tools and applications may or
may not be aware of their roles within the larger system. Another challenge for
CSCW systems is managing the use of a mix of provisioned and best-effort
resources. Finally, CSCW systems must manage the issue of “fair-use” of
best-effort resources both among streams of data within the system as well as
between the system as a whole and other traffic competing for network resources.
To address these challenges, researchers have explored a number of mechanisms
for providing the coupled tools within a CSCW system with a coordinated
understanding of the overall state of the system. This coordinated understanding
must occur both in terms of current system-wide priorities and needs as well as the
availability and state of shared resources such as network bandwidth. There is a
particular focus on coordinating the distribution and transmission of media data
because of the need to minimize (or at least mitigate) cross-stream interference. In
general, CSCW systems require largely decentralized solutions that can be flexibly
adapted to incorporate new tools and configurations without extensive reengi-
neering of the system at large. Used effectively, these mechanisms can be used to
promote independent tool-level adaptation that achieves the best global
system-level response to highly dynamic user-level priorities and available
bandwidth.
In this chapter, in addition to describing and characterizing the media syn-
chronization challenges faced by CSCW systems, we will review the evolution of
multistream protocols and protocol coordination techniques in the literature
including Structured Stream Transport (SST), Congestion Manager (CM), TCP
trunking, and Coordination Protocol (CP).
7.2 Overview of CSCW Systems
CSCW first emerged during the 1980s as early communication and planning tools
such as email and calendaring began to become more widespread in business and
industry [1]. Research in the area generally concentrated on the design of tools to
support collaborative work processes as informed by social theory and
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organizational psychology. As technology advanced and the Internet developed,
research into CSCW systems evolved to include real-time communication, such as
video conferencing and interactive meeting spaces. An in-depth history of the field
and its development can be found in [2].
From a systems perspective, in particular, with regard to media synchronization,
CSCW systems have much in common with other large-scale distributed multi-
media applications, such a telepresence, tele-immersion, shared 3D visualization,
and distributed virtual environments. In fact, regarding such systems as CSCW
systems is reasonable, especially when their design is informed by task-domain
requirements.
A useful classification of CSCW systems and their characterization with regard
to synchronicity and architecture is described by Rodden [3]. Figure 7.1 illustrates
an updated version of this classification, modified to use broader labels to reflect
modern terminology and examples. The classifications are characterized both with
respect to both the synchronicity of interactions and latency between participants.
The four categories of CSCW applications identified are:
Messaging
Messaging systems are characterized by asynchronous communication among
remote participants. Email, newsgroups, and bulletin boards are some of the oldest
and most obvious examples. More modern examples include Slack and Microsoft
Teams. Generally, CSCW systems will include some sort of asynchronous mes-
saging component within a broader framework of tools. These tools may maintain
state with regard to the order and relationship of messages to each other (i.e., threads)
and which participants have seen which messages. Note that in Rodden’s original
classification, such systems were included as a type of conferencing system.
Conferencing
Conferencing systems provide structured, synchronous communication between
participants. Video and audio conferencing are obvious examples of these kinds of
systems. Screencasting applications in which either the contents of a participant’s
entire display or specific windows associated with particular applications are shared
with remote participants are also in this category. Modern systems in this category
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include Google Hangouts, WebEx Meetings, Skype, BlueJeans, Twitch, and IBM
Sametime.
Co-Authoring
Co-authoring systems support collaborative editing and annotation. In Rodden’s
original classification, these systems were categorized as only asynchronous.
Modern co-authoring systems, however, often support both synchronous and
asynchronous interactions among participants. Maintaining order consistency
across multiple simultaneous updates is an important consideration for these
applications. Examples of co-authoring tools include Google Docs and Microsoft
Office365.
Spaces
CSCW systems in this category are generally a sophisticated mixture of messaging,
conferencing, and co-authoring applications paired with domain-specific applica-
tions specialized to the needs of the participants. One example is a smart meeting
room with a panoramic field of view cameras, large touch-sensitive displays, and
specialized meeting capture and summarization software. Tele-immersive spaces
with 3D capture and rendering capabilities tailored to support a specific activity
such a remote medical consultation or surgery is another example. Also in this
category are CSCW systems that create shared virtual environments without a
specific associated physical manifestation. Commercial systems include Cisco
Collaboration Meeting Rooms and Polycom RealPresence,
In this chapter, we focus primarily on mechanisms of media synchronization that
can be brought to bear on CSCW systems with complex interstream semantics such
as the systems in the spaces category described above. In large part, the media
synchronization challenges faced in these systems is a superset of simpler CSCW
systems in the other three categories.
7.3 Communication Architectures
The architecture of a CSCW system has two components: an intrapersonal archi-
tecture and an interpersonal architecture. Intrapersonal architecture refers to the
relationship of programs and processes part of a CSCW system that supports a
specific participant or shared physical space. These architectures are illustrated in
Fig. 7.2 and include:
Monolithic
One or more processes executing on a single host or device with shared access to
common hardware and networking resources. Systems that use a monolithic
architecture must be provisioned with computational resources (i.e., processor
speed and memory) that are capable of supporting simultaneous operation of all the
different tools involved. Real-time operating system support for process scheduling
may be required to provide adequate performance and isolation. On the other hand,
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monolithic designs allow for tightly integrated tools with near-zero control latency
and shared memory.
Locally Coordinated
Multiple processes on separate hosts with well-provisioned communication
explicitly coordinated by a local coordinator or a distributed coordination algo-
rithm. Within a locally coordinate architecture, each component tool or application
can be matched with hardware resources most appropriate for that specific com-
ponent within the CSCW system. Well-provisioned local communication resources
can ensure reasonably low-latency communication among tools, although the
principle of end-to-end protocol semantics must generally be abandoned.
Confederated
Multiple processes on separate hosts with independent end-to-end connections and
streams without explicit coordination. The primary advantage of a confederated
architecture is flexibility, modularity, and the ability to include independent and
third-party tools and applications developed independently of the CSCW system as
a whole. Furthermore, each tool is able to employ the most appropriate end-to-end
protocol for its specific media type and task model. Interstream coordination and
control, however, becomes more challenging.
The interpersonal architecture of a CSCW system pertains to the communication
between participants and/or shared spaces. These architectures are illustrated in
Fig. 7.3 and include:
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Direct
Communication between participants is end-to-end and direct. Streams within a
particular application or tool use end-to-end protocols. Minimized latency between
any two participants is the main advantage of a direct interpersonal architecture.
Distribution of media to two or more participants, however, requires redundant
duplicate transmission or the use of end-to-end IP multicast. Last-mile access
bandwidth is often a limiting resource, the use of which must be carefully coor-
dinated amongst streams arriving for a participant.
Centralized
Communication between participants is mediated through a central in-network
service, sometimes called a multipoint control unit (MCU). A variant of this
architecture is realized when a particular participant also acts as an MCU. A cen-
tralized architecture provides a common point for control, distribution, and syn-
chronization of streams within the system. Drawbacks include the need to provision
the MCU with enough resources to process all of the streams in the system,
requiring the MCU to support twice the bisection bandwidth of the system as a
whole, difficulties in locating the MCU such that all participants experience similar
interaction latency, and introducing a single point of failure.
In-Network Overlay
Communication between participants is routed through an overlay of in-network
nodes that coordinate to route communication between participants and manage
network resources. A variant of this architecture is realized when the participants
themselves form a dynamic peer-to-peer overlay network. Overlay networks pro-
vide a balance between direct and centralized architectures and can very effectively
and efficiently provide one-to-many and many-to-many multicast services. Fur-
thermore, an overlay network can dynamically reconfigured in response to dynamic
network conditions and participant “churn” (i.e., participants joining and leaving).
Although deploying an overlay network requires significant infrastructure invest-
ment, these services can be purchased from a third-party commercial content dis-
tribution network provider (e.g., Akamai, Level 3, Limelight, etc.).
The architecture of any specific CSCW system will be some combination of
these intrapersonal and interpersonal architectures. Hybrid architectures are com-
mon and within a system, different participants may employ different intrapersonal
architectures with vastly different capabilities and constraints, especially if one or
more participants are in a mobile context. The characteristic advantages of disad-
vantages of these architectures are summarized in Table 7.1.
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7.4 Synchronization Challenges
Within a specific system, there may be a number of different synchronization
requirements necessary to support the various interpersonal streams of communication
present (i.e., video, audio, graphics, etc.). Common synchronization regimes include:
Tight and Interactive
Video and audio conferencing is the canonical example of tight and interactive
synchronization requirements. Others include floor control with respect to stream
switching and viewpoint control in a shared virtual environment.
Loose and Noninteractive
When streams are largely independent with regard to the overall application-level
semantics, loose and noninteractive synchronization is possible. Nonconflicting
edits in a shared document are examples of information streams that enjoy loose
and noninteractive synchronization.
Loose but Consistent
Loose but consistent synchronization is appropriate when the relative timing
between information streams is elastic but all participants must have a consistent
understanding of either the interstream timing and/or ordering. For example, event
and collision detection within a shared virtual space often require a shared under-
standing of ordering to be maintained across all participants.
Table 7.1 Summary comparison of intra and interpersonal CSCW architectures
Strengths Weaknesses
Intrapersonal
architectures
Monolithic + Tight integration
+ Near-zero control latency
+ Shared memory
–Resource intensive
–Potential for interference
Coordinated + Tool-specific resource
provision
+ Low-latency local
communication
–Violates end-to-end principles
of protocol design
Confederated + Modularity
+ Tool independence
+ End-to-end protocols
–Challenging coordination and
control
Interpersonal
architectures
Direct + Minimized latency
+ No in-network infrastructure
required
–Redundant transmission of
media data
–Limited access bandwidth
Centralized + Common control and
synchronization platform
+ System-wide understanding
of performance
–Resource intensive
–MCU placement
–Single point of failure
Overlay + Fault-tolerant
+ Dynamically reconfigurable
+ In-network media replication
–Requires extensive
infrastructure
–Expense
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These synchronization requirements within CSCW systems give rise to a
number of different challenges that must be addressed. The first of these is inter-
personal bandwidth estimation. Bandwidth estimation is important in order to
accurately map the application-level goals of a CSCW system to the available
adaptation tradeoffs available for different streams of information. For example, in a
system that included all-to-all distribution of video streams among participants,
video quality may need to be managed in different ways given current estimates of
upstream and downstream bandwidth. In systems with a confederated intrapersonal
architecture, bandwidth estimation is complicated by interstream interference of
end-to-end protocols such as TCP.
Another challenge faced is how to best express and implement complex
system-wide adaptation policies and goals in a way that results in the most
appropriate prioritization of tasks and streams within the system. Because data
within separate streams of information within a CSCW system are often related or
at least highly correlated, interstream dependencies must be managed and appro-
priately accounted for. This is particularly important if these dependencies and
correlations are used as the basis for media encoding and compression. For
example, in a multi-camera meeting capture environment, one video stream may act
as a reference stream for the encoding of other nearby cameras.
Managing interstream jitter is another challenge faced by CSCW systems.
Interstream jitter refers to variance in the relative timing of related media trans-
mitted in separate streams. This is a distinct concept from network jitter which is
variance in relative timing of successive media transmitted in a particular stream.
Interstream jitter is a factor in media synchronization when excessive interstream
jitter diminishes the utility of two or more related streams. This can be an important
system issue because resources allocated to these related streams are effectively
wasted.
Another challenge is recognizing when the use of network resources by a stream
is having a dynamic effect on another stream within the system. In particular,
adaptation strategies and protocol behavior of two or more streams may create
complex interstream dynamics with unintended consequences that work against the
efficient use of network resources.
7.5 Inter-protocol Coordination and Synchronization
To address these challenges, system designers can bring to bear techniques and
mechanisms of inter-protocol coordination and synchronization. Here, we review a
number of inter-protocol synchronization techniques in the literature that have been
proposed and how they can be applied to CSCW systems. These include aggregate
transport-level protocols, flow aggregation techniques, Congestion Manager, and
the Coordination Protocol.
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Aggregate transport-level protocols provide a unified service model for mul-
tiflow applications. Here, we review two: Structured Stream Transport and Paceline.
Flow aggregation techniques, such as TCP-Trunking and Aggregate TCP multiplex
related streams into a congestion controlled aggregate. Although these techniques
may seem to address inter-application fairness and TCP performance issues, there
are a number of significant drawbacks for their application to CSCW systems.
Congestion Manager provides an operating system-level approach with flexible
scheduling mechanisms for modeling rate constraints and a strongly
application-driven approach for adaptation. Coordination Protocol specifically
addresses the needs of systems with a confederated intrapersonal architecture with
multiple independent end-to-end flows. Although this approach presupposes control
of the gateway or access router in front of each participant, the mechanisms provide
highly scalable aggregate congestion control while at the same time providing
extremely flexible interflow control and coordination. Table 7.2 summarizes key
characteristics of these various mechanisms.
7.5.1 Early Flow Coordination Protocols
Early work in interstream synchronization concentrates on managing temporal
relationships between data unit in different media streams. The Multiflow Con-
versation Protocol (MCP) [4] is one of the earliest schemes to address the chal-
lenges of multiflow coordination. MCP relies on a token-based approach in which
each flow within the system is associated with a transmission token. MCP provides
the underlying token management primitives without imposing any specific token
policy. In this way, specific concurrency semantics can be achieved by imple-
menting different policies on how flow tokens are created, replicated, transferred,
Table 7.2 Characteristics of inter-protocol coordination and synchronization techniques
In-network
infrastructure
required?
Operating system
support required?
Applicable CSCW
architectures
Flow aggregation
techniques
Yes No • Coordinated,
confederated
• Direct, overlay
Aggregate
transport-level
protocols
No Yes • Monolithic,
coordinated
• Direct, overlay
Congestion manager No Yes • Monolithic
• Direct,
centralized
Coordination
protocol
Yes Yes • Confederated
• Direct
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and deleted. MCP also provides a mechanism for temporal synchronization across
multiple independent streams called a “multiflow conversation.” This mechanism
allows a system to flexibly express a wide spectrum of interstream synchronization
requirements. In particular, MCP multiflow conversations can be used to specify
and enforce delay-constrained causality among application data units.
Escobar et al. [5] is a seminal work that explores interstream synchronization
mechanisms and proposes the Flow Synchronization Protocol (FSP). FSP managed
synchronization by adaptively changing playout delay at distributed clients in a
coordinated manner. In this way, FSP is able to manage the tradeoff between
end-to-end presentation latency, application requirements, and data loss due to late
arrival. The Adaptive Synchronization Protocol (ASP) [6] generalizes this approach
and relaxes the need for a synchronized clock required by FSP.
7.5.2 Aggregate Transport-Level Protocols
Structured Stream Transport (SST) proposed in [7] provides CSCW systems with a
unified interface to an aggregate transport-level protocol that allows the specifica-
tion and management of a hierarchically organized tree of child streams. Each of
these child streams can independently transfer data and a perform flow control,
allowing parallel transmission of application data units without a head of line
blocking. SST supports a full spectrum of delivery semantics ranging from
best-effort delivery to reliable byte streams in line with the TCP service model.
CSCW systems are free to prioritize streams relative to each other and adjust
priorities dynamically in order to achieve system-level goals with respect to
adaptation and synchronization among flows. The SST protocol architecture is
illustrated in Fig. 7.4.
Application Protocol
Stream Protocol
Channel 
Protocol
Negotiation 
Protocol
Network Protocol (UDP, IP, etc.)
Channels
Sessions
Streams
Fig. 7.4 Structure stream
transport architecture
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Paceline proposed in [8] is another transport-level protocol that provides a
unified interface to an aggregate set of flows appropriate for complex CSCW
systems. The Paceline service model is message-based rather than stream-based.
Mechanisms for managing adaptation, latency mitigation, and synchronization
operate at the granularity of individual application data units. A CSCW system is
able to specify message importance on a per-message basis and Paceline delivers
transmitted messages in order of importance. Sending applications are able to
cancel pending messages, allowing applications to efficiently schedule future
transmissions given current conditions while allowing rapid and agile adaptation to
changes in network conditions that render previously scheduled data useless or
suboptimal. To most effectively use Paceline, CSCW systems must develop
domain-specific adaptation policies that can be mapped to the priority and trans-
mission control features provided by Paceline. These mechanisms are implemented
in two layers, a stream layer and a channel layer. The Paceline architecture is
illustrated in Fig. 7.5. The stream layer manages a system-wide message queue
across all flows. This queue is managed to ensure that data with greater utility with
respect to overall system goals are transmitted first, ensuring the lowest latency
possible for messages with the highest utility. The channel layer realizes the
transmission decisions made by the stream layer across a set of TCP connections
configured with very small sender-side buffers. By employing standard TCP con-
nections as an underlying transmission service, TCP-fair congestion control is
achieved by definition and Paceline can be deployed at the user level without
modifications to the operating system.
Framing and Fragmentation
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Latency ControllerConnection Manager
TCP Sockets
Paceline
Stream Layer
Channel Layer
Application
Paceline Chunks
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7.5.3 Flow Aggregation Techniques
Other approaches for protocol coordination attempt to construct flow aggregates,
multiplexing the flows within a CSCW system together into a single congestion
controlled flow between participants. This could be done explicitly at the
application-level or transparently by a mechanism implemented within the net-
working infrastructure. This approach is taken by Kung and Wang [9] in their work
on TCP trunking for connections that traverse a common backbone path. Kung and
Wang define a TCP trunk as “an aggregate traffic stream whose data packets are
transported at a rate dynamically determined by TCP’s congestion control.” Indi-
vidual flows sending data along the same intermediary path do so using whatever
transport-level protocol is appropriate for their purposes. When the packets reach
the endpoint of the trunk, they are buffered until they can be sent by a single
management connection to the remote end point of the trunk and then forwarded to
their destination. What makes the trunk congestion responsive is the fact that the
management connection employed is a TCP connection.
Another variation of this approach, known as aggregated TCP (ATCP), is pre-
sented in [10]. In this approach, end-to-end connections are divided into a local
subconnection with a gateway router and a shared remote subconnection between
this router and a commonly accessed remote host. In the context of a CSCW
system, the remote subconnection may represent interparticipant paths or common
routes along an in-network overlay. While the original intent of this work is to
improve the performance of TCP connections by growing congestion windows
more quickly and using persistent connections, the approach can be adapted to
CSCW systems as a way of introducing aggregate flow and congestion control
across streams.
These flow aggregation techniques when applied to a CSCW context have a
number of limitations. First, the approach reduces aggregate traffic to a single
flowshare as multiple flows utilize a single management or remote subconnection.
Limiting aggregate CSCW flows to a single shared congestion responsive flow is
unfairly restrictive in circumstances, where the system employs numerous flows or
is competing with numerous flows at the bottleneck link. Second, the approach fails
to inform CSCW application endpoints of current network performance, generally
providing an opaque interface to communication resources that reveal little about
underlying network conditions (available bandwidth, loss rates, etc.) which may be
crucial for adaptation. Third, aggregating approaches may result in a substantial
end-to-end delay as application data are buffered at the trunk node waiting to be
forwarded. This is clearly disadvantageous for real-time streams with tight and
interactive synchronization requirements. Finally, the end-to-end semantics of
individual flows are not preserved when communication is segmented into sub-
connections. For example, reliability semantics dictate that an acknowledgment
received by a sender indicates that a receiver has successfully received the trans-
mitted data. In the segmentation approach, however, an acknowledgment may
inform an endpoint only that the data was successfully transmitted to the next
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multiplexing agent. There is no way to know whether the data was actually received
by the destination endpoint.
7.5.4 Congestion Manager
The Congestion Manager (CM) architecture proposed in [11] provides a compelling
solution to the problem of coordinating aggregate flows that share the same
end-to-end path as often occurs in CSCW systems. Unlike the above schemes, CM
emphasizes application control by informing flows of bandwidth available to them
and avoiding the buffering of flow data during the forwarding process. The CM
architecture consists of a sender and a receiver. At the sender, a congestion con-
troller adjusts the aggregate transmission rate based on its estimate of network
congestion, a prober sends periodic probes to the receiver, and a flow scheduler
divides available bandwidth among flows and notifies applications when they are
permitted to send data. At the receiver, a loss detector maintains loss statistics, a
responder maintains statistics on bytes received and responds to CM probes, and a
hints dispatcher sends information to the sender informing them of congestion
conditions and available bandwidth. An API is presented that allows an application
to request information on round-trip time and current sending rate, and to set up a
callback mechanism to regulate send events according to its apportioned bandwidth.
These mechanisms are implemented within the kernel of the operating system
making them particularly applicable to CSCW systems with a monolithic or locally
coordinated intrapersonal architecture.
It should be noted that CM addresses the problem of providing aggregate con-
gestion control for flows that share the entire end-to-end path. That is, all flows
share the same source and destination hosts. In contrast, flows in CSCW context
often share a significant portion of the forwarding path, but not the entire path
end-to-end. For CSCW systems with a confederated intrapersonal architecture, CM
would need to be reengineered to provide a distributed implementation across
multiple devices being used by the system. The main strength of the CM approach
is putting the application in control allowing endpoints (or a local coordination
agent) to understand the aggregate bandwidth available to the system.
CM employs a hierarchical fair-service curve (HFSC) scheduler to apportion
bandwidth among flows within the network-layer mechanisms of the operating
system. Consequently, a CSCW system must be able to translate its system-level
requirements for flow coordination and synchronization into an appropriate HFSC
configuration. Because CSCW systems can have complex schemes for adding and
deleting flows, and for responding to changes in available bandwidth and changes
in system state, adaptation strategies may result in very dynamic rate adjustments
for individual flows. As a result, characterizing each flow’s rate requirements is
difficult to do a priori. The HFSC scheduler at the core of CM also serves to police
the aggregate sending rate and ensures that the resulting traffic conforms to the
calculated congestion controlled rate. Thus, while CM is able to take a set of
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well-characterized flows and static priorities and synchronization requirements and
build a hierarchical schedule for bandwidth allocation, this approach is less suitable
in a more dynamic context.
7.5.5 Coordination Protocol
The Coordination Protocol (CP) architecture proposed in [12] was designed to
address the needs of systems with a confederated intrapersonal architecture with
multiple independent end-to-end flows. In particular, CP aims to:
• Inform endpoints of network conditions over the interpersonal data path,
including aggregate bandwidth available to a CSCW system as a whole while
allowing for a distributed, loosely coordinated intrapersonal architecture.
• Provide an infrastructure for exchanging state among flows and allowing the
system to implement its own flow coordination scheme, and
• Avoid problems encountered by schemes that require a centralized approach to
adaptation by empowering independent and loosely coupled end-to-end adap-
tation rather than scheduling or aggregating mechanisms.
To realize these goals, CP makes use of a shim header inserted by application
endpoints into each data packet. Ideally, this header is positioned between the
network-layer header and the transport-layer header. The network stacks of each
host and their associated gateway router are modified to process CP packet headers,
while all other nodes along the wide-area data path require no special modifications
(i.e., CP is transparent to forwarding agents within the network).
CP mechanisms are largely implemented at the gateway router associated with
each CSCW participant where there is a natural convergence of flow data. Without
loss of generality, however, this functionality may be placed within the operating
system in the case of a monolithic intrapersonal architecture or integrated within the
nodes of an overlay network architecture. In general, CP is applicable for any
CSCW architecture that can be modeled as a set of end-to-end flows that traverse
through a common forwarding gateway on its path toward the local environment of
a remote participant. This gateway is called an aggregation point (AP).
Figure 7.6 summarizes CP operation by tracing a packet traversing the path
between the source and destination endpoints. The CP header is processed by the
AP during packet forwarding. Essentially, the AP uses information in the CP header
to maintain a per-application state table. Flows deposit information (e.g., their
current priority) into the state table of their local AP as packets traverse the out-
bound path from an endpoint to the local AP, and then onward toward the remote
participant. Packets traversing the inbound path in the reverse direction pick up
entries from the AP state table (e.g., the priority of peer flows, the estimated
bandwidth available) and report them to each endpoint.
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In addition, the two APs conspire to measure characteristics of the interpersonal
data path, such as round trip time, packet loss rate, available bandwidth, etc. These
measurements are made by exchanging probe information via the CP headers
available from application packets traversing the data path in each direction.
Measurements use all packets from all flows belonging to the same CSCW system
and thus monitor network conditions in a fine-grained manner. Resulting values are
inserted into the AP state table.
Report information is received by an application endpoint on a per packet basis.
This information can take several forms, including information on current network
conditions on the interpersonal data path (round trip time, loss, available band-
width), information on peer flows (number of flows, aggregate bandwidth usage),
and/or application-specific information exchanged among flows using a format and
semantics defined by the application. An endpoint uses a subset of available
information to make send rate and other adjustments (e.g., adaptation and encoding
strategy) to meet application-defined goals for network resource allocation and
other coordination tasks.
It is important to emphasize that CP is an open architecture. Its role is to provide
information “hints” useful to application endpoints in implementing their own
self-designed coordination schemes. In a sense, it is merely an information service
piggybacked on packets that already traverse the interpersonal data path. As such,
aggregation points do no buffering, scheduling, shaping, or policing of application
flows. Instead, coordination is implemented by the application which must con-
figure endpoints to respond to CP information with appropriate send rate and other
adjustments that reflect the higher objectives of the application.
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2. Local AP deposits incoming state 
into application state table and 
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7.6 Conclusion
In conclusion, CSCW systems are complex, multiflow distributed systems that can
exhibit a wide array of different intrapersonal and interpersonal architectures.
Synchronization of data among flows within a CSCW system must respect both
encoding and presentation dependencies inherent within a flow as well as how those
flows are related to higher level task semantics. CSCW system designers may find
protocol coordination techniques and mechanisms useful for realizing complex
interstream synchronization, prioritization, and adaptation requirements. These
mechanisms include sophisticated aggregate transport-level protocols (i.e., Struc-
tured Stream Transport and Paceline), in-network flow aggregation (i.e., TCP
trunking), and kernel- or network-level interflow state sharing mechanisms (i.e.,
Congestion Manager and Coordination Protocol). The most appropriate mechanism
to bring to bear will largely depend on the architecture of the overall CSCW system
and the feasibility of translating system-level requirements onto the features pro-
vided by these mechanisms.
In practice, practical and widely used mainstream CSCW systems and tools such
as Google Hangouts, Cisco WebEx Meetings, and Microsoft Office365 are
designed to support browser-based clients and deployed in generic computing
environments using a standard TCP/IP implementation. As such, the use of
advanced protocol coordination mechanisms such as those described in this chapter
is likely limited to special purpose CSCW systems, such as high-end telepresence
meeting rooms, remote surgery and telemedicine, and virtual training environments.
Several standards for real-time communication andmedia streaming have emerged
to support distributedmultimedia applications such as CSCWsystems.WebRTC [13]
defines client-side APIs for peer-to-peer real-time communication within browsers.
TheMPEGmedia transport (MPEG-MMT) standard is amultimedia container format
with advanced quality of service and quality of experience features that addressesflow
multiplexing and synchronization needs of real-time multistream applications [14].
Dynamic adaptive streaming over HTTP standardized as MPEG-DASH [15] is
rapidly becoming the dominant approach to video distribution.
In recognition of the practical limitations of real-world systems, more recent
systems-level research in support of distributed multimedia applications such as
CSCW has focused on approaches that are built on top of current standards.
SmoothCache [16], for example, provides a distributed peer-to-peer adaptive
streaming overlay on top of HTTP. In [17], MPEG-MMT is used in support of a
collaborative virtual environment. Another recent research direction applicable to
CSCW systems is the latency-sensitive management of cloud resources. For
example, VMShadow [18] explores how to transparently migrate and optimize the
placement of virtual desktops within a cloud computing infrastructure to minimize
latency.
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Definitions
Computer Supported Collaborative Work A class of distributed multimedia
systems that support goal- and task-driven collaboration among multiple
participants.
Overlay Network A logically connect group of nodes within the Internet that
provide packet-based media and message transport and processing services.
Jitter Variation in packet delay experienced in a network typically as a result of
dynamic queuing delays at forwarding nodes.
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Part III
User Experience and Evaluation
Methodologies
Chapter 8
Perceiving, Interacting and Playing
with Multimedia Delays
Ragnhild Eg and Kjetil Raaen
Abstract Just like interactions with the physical world, humans prefer to interact
with computers without noticeable delay. However, in the digital world, the time
between cause and effect can far exceed what we are accustomed to in real life. Sys-
tem processes, network transmission and rendering all add to the delay between an
input action and an output response. While we expect and accept a computer system
to process a request within a period of time, the duration of this period is depen-
dent on the nature of the task. Highly interactive tasks, such as control systems,
computer games, design software and even word processing have stringent tempo-
ral requirements, where any sustained delay can be detrimental to performance. The
research interest for the human capability to operate with delay has grown over the
past decades, and it has grown in at least three separate fields. In this chapter, we
review relevant work from cognitive psychology, human-computer interaction and
multimedia research.
Keywords Human-computer interaction ⋅Motor-visual interaction ⋅ Delay
8.1 Introduction
Media synchronisation involves more than aligning outputs in the form of audio and
video streams, or even haptic or olfactory stimulation. Media systems must also opti-
mise for the temporal interaction between a user’s input and the computer’s generated
output. In some scenarios, consumers are passive recipients of multimedia content;
in other scenarios, consumers become users that are active in their engagements with
a media system. To highlight the distinction between these scenarios, we need only
look at an everyday example.
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Our daily routines involve a wealth of sensory stimulation and motoric actions.
Interactions with our physical surroundings are so rehearsed that we rarely reflect
on them. We may see a plump, purple plum on a fruit stand and this could trigger
us to reach out the arm and hand to feel the bouncy resistance of the plum’s surface,
before finally picking it up and leading it in a fluent motion to the mouth. If this plum
had fallen off the stand and started rolling, we might also be inclined to intervene by
evaluating its path and pace to predict a future location where we could place a hand
to stop it. This type of interaction does not only take place in the physical world,
in past decades they have become increasingly common in the digital world. With
hours and hours of practice using keyboards, computer mice, joysticks, touchpads
and other input devices, the computer savvy human being has become skilled at
interacting with visual objects on a monitor.
Yet, the interplay between what we do and what we see differs between the phys-
ical and the digital world. First and foremost, the digital world does not adhere to
physical laws. Visual objects on a standard computer screen are two-dimensional,
their size are typically up- or downscaled, their movement are restricted by lines of
script rather than gravity, and the temporal reaction that follows an input action is
affected by system and network restrictions. Nevertheless, humans are able to over-
come the unnatural setting of the digital world, partly due to the flexibility of the
perceptual and motor systems. The visual system can attribute object size and lack
of depth to distance, motion can be scripted to mimic physical laws, and even in
nature, reactions do not instantly follow actions. Still, there is a limit to the percep-
tual system’s flexibility.
Because the human perceptual and motor systems have evolved to interact with
the physical world, it follows that interactions in a digital environment should
approximate the ones we meet elsewhere. If the plump, purple plum was portrayed
on a monitor, rolling along a table, the intervention would require a mouse or another
input device. Still, the scene plays out the same, visual information establishes the
plum’s location, trajectory and speed of movement, cognitive processes predict a
future location, the hand directs the intervening action there, and the continuous
visual information guides the action. Despite the simplicity of the example, it serves
to establish an important point. Humans grow up to navigate the physical world and
the digital world is created to mimic the one we live in, any element that fails in this
regard is likely to be judged as unnatural. Among the many unnatural elements in the
digital experience, the temporal relationship between visual and motor events could
be the most detrimental to the successful save of the tumbling plum.
Zero delay is not only unnatural, it is computationally impossible, thus humans
accept delay and expect a computer system to respond within a given time. How
much delay is acceptable depends on the nature of the task. If the task does not
involve a direct outcome, which would be the case when downloading a software
suite from the Internet, most accept minutes, even hours of delay. Granted, feedback
on the progress of the operation may alleviate some impatience. At the other extreme,
a player firing a gun in a fast-paced action game is interacting in an environment sim-
ilar to the physical world and will expect a reaction within a fraction of a second.
Clearly, temporal requirements are stringent for highly interactive tasks, but they are
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also likely to depend on the nature of the task. Fortunately, the research interest in this
field has grown with the technical advancement of computer and network systems. In
this chapter, we draw on knowledge from three disciplines, human-computer inter-
action (HCI), psychology and multimedia. We use this body of work to discuss the
challenge of establishing the limitations of a user’s tolerance to interaction delays,
with models and approaches that vary across the different schools of thought.
8.2 Models, Approaches and Terminology
Questions regarding delay in interactions have been illuminated from different
domains. Inmany cases, the same or similar questions have been asked and answered,
but information gained from each of these often do not flow smoothly to the others.
In HCI, it is popular to assume that we interact with computers in much the same
way as we interact with each other. Hence, HCI assumes interactions can be modelled
as two-way conversations between the user and the machine. A user asks the com-
puter a question, and the computer answers. This means that turn-taking is involved,
and users do not necessarily see themselves as the direct cause of what the computer
does.
However, HCI researchers have not overlooked the importance of experienced
causation, neither have cognitive psychologists. Investigations into the conscious
experience of causation encompass the temporal relationship between an action and
its consequence. In these areas of research, the main challenge is to establish the
longest time interval that can separate a cause and an effect without disturbing the
sense of agency.
Another approach comes from perceptual psychology, a branch within cognitive
psychology. Here, the focus is shifted away from the longest time interval a system
can operate with, focusing instead on the lowest sensitivity of the human perceptual
system to delayed sensory signals. These perceptual studies build on psychophysical
methodology and consider sensory thresholds that separate perceptible and imper-
ceptible delays. Our sensory modalities are naturally separated in time due to both
external and internal transmission times; light moves faster than sounds, while tac-
tile signals must follow longer neuronal pathways than signals triggered by chem-
ical compounds that incite taste and smell. Fortunately, our perceptual system has
evolved to overcome these natural delays. Moreover, recent studies in this field have
found the perceptual system capable of adapting to extended delays, for instance,
when it comes to continuous interactions that engage the motor and visual systems.
Because of the many nuances in perceptual studies, they do not approach the topic
of a single universal threshold, nor would that be fruitful to the understanding of
human perception.
In the pursuit of optimal designs for systems and applications, multimedia
researchers often test human tolerance to interaction delay for specific situations.
Applied studies of delayed interactions for multimedia systems have explored diverse
scenarios from such a practical perspective. Most of this work has focused on
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Fig. 8.1 a Interface delay denotes delay between an input device, such as a mouse, and an output
device, such as a screen. b Network latency describes the round-trip-time taken to traverse a network
computer games, although virtual reality is becoming more and more relevant. Both
involve systems with fast interactions between user and software. In many games,
players have to do split-second decisions as well as complicated tasks of hand-eye
coordination at high speed. These studies rarely adopt a model to investigate delayed
interactions, focusing instead on how particular types of games and particular actions
in these games are affected by the delay.
When discussing delay in games, it is common to distinguish between network
latency and interface delay. Both are delay, but they appear different to the user.
Interface delay (Fig. 8.1a1) is the one we predominantly refer to in this chapter, that
is, delay between user input and results on screen. Network latency (Fig. 8.1b2) refers
to the time it takes for an interaction to be communicated across a network. Because
developers attempt to hide or mitigate network latency in their products, it affects the
interaction in more subtle and varied ways. Generally, results that can be calculated
locally are displayed after the interface delay, while effects that need input from the
1
Illustration by Ivar Kjellmo.
2
see Footnote 1
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server or other participants are delayed by the network latency. Note that unless it
clearly states otherwise, research on the effects of network latency generally ignores
local delay.
8.3 Conversational Models in HCI
HCI draws on knowledge about human to human interactions to make inferences
about human interactions with computers. In line with the underlying assumptions,
the terminology in this field tends to build on the workings of human conversation.
This extends to matters of timing in human-computer interactions and Seow [33,
Chap. 4] puts forward a valuable summary of this terminology.
The fastest interactions are described as instantaneous response. This denotes a
system with a process so fast that the user is unaware of any delay. For graphical con-
trols and interfaces that mimic the physical world, Seow recommends instantaneous
response times. In games too, most interactions either mimic the physical world or
are graphical in nature, indicating that responses should be instantaneous. Where
Seow proposes that instantaneous responses go unnoticed and generally stay below
0.1–0.2 s, these values have not been supported by consistent empirical findings.
On the contrary, Sect. 8.4 outlines experimental studies whose findings suggest that
delay is imperceptible only at very short time intervals.
Immediate is Seow’s next responsiveness class. This describes responses that feel
natural in human interaction, such as conversations. When one participant in a con-
versation ends a statement, the other will respond immediately, or between 0.5–1 s.
Any additional delay will give the impression that something unexpected is happen-
ing in the conversation. Maybe the partner needs to think about an answer. This level
of responsiveness is appropriate in human-computer interactions when the workflow
mimics a conversation; if a user requests information assumed to be loaded and ready,
which would be the case when scrolling down a web page, any delay will heighten
the anticipation of the waiting user. After immediate follows the continuous respon-
siveness class [33]. In human to human interaction, we sometimes need to stop to
think, or emphasise something. These pauses can be between 2–5 s without breaking
the flow of the conversation. Pauses of this magnitude are accepted if we expect our
conversation partner to have to think about an answer. Thus, when interacting with
computers, we accept such delays for queries that we think of as complex. To main-
tain continuity and not break the flow of the interaction, we expect a reply within
these limits. If results are not available after this time, it is critical to provide feed-
back that progress is happening, and that results will be ready soon.
In HCI, interactions that involve a single input and an expected outcome typi-
cally fall in the immediate or continuous class, this could be an interaction as simple
as deleting an email and wait for the confirmation. With this starting point, Weber
et al. [41] set up an experiment in which participants were tasked with monitoring
an assumed manager’s email inbox. For every incoming email, participants had to
assess its relevance and either forward or delete it; each option involved moving the
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mouse cursor to select the email and the appropriate action, then wait for the pop-
up window to select the recipient or confirm deletion. While waiting, participants
were presented with an activity animation that was displayed for the duration of the
delay introduced between the input action and the appearance of the window. Rang-
ing from 300–3000 ms, the delay was either constant or variable. Weber et al. [41]
found that participants responded faster with low variability, even when this entailed
longer delays. Yet, failure rates did not differ depending on the variability of the wait-
ing time. The authors conclude that user experience for this type of system depends
on the constancy of the response, not the duration of the delay. Presumably, the isola-
tion of the task carries a heavy load when it comes to task motivation and execution
time, but demands less when it comes to performance accuracy.
Finally, Seow uses the term captive for delays that range between 7–10 s. This
class describes the longest time interval for a system to yield an output, without los-
ing user engagement. Beyond this delay, a user will give up or assume something is
wrong with the system, much like they would assume a human conversation partner
had lost interest. Following such an extensive delay, users require useful results. If
results cannot be yielded, the system should instead provide users with the option to
think about something else and return to the slow task at a later stage. At this point,
many users will take a break and go away for coffee. Avoiding this type of wait-
ing game is perhaps more common sense than empirically founded research, further
discussion of captive delays are for the time being deferred to the next coffee break.
8.4 Perceptual Models
In contrast to Seow’s broad range of categories and time intervals, perceptual and
psychophysical research centers around the processing of sensory inputs, narrowing
the scope to sensory thresholds that stay well below a second. In this area of research,
the term visuomotor is used in reference tomotor activities that synchronise with, and
depend on, visual information. These activities typically involve complex actions,
such as driving a car, we therefore, refrain from applying this term to the limited
degrees of freedom found in many human-computer interactions. Instead, focus is
directed at the direct causal relationship between motoric inputs and visual outputs,
that is, input actions followed by visual events on screen. We deem their temporal
relationship to be most accurately labelled as motor-visual delays. Accordingly, the
word order determines the initiating and the consequential event in the interaction
and delay refers to the time that passes between, disregarding the cause of the delay.
Research on the processing of different sensory signals shows that humans are
incapable of perceiving very short delays between stimuli from different
modalities [14], a perceptual mechanism referred to as temporal integration [36].
In simplified terms, humans have a perceptual buffer that uses redundant informa-
tion to establish which signals belong together in order to align and integrate them.
The information used for integration can be spatial, temporal or semantic, it can also
relate to themagnitude or shape [42]; combined they strengthen the bond between the
8 Perceiving, Interacting and Playing with Multimedia Delays 217
modalities and establish perceptual integration. In turn, the perceptual bond becomes
more resilient, even capable of compensating for some discrepancy between modali-
ties, such as temporal delay. Thus, our sensory systems process many external stimuli
in parallel, but somewhere along the line they converge and the perceptual system
aligns them to create a unified experience. The perceptual system is active in preserv-
ing this unity, but it can only compensate for a certain amount of discrepancy. This
limit is remarkably difficult to establish from the literature that in itself is discrepant.
With respect to temporal discrepancy between something felt and something seen,
the subjective sensitivity to delays could be well below 50 ms [26]. Indeed, in a
study on the temporal integration of visual and tactile signals, Spence et al. [37]
explored the ability to distinguish the temporal order between a light flashing and
a vibration felt by the finger [37]. At the most sensitive, they established that par-
ticipants could discern signals presented to the different modalities when they were
separated by more than 28 ms. Another study on the temporal sensitivity to visuotac-
tile asynchrony found that temporal integration ceases with separations longer than
≈80 ms [14]. However, this lower bound applied only to isolated presentations,
repeated pulse presentations yielded far higher values. Higher values are also pre-
sented in a study by Noel et al. [25], for visual stimuli paired with vibration stimuli.
The results established a midpoint for simultaneity at 73 ms, and a 136 ms for tem-
poral integration. Although inconsistent, these results highlight two things: absolute
synchrony is not required to achieve temporal integration between the two sensory
modalities, and when it comes to the visual and tactile inputs, imperceptible delays
range in the tens-of-milliseconds, not in the hundreds.
Human-computer interactions rely not only on sight and touch, they also depend
on clicks, keystrokes and other movements. Consequently, these interactions go
beyond the convergence of visual and tactile sensations, instead they emphasise the
intended movement rather than the associated touch. In other words, the tactile sense
is supplemented by kinaesthetic information, adding the complexity of intent and
action. This complexity is highlighted by findings that motor–visual interactions are
more adaptive to timing judgements than are visuotactile interactions [38]. This type
of temporal adaptation is attributed to a recalibration of the perceptual system, mean-
ing that continued exposure to two asynchronous signals can lead to greater tolerance
to subsequently delayed presentations. Research on adaptation to artificially intro-
duced delay is studied in order to understand just how flexible the perceptual system
is in its ability to both compensate and realign to sensory discrepancy. For instance,
Fujisaki and Nishida [14] and Spence et al. [37] demonstrate that humans can detect
very short temporal offsets between sensory signals, yet their results also indicate
that we are capable of adapting to fairly long temporal delays.
Rohde and Ernst [31] have demonstrated that recalibration can take place when
the movement precedes the visual stimulus, as well as when the movement follows.
In both situations, the point of subjective simultaneity, the point in time where two
events are deemed to co-occur, is shifted away from the point of actual simultaneity.
Combined with similar results presented by Stetson et al. [38] and Sugano et al.
[40], it is evident that the challenge with motor-visual delays in multimedia systems
encompasses more than temporal thresholds. Considering that the human perceptual
218 R. Eg and K. Raaen
system can realignmotoric and sensory signals with continued exposure to consistent
delay, it is plausible that this mechanism is activated frequently during our daily
interactions with multimedia systems.
Clearly, simultaneous is not synonymous with zero delay, a computational impos-
sibility. On the one hand, the human sensitivity to sensory delays places strong
demands for speedy system responses, on the other hand, the human perceptual
system is adaptable and quite capable of compensating for short temporal offsets
between corresponding signals. However, even though short delays are frequently
imperceptible, they can still affect user performance, for instance through increased
stress levels [2]. Thus, perceptual integration and temporal thresholds may not pro-
vide the sole explanation model when we seek to understand how tolerant users are
to interaction delay.
8.5 Sense of Agency in HCI and Cognitive Psychology
In fast-paced human-computer interactions, a button push and a visual event have
to coincide in order to ensure fluent operations. Fortunately, as noted, they need not
be in perfect synchrony. Humans learn from experience what to expect following
a familiar action, but timing is of the essence. Causality is an important factor in
motor–visual interaction, if too much time passes after an action, the delayed conse-
quence may be attributed to another event [16]. Humans are very adept at handling
and acting on objects, facilitated by both the motoric and the visual systems, along
with other inputs. Sense of agency is adopted and studied by researchers in both
HCI [20] and cognitive psychology [22]. It refers to the experience of being the direct
cause of an event, an experience that can be altered by timing, among other factors
[15]. Indeed, one study found that participants maintained the sense of agency from a
joystick controlling the movements of an image for intervals as long as 700 ms [11].
At the same time, these participants were clearly aware of delays much lower than
this, though the authors do not draw any conclusions about how short delays need to
be before they cease to be noticeable.
Noting the difference between sense of agency and sense of simultaneity, Rohde
et al. [32] compared the respective temporal boundaries for delays between a button-
push and a visual flash. Participants either made judgements on the simultaneity of
the events, or on the event serving as the agent. Ingeniously, the virtual button was
implemented using a haptic feedback device that allowed tracking of the participants’
movements well before they pushed the button. Because movements leading up to
a button-push are predictable, the researchers could trigger the flash before users
believed they had pressed the button. On average, the button-push was perceived
as the agent as long as the visual flash was not delayed by more than ≈400 ms;
conversely, the two events were judged as simultaneous, at greater than chance rates,
when the flash delay stayed below≈250 ms. Hence, the experience of control persists
longer than the experience of events being in synchrony.
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Using shorter delays, Metcalfe et al. [21] investigated the sense of agency for three
age groups in an experimental task that required participants to control a cursor using
a mouse in order to avoid some objects on screen and to touch others. Task perfor-
mance, participants’ self-judgements of performance and self-judgements of control
were compared across a control condition and two delay conditions, with the cur-
sor delayed by either 250 or 500 ms. Unsurprisingly, all age groups showed best
performance for the control condition, and also better performance for the 250 ms
compared to the 500 ms delay condition. To compare the sense of agency across con-
ditions, Metcalfe et al. [21] subtracted subjective judgements of control from subjec-
tive judgements of performance, then they looked at the difference between the base-
line (the control condition) and the experimental conditions. The resulting negative
scores showed that participants experienced significantly lower sense of agency both
for the 250 ms and the 500 ms delay conditions. Only the childrens’ agency scores
showed a somewhat lower sense of agency for the 500 ms compared to the 250 ms
delay condition, the older adults showed similar scores for both conditions, as well as
the greatest sense of agency of the three age groups. On the other hand, the college
students experienced the least sense of agency, showing high awareness that they
were not fully in control of the task operations. The differences between age groups
are likely related to several factors, but first and foremost experience and percep-
tual learning. Of the three groups, college students are likely to spend the most time
operating a computer with a mouse. Hence, they are also the group most affected by
the interaction delay. Common across the age groups is the lowered sense of agency
that follows interaction delays. Findings pertaining to sense of agency bring forward
detrimental consequences that have an impact on more than mere perceptibility and
motor performance; interaction delays affect the experience of being the initiator of
events, dampening the feeling of being in control. The study by Metcalfe et al. [21]
suggests that sense of agency is affected even by delays smaller than 250 ms.
It seems then that the sense of agency endures across a greater temporal window
than does perceptual integration. This assumption is supported by indications that
active touches are registered sooner than passive touches, which relates back to a
so-called efference copy, a plan that precedes a movement and that is transmitted
to the brain as a copy before the movement is initiated [43]. The idea of the brain
receiving signals about intended movement is further supported by an experiment
that recorded cerebral activity around 350–400 ms before participants could ascer-
tain their intention to engage in a spontaneous, voluntary action [19]. Accordingly,
the temporal resilience associated with sense of agency is connected to our actions
being perceived as the cause of an event, leading to the experience that the event is
taking place earlier than it, in fact, does [10]. In this regard, the predictability of an
event plays an important role in reducing the delay between cause and effect [23].
Keeping in mind that sense of agency involves the anticipation and prediction of
an initiated event, it follows that we will attribute a delayed effect to our action sim-
ply because we know it is coming. In fact, the perceptual system aids us in this pro-
cess. Nevertheless, sense of agency may be more applicable to isolated interactions
where each action and its consequence is distinguishable from the next. In contin-
uous interactions with many and quick motor inputs, the sense of agency becomes
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difficult to preserve, not due delay, but due to the challenge of attributing events to
single inputs. Hence, in computer games and other fast-paced computer interactions,
other approaches may yield better representations of users’ tolerance to delay.
8.6 Applied Studies on Delay
Despite the collective knowledge from the fields of perceptual and cognitive psychol-
ogy, as well as HCI, the literature does not provide clear-cut thresholds for tolerable
interaction delays.
Most applications rely on more than one type of input and output, adding to the
complexity of an already complex interaction. In their work, researchers and devel-
opers alike require thresholds for acceptable interaction delays in multimedia, giving
rise to a body of applied studies on interactive applications.
In line with some of the experimental tasks implemented in the discussed psy-
chological research [11, 21], interactive games serve as relevant examples of time-
dependent applications due to their fast interactions and indirect action inputs. Unlike
psychological experiments, games are far more complicated and involve numerous
disturbing elements. This makes games an interesting case for exploring delay and
interactions. Two main approaches have been employed to study delay in games:
Controlled laboratory experiments and studies observing organic gameplay.
8.6.1 Controlled Studies on Games
Allowing participants to play games in laboratory settings with controlled delay is a
natural approach to investigating the effects of the different types of delay. It gives
the researcher control over all parameters when the game is played. On the other
hand, gathering datasets from a significant number of players is expensive in terms
of time and effort. Most work on games has focused on network latency. There seems
to be an implicit assumption in play that interface delay is insignificant, because this
is rarely recorded or even mentioned in these studies.
Because games are extremely varied in content, context, pace, inputs and out-
puts, we need to understand the different game categories in order to understand the
impact of latency on game interaction. Claypool and Claypool [5] present a much
used categorisation of games based on player interaction. Each category comes with
its own recommended range of tolerable network latency, grounded in experimental
studies carried out on games representative of the respective categories.
The most time-dependent of these categories is the first person avatar games. In
these games, the player controls an avatar directly, and the output shows the world
from the point of view of the avatar. A subcategory of first person avatar games is
first person shooter, in these games players control a character that moves around
freely in the world searching for, and preferably, shooting opponents. Studying one
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such game, Unreal Tournament 2003, Beigbeder et al. [1] gave players a set of game
tasks, one was to move in a specified pattern and to shoot at moving targets. They
ran the experiment three times at different latency levels, but included only two par-
ticipants. Despite the limited data, the study concludes that the positive experience
of playing the game is reduced with network latencies above 100 ms. Running the
same game, Quax et al. [28] set up a 12-player match in a controlled environment.
Each player was assigned a pre-determined latency value that was in operation for
the duration of the match. After the match, players answered a questionnaire about
their experience playing the game. This study also included relatively few players,
but they still concluded that 60 ms of latency can noticeably reduce both performance
and experience of playing this particular game.
Another subcategory of the first person avatar game involves racing games, where
players control a vehicle obeying more or less realistic physics. Pantel and Wolf
[27] stipulate that racing games are the most sensitive class of game. In their study,
they found that the average player’s performance deteriorates already at their lowest
tested network latency of 50 ms. While the beginners drove too slowly to notice this,
the skilled players were able to compensate for more latency. Performances of the
excellent drivers degraded sharply at 150 ms.
Third person avatar are games where the player controls a specific avatar seen on
screen. Because the control of the avatar is less direct than for first person avatar
games, players tend to be less sensitive to any type of delay. Fritsch et al. [13]
evaluated the performance of two players engaged in the game Everquest 2, under
different conditions. They conclude that approximately 500 ms is a reasonable limit
for network latency in this game.
Lastly, omnipresent games are games where the player has no clear avatar, but
controls the game from an outside perspective. This gives indirect control of the
action. These games have been explored by game researchers [4, 34], but a latency
threshold is difficult to establish. For the time being, the consensus has landed on
1000 ms as an acceptable upper bound for network latency.
Team sport games are played in a different manner than most games. Usually
players have control of one character at a time, much like a third person avatar game.
Unlike an avatar game, players frequently switch characters, depending on who is
most involved in the action. One study has looked into the consequence of interaction
delay in one such game, Madden NFL Football, and concludes that network latencies
as high as 500 ms are not noticeable [24].
Although less controlled than a psychophysical experiment, these studies imple-
ment control over the game situation. With this approach, it is evident from the pre-
sented results that game performance decreases as network latency increases above a
threshold. However, it is not clear what this threshold is, nor is it clear how to group
games with similar characteristics. In general, few studies have found effects of laten-
cies shorter than 100 ms, and for some games, thresholds are considerably higher. It
is important to note that all these studies have worked with network latency rather
than interaction delay. How the two forms of delay interact is still an open question.
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8.6.2 Observational Studies on Games in Action
To avoid the limitations of controlled studies, others have taken different approaches
to determining acceptable network latency for games. To get around the primary
limitation of controlled experiments, the resources and time required to gather data,
some researchers choose to gather data from games as they are being played across
the net. This gives access to large amounts of data, although researchers must com-
pensate for random variation across conditions.
An interesting approach is that of Chen et al. [3]. They examine an online role
playing game, ShenZhou Online. Following Claypool’s classification, this game falls
within the third person avatar game. Instead of using a controlled lab environment,
the authors chose to analyse network traces from an existing and running game. In
their investigation of how quality of service (QoS) could influence duration of play
session, they examined several network transmission factors, including packet loss,
latency and jitter. Their presented results show a linear correlation between increased
latency and decreased game session length at 45–75 ms delay. For standard devia-
tion of latency, which is used a measure of jitter, the uncovered correlation is even
stronger. This finding contrasts directly with Quax et al. [28], who found no effects
of jitter. Most likely, these different results represent the different characteristics of
the respective games. The study by Chen et al. [3] suggests that the negative impact
of network latency occurs sooner than the 100 ms threshold mentioned in the ear-
lier literature. Using session duration as a measure of game experience is a fruitful
approach, but the chain of events from network latency to session duration involves
many twists and turns. There is spacious room for unforeseen and undetected vari-
ables.
Dick et al. [9] use two separate methods to investigate how network latency affects
players. Following the International Telecommunication Union’s recommended
impairment scale [17] with a Mean Opinion Score (MOS) rating, they ran an online
survey that assessed the level of network latency that corresponded to different
degrees of impairment. Players reported that they could play unimpaired with up to
about 80 ms of network latency, and 120 ms latency was tolerable for most games.
Further, the authors ran a controlled experiment testing the negative impact on game
play for different latencies. They included different games in their study, revealing
large differences between games. The most time-dependent game turned out to be
Need for Speed Underground 2, showing impairment to game play even at the lowest
tested latency of 50 ms.
In general, these observational studies present lower limits than the controlled
studies, suggesting that latencies as low as 45 ms can have an impact on game play.
8.6.3 Interactions Using Other Interfaces
The outlined studies on both controlled and observational game experiments cover
interactions where users rely on a pointing device, typically a mouse, while the out-
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put is directed to an observed screen. This type of interaction is in wide use, but other
means of interactions are also common. Conversely, research on the temporal inter-
action between human and computer using less linear input devices are scarce. Yet,
some exceptions exist and we include a selection to highlight the need for further
explorations in these areas.
Research on input–output delay, very similar to interface delay, was carried out
already in 1963, although this early work with an electromechanical tool did not
consider delays shorter than 1 s [35]. Conversely, Jota et al. [18] examined users’
sensitivity to delay in touch interfaces, making use of fast-response touch-sensitive
screens (down to 1 ms). Participants were asked to drag an object to a target using a
touch gesture, the task completion time was used as a measure of user performance.
The authors found a significant decrease in task performance for delays down to
≈25 ms and an overall sensitivity to delays for actions that require pointing and
dragging. This type of interaction introduces some caveats though. If the user drags
an object at constant velocity across the screen, temporal delay appears to the user
as spatial offset from the finger to the object; it is possible that the measured effect
is due to this spatial offset rather than the temporal delay.
Taking a step away from both desktop and laptop computers, one advancement
that has been worked on intermittently for many years is to equip users with a screen
attached to the head. Combined with a system to track head movements, this could
allow for a more immersive virtual world. These virtual worlds can either overlap
with or replace the physical world. If a user sees only computer-generated content,
the system is called Virtual Reality (VR); on the other hand, if a user sees virtual con-
tent superimposed on the real world, the system is called Augmented Reality (AR).
With a stereoscopic view that follows head movements users are provided with an
unprecedented visual immersion in the computer-generated world. AR and VR share
the same potential problems when it comes to motion sickness and discomfort while
using the systems. Davis et al. [8] have investigated a condition they term cybersick-
ness, as an analogy to motion sickness. They consider and propose several causes
to these problems, delay among them. However, they do not specify the amount of
delay that might lead to symptoms.
These examples show the diversity of the numerous applied studies on interaction
delay. Some interactions have received far less attention than others, and the time is
ripe to harvest these fruits and share their secret flavours with the community.
8.7 Uniting HCI, Psychology and Multimedia
Over time, researchers have opened their eyes to adjoining fields and the work on
temporal interactions has slowly begun converging into multidisciplinary studies.
These works are still few and far between, but their results highlight the advantage
of bringing together methods and knowledge from different disciplines.
In one such study, research methods from cognitive psychology are put into prac-
tice in a computer game with an obstacle-avoidance task. Participants played the
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game with a 235 ms delay between the mouse movements and the corresponding
movements on screen [7]. Participants performed significantly better in the absence
of added delay than they did with the inserted delay. However, with continued
exposure to the motor-visual delay the perceptual system had time to adapt and
recalibrate; with this temporal adaptation, participants improved their performance.
Notably, even with adaptation, the task became increasingly difficult as the visual
elements sped up. Following the main experiment in the obstacle-avoidance study
[7], participants attempted the game without the imposed delay. This lead to an inter-
esting illusory effect, with reports of events occurring before the mouse input that
triggered them. The illusion serves as a lively example of the perceptual system’s
flexibility.
To bring their investigation of game delay closer to psychological research prac-
tice, Stuckel and Gutwin [39] used a simple cooperative game. In their study, they
define the concept tightly coupled interaction as ‘shared work in which each person’s
actions immediately and continuously influences the actions of others’. Such inter-
actions are a cornerstone of games, whether cooperative or adversarial. This study
compares simple interface delay with delay compensated by the system, which is
comparable to how network latency appears in many games. Evaluating user perfor-
mance under different delay situations, they conclude that interface delay is actually
preferable to the simulated network latency, seeing how it allows users to compen-
sate.
In our own work, we started with the assumption that the study of delay in
human-computer interactions should commence with the most rudimentary form of
interaction and progress iteratively with more complex interactions. Similar to Cun-
ningham et al. [7], we introduced psychological methodology to more applied con-
texts. We started with two simple button-push experiments. In the first, participants
pushed a button to switch a black disc on or off, in other words, the act of pushing
a button resulted in the appearance or disappearance of a black disc on screen [30].
The second experiment added one level of complexity, replacing the static display
with a moving one. Here, the button push caused the rotating disc to change direc-
tion [29]. In both experiments, we set out to explore how long the delay between
button-push and disc-action could be before users could perceive them. While the
majority of participants could perceive delays around 170 ms, some came close to
the experiment’s lower bound of 50 ms.
Further increasing the level of complexity, we shifted focus from perceptibility to
user performance. We designed two games [12], differing in task and input device,
to evaluate the effects of delay on user performance. One is a target pursuit game,
where the goal is to use the mouse to move the cursor and target a bouncing ball,
all the while compensating for the delay between the moving mouse and the moving
cursor. Following up on this game in a controlled experiment, we found that as the
game-pace increased, the delayed interaction became more challenging. This was
reflected in poorer performance scores from around 100 ms delay [6].
A common observation across all our experiments is that temporal sensitivity is
highly individual and some are able to perceive even the shortest delay we could
achieve with the system at hand. Consequently, when specifying limits to delays in
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Fig. 8.2 Temporal thresholds for different experimental and applied approaches to establish toler-
ance to delay. Note that Cunningham et al. [7] and Metcalfe et al. [21] did not test values between
their minimum delay and their reported threshold
interactions, it is important to remember that accommodating the average user might
not satisfy all users. This point is further emphasised with the overview of the large
variation in delay thresholds in Fig. 8.2.
8.8 Conclusion
Measuring a user’s tolerance to motor-visual delays is not a straightforward endeav-
our. HCI and multimedia research, along with perceptual and cognitive studies,
employ a diverse set of methodologies in their investigations of human sensitivity to
temporal offsets. Each comes not only with a unique angle and individual strengths,
but also limitations in the generalisability of results. Moreover, the various thresh-
olds, upper bounds and sensitivity measures that spawn from the different fields serve
to highlight the many different mechanisms at work in what is a far stretch from being
a simple interaction between human and computer.
Applied research on interaction delay, particularly game studies, shows that per-
formance and quality of experience deteriorates anywhere between 50–500 ms
depending on the properties of the interaction. Faster, more precise interactions gen-
erally require faster response. How different factors and game characteristics con-
tribute to increased or decreased tolerance to interaction delay is still unclear.
Consistent with the diverging results yielded by applied studies on interaction
delay, HCI and psychological research introduce delay values that start at the
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tens-of-milliseconds and end at the hundreds. However, distinctions should be made
regarding the nature of the various interaction tasks. When working with isolated
inputs and outputs, a user can tolerate a couple of seconds of delay, as long as it
remains constant. In contrast, performance on fast-paced and continuous interactions
is far more vulnerable to delays. Sense of agency deteriorates and is lost somewhere
along the range of 250–700 ms, again depending on the task. The tactile and visual
modalities are far more tightly coupled, humans are actually able to detect 50 ms of
separation between the two. Yet, the human perceptual system is adaptable and can
recalibrate the synchrony between tactile and visual, as well as motor and visual,
signals. The latter indicates that continuous exposure to temporally offset visual pre-
sentations can dampen the conscious experience of delay, which again could explain
the preference for constant over variable delay.
As remarked, human sensitivity to delays varies greatly and a universal bound-
ary to how much delay a user will tolerate is unlikely. This limit depends on the
system, the nature of the interaction, the pace, and the experimental approach. Bear-
ing in mind that the different fields, with their different traditions and methods, are
approaching the same question from different angles, we conclude that we all benefit
from seeking out the knowledge brought forward by others. Currently, little interac-
tion can be found across the boundaries of the respective fields, despite the endeav-
ours to understand the same phenomenon: just how tolerant humans are to a delay
that follows an action. Considering the amount of time the working human spends
interacting with a computer system, not to mention the never-ceasing popularity of
games and the advent of virtual reality, this topic is nothing but timely. Deepening
the understanding of human temporal perception extends beyond scientific curiosity,
it is crucial to defining system and application requirements so that future human-
computer interactions are optimised for the human experience.
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Chapter 9
Methods for Human-Centered
Evaluation of MediaSync in Real-Time
Communication
Gunilla Berndtsson, Marwin Schmitt, Peter Hughes,
Janto Skowronek, Katrin Schoenenberg and Alexander Raake
Abstract In an ideal world people interacting using real-time multimedia links
experience perfectly synchronized media, and there is no latency of transmission: the
interlocutors would hear and see each other with no delay. Methods to achieve the
former are discussed in other chapters in this book, but for a variety of practical and
physical reasons, delay-free communication will never be possible. In some cases,
the delay will be very obvious since it will be possible to observe the reaction time of
the listeners modified by the delay, or there may be some acoustic echo from the
listeners’ audio equipment. However, in the absence of echo, the users themselves
do not always explicitly notice the presence of delay, even for quite large values.
Typically, they notice something is wrong (for example “we kept interrupting each
other!”), but are unable to define what it is. Some useful insights into the impact of
delay on a conversation can be obtained from the linguistic discipline of Conver-
sation Analysis, and especially the analysis of “turn-taking” in a conversation. This
chapter gives an overview of the challenges in evaluating media synchronicity in
real-time communications, outlining appropriate tasks and methods for subjective
testing and how in-depth analysis of such tests can be performed to gain a deep
understanding of the effects of delay. The insights are based on recent studies of
audio and audiovisual communication, but also show examples from other media
synchronization applications like networked music interaction.
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9.1 Introduction
In order to provide users of a real-time communications system with a satisfactory
experience there are two major requirements: first we need to ensure the propa-
gation time between the endpoints is as short as possible—ideally no more than a
few tens of milliseconds, and second the relative delay between the audio and video
should be very small. In practice, this may not always be possible, so this chapter
discusses the impact of failing to meet these requirements, with an emphasis on the
human factors involved.
In order to conduct a proper system evaluation, it is important to understand the
factors that influence the impact of delay: for example, the system context and user
expectations. Typically, we might expect the difficulty of performing an appropriate
evaluation to increase in line with the complexity of the application. At one extreme
we could consider the trivial case of Internet radio: only one stream exists and in
one direction only. Here the expectation of the user is simply that they can listen
smoothly to the content without stretches, speedups, and breaks. The end-to-end
delay is largely irrelevant and there are no other synchronization demands. If more
sensory channels are added, such as for video or haptic data, this represents an
increase in complexity because we must ensure there is correct synchronization
between them. In audiovisual systems, this is commonly referred to as “lip-sync”.
There has been a lot of research on the limits within which audio and video are
perceived to be synchronized, at least for TV screens. In [35] it is stated that
“subjective evaluations show that detectability thresholds are about +45 ms to
–125 ms and acceptability thresholds are about +90 ms to –185 ms on the average,
a positive value indicates that sound is advanced with respect to vision.”
Real-time interactive communications are, of course, much more complicated
and are the main focus of this chapter. Talking with people over a distance has
become a ubiquitous commodity, taken for granted by most of its users. Yet these
telecommunications systems can never be a perfect replacement for a real
face-to-face conversation, and as participants get familiar with the features of
conferencing systems they consciously or unconsciously adapt their behavior to
compensate for difficulties they may encounter. This behavior is also influenced by
a multitude of factors such as cultural aspects, personality, environment, etc. In
other application areas, such as interactive music performances, precise timing is
even more important.
After this introduction, Sect. 9.2 discusses factors that influence the impact of
delay. The impact of delay in a system, application, or service will always be
influenced by other factors such as the context of the situation and the character-
istics of the users. Even with a careful evaluation design, these factors cannot be
fully excluded from a test and thus have to be taken into consideration.
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In Sect. 9.3, we then delve further into the context by gaining an understanding
of how people interact in normal face-to-face conversations. This has been exten-
sively studied in the linguistic discipline of Conversation Analysis. Crucial to this is
the concept of “turn taking” which describes the organization of a conversation in
terms of who talks when. This is implicitly negotiated by a multitude of verbal cues
within the conversation and also by nonverbal cues such as physical motion and eye
contact. An important feature is that the next talker is usually determined by who
starts to speak first after the previous turn comes to an end—and, when there is
video, by nonverbal cues such as gestures or looks. Unfortunately, delay makes it
harder for the participants to be clear on who was to be taking the next turn, leading
to a period of confusion over who, “has the floor”.
Equipped with an understanding of how delay influences remote conversations,
we turn to the actual evaluation of delay from a human perspective. We first present
a number of studies conducted in different kinds of real-time communication sce-
narios. Section 9.4 covers audio and audiovisual conversation tests in both two-way
and multiparty scenarios. With an understanding of how concrete delay evaluations
can look like we turn to the general recommendations on test methods in Sect. 9.5.
What kinds of scenarios and procedures are appropriate for tests, what questions
should we pose to test participants, and how can we understand and interpret the
results properly? A range of test methods can be required depending on the degree
of delay. Several existing test methods use tasks that are insufficiently sensitive to
delay, for example, since they are too demanding or complex. Some more inter-
active tasks, such as quick exchanges of numbers are sensitive to delay, but do not
reflect normal conversations.
A related analytical process referred to as Conversation Surface Structure
analysis, is based on the analysis of patterns of the temporal occurrence of utter-
ances, without actually labeling their purpose. This approach does not rely on the
content of the utterances and can, therefore, be simply built on voice activity
detection algorithms. It also lends itself to deriving performance metrics from the
interactivity as described in Sect. 9.6. The complexity increases in multiparty sit-
uations, since now the next speaker selection is less clear.
Section 9.7 describes how, with the help of the measurements obtained from
subjective tests, models can be constructed that can, for example, be used in the
planning of telecommunication networks. A number of international standards
organizations such as the International Telecommunication Union (ITU-T) have
produced recommendations for acceptable delays in telemeetings, as well as
methods to evaluate their impact on speech quality. One of the most significant is
recommendation G.114 [26] from ITU-T Study Group 12,1 which covers one-way
transmission time for speech communication in the absence of echo. G.114
1ITU-T Study Group 12 is responsible for recommendations on performance, Quality of Service
(QoS), and Quality of Experience (QoE) for the full spectrum of terminals, networks, and services
ranging from speech over fixed circuit-based networks to multimedia applications over networks
that are mobile and packet based. The different areas are discussed under specific “questions”;
telemeetings are discussed under Question 10. More details on this can be found at [36].
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provides guidance on acceptable delays, and states, “Although a few applications
may be slightly affected by end-to-end (i.e., “mouth‑to‑ear” in the case of speech)
delays of less than 150 ms, if delays can be kept below this figure, most applica-
tions, both speech and non-speech, will experience essentially transparent interac-
tivity” and also, “Regardless of the type of application, it is recommended to not
exceed a one-way delay of 400 ms for general network planning…”.
9.2 Factors Influencing the Impact of Delay
We will start by taking a look at the many factors that influence the impact of delay
in real-time communications. The experience of participants in a telemeeting is
shaped by a multitude of factors. In addition to the system delay, the experience is
very much dependent on the task at hand and the expectations of the individual
users. Current analysis models for Quality of Experience (QoE) [43, 55], have
divided these factors into three main categories: system factors, human factors, and
context factors. To understand the results of a subjective evaluation, contextual and
user factors need to be taken into account.
These main factors can be further categorized into a layered approach in which
more specific factors are embedded within the more general ones. User and con-
textual factors can sometimes be hard to distinguish. For example, a certain role
(user factor) can be linked to a specific work situation (contextual factor). Fur-
thermore, there is a reciprocal link between the interactional context and the system
factors. For example, in a group discussion with high-delay participants might
switch to a slower or faster conversation style, depending on the task at hand.
The user and context factors shape in many ways the direct or indirect expec-
tation users have of a system or service, which in turn greatly shapes the partici-
pant’s QoE.
9.2.1 System Factors
System factors include the technical aspects of the system or service in question. In
audiovisual telecommunication applications, typical factors are the audio repre-
sentation (encoding, spectrum), video representation (resolution, frame rate,
encoding) and effects due to network transmission (bandwidth, loss, delay, jitter,
synchronization). While we are focusing on delay and synchronization in this
chapter, there are several system factors including audio and video encoding, and
packet loss which can influence the impact of the delay. It is common that echo can
occur in delay situations. Echo has usually a much more dominant effect compared
to pure delay effects [20], so echo control should be addressed, as well as the
problems of delay. If not mentioned otherwise in this chapter echo-free delay is
assumed.
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9.2.2 User Factors
User factors or human influencing factors describe the aspects that deal with the
idiosyncrasies of individuals such as perception due to different roles, mood,
preferences, expectations, and experiences. In telecommunication with delay, the
sociocultural context may shape the expectations of the timing of the conversation.
For example, in a direct comparison between North American native English and
Spanish speakers, it was found that the Spanish native speakers leave shorter pauses
in-between speaker changes, and overlaps are more common [4]. This lead to an
impression of being rude from the English native speakers’ viewpoint and in turn
the Spanish native speakers perceived their counterparts as more distant. Similar
findings could be observed in the interpretation of delay [59].
9.2.3 Contextual Factors
Contextual factors refer to the current session, the physical environment and other
factors of the current situation which may shape the users’ expectations. For
example, physical distance might influence the user’s expectation as there is usually
an awareness that longer distances need a longer traveling time. If we assume
physical media where signals propagate at roughly two-thirds of the speed of light
in vacuum (as for example via copper wire), it takes about 50 ms to travel
10,000 km. Therefore, expectations might be lower when talking to someone on the
other side of the world than when talking to someone in the office next door.
Similarly, users might be aware that they can expect a worse network quality
when in motion, for example, riding in the train, compared to when at home.
Economic aspects can also influence users, for example, the expectations for a
free service may be lower than for a paid one.
Multiparty telemeetings follow a different conversation dynamic than two-party
conversations, which results in different thresholds for delay. As detailed in
Sect. 9.4.5, there seems to be a systematic difference between multiparty and
two-party conversation in terms of the impact due to delay.
A final factor is the sociocultural context, for example, whether we are chatting
with friends or are attending a work meeting will shape our expectation and
interactions. With higher familiarity, the participants are more likely to perceive
subtle changes in the conversation style. Casual conversations are often faster paced
than formal ones, which might lead to a higher sensitivity for delay [3]. An example
how the situational context changes the sensitivity to delay was shown in [57],
where adding a competition element to a delay evaluation task greatly influenced
the results.
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9.3 Conversation Analysis and Turn-Taking
Before we begin to examine the impact of delay in a conversation, we should
examine how we interact with each other in a normal face-to-face situation. This
behavior has been extensively analyzed in the linguistic discipline of conversation
analysis.
9.3.1 Basic Concepts
In a free conversation, the organization of the conversation, in terms of who speaks
when, is referred to as “turn-taking”. This is implicitly negotiated by a multitude of
verbal cues within the conversation, and also by nonverbal cues such as physical
motion and eye contact. Turn-taking behavior is more-or-less universal, even across
languages of very different structures [12], though there will be variations between
members from varying cultures. This behavior has been extensively studied in the
discipline of Conversation Analysis (CA), for example, [53].
Some useful concepts from CA are: the turn constructional unit (TCU), which is
the fundamental segment of speech in a conversation—essentially a piece of speech
that constitutes an entire “turn”, and the transition relevance place (TRP), which
indicates where a turn can take place between speakers. TCUs are separated by
TRPs.
These processes enable the basic turn-taking process to take place, as described
in [53] and shown in a slightly modified form in Fig. 9.1. As a TCU comes to an
end, the first decision to take place is: has the current talker selected the next talker?
If so, the designated new talker usually feels obliged to talk. Otherwise, any par-
ticipant including the current talker will self-select; a process which generally
works by the first person to speak gaining the right to the next turn.
Most of the turn-taking process is carried out subconsciously in line with what
the participants consider to be appropriate behavior. Knowing when it is acceptable
to take one’s turn in a conversation is usually learned from an early age and
becomes an important social skill.
Despite its advantage of providing a systematic approach to characterize how
speaker changes occur, the model of Sacks has a few limitations:
First, the model focuses on turn-taking behavior based on verbal information
provided by the speaker. However, speakers also use nonverbal signals to manage
turn-taking, such as eye movements [40] or gestures [14].
Second, there are a number of other utterances that do not follow this turn-taking
process such as backchannels (listener responses to indicate interest, or compre-
hension, for example, “hmm”, or “uh-huh”), brief side-conversations, corrections,
confirmations, and choral behavior such as laughter. We should note that in some
highly interactive conversations, the underlying turn-taking process can completely
be obscured.
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Third, interruptive behavior, that is, speaker changes at any time, is not allowed
in this process. As a consequence, any attempt to start a turn outside a TRP is
considered as “violative interruption” and is, therefore, often interpreted as
ill-mannered or rude behavior.
9.3.2 Turn-Taking with Delay
In the presence of delay, the turn-taking process is disrupted because each partic-
ipant has a different understanding of when the TRP occurs, and this effectively
breaks the self-selection process. A new talker may believe they are starting to talk
at the TRP, but the other participants will hear them sometime later when they
themselves may have already started talking based on their own perception of when
the TRP occurred. This leads to confusion amongst the group as to who has the
floor, and can lead to the interpretation of the other’s action as violative
interruptions.
Fig. 9.1 Block diagram of
the conversation turn-taking
process
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A good example of how this type of confusion occurs can be seen in the
following example, an occurrence sometimes referred to as a “false start”. Consider
a three-party conversation according to Fig. 9.2 where a talker has posed a question
to the two other participants, who then respond more-or-less simultaneously. When
they realize the other is talking they will either stop, or continue. This leads to the
following events, which will probably be familiar to anybody who has taken part in
a telephone conference.
1. One participant stops talking and the other continues. From a conversation
analysis perspective, this might be the least disruptive case compared to the
other cases. However, it still can be a significant disruption of the information
exchange. For example, the participant who stopped talking did it for reasons of
social appropriateness, even if his or her contribution would have been more
beneficial from a content perspective. Or the participant who continues talking is
confused for the short period of double-talk that he or she perceives, and might
react or comment on that first instead of directly talking about the content.
2. Both participants keep talking, resulting in a longer period of double-talk. From
a conversation analysis perspective, this likely has a moderate impact, since the
conversation is still continuing. However, this also can lead to strong negative
effects on understanding each other, and even on social aspects if the double-talk
is (mis-)interpreted as rude or inappropriate behavior.
Fig. 9.2 False starts in 3-way conversation
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3. Both participants stop talking. From a conversation analysis perspective, this has
the strongest impact: the conversation stops unexpectedly and in the period of
mutual silence again a false start is possible. This may lead to multiple attempts
to correct the false start; it may even involve other participants; and it may lead
to a period of a meta-conversation trying to sort out who actually has the
conference floor instead of continuing with the original conversation.
9.4 Subjective Tests Evaluating Effects of Delay
As described in the previous section, many factors are influencing a conversation
and the impact of the delay. For this reason, it is important to assess this impact and
the best way to do it is by running experiments with real people communicating
using the system of interest. These tests are commonly referred to as “subjective
tests”. In this section, we will describe different subjective tests and knowledge
obtained from them. We will also discuss the suitability of different evaluation
methods to assess the impact of transmission delays during real-time interactions.
Subjective tests in telecommunications fall into two categories: observational tests
such as viewing and listening tests and conversation tests which focus on the
interactive aspects such as delay, echo, and temporal effects. In this chapter, we are
obviously mainly dealing with the latter.
Initially, we will focus on two-way conversations and then extend this to the
various multiparty options. At the end, we will also touch upon music interaction
over networks.
9.4.1 Two-Party Conversation Test on Delay Sensitivity
for Different Test Tasks
A well-known subjective conversational experiment that examined the effect of
transmission delay on speech quality in telecommunication quality was performed
by NTT [39].
In this test, six types of tasks with varying temporal characteristics were used:
1. Take turns reading random numbers aloud as quickly as possible
2. Take turns verifying random numbers aloud as quickly as possible
3. Words with missing letters are completed with letters supplied by the other
talker
4. Take turns verifying city names as quickly as possible
5. Determine the shape of a figure described verbally
6. Free conversation.
Both trained and untrained test subjects participated in the experiment.
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The results show that the conversation task, the subject group and the degree of
the subject’s understanding of the technologies involved in propagation delay
influenced the perceived speech quality to a large extent.
Recordings of the test conversations were used to analyze temporal character-
istics. These analyses revealed that the speed of conversation switching decreased
from Task 1 to Task 6.
To take turns reading random numbers aloud as quickly as possible, as in the
first test task, had a detectability threshold of 45 ms for a one-way transmission. For
the free conversation task, the delays were detected at 380 ms one-way.
In this test, the test participants experienced delay effects on communication
quality for about 30 min before the test, which made them more aware and also
more critical toward delay than in many other tests.
9.4.2 Audio-Only and Audiovisual Two-Party Conversation
Tests on Influence of Delay on Conversations
Several two-party conversation tests were performed at Ericsson in 2006 to
investigate the influence of delays on conversations and to develop a suitable test
methodology for delay tests. Two audio conversation tests and one audiovisual
conversation test will be described in this section [3].
9.4.2.1 Audio Tests Investigating Effects of Delay and Packet Loss
The goal of the first test was to evaluate how the perceived conversation quality is
influenced by packet loss and delay. Different values of the end-to-end audio delay
(from 160 to 600 ms) were combined with different amounts of packet loss (from 0
to 10%).
Five questions were asked in the tests. Continuous scales were used for the first
three questions asked (the endpoint labels are given in brackets), and yes or no
alternatives were used for Questions 4 and 5.
1. How do you judge the total quality of the communication? (Bad—Excellent)
2. How would you assess your ability to converse back and forth during the
conversation? (Did you feel a vague irritation..?) (Bad—Excellent)
3. Did you perceive any quality impairments during the conversation? (All the time
—Never)
4. Did you have any difficulty in hearing or talking over the connection? (Yes or
No)
5. Would you accept the quality of this type of conversation? (Yes or No)
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The phrase “(Did you feel a vague irritation..?)” was added to Question 2 to
make the test subjects more observant toward small conversation discrepancies
without mentioning the word delay.
The Short Conversation Test Scenarios (SCT), described in [28] were used in the
test. These scenarios have been developed to create a well-balanced conversation
between the two participants. Each conversation lasts approximately 2.5 or 3 min.
The test subjects are given a task similar to a daily life situation, for instance
ordering a pizza.
The results show that the impact of packet loss was very clear, but the longest
delay used in the test, 600 ms, was not perceived to degrade the quality of the
conversation. The reason for this was probably that there was some time needed for
information retrieval in the conversation task, making the delays less noticeable.
The Mean Opinion Scores (MOS) for the perceived overall quality are shown in
Fig. 9.3.
The interactive Conversation Test Scenarios (iSCT), also described in [28], were
tested informally. These scenarios contain short utterances, for instance, quick
exchanges of numbers or names, but they were only slightly more sensitive to
delay. These conversations were also very structured, so when the conversation
partner was supposed to reply, the other test subject waited politely for the answer,
and there was not much double-talk.
Both the SCT and iSCT scenarios have been applied in several other delay tests
with similar test results as in the tests described in more detail above [22, 47].
To examine if the delay is more disturbing when using other conversation tasks,
informal tests of several tasks recommended in [24, 29, 30] were performed.
Fig. 9.3 Speech conversation test 1 with expert subjects. Total conversation quality in mean
opinion score (MOS) versus packet loss for different delays. From [3]
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For many of these tasks, it was not easy to understand if a delayed answer by the
conversation partner was due to the need to think before answering, or if there was
transmission delay. Most of the tested conversation tasks required some searching
for information or thinking about what to answer, so pauses were created that made
the delays less obvious.
For the second two-party audio-delay test, the test participants got a paper with
the same story but with different missing parts. A requirement for a conversation
tasks is that the participants should be approximately equally active in the con-
versation. In this case, these requirements were met, as they had the same number
of missing sentences in their texts.
One participant started to read the story and the other participant read the text
silently, and interrupted when the reader missed a part of the text. Then he read that
part and continued to read the text until he was interrupted. As the reader continued
to read until he heard the other person speak, this conversational task led to several
double-talk situations. In addition to the text reading, the participants were allowed
to have a short discussion to make the conversational task more natural. Each
conversation lasted between 3 and 5 min.
In this test, two longer delay values were added compared to the previous test
(800 and 1000 ms), but only two packet loss values, (0 and 5%)were used.
The test was run with both experts and “naïve” participants. The “naïve” par-
ticipants were Ericsson employees, who did not work in the media area.
The end-to-end delays were more easily noticed in this test than in the previously
described one. It was more obvious that there was a delay when it took a long time
before the person reading reacted to the interruption from his conversation partner.
The expert group gave slightly lower scores for longer delays when there was no
packet loss than the naïve group. It can be seen in Fig. 9.4 that the conditions with
0% packet loss are considered to be more difficult and are less accepted when the
delay time is over 400 ms.
9.4.2.2 Two-Party Delay and Audio–Video Synchronization Test
The goal of the test was to investigate how synchronization of audio and video
affects the judgment of audiovisual conversation quality and to examine whether
audio–video synchronization requirements depend on the end-to-end delay.
The test method can be characterized as follows:
• Free conversations during about 3 min for each condition. The conversation
partners in every pair knew each other.
• Audio and video end-to-end delays (14 combinations).
• Both expert and “naïve” (nonexpert) subject pairs.
The same questions as in the audio conversation tests were posed about overall
quality, interaction quality, difficulty in hearing and talking and acceptability, but
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the third question in the audiovisual test was: “How do you judge the synchro-
nization between audio and video to be?” (Bad—Excellent).
The results showed that the conversation quality judgments were more affected
by the audio–video synchronization than the end-to-end delay, see Fig. 9.5. Also in
this test, the “naïve” subjects were less critical toward long delays than the experts.
Low synchronization scores were given by both experts and nonexperts when
the audio was 200 ms or more before the video. As the audio was gradually delayed
to coincide with the video delay of 500 ms, the synchronization was rated as
increasingly better. The condition where the audio was delayed 100 ms more than
the video was not judged to be worse than the condition with both audio and video
delayed by 500 ms, except for the conversation difficulty. This asymmetry was
expected as the sound normally reaches a person after the associated visual infor-
mation, for example, the thunder comes after the lightning.
The results indicate that, in terms of quality judgments, it is more important to
synchronize the audio and video than to send the audio as fast as possible in
audiovisual conversations. Usually video is delayed more than audio, so generally,
for e.g., video telephony, audio should be delayed to obtain audio–video syn-
chronization, at least for delays up to 600 ms.
Fig. 9.4 Expert judgments for different delay times. Conditions with no packet loss are shown in
the diagram. Ratings for questions (1 and 2) about total quality and interaction refer to the left axis
and the answers to questions about difficulty and acceptance refer to the axis to the right. The 95%
confidence intervals are indicated with black lines for the total quality and interaction questions
and with white lines for the questions about difficulty and acceptance
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9.4.3 Conversation Tests on the Impact of Delay, Audio
Bandwidth, Task Type, and Group Size
A series of two-party and three-party conversation tests was conducted in [60] in
order to investigate the impact of delay, task type, and group size on conversational
quality and conversation structure.
In those tests, groups of either two or three participants had a number of tele-
phone calls with different transmission delays on the line, ranging from 50 ms to
1600 ms one-way. In addition, different tests were conducted with either a nar-
rowband—NB (300–3400 Hz), wideband—WB (50–7000 Hz), or fullband—FB
(20–20000 Hz) telephony system. Furthermore, different conversation tasks were
used in different tests: 2-party Random Number Verification—RNV [28], 2-party
Random Number Verification Timed—2RNT [57], 3-party Random Number
Verification Timed—3RNT [58], 2-party Short Conversation Test Scenarios—
2SCT [28], 3-party Conversation Test Scenarios—3CT [48], shortened versions of
them—3SCT [61], Celebrity Name Guessing—CNG [60]. In total, there were eight
tests; an overview is given in Table 9.1.
Focusing on MOS ratings as indicators for overall conversational quality, the
following results were found by means of Analysis of Variance (ANOVA).
Delay had a significant impact on MOS in all experiments except in one
experiment (task: 3CT, audio bandwidth: FB). Post hoc tests showed significant
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differences between most conditions, whereas often low-delay conditions were not
significantly different.
For the NB or WB tests, no significant main effect was found, but a significant
interaction of group size and delay. For delays below or equal to 400 ms in the WB
case, the MOS ratings were lower for three-party than two-party calls; for higher
delays, the ratings were on a similar level.
9.4.4 Audio and Audiovisual Multiparty Tests
with Asymmetric Links
The sensitivity for delays in audio versus audiovisual conversations and the dif-
ferent experience from sitting alone in a room compared to in a group room were
examined in [3]. Two test tasks were used, free conversations and a quiz game
where the participants cooperated to guess a word. The end-to-end delays values in
the test were 200, 400, and 800 ms.
These delay tests were performed using an Ericsson-developed large screen
conference system with loudspeakers. The test setup was similar in the audio and
audiovisual tests, but the screen was not used for the audio-only telemeetings:
• Audio (fullband stereo)
• Video resolution 720p, bit rate: 1500 kbps
Nonexpert test subjects participated in the test. They formed groups of 5–7
persons. Three silent rooms in the multimedia lab at Ericsson Research were used
for single-test participants and a larger silent room was used for a group of test
participants. During the break between the sessions, the participants switched places
so that all subjects experienced both sitting alone and together with other persons in
a room.
Both the quiz and free conversation test tasks were performed during 6 min per
condition, so that every participant could have enough time to speak. For the free
conversations, the discussion topic was either of the test subjects own choosing or
Table 9.1 Overview of tests from [60]
Test ID Communication modality Audio bandwidth Tasks Group size
A.NB.2a Audio-only Narrowband 2SCT, 2RNV, 2RNT 2
A.NB.2b Audio-only Narrowband 2SCT, 2RNT 2
A.NB.3 Audio-only Narrowband 3SCT, 3RNT 3
A.WB.2 Audio-only Wideband 2SCT, 2RNT 2
A.WB.3 Audio-only Wideband 3SCT, 3RNT 3
A.FB.2 Audio-only Fullband 2SCT, 2RNT 2
A.FB.3 Audio-only Fullband 3CT 3
V.WB.2 Audiovisual Wideband CNG 2
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picked from a list of suggested topics. The test persons were instructed to try to
divide the speech activity equally between them. They were not allowed to talk
about the quality and properties of the system as this could influence the other
participants’ assessment of the system, but they had the possibility to write com-
ments on a paper if they noticed something special during the test.
The participants were to assess how well the videoconferencing system func-
tioned during communication with other persons judging the:
• Overall quality
• Interaction quality
• Audio or audiovisual quality, depending on the test (without/with video)
– Continuous scales, endpoints “Bad” and “Excellent”
• Acceptability
– Yes or No answers
Generally, the quality was considered to be worse for longer delays. The test
subjects were slightly more critical to delays in the audiovisual telemeeting test.
The interaction quality was considered lower for longer delays, especially for the
small rooms. The acceptability was also lower for longer delays, as expected. It
could be seen in the video if the reactions to what was said were slow, which might
explain the lower scores for longer delays in the audiovisual case.
The quiz game was not as delay sensitive as the free conversation. The reason
for this could be that it took some time for the subjects to agree on which questions
to pose. Further, paying attention to the game rules and concentrating on the game
as such may have decreased the attention paid to delay. Also in a game, delay
effects may have been attributed to the game partners rather than to the line.
The test results revealed that delays were most noticed in single-user rooms,
during the audiovisual test and during free conversations. The interaction and
acceptability scores were most affected by delay, see Fig. 9.6.
The situation was different for the persons sitting in the large room compared to
the persons sitting in the small rooms. There was, of course, no delay between the
persons in the large room, but there was always at least 200 ms delay between the
rooms. As a consequence, each person in the large room had a significantly lower
number of delayed interactions than the persons in the small rooms. Hence, the
persons in the small rooms were more exposed to delay conditions.
The participants were interviewed after the test. They commented that it was
easier to enter the conversations when they were in a room together with other
persons, but easy to forget the persons that were sitting alone in a room.
The persons in the single rooms sometimes felt somewhat disconnected from the
conversation, but they looked more at the screen and noticed the delays more.
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9.4.5 Multiparty Desktop Telemeeting Tests
Centrum Wiskunde & Informatica (CWI) conducted a series of studies to investi-
gate the effects of delay in multiparty telemeetings using desktop hardware. Mul-
tiparty videoconferencing sessions are gaining traction since current hardware and
broadband connections provide the capabilities. The goals of these experiments
were to gather thresholds for upper and lower delay limits, investigate differences in
the perception based on roles and interaction.
In exploratory pre-study sessions, the desert survival scenario was tested [32].
The scenario was eliciting a lively conversation however, the variance of how much
time groups needed was varying from 25 min to 2 h. To keep the topic but have a
structure that is easier dividable into rounds for different conditions, a variation of
this group building task was chosen [5]. In this scenario, questions about surviving
in the wilderness were chosen and participants had to cooperate to together choose
one answer from three suggestions.
Further, in the not time-constrained sessions in the pre-study it could be
observed that nearly always one of the participants got a central role that kept
driving the discussion. This is in line with research about small group discussions
[13]. To better control this effect, one of the participants was randomly chosen to be
the moderator. The moderator was asked to submit the final group answers and
move the discussion along to keep the 10 min time constraint per round. During the
study, all participants were alone in separate rooms. Before and after the study,
there was a briefing (short introduction of research, institute, and participants) and
debriefing (semi-structured interview about the study) session, jointly with all
participants of a given group.
Fig. 9.6 Audio and audiovisual test in single rooms. Results shown for Interaction and
Acceptance votes during free conversations. The 95% confidence intervals are marked with black
line for the question about interaction. From [3]
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The study was conducted on Desktop PCs with webcam and headset and con-
ducted on the premises of the institute. The videos were transmitted in SD Quality
(640 × 480 px, 30 fps, H.264). A detailed description of the test system and how
the manipulation and control of delays was achieved can be found in [55].
The study concerning symmetric delays (i.e., all participants have the same
delay) tested 4 delay conditions (75, 500, 1000, and 2000 ms). In the asymmetric
study, only one participant (either the moderator or a random participant) had an
additional delay (500 or 1000 ms). After each condition, the participants rated the
delay by three different categories (quality of the connection, how annoyed they
were by the delay, and how much they noticed the delay) on a nine-point
Likert-type scale.
9.4.5.1 Symmetric Experiment
Figure 9.7 shows the effect that the experience gets worse with higher delay,
confirmed by statistical analysis [56]. The scores are normalized in a way that a
lower score means a worse experience (e.g., for annoyance that the participants
were more annoyed). The further pairwise comparison revealed that the quality is
perceived noticeably worse between 500 and 1000 ms delay.
Even though the ratings in the high-delay conditions are still relatively good, a
behavior change was observed. Groups often abandoned the free conversation and
switched to an explicit organization mechanism. As participants would talk over
each other’s utterances all the time, the moderator ended up explicitly managing the
turns, by individually addressing each participant. Most of the time, this delay was
noticed at a 1000 ms added delay and some groups switched to a more explicit
organization of the conversation. At 2000 ms, nearly all groups switched to the
explicit organization-type conversation structure.
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Fig. 9.7 Average questionnaire quality ratings with 95% confidence intervals
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9.4.5.2 Qualification by Activity
This experiment investigated the hypothesis that participants who have a more
central role in the conversation are also more affected by delay (as a User factor, see
Sect. 9.2). The scenario was designed such that the moderator would probably have
a central role in the conversation. However, since the moderator was randomly
chosen, in some groups he or she may still be quite reserved and another participant
took the de facto moderator role. To determine which participant had a central role,
the participants were clustered by percentage of the talking time per round into
active or non-active participants with the k-means algorithm.
Figure 9.8 shows the results for the quality ratings. Pairwise comparison
revealed that active participants experienced a significant quality drop between 0
and 500 ms, while the non-active participants noticed a similar drop between 500
and 1000 ms. Similarly, the comparison between active and non-active participants
within the same condition showed that it was significantly different in the 500 ms
condition but similar in all other conditions.
9.4.5.3 Asymmetric Experiment
The asymmetric delay study had a similar design (5 participants having an ad hoc
group discussion over a videoconferencing system), but in this trial only one of the
participants had an added delay of either 500 or 1000 ms. The statistical analysis
showed that the delay had an impact on values starting from 1000 ms added delay,
independent of whether the moderator or a randomly chosen other participant was
considered. This disturbance was noticed by all participants in the session, not just
by the ones having a delay. However, the impact of only one participant having a
delay (asymmetric setting) on the QoE of the whole group is still smaller than for all
participants having a delay (symmetric setting). The average ratings for quality with
95% confidence intervals of both experiments are plotted in Fig. 9.9. The
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conditions Group0, Group500, Group1000 denote 0 ms, 500 ms, or 1000 ms of
added delay respectively. In the symmetric case this applies to all participants, but
in the asymmetric case to just one participant. Similar to the symmetric case, the
whole group experiences a drop in quality with 1000 ms added delay. As can be
seen in Fig. 9.9 the groups within which only one participant had added delay still
experienced an overall better quality than the groups in which all participants had
an added delay.
In the debriefing, it was reflected that participants did not notice one participant
as particularly delayed. When asked to guess whether some participants were more
delayed than others, most people chose themselves if at all. The comments reflected
that participants were more noticing general communication problems in the ses-
sion. This may be an indicator that the QoE of participants is not only reduced when
they themselves are involved in communication problems, but also when they are
just noticing that others have connection problems.
9.4.5.4 Multiparty and Two-Party Conversations
In the conducted studies regarding multiparty desktop videoconferencing a delay of
up to 650 ms was seldom noticed by less active participants. Even with a delay up
to 1150 ms, though the delay was noticed, many groups sustained a normal con-
versation. These thresholds are higher than results from previous research in
two-party conversations [64, 67] but similar to findings for up to 800 ms from the
multiparty study described in Sect. 9.4.4, Berndtsson [3]. The results from the
symmetric delay experiment, Wang [67] and Berndtsson [3] are shown in Fig. 9.10.
The label “general” refers to the ratings obtained without qualification by activity
(see Sect. 9.4.5.2) while “active” and “non-active” refer to the corresponding
activity groups. The studies used different setups so the plot is only meant to
illustrate the trend. All three studies used the same question, about overall quality
Fig. 9.9 Responses to quality by group condition for asymmetric and symmetric conditions
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(ITU-T P.805 [28] in [67] translated to Chinese) with different scales (continuous,
5-point, and 9-point). In the plot, the scores are adjusted to the range 0–1. In [67]
the ratings were presented in dependence to the average length of talkspurts. For
comparison, the scores according to the average length of turns in the experiment
(7.9 s) were used. The plot shows that the perceived quality in the multiparty
studies declines much slower than in the dyadic study.
9.4.6 Music Interaction Over Networks
The main focus of this chapter is on voice conversations since these represent the
majority of interactive multimedia communications, but also communication with
music provides a number of opportunities: rehearsals, distributed music perfor-
mance, and distance tuition.
Attempts at remote musical performance were made during the mid-1990s,
initially using 128 kbit ISDN connections, and a number of ideas for networked
media performance were presented in a 1998 AES white paper [1]. Later in 2000, a
team at Stanford University’s CCRMA presented a networked concert between two
venues on the university campus, both with live audiences using the campus
intranet and TCP protocol [10].
In 2005, a custom-built network framework called GIGAPOPR was described
by Kapur [38]. Here, multichannel uncompressed audio, video, and MIDI data was
transmitted between an arbitrary number of nodes, and was used for performing a
special composition based on North Indian classical music with performers based in
McGill University in Montreal, Canada, and Princeton University in New Jersey,
USA. The system round-trip latency was measured at 120 ms and the media per-
formance was composed with this delay in mind.
Fig. 9.10 Comparison with [3, 67]. Adapted from [55]
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For most music performances, the acceptable delays are much smaller than for
speech. According to Kapur, a one-way latency of around 20–30 ms is required,
which is considerably less than the 150 ms accepted for voice communication in
[26]. This figure ties in well with practical experience: most musicians are used to
coping with latencies of 10–20 ms, simply due to the propagation time of sound—
approximately 3 ms/m.
In practice, most VoIP products do not have delays that low: typically, VoIP
system buffering and codec delay results in a minimum latency of 60–100 ms.
More recently, ultralow latency devices targeted at online rehearsal and music
performances over distances make it possible to achieve a low enough delay.
The distances from the instruments to the microphone and from the loudspeakers
to the listeners’ ears also add to the perceived delay. Therefore, it is an advantage to
wear headphones if you want to keep the overall delay short.
In an investigation by Farner [18], the experimental setup described by Chafe
and Gurevich in [11] was used in real and virtual acoustic environments under the
influence of a delay. They found that the tempo decreased the longer the delay was,
and that it actually increased with low delays.
Music tuition over a distance is of major interest since it allows musicians in
remote locations access to a tutor, and especially makes it practical for players of
unusual instruments to obtain tuition. Videoconferencing services can be used for
this. For example, some private tutors advertise tuition on Internet resale sites, and a
number of Internet-based agencies offering a range of instrument tuition have
recently emerged. Tuition using high-quality proprietary multimedia communica-
tions was studied as part of the European Seventh Framework Program (FP7)
collaborative project “TA2—Together anywhere, together anytime” [63].
In [15] a number of trials were run to investigate tuition of music students using
the high-quality videoconferencing equipment. Starting by examining the interac-
tion between teacher and student in a co-located lesson, the study went on to see
how the interaction changed when the videoconferencing link was used. The
general conclusions from this were:
• The success of one-to-one tuition depends on the success of the interaction, and
therefore trust, between student and tutor.
• The musical score has a pivotal role in the copresent lesson, constantly being
referred to by both teacher and student. Remote teaching systems must reflect
this.
• Effective lessons were possible over the videoconferencing system, but need
supplementing with face-to-face lessons.
• Good audio quality is paramount.
• Multiple cameras are very beneficial to allow greater shared content, e.g., the
score.
• Any form of joint playing, including the student playing to the tutor’s set rhythm
was impossible with the latency (approximately 200 ms) in the test system.
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Here, too, the presence of interactions or turns obviously moderates the per-
ception of delays, and a more listening-/viewing-type scenario with less frequent
turns (e.g., comments by the tutor vs. playing to a remote rhythm) is affected by the
delay to a minor extent.
9.5 Recommended Delay Test Methods
The described tests in Sect. 9.4 have led to an understanding of what is important to
consider when designing and performing a subjective test. The first thing to con-
sider when designing a test is the research question addressed, that is, what is to be
investigated? What are the goals of the test? Which types of situations are most
important to investigate? If a telemeeting system is to be tested, the normal/desired
usage should be reflected in the test. Is it voice-only communication or audiovisual
communication? Will there be communication link asymmetry?
A proper test design is needed when it comes to aspects such as test task, test
protocol, test subjects, training session, instructions, and quality assessment ques-
tionnaires and scales.
Observational tests could be used for pure audio–video sync acceptance tests,
but to evaluate the impact of delay on group interaction, some kind of conversation
is needed.
The tests on group interaction can be divided into two main types:
1. Holistic methods that involve assessing the meeting as a whole. These are
typically two-party or multiparty conversation tests.
2. Micro-feature methods focus on a specific aspect of talker interaction such as
task efficiency, double-talk, or turn-taking.
There are several standardized test methods described in recommendations such
as [27, 28, 31, 32]. Guidance is provided in [32], Clause 8 on how to select a
suitable test method for a multiparty telemeeting test. Special considerations need to
be taken into account when performing tests to assess the impact of transmission
delays in telemeetings, as they are described in this chapter and also in [33]. Further
information on tests for audio and speech quality evaluation can be found, for
example, in [2, 37, 45, 47, 62].
9.5.1 Task Design
As mentioned in the previous section, the choice of test task is very important
especially for a delay test. Several standardized test tasks are not delay sensitive, but
could be appropriate for testing of other impairments such as packet loss.
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In a conversational test, the test task should reflect a normal conversation situ-
ation and allow for interruptions from the subjects. Free conversation is suitable for
both audio and audiovisual tests, since there is no need to read a written instruction
during the test [3]. A rapid turn-taking makes it easier to notice delays in con-
versations. To stimulate a more interactive conversation, the participants could be
encouraged to pose questions and try not to be too polite. Some kind of competi-
tion, such as winning an extra price for the fastest group, might motivate subjects
and lead to a more interactive conversation flow [57]. Furthermore, when it comes
to audiovisual tests, the test task should trigger subjects to use both the auditory and
visual channel, in order to enable them to detect delay also in the visual channel.
A test methodology for free conversations can be found in [32], Appendix 3.
Other recommended test tasks for audiovisual quality evaluations regarding delays,
such as the Survival task can be found in [32], Appendix 5 and in [33].
9.5.2 Test Conditions
If the goal is to assess the influence of delay, the test will typically include con-
ditions with different amounts of delay. Sometimes it is interesting to vary the
conditions tested in some other way, for instance, to investigate the relative influ-
ence of audio–video synchronization versus synchronized audio and video with
longer delays.
The conditions have to be chosen carefully because usually a conversation with a
duration of several minutes is needed for each condition to be evaluated. The test
time should not be too long, not more than around 15–20 min per session so that
the test subjects can stay focused, and using around three such sessions per test is
recommended. Additional time is needed for instructions, preliminary tests, and
pauses between the sessions, so usually test subjects should be invited for a 2 h time
slot.
The test design should preferably be balanced so that all participants experience
all different delay conditions. The conditions should be presented in a different
random order for each group, so that ordering effects are averaged out.
9.5.3 Types of Assessments
The most relevant questions for the particular test should be chosen and it is
recommended to ask the least number of questions needed. This way, the test
participants will be able to focus on the most important aspects of the test.
For delay tests, it has been shown that questions about the amount of effort and
impairment in the communication reveal the impact of delays more than questions
about quality. The problem with asking for the quality alone (see Q5 in Fig. 9.11) is
that participants might not be aware of the delay and will rate the connection as
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excellent while in reality the communication was severely hindered but the prob-
lems attributed to the communication partners rather than the system [59]. Asking
for judgments on the delay problems directly may influence subjects and lead to
conversation behavior that differs considerably from natural conversations. Hence,
questions in respective ITU-T Recommendations are of more indirect character.
The ITU recommends scales of different granularity (from 5-point discrete to
continuous scales). The 5-point absolute category rating (ACR) scale is the most
widely employed one. However, no advantage of a particular scale could be shown
[23]. Continuous scales can, in theory, provide the finest results, however this
depends on how precisely a given effect can be perceived. For continuous scales, it
is important to not provide tick marks along the scale, as these will influence the
results [44]. Some examples of questions suitable for evaluation of the effects of
delay are shown in Fig. 9.11.
More scales that can be used for conversation tests can be found in [27, 28, 31],
and in [32], Appendix 3.
The participants can be encouraged to write comments during the test and take
notes if anything unexpected happened during the test. It is also recommended to
ask the subjects some questions after the test about their test experience. This is an
important complement to the voting scales. Aspects that are not explicitly asked for
can then be commented.
How would you judge the effort needed to interrupt the other party (or parties)?
No effort ---------------------------------------- Extreme effort
Did you perceive any reduction in your ability to interact during the conversation?
Imperceptible ---------------------------------------- Very annoying
How would you assess your ability to converse back and forth during the conversation 
(did you feel a vague irritation?)
Bad ---------------------------------------- Excellent
How do you judge the synchronization between audio and video?
Bad ----------------------------------------- Excellent
Opinion of the connection you have just been using
Bad Poor Fair Good Excellent
Did you have any difficulty in talking or hearing over the 
connection? 
yes no
Would you accept this conversation quality? yes no
Fig. 9.11 Example questions suitable for assessing the effect of delay
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9.5.4 Test Subjects
The amount of previous experience is an important factor when deciding which
type of test subjects are needed for a given test. If the goal is to evaluate how an
average person perceives a given effect, persons should be invited that do not work
on the evaluation of telecommunication qualities or delay-related tasks (typically
referred to as “naïve” subjects). The test subjects should preferably be similar to the
group of persons that will use the system to be tested.
When evaluating the effects of delays in a system it may be an advantage if the
test subjects know each other. Then their conversations are often more spontaneous
and they might more easily detect delay rather than thinking that the other’s per-
sonality may be hindering the conversation [3, 59]. Expert subjects may be invited
when the goal of the study is about identifying delay detection thresholds, or when
especially critical users are to be represented [39].
9.5.5 Instructions and Training Session
A paper with the written test instructions should be given to the test subjects when
they arrive for the test. They should read the paper and then the test instructions
should also be given verbally, with the respective wording maintained as constant
as possible across the participant groups of a given test. It is important that the test
subjects have the possibility to ask questions about the test methodology. In case of
a test for an unguided assessment [37] of the effect of certain system conditions on
quality, nothing should be mentioned about the technical background of specific
test conditions in the test, so in this case the term delay should not be mentioned, as
this may make the test subjects more observant to delays than they normally are.
When targeting more diagnostic tests, e.g., aiming at a delay threshold detection,
the instructions may explicitly include the mention of delay.
It is advised to present the instructions with all participants in the same room, so
that they will experience a face-to-face meeting at the start and be able to compare
that experience with the experience using the telemeeting system. This is especially
important if the test persons did not know each other before the test. It is noted that
it may also be desirable that subjects do not know each other, for example, when the
effect due to delay beyond the impact on quality evaluation is to be investigated.
For example, in [59] the attribution of delay effects to personality traits was
investigated.
After providing the instructions, the test participants take their test seats. The
pretest preferably starts with a short presentation by each participant, so that
everybody gets the opportunity to see and hear all participants through the con-
ference system.
Examples of instructions can be found in [32].
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9.5.6 Comparison of Subjective Opinion and Performance
Measures
As mentioned in the introduction, users are not always aware of the presence of
delay even if they do notice its effects. A result of this is that subjective tests
targeting quality ratings, which essentially measure the subject’s impressions, may
not provide a good measure of the delay impact. Of course, the subjects could be
told about the presence of delay in the test system, but this raises the risk that more
critical quality judgments might be used. Nevertheless, if subjective opinion scores
are used, care should be used in the choice of questions presented to the subjects.
For example, questions addressing the “Ease of conversation”, or “Difficulty in
communication” are likely to be more revealing than questions on “Quality”.
An alternative test strategy is to use a test that focuses on the performance or
behavior of the subjects while carrying out a specific task or tasks under differing
amounts of delay. These types of tests have the major benefit that they provide a
measurement which will not depend on the awareness of the subjects. Some of
these measures are described in [32].
One difficulty is that we want the subjects to interact normally as they carry out
the task, but it can be quite difficult to design a delay sensitive task which also
allows the subjects to develop a natural conversation. The task should also be quite
simple in order to reduce variations in performance due to the subjects’ innate
abilities.
A good example of a test that measures how much time it takes to complete a
specific task is the “Task Effectiveness Test” described in [34]. This test involves
measuring the rate at which multiple participants can simultaneously exchange data
between themselves using the communications system, and comparing it to their
performance at the same task in a face-to-face meeting. This results in an effec-
tiveness score for that system, so it can be compared to other systems. Many
features of a conference system, including audio quality, spatial audio and/or video,
and delays will influence the effectiveness score.
9.6 Conversational Surface Structure Analysis
The previous section described recommended methods to perform tests in which
participants are rating the communication link. However, as discussed in the
introduction, the impact of delay is not always reflected in such subjective ratings.
Therefore, an additional way to characterize the impact of delay is to conduct a
Conversational Surface Structure Analysis, an approach that is presented in this
section. The idea of Conversational Surface Structure Analysis is to extract para-
metric information about the on–off patterns of speech in a conversation, an idea
introduced by [6–8]. Once extracted, this information can be used to characterize
the impact of transmission delay on the conversation.
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9.6.1 Method and Parameters
The extraction of such parametric information consists of two main steps. In Step 1,
a statistical description of the different speakers’ utterances and turns in terms of
so-called Conversation States as well as accompanying temporal data are derived,
using automatic Voice Activity Detection (VAD) applied to multitrack audio
recordings of the conversations (e.g., captured at the sending devices or at the
conference bridge). Conversation States refer to the number of speakers that are
active at the same time: silence (no active speaker, S in Fig. 9.12), single-talk (one
active speaker, IN,x), double-talk (MN,xy), triple-talk (MN,xyz), etc., where N denotes
the number of interlocutors in the telemeeting, and x, y, and z are indices for the,
respectively, active speakers. Accompanying temporal data refers to the informa-
tion when the conversation was in which state. A visualization of such a state model
is given in Fig. 9.12.
In Step 2, one computes a number of parameters from the state model that
comprise simple statistics or describe aspects of the conversation progress. Several
Fig. 9.12 Visualization of a conversational state model for a two-party and b three-party call,
from [60]. The letters refer to silence (S), one individual talker (I) and multiple talker (M); the
letters in the indices to the persons (A, B, C) and the numbers in the indices to the group size (2 for
two-party, 3 for three-party)
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such parameters can be found in the literature. A concise list of parameters based on
the state model as well as other annotations has been compiled and discussed in
[60], see Table 9.2.
Based on the insights from the existing measures in the literature, Schoenenberg
[57, 60] developed four additional measures:
1. Probability of multi-talk Pmulti
Pmulti is the sum of all probabilities representing multiple speaker states in the state
model. In the data of Schoenenberg, for instance, this is computed from the
test-conversation recordings as the number of speech samples with double-talk and
triple-talk divided by the total number of samples.
2. Divergence
This measure is computed from sequences of states, which Schoenenberg refers to
as State Walks, during a conversation. Each person can perceive four different types
of state walks: Break (single-talk of one speaker → silence → single-talk of same
speaker), Alternating Silence (single-talk of one speaker → silence → single-talk
of another speaker), Non-successful Interruption (single-talk of one speaker →
multi-talk → single-talk of same speaker), Successful Interruption (single-talk of
one speaker → multi-talk → single-talk of another speaker).
As explained in more detail in [57, 60], the perceived state walks can be different
for each person if delay is present, that is, each person can perceive a different
reality of the same call. This is illustrated by the example shown in Fig. 9.13.
Then the Divergence measure is computed by first counting the number of
matching state walks (i.e., state walks that are the same in the realities of every
interlocutor) and mismatching state walks (state walks that differ between the
Table 9.2 Overview of
conversation parameters used
in literature. For a detailed
discussion see [60]
Conversation parameter Literature
Duration of call [51, 65, 21]
Number of words [41, 42]
Number of backchannels [46]
State probabilities [6–9, 19, 46]
State sojourn time [21]
Speaker alternation rate [21, 16]
Conversational efficiency [39, 54, 66]
Involuntary/unintended interruption rate [16, 50, 52, 64]
Intended interruptive interruption rate [17]
Transition tendencies [8]
Conversational synchrony [54, 66]
Conversational interactivity [54]
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realities of every interlocutor) and by second dividing the number of matches by the
number of mismatches.
3. Speaker Alternation Rate Corrected SARc
The original measure, Speaker Alternation Rate SAR [21], is computed as the
number of speaker changes per minute. This measure is directly decreasing with an
increasing delay due to longer mutual silence periods when speakers wait for the
delayed response of the others. This effect, however, does not necessarily mean a
change of the participants’ behavior in terms of the “true” density of speaker
changes. For that reason, a modified measure, the Speaker Alternation Rate Cor-
rected SARc, is computed as the number of speaker alternations divided by the
overall time minus the waiting time caused by delay in case of alternating silences:
SARc=
Number of Speaker Changes
Duration−Correction Term
SARc=
# AS A to B+ # AS B to A+# SI A to B+ # SI B to A
Duration − 2×Ta × # AS A to B
with #: number of, AS: Alternating Silences, SI: Successful Interruptions, Ta:
one-way delay time, A: person A, B: person B
Fig. 9.13 Hypothetic example of a conversation part with high degree of divergence between the
two persons’ realities resulting from transmission delay; BR: Break, AS: Alternating Silence, NI:
Non-Successful Interruption, SI: Successful Interruption, from [60], modified from [57]
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4. Utterance Rhythm Change ΔURY
The Utterance Rhythm URY is the mean time from the beginning of one own
speaker turn to the beginning of the next own speaker turn. To account for indi-
vidual preferences of speakers and different utterance rhythms for different con-
versation scenarios, this measure is extended to the Utterance Rhythm Change
ΔURY, by subtracting from the measured URY for a person in a certain conver-
sation scenario with a transmission delay on the line the measured URY for the
same person in the same conversation scenario without delay on the line.
9.6.2 Example Results
To show the impact of delay on a conversation, and thus on the conversation
surface structure measures, Table 9.3 summarizes the behavior of the four
above-mentioned measures for the eight delay tests from [60], see also Sect. 9.4.3.
Apparently, the three measures PMulti, SARc, and Divergence showed significant
differences for the tested delays in all data sets. That means, those measures are
suitable to characterize the impact of delay. The measure ΔURY seems to be suit-
able as well, however, it failed to differentiate between delay conditions in two data
sets.
Furthermore, the expected task dependency of the conversations is clearly
reflected in all four measures, which means that these measures can be used to
assess also the impact of the conversation tasks.
The measures show a more mixed picture concerning the effectiveness to reveal
the impact of group size on the conversation. PMulti and SARc enable to differentiate
the conversation surface structure of two-party and three-party calls for all three
available data sets, and Divergence allows this for two data sets. Only ΔURY does
not appear to reflect the impact of group size.
As this analysis suggests, the conversation surface structure—and with it the
four parameters—is not only influenced by the transmission delay, but also by the
conversation task and group size. For that reason, Schoenenberg et al. also looked
into the behavior of those four measures for individual cases in more detail; a short
summary is given here, for the original results and detailed discussion see [60].
Pmulti:
In two-party conversation scenarios, Pmulti increases up to a certain delay (order of
400–800 ms) and then it saturates with further increasing delay. In three-party
conversation scenarios, Pmulti shows a slight increase. In the scenarios including
video, Pmulti is rather constant. In the RNT tasks, Pmulti is rather constant or it
slightly decreases with increasing delay, depending on the audio bandwidth.
SARc:
In the two-party and three-party conversation scenarios, SARc is rather constant
with the exception of two experiments (A.WB.2, A.NB.3), for which SARc
increases with increasing delay. In the video scenarios, SARc shows a very slight
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increase. In the RNT tasks, SARc is clearly decreasing with increasing delay in all
cases, except for experiment A.NB.3.
ΔURY:
In the two-party conversation and the video scenarios, ΔURY increases only
slightly. In the three-party conversation scenarios, ΔURY does not show a clear
behavior. In the RNT scenarios, it clearly increases with increasing delay.
Divergence:
Divergence shows the most complex behavior. In four cases (2SCT NB, 3SCT NB,
2RNT WB, 3RNT WB) it increases up to a certain delay (order of 400–800 ms) and
then it saturates with further increasing delay; in four cases (2SCT WB, 2SCT FB,
3CT FB, CNG) it shows a clear and in one more case (3SCT WB) a slight increase;
in two cases (2RNT NB, 3RNT NB) it is rather constant.
From these analyses, it becomes clear that delays of around 400 ms or higher
may not have a significant impact on speech quality ratings, however, have a
significant impact on the conversational structure and behavior of interlocutors both
Table 9.3 Summary of MANOVA results of [60], showing the main effects of delay, task type,
and group size on four measures extracted from conversation surface structure analysis. The
numbers represent the p-values, and significant differences (p < 0.05) are emphasized
Data Set A.
NB.2a
A.NB A.WB A.FB V.
WB.2
Delay Test A.
NB.2a
A.NB.2b &
A.NB.3
A.WB.2 &
A.WB.3
A.FB.2 &
A.FB.3
V.
WB.2
PMulti Delay 0.000 0.000 0.000 0.000 0.041
Task
type
0.000 0.000 0.000
Group
size
0.000 0.000 0.000
SARc Delay 0.000 0.000 0.000 0.003 0.001
Task
type
0.000 0.000 0.000
Group
size
0.000 0.000 0.000
ΔURY Delay 0.000 0.000 0.000 0.635 0.319
Task
type
0.000 0.000 0.000
Group
size
0.240 0.056 0.177
Divergence Delay 0.006 0.000 0.000 0.000 0.000
Task
type
0.000 0.046 0.000
Group
size
0.002 0.000 0.659
Note To test the impact of task type and group size, the eight individual tests were combined into
five data sets, according to the rows Data Set and Delay Test
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in two-party and multiparty conversations, and with and without the use of video.
As a consequence, future research should address the indirect implications of such
disruptions of conversational flow and behavior. While speech quality may be
considered as high, participants may attribute the delay to the conversation partner
(s) (see for example [3, 59]), with similar consequences for the usage of a given
system: If conversations turn out to be troublesome with certain persons via certain
telecommunication links (possibly always the same), the latter may not be used by a
given user any longer, or less frequently. As a consequence, besides the analysis of
opinions by subjective rating or using opinion models such as the E-Model ([25],
see Sect. 9.7), also the analysis of conversation structure should be undertaken by
operators or other service providers when effects of delay are to be analyzed.
9.7 Modeling the Quality Impact of Delay
While testing the impact of delay by means of conversation tests is the optimum
way to assess delay on a communication link, it is not always possible to conduct
such tests, either for technical reasons or resource limitations. For that reason,
quality prediction models, which can be used for planning or monitoring purposes,
are continuously being developed in the field. One well-established model, the
E-Model, is presented in this section and currently investigated extensions are
discussed as well.
9.7.1 General Modeling Approach
The E-Model [25, 45, 47] is a computational model useful in transmission planning
to ensure that users will be satisfied with end-to-end transmission performance.
With transmission delay as one parameter, this model allows designers to charac-
terize speech quality under the impact of the delay.
The basic approach of the E-Model is to describe, on the so-called transmission
rating scale R, the impact of different quality degradations as impairment factors Ix,
with the assumption that the total quality degradation can be calculated as the
summation of individual impairment factors.
In terms of the R-scale, this is expressed as
R=R0 − Is− Id− Ie, eff +A.
Here, R0 represents the basic quality resulting from the given speech and noise
levels of the connection (line and room noises). The Simultaneous Impairment
Factor Is comprises all degradations that occur simultaneously with the speech
signal, such as suboptimal speech levels (too high, too low) and signal-correlated
noise. The Effective Equipment Impairment Factor Ie, eff accounts for the effects
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due to speech coding, IP packet loss and the decoder-side packet loss concealment
(PLC). The Advantage Factor A addresses the quality-bonus that users give to
certain connections, for example when they are using a mobile phone and are aware
that speech quality may be lower than with fixed line connections.
For the topic of delay, the so-called delayed impairment factor, Id, is the most
relevant one. It covers all quality degradations due to delayed signals, which are
transmission delay (Idd), talker echo (Idte), and listener echo (Idle):
Id= Idd+ Idte+ Idle
The pure transmission delay part Idd is a function of the absolute end-to-end
one-way delay Ta and is computed as follows:
If Ta≤mT Idd =0
If Ta>mT Idd =25 ⋅ 1+ x6 ⋅ sT
  1
6 ⋅ sT − 3 1+ x3
 6 ⋅ sT  16 ⋅ sT +2
 
with x= log10 Ta ̸mTð Þlog10 2ð Þ
In addition to the one-way delay Ta, this equation builds on two more param-
eters that allow to take contextual information—more precisely, the interactivity of
the conversation and the sensitivity of the user to the delay effect—into account:
mT, minimum perceivable delay,
sT, delay sensitivity
In earlier versions of the E-Model, those two parameters were not explicitly
considered: mT was a fixed value of 100 ms, and sT was a fixed value of 1. The
introduction of mT and sT was proposed in [49] and the ITU-T has incorporated
these into the latest version of the E-Model in June 2015. Furthermore, predefined
values for sT and mT are provided in [25] for different recommended application
scenarios of the E-Model (see Table 9.4). If it is uncertain what user group or what
application scenario is being addressed with the planned service, it is recommended
in [25] to use the default class.
To compute the quality resulting for a certain transmission delay Ta without any
other degradation, Idd has to be computed and combined with the baseline quality
(R0) and the other impairment factors (Idte, Idle, Is, Ie, eff, A) that are applicable for
the current connection. If required, the R-values can be transformed into the
commonly used Mean Opinion Scores by a transformation given in [25]. The
opinion model E-Model allows to calculate predictions of opinion ratings also for
combinations of degradations, for which different parameters describing the speech
transmission link are converted to the respective impairment factors. It is noted here
that only the impact on user opinion is addressed by the model, not the impact on
the conversation behavior or effects such as divergence or misattribution of delay to
the interlocutor(s), as it was discussed in Sect. 9.6.
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9.7.2 Link to Conversational Surface Structure Analysis
Although the two new parameters mT and sT allow to include the effect of the
contextual factor interactivity/conversation type on speech quality ratings, deter-
mining actual values is not trivial. While the recommendation text [25] provides
values for different planning scenarios, see Table 9.4, [49, 60] have shown that the
actual parameter values vary for different test scenarios.
This means, mT and sT can, in principle, be computed by fitting E-Model
predictions with quality judgments observed from user tests. However, as the effect
of delay is not always represented in perceptual quality ratings, since users may not
notice the delay or may not attribute it to the system (see Sect. 9.4 and comments
above), an alternative is to consider the impact of delay on the communication as
such. In that line of thought, [49, 60] showed the possibility to compute mT and sT
from the measures of conversation surface structure analysis and to achieve accu-
rate results. Raake [49] used the parameter SARc; [60] used the parameter
ΔURYgradient, which is the gradient of ΔURY along different delay values Ta.
As an example from [60], Fig. 9.14 shows a linear and a quadratic fitting
between sT and ΔURYgradient; the fitting accuracy is computed as the norm of the
residual with values of 1.55 for the quadratic and 1.62 for the linear fitting.
Figure 9.15 depicts the predictions obtained for the Delayed Impairment Factor
Idd using the models of sT and mT from [49] using SARc. It can be seen that the
impairment of speech quality ratings can quite well be predicted when the delay T
and SARc are monitored during a connection. As discussed earlier, the effect of
delay on the conversations as such may need to be considered in addition.
Table 9.4 Definition of E-Model parameters sT and mT, which take contextual information for
different application scenarios into account (slightly adapted from ITU-T G.107)
Definition of E-Model application scenarios E-Model parameters
Class of
delay
sensitivity
Use case Delay
sensitivity
sT
Minimum
perceivable
delay mT
Default Applicable to all types of telephone
conversations
Must be used for:
– Carrier-grade fixed or mobile telephony
– Enterprise-grade fixed or mobile telephony
– When targeted user group and delay
requirements are unknown
1 100
Low Applicable only in cases where it is known that
users have low sensitivity to delay, e.g.,
non-time-sensitive conversation scenarios
0.55 120
Very low Applicable only in cases where it is known that
users have very low sensitivity to delay, e.g., in
primarily noninteractive cases, such as mainly
listening to a conversation or to a lecture
0.4 150
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9.7.3 Discussion
The E-Model has been specifically developed as a network planning tool, which
means the model’s quality predictions are “on the safe side”. Regarding delay this
means that with the default settings, the E-Model assumes a high delay sensitivity
of the users.
Fig. 9.14 Estimation of E-Model parameter sT based on conversation surface structure parameter
ΔURYgradient, showing two possible fitting curves, linear and quadratic, from [60]
Fig. 9.15 Predictions of delayed impairment factor obtained when mapping SARc-values to sT
and mT values, as a function of delay Ta. The prediction of speech quality including conversation
surface structure parameters is a topic of ongoing research
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With the two additional parameters, mT and sT, it is now possible to modify the
E-Model to characterize the impact of delay on speech quality ratings in different
conversational contexts. While both parameters are suitable in the fixed planning
scenarios of [25], see Table 9.4, Schoenenberg [60] found out that, numerically, mT
can lead to counterintuitive results if it is used as a free modeling parameter. For
adapting the E-Model to new test contexts, these findings suggest to choose mT as a
fixed value, e.g., according to [25], and then to use sT as the free modeling
parameter.
Finally, the link to the conversation surface structure parameters is a further
extension that allows to determine mT and sT from conversation recordings.
9.8 Conclusions
This chapter has given an overview of the challenges in evaluating media syn-
chronicity in real-time communications and recommended appropriate methods for
testing these systems.
It was shown how an in-depth analysis of such tests can be performed to gain a
deep understanding of the effects of delay.
The results presented here point out the importance of choosing the right task for
the test subjects to undertake. Overall, from the different types of conversation test
scenarios, some form of free conversation seems to represent a good compromise
for evaluating the impact of delay, since they allow test subjects to behave similarly
to their everyday conversation situations. In cases where delay thresholds shall be
identified, more sensitive but less ecologically valid tasks such as random number
verification may be more suitable. Alternatives such as the short conversation test
scenarios (SCT) described in [28] are much less delay sensitive owing to being
scripted and responses need some consideration.
The impact of poor audio–video synchronization is most severe when the audio
precedes the video. This reflects our everyday experience of light traveling faster
than sound.
It is significant that subjects are often unaware of the presence of delay, even if
they do experience problems communicating. This means that we cannot solely rely
on subjective responses about aspects of speech quality to understand the effect of
delay. This has given rise to the search for better testing methods such as tests
which focus on understanding or measuring how subjects perform when carrying
out tasks.
We have used an understanding of human interaction from the linguistic dis-
cipline of Conversation Analysis to show why latency can have a damaging effect
on conversations that may not be attributed to the line, but to the conversation
partner or conversation as such. The related method of Conversation Surface
Structure Analysis provides a technique for characterizing a conversation in terms
of a state model based on the speech activity of the participants.
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We also looked at music interaction over networks. There are a number of
different applications to be considered here, including music performance, rehear-
sal, and tuition. The degree to which these activities are affected by latency is
strongly dependent on the tempo of the music; very slow passages of music or
music with no rhythm can be quite delay tolerant, but as tempo increases the delays
become a significant proportion of the rhythmic period and playing in time with
each other becomes impossible. In practice latencies of 20–30 ms are required for
music with medium tempi.
Ongoing development of codecs will lead to increased efficiency to be balanced
with the resulting latency, and new developments in network transmission will help
to reduce delays. However, there will always be some residual delay in multimedia
communication. The question from an end user’s perspective is whether this delay
has an adverse impact on the communication, or is perceived to be annoying. This
chapter has provided an overview of insights from related studies, and guidance on
how to design subjective evaluations with appropriate tasks and evaluation
questions.
Definitions
Telemeeting [ITU-T P.1301] A meeting in which participants are located at least
two locations and the communication takes place via a telecommunication
system. The term telemeeting is used to emphasize that a meeting is often more
flexible and interactive than a conventional business teleconference and could
also be a private meeting. The telemeeting could be audio-only, audiovisual,
text-based, or a mix of these modes.
Conversational quality [ITU-T P.1301] The perceived quality when two or more
test participants have a conversation.
Conversation analysis (CA) [Sacks] The study of social interaction, in particular
focusing on conversations.
Turn construction unit (TCU) [Sacks] A conversation analysis term describing
the fundamental segment of speech in a conversation – essentially a piece of
speech that constitutes an entire ‘turn’.
Transition relevance place (TRP) [Sacks] A conversation analysis term which
indicates where a turn or floor exchange can take place between speakers.
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Chapter 10
Synchronization for Secondary Screens
and Social TV: User Experience Aspects
Jeroen Vanattenhoven and David Geerts
Abstract This chapter provides an in-depth discussion on the impact of syn-
chronization of TV-related applications on the user experience. After all, applica-
tions meant to be used in conjunction with TV watching are created for the benefit
and pleasure of the viewer. In order to explain the main user-related aspects of
media synchronization, we will first sketch how the television and media landscape
has evolved and which timing and synchronization aspects are important for the
makers of TV-related applications. Then, we will delve into the core topic of this
chapter by presenting the main user experience aspects involved in the creation of
second-screen (Attentive readers will notice that ‘second screen’ is sometimes
written with, and sometimes without a hyphen. When using ‘second screen’ without
a hyphen, we use it as a substantive (the second screen). When using
‘second-screen’ with a hyphen, it is used as an adjective (second-screen applica-
tions).) applications—a specific type of TV-related application that has gained a lot
of attention in the past years. Finally, we highlight the impact of synchronization
issues on the user experience for Social TV applications. Our insights are gathered
from our earlier publications in this area, results of research with users from the
European research project TV-RING, and related literature. The chapter will,
therefore, serve as an overview of media synchronization from the perspective of
the viewer, based on our own insights and experiences, and complemented with the
current state of the art.
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10.1 Introduction
Time has always played a crucial role in the world of television. Most programming
is scheduled at a specific time, and broadcasters assume specific groups of viewers
to sit in front of their TVs at that time [1]. However, a number of relatively recent
phenomena in the media landscape, such as digital recorders or tablets being used
as a ‘second screen’, have created a more complex relationship between television
and time, one where questions related to synchronization between different types of
content emerge and need to be dealt with in the design of new applications.
A first critical change has been the ability to time-shift viewing experiences.
Technically, we have been able to do so since the arrival of the video recorder or
VCR. With the arrival of new technologies, however, time-shifting has been made
possible on a larger scale by on-demand services, digital recording devices, and
illegal downloads [34]. Many researchers have uncovered reasons why
time-shifting is so popular and they all boil down to a transfer of control from the
broadcaster to the consumer. People use time-shifting to skip advertising, catch-up
on TV programs that they have missed, and to view programs when it suits them
better in their daily life [4, 13, 25, 34]. The most comprehensive overview so far is
offered by Abreu et al. [1], who constructed a detailed taxonomy to chart the
existing ways in which people can watch TV nowadays as well as functionalities
novel TV viewing applications offer, including various time-shift behaviours such
as such as ‘Pause TV’, ‘Start-over TV’ or ‘Catch-up TV’. Since time-shifting does
not pose any synchronization challenges for either the developer or the viewer, we
will not cover this topic in this chapter.
A second important phenomenon has been the proliferation of mobile and
portable devices. To be more precise, it is their use in front of the television that has
been of great interest to researchers and broadcasters. People are using tablets,
smartphones and laptops, while they are watching TV [14, 24, 31, 35]. In most
cases, this so-called second-screen use is not related to what is happening on the
TV. Instead, people check their emails, chat via social networks, perform
work-related activities, etc., during the dull moments of the television program.
When something important is about to happen, they turn their attention back to the
TV set. Many broadcasters and app developers have seen this as an opportunity to
target the second screen in order to get the viewer’s attention back. The fact that
advertising revenue is related to the attention it receives from the audience is an
important motivation for this. An important challenge for second-screen applica-
tions is to obtain accurate synchronization between the second-screen devices and
the TV, and the coordination of the program’s activities between the broadcaster
and the viewer. These matters will be discussed in detail in the first part of this
chapter.
Finally, timing and its impact on the user experience is also of the essence of
Social TV applications. Early Social TV applications focused on supporting shared
viewing experiences for people located in different locations [9, 10, 15], whereas
some of the second-screen applications described in the previous paragraph focus
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on supporting collocated viewers [36]. By providing specific functionalities in an
application, developers can allow viewers in different locations to communicate and
experience ‘presence’ [30], which is essential to support shared experiences. It is in
these circumstances that the lack of synchronization can hinder communication
between parties, and consequently provide a negative experience for at least one
party. The synchronization of the communication channel with the content in the
different locations is, therefore, an important prerequisite for an optimal, social
experience, and will be covered in the second part of this chapter.
10.1.1 Studies and Experiments
Before discussing both aspects of how users experience media synchronization, we
will give an overview of the various studies and experiments that have formed the
basis for most of the insights we share in this chapter. Most of the studies we
describe in the next paragraphs had a broader goal than the one dealt with in this
chapter, for which we selected only those results that directly relate to synchro-
nization, and are published or publicly available for finding out more details.
The first series of studies have been carried out on several Social TV systems as
part of our effort in creating sociability heuristics for Social TV. A detailed
description of the methodology and results are covered in Geerts and De Grooff
[19], here we will give a brief summary. We performed a series of competitive user
tests between April 2006 and March 2008. In total 149 unique users, of which 66
were male (44%) and 83 female (56%), participated in these tests. Ages ranged from
14 to 76 years old. Each user test was performed in two connected rooms, of which
one was a usability lab with a one-way mirror. The applications were operated with
a remote control and/or remote keyboard and used on a normal television set. All
user tests followed the same pattern, including an introduction to the system, the
test itself, a (group) interview and a couple of questionnaires, but as all applications
were different, e.g. in set of features or stage of development, the test setup,
questionnaires and interview questions used differed slightly from test to test.
However, we made sure that in each test the focus was on social interaction with
these systems. The systems we tested were AmigoTV [12], Windows Messenger,
Social Television [21], Communication Systems on Interactive Television (CoSe,
see Fig. 10.1) and Ambulant Annotator [8]. The latter was the only one that
included a second screen.
A second source for the insights reported in this chapter was an experiment we
carried out to study the synchronization requirements for watching online videos
together. Again, a detailed description of the methodology can be found in Geerts
et al. [16]; here we give a short summary. We set up a within-subjects lab-based
experiment with 18 couples (partners, friends or family), with a total of 36 people
taking part in the tests, consisting of 12 males and 24 females. The age ranged from
15 to 68 years old. Each participant from each couple was shown two episodes of a
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popular local quiz show at different locations. During the first episode, participants
could voice chat with each other using a headset. The headset was also used for
listening to the audio track of the video content, so the participants could not hear
the audio track of their partner’s show. During the second episode, participants
could only text chat with each other. Without informing the participants, every 7
minutes the synchronization level of the videos was changed. In each condition
(voice chat and text chat), five synchronization levels were presented to users: 0 s
(perfect sync), 500 ms, 1, 2 and 4 s. These levels were presented in a randomized
order for each set of participants and each condition. As a difference in synchro-
nization between two participants implies that (the video of) one person is ahead
(‘leading’), and one person is behind (‘lagging’), the order of who is leading and
who is lagging was also randomly varied. After every 7 min (before the next
synchronization change), the participants were asked to fill in a web-based ques-
tionnaire, asking a series of questions related to togetherness, noticeability and
annoyance of the synchronization differences.
A third study has been extensively described in Geerts et al. [20]. To get a
detailed picture of how people experience second screens in a social context, we
recruited five couples (average age 33.6) and observed them in their own home
environment while they were watching a television show and using a second-screen
application. A camera was placed in their home before the day of the show (see
Fig. 10.2), so no researcher had to be present. This was done to minimize the
intrusion for the participants and to have them watch as naturally as possible. For
the same reason, the participants were instructed to watch the show and use the
second-screen application as they would normally do. One or two days after the
Fig. 10.1 Interface of the CoSe application (© Coeno Gmbh)
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show the researcher returned to collect the footage and watch the recording together
with the participant(s) using event-triggered retrospective think aloud. This means
that when specific events took place in the recording, such as interaction with the
second-screen device or social interaction between the participants, the researcher
asked if the participants could clarify what they were doing and why. This in-depth
interview lasted around two hours per couple. The show that was selected is a
Belgian drama series about a young prosecutor called ‘De Ridder’. The
second-screen application features a timeline that shows new content related to the
television show as the program progresses. This content can be quotes from the
show, polls that users can respond to, information about specific terms used in the
show, maps of the location of characters that the users can interact with, etc. All
types of content can be ‘liked’ in the application or shared via Facebook or Twitter.
The fourth and final range of studies that served as the basis for this chapter were
carried out as part of the European TV-RING project with the goal of developing a
quiz/game companion application that mixes elements on the first and second
screen to create a stimulating experience for the participating viewers. In this
process, a co-creation session was held, as well as two iterations of prototype
evaluation. These studies have not been published, but are available in a public
deliverable of the project that can be requested from the authors. Each step in the
process is explained in the next paragraphs.
To find out what type of play-along game users would create for themselves, we
recruited nine groups of users and organized a co-creation session. There were three
groups of two, four groups of three, and two groups of four participants. These were
all groups of people who knew each other well and watched TV together at least
occasionally. There were couples, groups of friends and families with an age range
between 10 and 52 years old. Participants were instructed that they would view an
episode of The Voice of Holland, a local version of a popular talent show format.
Before they would start viewing the episode, they were asked to create a game that
they could all participate in and that they could play while watching The Voice. To
Fig. 10.2 Camera view from
an observation of
second-screen use
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help them create a game they were offered a selection of gaming attributes including
items to facilitate timing, score keeping, representation and a randomizing element
(e.g. dice). When they were done creating their game they were asked to explain it
to the researcher. After the game was explained, the episode was started and the
participants were instructed to simply watch the show and play their game. After
about an hour of watching the show and playing their game, the participants were
interviewed about their experience. Based on this co-creation session we created a
set of requirements for second-screen companion apps for game shows.
In the second step, we created a paper prototype and tested this with potential
end users. The goal of the paper prototype was to quickly test a few different
variations of the different facets of an interactive quiz. We established four steps: set
up (setting up the quiz, getting all participants registered); identification (letting all
participants choose a way to represent themselves on the screen); questions (ac-
tually playing the quiz); and visualization (the way the scores would be displayed
on the TV screen). Since one of the key features of the interactive quiz is stimu-
lating social interaction, it was crucial to do the prototype session with groups who
watch TV together regularly. Five groups of various compositions were recruited,
in total 14 people. Ages ranged from 19 to 52 with 10 female and four male
participants. We invited them to our lab that is set up like a living room. They were
asked some questions upfront about their TV watching habits and then played
through the different steps mentioned earlier. After each step participants were
asked what they thought about the prototype variations and in the end to rank them
according to their preference. There was a closing interview about the whole
experience at the end.
In a final step, a hybrid paper/digital prototype was created, which used a fully
interactive tablet application created in Axure and paper mock-ups for the visual-
izations on the TV. The key questions to be answered during the evaluation were:
How would the users’ attention be distributed over the first and second screen while
there was an actual show running on the TV? And how would this impact the
(social) interaction between the participants? Again, we recruited groups of people
who watch TV together regularly. Five groups of various compositions were
recruited, 12 people in total. Ages ranged from 21 to 60 with eight female and four
male participants.
They were invited to our lab, set up the application and then were asked to play
along with the episode as if they were playing at home. After the show ended, the
participants were interviewed about the whole experience.
The design choices we made in these various user studies and experiments
presented in this chapter were chosen in function of the technical possibilities,
project constraints or best practices at that moment. There are certainly other ways
of solving the issue of synchronization, which are not covered in this chapter.
However, we think that through these various examples, this chapter offers suffi-
ciently interesting insights and results that can inform other designers and devel-
opers that deal with synchronization.
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10.2 Synchronization in Second-Screen TV Applications
Second-screen applications are applications that offer content and interactivity
related to television on a different device. These applications make use of the fact
that many viewers are sitting in front of their TV with a smartphone, tablet or
laptop. The TV is implicitly understood to be the first screen, or the most important
screen, since the programs appear on this device.1 Smartphones, tablets or laptops
are explicitly called the second screen. In order to turn these second screens into an
advantage and use them to augment the experience, dedicated ‘companion’ apps are
created. In order to make this idea work, the first and the second screen need to
know about each other. Moreover, they need to be synchronized. Figure 10.3
shows an example of a second-screen application augmenting the experience of
watching a television drama titled ‘De Ridder’. The main character of the show is a
prosecuter. The second-screen application shows the actual text-messages charac-
ters in the drama receive; these messages cannot be seen by watching the TV.
Furthermore, certain legal terms that are used are explained in the second-screen
application when they are used on TV.
Fig. 10.3 Screenshot of the second-screen application for De Ridder
1Sometimes it is argued that in certain cases the tablet or smartphone is the first screen, and the TV
is in the background as a second screen. While we agree with this perspective as a possible use of
the term, our interest goes to those cases where TV is the first screen and other devices act as a
second screen.
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Figure 10.4 illustrates the place of synchronization in second-screen TV appli-
cations. On the left-hand side, a single user experience variant is shown. One
example is the example we just gave of a companion app augmenting the user
experience of a drama show. On the right-hand side, a social experience scheme is
shown. An example of this scenario is a quiz program on TV that can be played on
second-screen devices by several members in the home. The arrows indicate where,
and in what direction synchronization needs to be addressed. In this section, we will
discuss why this synchronization is important, how it impacts the user experience,
and how it can be taken into account via the design of the application and the TV
format.
10.2.1 Setting up the Synchronization Between the TV
and the Second Screen
Any second-screen experience that requires synchronization starts with setting up
the synchronization between the TV and the second screen. It is quite obvious to
state that making this process user friendly is important. But how exactly can this be
achieved? To start with, the procedure should consist of as few steps as possible.
When users have to spend too much time at this stage of the experience, it is likely
that they will lose interest, give up and do not make use of the second-screen
possibilities. If no or little registration details are required for the functioning of the
application, it is better not to ask the user to provide this information [20].
In the TV-RING project, using paper mock-ups and hybrid paper/digital
mock-ups, we explored and evaluated three different options for setting up the
synchronization between the TV and the second screen(s). In the first option, users
would scan a QR code, which appeared on the TV, with their second-screen device.
The second option was to enter a numerical code, which appeared on the TV, on
their second-screen device. Finally, as a third option, we explored a ‘Master’
system, in which one user would scan a QR code from the TV, making his/her
device the master device; the other users would then scan a QR code from the
master device. Figure 10.5 shows an overview of the paper mock-ups for syn-
chronizing the second screen with the TV at the start of the viewing experience.
Fig. 10.4 Synchronization in second-screen scenarios
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The TV mock-ups are shown at the top: on the left with a numeric code and on the
right with a QR code. The tablet screens are shown at the bottom. From left to right:
scan the QR code, enter the numerical code from the TV, the QR code on the
‘Master’ tablet that should be scanned by the others.
We found that the option with the QR code was the fastest and the least error
prone for participants with sufficient technical background. The latter is important
to note because some participants were not familiar with QR codes and did not
know how to proceed. During the evaluation with hybrid digital/paper prototypes,
some participants with less technical knowledge even wanted to scan the QR code
on the TV by pointing the screen of their tablet towards the TV. Consequently,
when thinking about making a second-screen application for a larger audience, it is
fairly realistic to assume that not everyone will have the same technological skills or
literacy. The option with the numerical code worked for everyone, whereas the
‘Master’ system was perceived as overly complex.
10.2.2 Usability of Second-Screen Applications
It is important to note that the interfaces of the first and the second screen should be
very easy to use, not only during the synchronization phase. When we consider TV
programs that make use of a second-screen app to augment the experience, the fact
that there is a second device and user interface automatically increases the cognitive
Fig. 10.5 Paper mock-ups for setting up synchronization with a second screen
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burden on the part of the user [2, 38]. One should avoid clutter on the interface and
ensure that only the necessary elements are present. A study on the effects of
second-screen use on comprehension of a news program, for example has shown
that the cognitive load during the use of second screens is higher compared to
during the use of just one screen [37]. The increased cognitive load leads to lower
factual recall and comprehension of news content. One way to make second-screen
designs more usable is to avoid too many instructions or text. We have found in our
prototype evaluations that users do not read most of them anyway.
Another general usability guideline is consistency. In this case, the design of the
user interface should be consistent on the TV as well as on the secondary device.
A classic example is the use of the four colour buttons on a remote control, typically
used in Teletext service and other interactive TV applications. These buttons are
laid-out in a specific order on the remote control: red, green, yellow and blue. When
a TV application would use these colour buttons to indicate the options that can be
triggered by the buttons, a consistent design will feature all of them on the first
screen in the same order as on the remote control. In the early user tests, the use of
prototypes that excluded two of the colour buttons as there were only two options
(yes and no) resulted in problems for colour-blind participants that did not know
what colour buttons to use. With the increased complexity of digital interfaces on
second-screen devices, designing consistent interfaces are even more of a concern.
10.2.3 Guiding Attention and Distraction to the Correct
Screen
Once the user has signed on and is about to enjoy the second-screen experience, a
delicate balance needs to be struck between offering sufficient opportunities for
engagement and overburdening the viewer on the second screen causing him or her
to be too much distracted from the program on TV. During our prototyping
activities in the TV-RING project, we explored many interactive features to aug-
ment the second-screen TV viewing experience of a quiz format. The fact that there
is an option to play along with a second screen makes viewers more motivated to
pay attention. They become very excited during the program because they want to
win the game. On the other hand, at times we introduced too many activities or
game features on the second screen, causing participants to be overwhelmed.
Consequently, they started paying less attention to the TV format and complained
that this impacted their experience in a negative way. They were not engaged with
the TV program anymore. Figure 10.6 shows two different philosophies of dis-
playing information that requires input from the user. On the left, most information
is shown on the tablet. On the right, the information is shown on the TV. Only the
input is foreseen on the tablet. In the latter case, the attention of the viewers is
mostly on the TV screen, which is felt by participants as providing a more social
experience. In contrast, the first option causes every viewer to spend more time
looking at their own tablet.
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An important way to avoid overburdening the viewer is to confine the
second-screen interaction to a limited number of decisive moments during the show
[3], and to limit the duration of this interaction. This design aspect was revealed
during co-design sessions in which participants were asked to create their own
second-screen application for an existing TV format. Most groups included a 30 s
timer, so that the user, after performing an interaction on the second screen, would
know that they could relax afterwards and just watch the program.
There are also broader issues to address. When input is expected from the user
on the second-screen application, there should be sufficient time for him or her to
grab the tablet from the coffee table, perhaps enter the pin code, start up the
application again, wait for the necessary connections to be made, and then allowing
the user to view the screen to understand what is required. In our evaluations in the
actual pilot deployments of applications in the TV-RING project, a number of
participants experienced difficulties because the questions appeared too early, or the
timer ran out too fast. Through auditory or visual means (e.g. an announcement of
the TV show presenter, a visual indicator on the first screen or an audio signal on
the second screen), the application should, therefore, announce that the user will
soon have the opportunity to use the second-screen application, giving him or her
sufficient time to prepare. In addition, a timer could be displayed so that the user
knows how much time he or she has left to enter the required input. This helps the
user to be ready in time, and provides moments of calmness afterwards. Finally, the
time synchronization between the first and the second screen has to be exact. Some
Fig. 10.6 Paper mock-ups with two approaches to providing input
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participants in the live pilot playing along in a quiz, reported that they could
sometimes wait until the right answer was shown on TV, and still had the time on
the second-screen device to change their answer. Obviously, this is something to
avoid at all costs.
Even when both interfaces are very well designed, the user experience can still
be hampered. Here, we are mainly talking about how attention diverts from one
screen to the next. Human attention, even only taking into account classical tele-
vision, is a very complex phenomenon [22]. Many researchers have expanded this
line of research by focussing on the distribution of human attention on multiple
screens, [2, 3, 6, 11, 23, 29, 33, 38]. Brown et al. [6] emphasized the importance of
taking into account the relaxed nature of television viewing, and studies how and
when attention shifts between screens in a natural setting using the eye-tracking
equipment. They discovered that the TV received approximately five times more
attention than the tablet. The length of the dwells on TV was considerably longer
than those on the tablet. Their study seemed to indicate that attention towards the
TV was caused by visual cues, and the attention towards the tablet by auditory cues.
Furthermore, automatic updates on the tablet attracted the view of the user after a
few seconds. A study by Holmes et al. [23] attributed 30% of the attention to the
tablet. The difference with the study by Brown et al. [6] is probably due to the
difference in program content. Both studies indicate that during less interesting
content such as commercials, attention is driven to the tablet.
The main idea is that attention can be drawn to a screen by using auditory, visual
or even haptic (in the case of tablets and smartphones) cues or stimuli. Neate et al.
[29] designed such an experiment to investigate which stimuli, and even combi-
nation of stimuli, would work best to steer the attention of the user. An important
finding was that auditory cues on the tablet attract the attention faster than visual
cues on the TV. An explanation for this is that humans can process auditory
information faster than visual information. However, the participants involved
subjectively preferred a notification on the TV. The insight is that the auditory cue
is more of a reflex in contrast with the notification on the TV. In the latter case, it is
more of a signal after which the user voluntarily decides to look at their second
screen. Neate et al. [29], therefore, recommend auditory cues when the new
information on the second screen only lasts a couple of seconds, and visual cues
when novel information on the tablet is available for a longer period of time. In
another experiment, Almeida et al. [3] recommend the combination of a visual
notification on TV and a haptic stimulus on the tablet.
Valuch et al. [33] studied yet another aspect of transferring the attention of one
screen to the next. More specifically, they investigated what happens after a cut is
made in the scene that is being shown. Their results indicate that after a cut, people
are more likely to pick up the scene at another location (the second screen for
example) when the scene on the new location is visually similar to the one made
before the cut. When a different scene is shown, it takes more time for people to
orient themselves after the cut.
282 J. Vanattenhoven and D. Geerts
An entirely different, but interesting approach to attention diversion in
second-screen applications was devised by Centieiro et al. [7]. Their idea was to
mostly avoid attention switches. They achieved this by designing a very easy-to-use
betting app on a smartphone, which users could employ to make a bet when a goal
was about to happen. Certainly, this will not be applicable to all types of interac-
tions in second-screen applications. However, it might be an interesting idea when
the response of the user is very time sensitive.
10.2.4 Synchronizing Time-Shifted Second-Screen
Experiences
A crucial element to consider in this chapter is what kinds of synchronization are to
be supported. After all, we do not only have linear broadcast television anymore.
People are increasingly watching content when it suits them; they watch content
on-demand. Furthermore, people also tend to go back in time to review what has
been offered before on the second-screen application [20]. Therefore, we distin-
guish three types of synchronization that impact the use of second-screen com-
panion apps: synchronization between the app and the TV show during the
broadcast; delayed viewing or time-shifting; and reviewing content.
In the first case, the content and interactivity of the second-screen application
need to be in sync with the content on TV. Viewers appreciate it a lot when updates
on the second screen are well synchronized with the show, but are easily annoyed
when content is badly synchronized as this interferes with their experience of the
television show. An interesting feature discussed in Geerts et al. [20], is the dis-
playing of a text message received by the main character on the TV program, on the
second screen. If the message on the second screen arrives too soon or too late, the
relevance of this message will be completely lost for the viewer.
Second, when viewing time-shifted content, viewers want to be able to use the
companion app in a synchronized way with delayed viewings [20], similar to how it
happens on live TV. An interesting approach to offering delayed viewing experi-
ences was designed and evaluated by Basapur et al. [5]. The prototype they
developed allows people to create contextual feeds that are synced to TV shows.
This means that friends can attach extra information and their own social comments
onto a feed that will be presented on a second screen. Later on, a viewer may watch
this TV program, and experience the social comments and additional information at
the same place in time as was originally created. In a way, social experiences are
transferred in time.
Finally, Geerts et al. [20] observed during an evaluation of a second-screen
prototype for a drama program on TV, that users sometimes wanted to break out of
the synchronization of the second screen with the TV show. In these instances, they
revisited second-screen content that was shown earlier on the TV show. At the time
of the evaluation the application did not allow viewers to revisit content after the
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end of the broadcast, although both viewers and broadcasters certainly were in
favour of such functionality.
10.2.5 Types of Content in Second-Screen Scenarios
Augmenting the experience with a second-screen app can be achieved in several
ways: interactive elements such as questions, polls, puzzles, etc., provide a very
active way of involving the audience. Figure 10.7 shows such a second-screen
application that was designed for a quiz on the Dutch public broadcaster’s show
‘Een tegen 100’ (one against one hundred). Viewers at home could play along using
their second-screen application (in this case a smartphone as shown on the right).
Viewers in the same room in the home could then compete against each other; the
scores of each player at home is shown on the TV screen using the HbbTV stan-
dard. So, this application augments the traditional viewing experience of a quiz by
actually allowing you to play along using the second-screen application. Moreover,
it is possible to add a social component if other people in the home want to play
along. In this section, we will describe the main types of content that can be used in
second-screen scenarios, and how their use can influence the experience.
One of the more popular means of providing additional interactivity for the
viewer is adding polls. In the TV-RING project, we investigated the use of polls in
an analysis of the second-screen application that was created for the drama program
‘De Ridder’ (see earlier). Participants indicated that they felt that the polls led to
more discussion inside the household. They also argued for more interaction
between the results of the poll and the storyline on the program. In other words, it
would be interesting if the results of the polls would determine at least parts of the
storyline. Obviously, this is not so easy to realize and requires a significant amount
Fig. 10.7 Screenshot of a second-screen application to play along with a quiz show
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of effort on the production side. Furthermore, we recommend to only include polls
that are really interesting, and we recommend to avoid showing them too often.
Some of our participants felt that they lost interest because of this. Therefore, it is
better to provide polls about topics that are not too trivial, and to avoid polls about
information that is too directly available by watching the program. For example, in
the drama program ‘De Ridder’, the second-screen application offered a timeline of
the episode, and showed quotes that were made by the characters in the show.
Participants in the study did not find this compelling at all, since it was just
repeating information that they just saw [20]. Polls or questions that are provocative
or polarizing are preferred. In the evaluation of the second-screen application for the
reality TV show ‘De Rijdende Rechter’, about a judge who drives around The
Netherlands to solve neighbourly disputes, the second-screen application included a
question that would ask the viewer which party in the dispute they thought was
right. Participants who evaluated the second-screen application when the program
was broadcast reported that this led to a lot of discussion in the household. As
mentioned earlier, allowing the poll results to have a real impact on, or presence, in
the actual TV program can greatly improve the second-screen experience. In those
cases, the results have to be analysed quite rapidly after the closing of the polls, this
analysis needs to happen behind the cameras, and the answers or input from the
viewers need to be edited. Then, great coordination is required to bring the pro-
cessed results from behind the cameras to the foreground of the program.
The genre of the program for which a second-screen application is created plays
an important role. Earlier research already showed its influence on the sociability of
Social TV applications [18]. For drama programs, such as ‘De Ridder’ which we
discussed earlier, it is quite difficult to provide interaction during the broadcast.
Viewers want to pay attention to the show. Therefore, they can become distracted
when the second-screen application interrupts the experience too often via polls or
information updates. When you offer very few updates, viewers reported to lose
track of the second screen entirely. The balance between offering sufficient updates
and too many updates is very difficult to realize in drama programs. In such genres,
we recommend to provide updates in-between broadcasts so as to keep the viewer
engaged for the next episode. This can be achieved by dropping hints, featuring
small trailers or providing elements of the back story.
Interesting explorations concerning second-screen applications in support of
drama programs on TV were conducted by Murray et al. [27] and Nandakumar and
Murray [28]. Their objective was to support drama programs with highly complex
story worlds. They designed and evaluated a synchronized, context-sensitive, and
character-focused app for the drama ‘Justified’. During an episode, the
second-screen app would display character info, based on the characters in the
scene on TV, and spatial cues that indicated the relationship between those char-
acters. Clicking the characters would display more detailed information. In addi-
tion, short video clips were available that could help viewers understand difficult
parts of the story. They found that users indeed were able to comprehend the
storyline better. But they were not always appreciative of the way the synchro-
nization was implemented. In the prototype, the TV program would automatically
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pause when a video on the second screen was started. The participants preferred to
be in control of when the TV program would pause. It is also clear from this
example that such support requires significant effort. After all, the second-screen
app should be in sync with the TV program, in order to know when to display the
relevant information.
Another type of content is available in the form of social media. In most cases
for second-screen use, integrating social media might distract the viewer from the
show. However, in a number of instances, viewers are actually interested to know
how other viewers feel about certain statements made in a program or on a
second-screen application. This was expressed by participants taking part in the live
pilot application of ‘De Rijdende Rechter’. When talking about this aspect, these
participants also mentioned other programs such as ‘Kassa’, a consumer program
critically investigating claims made by companies about products or services that
were not under evaluation in our project. Such programs, and perhaps also politi-
cally oriented programs, might provide a good opportunity to embrace the
user-generated content from Twitter for example. It is then critical to provide
sufficient editing of foul language, etc., if one wants to include such content into the
second-screen application. It will be also a challenge to make a workable selection
of interesting views to augment the discussion without making this aspect outgrow
the second-screen experience. It is possible in that case, that the viewer becomes
even more distracted from the TV program.
10.3 Synchronization in Social TV Applications
In this section, we present the main issues regarding good synchronization for
Social TV applications. The main objective is to support the social interaction
between participants using Social TV applications; their TV experience should be
Fig. 10.8 Synchronization in Social TV applications
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augmented, not impaired. Figure 10.8 illustrates the main elements in Social TV
experiences, and the lines along which synchronization needs to be addressed.
In Social TV applications, two types of synchronization issues are at play. On
the one hand, there is the synchronization of the communication channels. While
people are watching online video together, they can use voice chat and/or text chat
to engage in social interaction. These channels of communication resemble a
‘backchannel’ through which people can communicate about what happens on the
TV program. Similar to the second-screen phenomenon discussed in the previous
section, the TV is here considered to be the main focal point for the viewer’s
attention while communication tools, such as voice and text chat, form the sec-
ondary focus of attention. In the first part of this section, we will discuss how
synchronization plays a role regarding these communication channels.
On the other hand, there is the synchronization of content between remote
locations, while people are communicating. This is especially relevant for
Social TV as people want to create a shared watching experience, where bad
synchronization of the content they are watching can hinder the social interaction as
well as the overall experience. Issues related to synchronizing content while
communicating is discussed in the second part of this section.
10.3.1 Synchronizing Communication Channels
The two most important communication channels that Social TV applications offer
to enable TV viewers to interact with each other are voice chat (audio only) and text
chat, which are fundamentally different in nature. Communication channels can be
synchronized in two ways: either in relationship to the content (where users have to
carefully balance their attention between communicating and following the TV
program), or in relationship to other communication channels (i.e. synchronizing
the interaction with remote viewers). In both cases, the synchronization is more in
the hands of the viewers themselves, supported by the technology at hand. We will
discuss both perspectives in the following paragraphs.
In one of our earlier studies [17], voice chat has been found to feel more natural
and direct, compared to text chat. Moreover, people found that voice chat allows
them to follow the program more easily as they do not have to look at a keyboard or
other device while communicating. However, using voice chat during TV can cause
difficulties because viewers hear the sound of the TV and the sound of the person
with whom they are engaged in conversation. It becomes even more difficult when
the sound of the other person’s voice is transmitted through the same speakers as
the sound from the TV show [17]. Such problems make it harder for people to really
comprehend what happens on the TV program. Note that this is similar to what
happens when several people are engaged in conversation while watching TV in the
same room. A solution could be to provide a separate set of speakers for the voice
chat conversation so it is easier to distinguish it from the TV source.
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On the other hand, for an audience that has much more experience using text
chat applications in general, text chat showed to be much easier to combine with
watching TV, and would a very useful addition. Even so, when we evaluated text
chat in Social TV applications, we noticed that the act of communication requires
more (cognitive) effort, because all the messages have to be typed into an appli-
cation. Furthermore, people are required to look down for the typing (input), and to
see what they have typed and what their conversational partner has typed (output).
Therefore, they might sometimes miss what happens on the TV show—especially,
visual events that are not supported by any kind of audio. Dividing one’s attention
between the TV program and the text chat application is the cause of most prob-
lems. This is similar to what we have discussed earlier in the section on
second-screen applications.
While our lab study showed quite some benefits of voice chat over text chat,
mainly in relation to synchronize viewers’ communication activities with watching
the content, participants in a field study by Tullio et al. [32] preferred text chat over
voice chat. The main reason for this preference had to do with viewers synchro-
nizing their reactions with the communication of remote viewers. Using text chat,
the participants could decide when to react to a message from remote viewers.
Using voice chat, an immediate response is required as it is very unnatural or even
impolite not to respond when someone is talking. In practice, the participants of the
field study mixed both communication channels, depending on their needs, which
show that a flexible system offering various modes of communication is preferable
in a Social TV application.
10.3.2 Synchronizing Content While Communicating
When the challenge of synchronizing communication channels is solved, another
important challenge for Social TV is synchronizing the content that is being wat-
ched while communicating. Social TV applications aim to provide social viewing
experience across locations (Cesar and Geerts 2011). Although it is possible to chat
while watching different or unsynchronized content, this would not create a shared
social watching experience, so both locations would need to view the same events
at the same time [19]. In practice, this can be cumbersome to realize. The question,
therefore, becomes: how large can the timing differences become between the two
locations? This is especially relevant as not only on-demand content needs to be
synchronized, but live broadcast content can have quite big differences of multiple
seconds as well, e.g. because of the digitalization process. During big sports events
such as the FIFA world championship football this becomes very tangible, when
two adjacent pubs broadcast the same match, one using analogue TV and another
digital TV. When one of the teams score, the cheers can be heard in the first pub,
and only seconds later viewers in the second pub see the goal. This clearly creates a
completely different experience in both pubs [26]. Another synchronization prob-
lem occurs when the communication channel, text chat or voice chat, has some
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delay in relation to the TV program that is shown. Such synchronization issues have
a severe impact on the user experience. In the following paragraphs, we will discuss
these kinds of synchronization issues.
There are three important measures that can be used to evaluate synchronization
for Social TV applications: togetherness [39], noticeability and annoyance [16].
Togetherness refers to the goal we are trying to achieve via Social TV applications,
namely that people in different locations have an experience as if they are located in
the same room. Noticeability refers to the point at which the synchronization dif-
ference becomes noticeable. Finally, annoyance refers to the point at which the
synchronization difference becomes a problem for the people using the application.
A first important insight is that voice chatters feel slightly more together that text
chatters [16]. This might be caused by the fact that voice chat feels more natural
than text chat and creates more synchronized communication, as discussed earlier.
Second, a distinction needs to be made between active and non-active chatters. This
distinction is quite important since active chatters experience a higher level of
togetherness. Results have shown that there is no difference in togetherness between
voice chatters and active text chatters. Third, when evaluating synchronization
differences from 0 to 4 s, no significant differences for both noticeability and
annoyance are found when participants use text chat. This is perhaps due to the
asynchronous nature of text chat: people might attribute later responses of their
conversational partner to the fact that they just respond later. Fourth, when we
evaluate synchronization differences from 0 to 4 s for voice chat, there is a point
after which the synchronization difference becomes problematic. Up to 2 s people
tend not to notice, or be annoyed. When the synchronization difference becomes
larger than 2 s, the conversational partners will experience severe difficulties (see
Fig. 10.9). Finally, as the highest levels of togetherness were found at up to 1 s of
delay, the overall recommendation is that the maximum synchronization difference
Fig. 10.9 Noticeability and annoyance of play-out differences
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in Social TV applications should be 1 s. This result is partly in line with the study
of Mekuria et al. [26] on synchronization while watching a football match that
showed that 1 s is noticeable but not so annoying, and 4 s or more are very
annoying [26]. It is interesting that the threshold for noticeability of the delay is
lower for football matches than for quiz shows, which again highlights the
importance of program genres in relation to interactive features [18].
10.4 Conclusions
In this chapter, we have discussed the user experience of media synchronization
from various angles and in very specific scenarios. While the studies and results are
of course directly related to the applications we worked with, to conclude, we
would like to frame these issues in a larger perspective by drawing some more
general lessons learnt, as well as highlight some open questions that need to be
addressed still. The main lessons learnt we can identify, relate to usability, the role
of attention, the relationship of viewers with time, and the impact of genres.
First of all, and not surprisingly when talking about user experience, the usability
of any technical solution needs to be taken care of. Throughout the various user
studies we have conducted, bad usability always hindered the user experience, even
if the social interaction (or more broadly speaking ‘sociability’) was very well
designed. So in order to create a good user experience of synchronization, step one
is to make sure the setup and interaction related to synchronization are usable as
well.
Second, adding interactivity to television watching inevitably leads to a need for
attention management by the viewer. A smooth synchronization experience can
support this user task, by providing the right tools and context for users to manage
their attention between the different devices (in a second-screen scenario) or dif-
ferent activities (in a Social TV scenario).
Third, there are many different ways that timing and synchronization in media
consumption play a role, especially when adding social interaction between
viewers. There is synchronization of content on the first and the second screen,
complicated by the fact that watching TV and video is no longer live but
increasingly time-shifted. There is synchronization by viewers themselves between
communication channels when social interaction is involved. And there is syn-
chronization of content in remote locations when such a communication link is
provided. As such, there is not one way to think about the user experience of media
synchronization, and often these different types of synchronization need to be
combined—increasing the complexity of the solution offered.
Finally, all of our own studies, and many other studies in the related literature,
show the importance of program genres for the design of applications for interactive
television and online video. Synchronization is not an exception here, so any
solution will need to carefully consider the genre of the programs that are being
watched while adding interactivity to this viewing experience.
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Looking forward, we think that there is a need for more user research, both
qualitative user studies for in-depth knowledge on how to design better media
synchronization and quantitative experiments for teasing out specific aspects such
as tolerance for delays or preferences for certain solutions. The topic of genre seems
an area that still needs to be researched further, as most studies focus on one
specific TV program. Sports programs and quiz shows have been researched quite
well, but many other genres that also create social experiences or that can benefit
from second-screen interactivity such as soap operas or interactive documentaries
might bring up other synchronization challenges.
We hope that this chapter, by bringing together more than a decade of research
in the user experience of media synchronization, provided useful insights as well as
inspiration for further research into this exciting and quickly evolving area.
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Definitions
Time-shifting watching broadcasted video content at a different moment; (before
or after) it is being broadcast.
Second screen screen-based device such as a smartphone, tablet or laptop that is
used while watching television (the first screen).
Second-screen application an application that can be used on a laptop, tablet or
smartphone in conjunction with the television program.
Social TV Interactive application that allows television viewers in remote locations
to socially interact with each other.
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Chapter 11
Media Synchronization in Networked
Multisensory Applications with Haptics
Pingguo Huang, Mya Sithu and Yutaka Ishibashi
Abstract In this chapter, we explain the present status of studies for media syn-
chronization in networked multisensory applications with haptics. We also specify
the characteristics of haptic media and different features of haptic media from other
media such as olfactory, auditory, and visual media. By using such other media
together with haptic media, we can get higher realistic sensation when we use the
applications for various purposes such as remote education, entertainment, and
networked games. When multisensory media streams are transmitted over a net-
work like the Internet, the temporal relationships among the media streams may be
disturbed owing to the network delay, delay jitter, and packet loss. Thus, the quality
of experience (QoE) may seriously be degraded. To solve this problem, we need to
carry out media synchronization control. To achieve a high quality of media syn-
chronization, a number of media synchronization algorithms have been proposed so
far. Especially, in networked multisensory applications, we need to take account of
human perception of media synchronization errors in the algorithms. This is
because the requirements of media synchronization quality depend on types of
media. Some algorithms such as Virtual-Time Rendering (VTR) take human per-
ception of the errors into account. For example, VTR tries to accomplish the
synchronization by changing the buffering time of each media stream dynamically
according to the network delay jitter with several threshold values about the errors.
In the algorithms, instead of synchronizing the output timings of media streams
exactly, ranges of human perception such as the allowable range, in which users
feel that the synchronization error is allowable, the imperceptible range, in which
users cannot perceive the error, and the operation range, which is narrower than the
imperceptible range and should be kept usually, are taken into account for the sake
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of high synchronization quality. In this chapter, we explain the algorithms taking
account of human perception of the media synchronization errors and enhance other
algorithms such as the group (or inter-destination) synchronization control and the
adaptive Δ-causality control algorithms for simultaneous output-timing control
among multiple terminals by taking account of the perception. It is indispensable to
clarify the ranges by QoE assessment in networked multisensory applications. In
this chapter, we further make a survey of studies on the assessment. Finally, we
discuss the future directions of media synchronization in networked multisensory
applications with haptics.
Keywords Media synchronization algorithm ⋅ Networked multisensory appli-
cations ⋅ Haptics ⋅ Human perception
11.1 Introduction
Over the last decade, users around the world communicate with each other by using
high realistic multisensory applications which employ two or more senses for
various kinds of activities such as remote education, networked entertainment, and
networked games. In the recent years, the networked multisensory applications are
becoming more advanced by using haptic sense (i.e., the sense of touch) and
olfactory sense in addition to traditional visual and auditory senses [1–8]. Espe-
cially, haptic sense attracts the attention of users, researchers, and developers
because of its important contribution to high realistic networked multisensory
applications. In the networked multisensory applications with haptics, users can feel
the haptic sense when they touch objects by using haptic interface devices. They
can also feel the shape, weight, and softness of the objects. There is a wide spec-
trum of applications that incorporate haptic technology in the areas of music per-
formance, games, teleoperations, remote education, and so on [9–15].
When users at different places employ such applications together over a network,
multisensory media streams need to be synchronized. However, when multisensory
media streams are transmitted over a network which does not guarantee the Quality
of Service (QoS) [16] like the Internet, the temporal relationships among the media
streams may be disturbed owing to the network delay, delay jitter, and packet loss.
Thus, the quality of experience (QoE) [17] may seriously be degraded. To solve this
problem, we need to carry out media synchronization control [18–27].
To achieve a high quality of media synchronization, a number of media syn-
chronization algorithms have been proposed so far [19, 20]. Especially, in the
networked multisensory applications, we need to take account of human perception
of media synchronization errors in the algorithms. This is because the requirements
of media synchronization quality depend on types of media. Some algorithms such
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as Virtual-Time Rendering (VTR) [21] and the algorithms in [22] and [23] take
human perception of the errors into account for intra-stream synchronization and
interstream synchronization [24]. For example, VTR tries to accomplish the
intra-stream and interstream synchronization by changing the buffering time of each
media stream dynamically according to the network delay jitter with several
threshold values about the errors. In the algorithms, instead of synchronizing the
output timings of media streams exactly, ranges of human perception such as the
allowable range [22], in which users feel that the synchronization error is allow-
able, the imperceptible range [22], in which users cannot perceive the error, and the
operation range [23], which is narrower than the imperceptible range and should be
kept usually, are taken into account for the sake of high synchronization quality.
We can apply this idea to algorithms for simultaneous output-timing control among
multiple terminals which tries to output each media stream at the same time among
the terminals such as the dynamic local lag control, the group (or inter-destination)
synchronization control, and the adaptive Δ-causality control [25–27]. By taking
account of the human perception in the simultaneous output-timing control algo-
rithms, we can largely improve the simultaneous output quality.
In this chapter, we explain the algorithms taking account of human perception of
the media synchronization errors. We also enhance the simultaneous output-timing
control algorithms among multiple terminals by taking account of the perception.
In this chapter, first, we explain haptics in Sect. 11.2. Next, we make a survey of
networked multisensory applications with haptics in Sect. 11.3. We also discuss the
requirements for media synchronization in Sect. 11.4. We explain media syn-
chronization algorithms taking account of human perception in Sect. 11.5, and
enhance the simultaneous output-timing control algorithms in Sect. 11.6. It is
indispensable to clarify the human perception ranges by QoE assessment in net-
worked multisensory applications. Therefore, in Sect. 11.7, we further make a
survey of studies on the assessment. Finally, we discuss the future directions of
media synchronization in networked multisensory applications with haptics in
Sect. 11.8 and conclude the chapter in Sect. 11.9.
11.2 Haptics
The term “haptics” was descended from the Greek word “haptesthai” meaning
“relating to the sense of touch.” It was introduced by researchers in the area of
psychology at the beginning of the twentieth century to refer to touch of real objects
by humans. In the late 1980s, the term was redefined to include all aspects of
human–computer touch interaction [28, 29]. Nowadays, the term “haptics” is being
widely used in the areas of biomechanics, psychology, engineering, and computer
science for the study of human touch and force feedback. Haptic sensation can be
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perceived via haptic interface devices. Currently, there are a number of commer-
cially available haptic interface devices. In this section, we briefly discuss the haptic
interface devices and haptic media.
11.2.1 Haptic Interface Devices
By using haptic interface devices in networked virtual environments, users can get
the force feedback via the devices when they touch objects in 3D virtual spaces. By
comparing to video update rates, haptic interface devices need higher update rates
for the feeling of realistic touch. Current haptic interface devices have 1 kHz or
more input/output frequency [30, 31]. Because of this high-frequency rate, users
can feel the sense of touch naturally in the virtual environments. There are several
types of haptic interface devices such as 1-DoF (Degree-of-freedom), 2-DoF,
3-DoF, and 6-DoF devices [31, 32]. Degree-of-freedom means the freedom of
movement of the virtual object in the 3D space. As the number of DoF increases,
the device becomes more natural and intuitive, but it becomes more complicated
because the number of haptic sensors and actuators increase. By using 6-DoF haptic
interface devices, the virtual object can be manipulated in the directions of left/
right, up/down, and forward/backward, combined with changes in orientation (i.e.,
pitch, yaw, and roll). Examples of haptic interface devices are Geomagic Touch
(see Fig. 11.1a) [33], Geomagic Touch X (see Fig. 11.1b) [34], PHANTOM Pre-
mium 1.5 [35], Omega [36], SPIDAR-G AHS (see Fig. 11.1c) [37], Falcon (see
Fig. 11.1d) [38], Virtuose [39], HapticMaster [40], CyberGrasp, CyberForce [41],
and so on. All the devices excluding CyberGrasp and CyberForce are mainly
manipulated by a single interaction point, which a user operates to touch an object.
11.2.1.1 Geomagic Touch
Geomagic Touch [33] (formerly called PHANToM Omni) was developed by
Artificial Intelligence laboratory at MIT (Massachusetts Institute of Technology).
Spring-damper model is used for calculation of reaction force. The Geomagic
lineup of haptic interface devices includes Geomagic Touch, Geomagic Touch X
Fig. 11.1 Examples of haptic interface devices
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[34] (formerly called PHANToM Desktop), the family of PHANToM Premium
models [35], and the Touch 3D stylus [42].
The Geomagic Touch can work in the workspace of 6.4 Width, 4.8 Height, and
2.8 Diagonal in inches. The force feedback can be got in 3-DoF, the positional
sensing can be got in 6-DoF. The maximum reaction force is 3.3 N. The workspace
of Geomagic Touch X is within 6.4 Width, 4.8 Height, and 4.8 Diagonal in inches.
Like the Geomagic Touch, the force feedback can also be got in 3-DoF, and the
positional sensing can be got in 6-DoF. The maximum reaction force is 7.9 N. The
Touch 3D stylus is a new product of Geomagic and it is mainly intended for making
3D designs. Instead of a cursor of the device in a virtual space, sculpting tools can
be used for 3D design. The PHANToM Premium lineup models include two High
Force (HF) models and three 6-DoF devices.
11.2.1.2 SPIDAR
SPIDAR [37], which was developed by Sato Laboratory of Tokyo Institute of
Technology, is a string-based haptic interface device. It is a two-handed
multi-finger haptic interface device. SPIDAR has eight fingertip attachment devi-
ces in which each fingertip attachment device is connected to three strings. The
device calculates the positions of user’s fingertips by using the lengths of three
strings connecting to the fingertip attachment devices, and gives force feedback
when the positions of user’s fingers contact with a virtual object.
11.2.1.3 FALCON
FALCON [38] was developed by Novint Technologies, Inc. Three arms are con-
nected to three motors in the main body, and a user can control a movable ball grip
at the intersection of three arms. When the arms move, optical sensors attached to
the three motors keep the track of the movements of the arms. Based on the
positions of arms, the position of 3D cursor is calculated by a mathematical function
called “Jacobian”. The force feedback is applied to the grip in any direction at every
millisecond.
11.2.2 Haptic Media
In networked virtual environments, information about haptic sense can be trans-
mitted as media units (MUs) [21] between users’ terminals. The MUs are infor-
mation units for media synchronization, each of which includes the position
information of haptic interface device, information about reaction force, timestamp
11 Media Synchronization in Networked Multisensory Applications … 299
which represents the input time of the MU, and its sequence number. There are at
least two control schemes in haptic media transmission [43, 44]. One is the posi-
tion–position control scheme [45], and the other is the position–force control
scheme [46]. In the position–position control scheme [45], each terminal calculates
the reaction force applied to its haptic interface device or an object according to the
positional information (i.e., position of haptic interface device or an object at the
other terminal) provided from the other terminal and the position information of the
device. In the position–force scheme [46], a terminal calculates the reaction force
applied to its haptic interface device based on the information about the reaction
force sent from the other terminal. The reaction force sent by the other terminal is
multiplied by a gain coefficient.
11.3 Networked Multisensory Applications with Haptics
There are various kinds of networked multisensory applications with haptics in both
virtual and real environments. In this section, we explain some examples of the
applications.
11.3.1 Applications in Virtual Environment
In virtual environments with only visual and auditory senses, user capabilities are
limited to interact with the other users or objects in the same virtual environment.
By using haptic interface devices, users are able to touch, feel, and manipulate 3D
objects in virtual environments.
There are various multisensory applications with haptics in networked virtual
environments. Examples of the applications are remote education such as the
remote ikebana (Japanese flower arrangement) (see Fig. 11.2a) [9], networked
real-time games such as the networked fruit harvesting game (see Fig. 11.2b) [8]
and the networked balloon bursting game (see Fig. 11.2c) [10], networked
Fig. 11.2 Examples of applications
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entertainment such as the networked haptic drum performance (see Fig. 11.2d)
[11], and telemedicine such as the remote surgical training [12].
11.3.1.1 Remote Ikebana
In the remote ikebana [9], a teacher at a terminal can teach a student at a remote
terminal how to arrange flowers. The teacher and student share a 3D virtual space
surrounded by walls, a floor, and a ceiling. In the virtual space, there are flowers,
one table, a flower vase which has a flower pin holder, and a pair of scissors. By
manipulating a haptic interface device, the teacher or the student can hold a flower,
adjust the length of the held flower’s stem with the pair of scissors, and impale the
flower on the flower vase. He/she perceives the reaction force via the haptic
interface device when he/she touches the flower’s stem or scissors, adjusts the
flower, or impales the flower on the flower vase. He/she also perceives the smell of
the flower via an olfactory display, when the flower is close to his/her viewpoint.
11.3.1.2 Networked Fruit Harvesting Game
In the networked fruit harvesting game [8], two users (a harvester and a harvest
impeder) play the game together. In a virtual space of the game, there are some trees
bearing three kinds of fruits. The smell of a fruit is randomly selected from among
the three kinds of fruits. The harvester or harvest impeder can touch or pick a fruit
by manipulating his/her haptic interface device. When he/she pulls a fruit, the
reaction force is generated. If the reaction force exceeds a threshold value, the fruit
pulled by him/her is picked off. He/she can also perceive the smell of fruit generated
from an olfactory display by moving the fruit picked off toward his/her viewpoint.
The harvester picks a fruit, smells the fruit, and judges whether the smell is in
agreement with its appearance or not. If the smell is in agreement with its
appearance, he/she harvests the fruit. Otherwise, he/she discards the fruit. The
harvest impeder picks a fruit and moves it toward the harvester’s viewpoint to
interfere with the harvester. By doing so, it is difficult for the harvester to judge the
correct smell.
11.3.1.3 Networked Haptic Drum Performance
In the networked haptic drum performance [10], users share a drum set which
consists of high-hat cymbals, a snare drum, a bass drum, and a floor tom in a 3D
virtual space. The two haptic interface devices at each terminal are used to move a
pair of drumsticks in the virtual space. When each drumstick hits a drum
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component, the user can perceive the reaction force through the haptic interface
device, and a sound depending on the drum component is generated.
11.3.1.4 Networked Balloon Bursting Game
In the networked balloon bursting game [11], each of the two players bursts bal-
loons (i.e., soft objects) with his/her haptic interface device in a 3D virtual space.
The two players compete with each other for the number of burst balloons. Each
player employs his/her haptic interface device to move the virtual stylus in the 3D
virtual space. When the player touches the balloon with the tip of the stylus, the
reaction force is perceived through the haptic interface device; he/she can feel the
softness of the balloon. The balloon is distorted when the player pushes it with the
stylus. If he/she pushes it strongly, the balloon is largely distorted, and it is burst
and disappeared. Then, he/she hears a sound of bursting it via his/her headset.
11.3.1.5 Remote Surgical Training
In a remote surgical training [12], an instructor and a student who are located in
different remote places work together in the same virtual space, which contains 3D
model of body organs. The instructor teaches the student how to operate a gall
bladder removal. When they touch, grasp and stretch the body organs by using their
respective haptic interface devices, they can feel the reaction force of the body
organs according to the softness of the organs. The instructor can also control the
student’s hand. The student can feel the reaction force of the instructor’s guiding
hand and vice versa. They can apply diathermy to tissues and clip or cut ducts in the
virtual space. If they accidentally cut the gall bladder or duct, it will bleed. Also, in
the virtual space, the instructor is able to annotate the scene by drawing arrows,
circles, and lines in 3D using the phantom’s button.
11.3.2 Applications in Real Environment
11.3.2.1 Remote Penmanship
In the remote penmanship [13], a teacher at a terminal teaches a student at a remote
terminal how to write characters or draw figures. The two terminals are connected
via a network. The teacher and students can watch a video of the other terminal on a
display at their respective terminal. A whiteboard marker is attached to the stylus of
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each haptic interface device. The teacher can control the student’s device by using
his/her device.
11.3.2.2 Networked Ensemble
In the networked ensemble [14], a user at a terminal controls a haptic interface
device at a remote terminal by his/her device. In this way, he/she can hit a tam-
bourine placed at the remote terminal according to the sound of a keyboard har-
monica played by a user of the remote terminal.
11.3.2.3 Remote Surgical Robot System
In a remote surgical robot system [15], a TCP/IP network connects the patient site
and the surgeon site. At the patient site, two surgical manipulators are placed over
the patient. The two haptic interface devices at the surgeon site control the
manipulators at the patient site.
11.4 Requirements for Media Synchronization
As described in the previous section, in the networked multisensory applications,
when MUs are transmitted over a network which does not guarantee the QoS, the
temporal relationships among the MUs may be disturbed owing to the network
delay and delay jitter (see Fig. 11.3 through Fig. 11.5). In Fig. 11.3, where a single
media stream is transmitted from a source to a destination, the input intervals
between MUs may be disturbed. In Fig. 11.4, where multiple media streams are
transmitted, the temporal relationship among media streams may be disturbed. In
Fig. 11.5, where a single media stream is transferred from a source to multiple
destinations, the group synchronization may be disturbed (see Fig. 11.5).
In [47] through [49], the authors investigate the influences of interstream syn-
chronization errors among multiple media streams in applications using haptics by
experiment. Experiment results show that QoE is deteriorated as the network delay
and delay jitter increase. Especially, when the delay differences (synchronization
errors) among different media streams are large, QoE is seriously deteriorated.
In [50], the authors investigate the influence of network delay on the fairness in a
networked real-time game. Experiment results show that the difference in network
delay between different destinations affects the fairness.
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Therefore, it is necessary to carry out media synchronization control to preserve
the timing relation between MUs (i.e., intra-stream synchronization control) for
each media stream, to keep the temporal relationship among multiple media streams
at each destination (interstream synchronization control), and to output each MU
simultaneously at different destinations (group synchronization control).
Fig. 11.3 Influence of network delay and delay jitters in single media stream
Fig. 11.4 Influence of network delay and delay jitters among multimedia streams
Fig. 11.5 Influence of network delay and delay jitters among different destinations
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11.5 Media Synchronization Algorithms Taking Account
of Human Perception
There are many media synchronization algorithms which have been proposed to
improve the quality of media synchronization. In this section, we introduce media
synchronization algorithms taking account of human perception. Before introducing
the algorithms, we will introduce the Virtual-Time Rendering (VTR) algorithm
since it is employed in the algorithms.
11.5.1 Virtual-Time Rendering Algorithm
In [21], the authors employ the VTR algorithm for haptic media synchronization. In
the VTR algorithm, when the network delay jitter is smaller than an estimated value
of the maximum network delay jitter (i.e., the buffering time of the first MU [21]),
the time at which the MU should be output is defined as the ideal target output time.
When the network delay jitter is larger than the estimated value, the algorithm
introduces the target output time, which is calculated by adding/subtracting a time
(called the slide time ΔSnð Þ) to/from the ideal target output time. The slide time is
determined as follows.
Let Tn, An, xn, tn, dn, ΔSn denote the generation time, arrival time, ideal target
output time, target output time, scheduled output time (an instant recommended for
the algorithm), and slide time, respectively, of the n-th MU. When dn − tn > Th2
(> 0), the slide time is set to dn − tn, where Th2 is a threshold value which is used to
judge whether the target output time should be delayed or not. When the target
output time is later than the arrival time (An ≤ tn), the algorithm determines the
scheduled output time by advancing the target output time (i.e., the virtual-time
contraction). That is, dn is set to max (tn − r, xn, An) and the slide time is set to –min
r, ∑n− 1i=1 ΔSi
 
when tn − Tn > Δal, or when a certain period of time has elapsed
since the last late arrival or the last virtual-time contraction, where r is a positive
constant and Δal is the maximum allowable delay. Otherwise, if An > tn, the
scheduled output time is set to the arrival time. When multiple MUs have the same
scheduled output time (for example, when multiple MUs arrive at almost the same
time), since the output duration of each haptic MU is 1 ms [21], the algorithm
cannot shorten the output duration of an MU, and the virtual-time contraction
brings discarding MUs.
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11.5.2 Enhanced Virtual-Time Rendering Algorithm
In [22], the authors propose a media synchronization algorithm for haptic media
and voice by enhancing the VTR algorithm. In order to keep high quality of
intra-stream synchronization at the expense of slight deterioration in the interstream
synchronization quality, two types of error ranges are employed in the proposed
algorithm. One is the imperceptible range, in which users cannot perceive the error,
and the other is the allowable range, in which users feel that the synchronization
error is allowable.
In the proposed algorithm, for inter-synchronization, the haptic stream is
selected as a master stream, which is the most important and/or the most sensitive to
intra-stream synchronization error, and the voice stream is selected as a slave steam,
which is synchronized with the master stream. This means that the output timing of
master stream (haptic stream) is not affected by the slave stream (voice), and that
intra-stream synchronization control is carried out over the master stream. The
algorithm prioritizes the intra-stream synchronization quality of voice over the
interstream synchronization quality. That is, it does not always start outputting the
first haptic and voice MUs simultaneously. In order to keep high quality of inter-
stream synchronization, it introduces two types of error ranges: the imperceptible
range and allowable range of interstream synchronization error (see Fig. 11.6,
where the n-th MU of the master stream has the same timestamp as the m-th MU of
the slave stream (voice) and the two MUs should be output at the same time). If the
interstream synchronization error is out of the allowable range as shown in
Fig. 11.6, the algorithm tries to reduce the error gradually until the error enters the
imperceptible range. The effects of the proposed algorithm is investigated by
implementing the algorithm in a collaborative haptic work, and experiment results
Fig. 11.6 Imperceptible range and allowable range in enhanced Virtual-Time Rendering
algorithm
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show that the algorithm can keep high quality of intra-stream synchronization at the
expense of slight deterioration in the interstream synchronization quality.
11.5.3 Interstream Synchronization Algorithm with Group
Synchronization Control
In [23], the authors propose interstream synchronization algorithm which uses
group (inter-destination) synchronization control. The algorithm allows interstream
synchronization errors among multiple media streams to some extent to obtain high
quality of intra-stream synchronization of multiple media streams.
Different to the interstream synchronization algorithm described in the previous
subsection, in the proposed algorithm, all the streams are handled as master streams
(i.e., the interstream synchronization control of the VTR algorithm is not carried
out). In order to achieve interstream synchronization among the streams, group
synchronization control is carried out over all the streams. In the algorithm, all the
master streams employ the VTR algorithm for intra-stream synchronization, and the
destination gathers information about the output timing of each master stream when
the output timing is changed by the VTR algorithm. Then, the destination deter-
mines the reference output timing by using the output timings of all the master
streams. The proposed algorithm uses the two ranges; one is the imperceptible
range, and the other is called the operation range (see Fig. 11.7). The operation
range is defined as a range of the error which should be kept usually and is narrower
than the imperceptible range for safety. When the interstream synchronization error
is within the operation range, the current output timing is employed as the reference
output timing. When the interstream synchronization error goes out of the imper-
ceptible range, the control tries to change the output time gradually by modifying
Fig. 11.7 Imperceptible range and allowable range in interstream synchronization algorithm with
group synchronization control
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the reference output timing so that the error enters the operation range. We explain
how to modify the reference output timing in the latter case by using two media
streams (say streams 1 and 2). When the current output timing of stream 1 Δð1Þ
 
is
later than that of stream 2 Δð2Þ
 
, and the interstream synchronization error exceeds
the upper limit of the operation range RH 1, 2ð Þoperation
 
, the algorithm tries to delay Δð2Þ
up to Δð1Þ − RH 1, 2ð Þoperation. However, in order to change the output timing gradually, for
stream i (i = 1 or 2), there exist maximum and minimum values of ΔðiÞ and denoted
by Δ ið ÞH and Δ
ið Þ
L , respectively. If Δ
ð1Þ − RH 1, 2ð Þoperation ≤ Δ
2ð Þ
H , the reference output timing
of stream 2 is set to Δð1Þ − RH 1, 2ð Þoperation and Δ
ð1Þ is employed as the reference of output
timing of stream 1. Otherwise, if Δð1Þ − RH 1, 2ð Þoperation > Δ
2ð Þ
H , Δ
2ð Þ
H is employed as the
reference output timing of stream 2, and the algorithm tries to advance Δð1Þ up to
RH 1, 2ð Þoperation + Δ
2ð Þ
H . If R
H 1, 2ð Þ
operation + Δ
2ð Þ
H ≥ Δ
1ð Þ
L , the reference output timing of stream 1
is advanced up to RH 1, 2ð Þoperation + Δ
2ð Þ
H . Otherwise, the Δ
1ð Þ
L is employed as the reference
output timing of stream 1.
The authors also investigate the effect of the proposed algorithm in a remote
control system with haptic media and video. Experiment results show that the
algorithm behaves properly at a high level of quality.
11.6 Enhancement of Simultaneous Output-Timing
Control
There are several types of simultaneous output-timing control such as the dynamic
local lag control [25], group (or inter-destination) synchronization control [26], and
the adaptive Δ-causality control [27]. When there are inter-destination errors, the
types of control try to reduce the errors to zero. Normally, all the destinations try to
synchronize with a destination which has the latest output timing (i.e., the desti-
nation has the largest delay and/or delay jitter, and the reference output timing is set
to the latest output timing) so that all the destinations can output MUs simultane-
ously. This means that the destinations which receive MUs earlier need to delay the
output of the MUs, and the interactivity and the quality of intra-stream and inter-
stream synchronization may largely be degraded. Therefore, we can enhance the
simultaneous output-timing control by taking account of human perception (i.e., the
allowable range, imperceptible range, and/or operation range).
The dynamic local lag control is proposed for sound synchronization in net-
worked virtual ensembles [25]. Under the control, each source buffers local
information for Δ seconds (called the local lag) which is dynamically changed
according to the network delay from the other terminal to the local terminal so that
the user hears the sounds simultaneously. For example, in the networked haptic
drum performance which employs the dynamic local lag control [25], two users try
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to hit a drum set in a 3D virtual space synchronously. The sound information of
local terminal is buffered by Δ seconds, which is set to the same value as the
network delay from the other terminal to the local terminal. After buffering, the
sound is output. At the time, the terminal receives the sound information trans-
mitted from the other terminal and outputs the sound. Therefore, the user at the
local terminal hears the sounds at the same time. We can take account of the human
perceptions in the control. That is, the control adjusts the output timing of MUs
only when the errors (differences) between the value of Δ calculated from the
current network delay and the value of Δ used for the latest output MU are larger
than the allowable or imperceptible range.
As for the group synchronization control, when each destination receives or
determines the reference output timing, the destination gradually adjusts its output
timing to the reference output timing [26]. As shown in Fig. 11.8, instead of
synchronizing the output timings of MUs exactly, ranges about human perception
such as the allowable range, in which users feel that the group synchronization error
is allowable, and the imperceptible range, in which users cannot perceive the error,
can be taken into account for the sake of high synchronization quality. Please note
that in Fig. 11.8, the intra-stream synchronization control and group synchroniza-
tion control are carried out for haptic media. Similar to the two types of control in
[22] and [23], if the group synchronization errors are larger than the allowable
range, the enhanced group synchronization control reduces the errors gradually
until the errors enter the imperceptible range. If the group synchronization errors are
within the allowable range but outside the imperceptible range, the enhanced
control carries out only intra-stream synchronization control.
In the adaptive Δ-causality control, each MU has a time limit which is equal to
the generation time of MU plus Δ seconds, and the value of Δ is dynamically
changed according to the network delay and delay jitter [51]. However, the output
of MUs are delayed by Δ seconds; this leads to the damage of interactivity at the
destinations which receive MUs earlier. Therefore, we can also enhance the control
by using the human perception. For example, when the errors (differences) between
Fig. 11.8 Enhancement of group synchronization control
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the values of Δ calculated from the current network delay and the value of Δ used
for the latest output MU are outside of the allowable range or imperceptible range,
the control starts to adjust the output timing of MUs.
11.7 Human Perception of Media Synchronization Errors
As described above, we can take account of human perception of media synchro-
nization errors for high quality of media synchronization. There are a number of
studies which focus on the influences of media synchronization errors on QoE [8,
47–50, 52, 53].
In [50], the authors investigate the fairness between two users when there exist
delay differences in a networked real-time game with haptics. Experiment results
show that the network delay differences larger than about 30 or 40 ms lead to
unfairness; when the network delays of users are smaller than about 30 ms, it
difficult to perceive unfairness.
In [47], the authors investigate the influence of synchronization error between
haptic media and video in a system which transmits haptic media and video of a real
object located at a remote place. Experiment results show that when the synchro-
nization errors smaller than around 240–320 ms, as the network delay of haptic
media increases, the synchronization error becomes easier to be perceived. In [48],
the authors investigate the influence of interstream synchronization error in a
teleoperation system with 3D (stereoscopic) video and haptic media. Experiment
results show that the interstream synchronization quality is the highest when the 3D
video and haptic media are output at the same time or the 3D video is output
slightly ahead of haptic media. In [49], the authors investigate the influence of
interstream synchronization errors among haptic media, sound, and video in a
networked ensemble with a keyboard harmonica and a tambourine. Experiment
results show that when the network delay of haptic media is 10 and 50 ms, in the
case where one media stream’s network delay is different from those of the other
two media stream, interstream synchronization errors less than about 160 and 80 ms
are allowable; in the case where the network delays of the three media streams are
different from each other, interstream synchronization errors less than about 120
and 40 ms are allowable.
In [52], the authors investigate the influence of interstream synchronization error
between olfactory and haptic media in a harvesting fruit system by QoE assessment.
Experiment results show that (only in the case where the olfactory media are output
earlier than haptic media) when the interstream synchronization errors are from
500 ms to around 1000 ms, users hardly perceive the errors; when the synchro-
nization errors are from about 110 ms to around 1100 ms, the errors are allowable.
In [8], the authors investigate the fairness between players in a fruit harvesting
game using haptics and olfaction. Experiment results show that when the network
delay at one terminal is 700 ms and the difference in network delay between two
terminals is from about −200 to 200 ms, the fairness is high; when the network
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delay at one terminal is 1000 ms and network delay at other terminal is larger than
around 900 ms (smaller than 1500 ms in the experiment), the fairness is also high.
In [53], the authors investigate the influence of network delay on the fairness
between two players in a networked balloon bursting game with olfactory and
haptic senses by QoE assessment. Experiment results show that the network delay
differences (synchronization errors) from −150 to 150 ms are allowable.
From the above studies, we can see that there exists allowable range and
imperceptible range of media synchronization errors, and the ranges depend on the
media types. The human perception of media synchronization errors is summarized
in Table 11.1.
11.8 Future Directions
In the future directions of media synchronization in networked multisensory
applications with haptics, as we described above, it is important to clarify the
human perception of media synchronization errors since most of the human per-
ceptions are unclarified as shown in Table 11.1. Therefore, we can enhance the
media synchronization control by using the human perception of media synchro-
nization errors. Also, it is important to investigate the effects of the enhanced media
synchronization control by implementing the control in different types of
applications.
Furthermore, there is the mutually compensatory property among multiple media
in [54] and [55]. Therefore, it is important to take the property into account for
media synchronization.
11.9 Conclusions
In this chapter, we introduced the present status of studies for media synchro-
nization in networked multisensory applications with haptics. We explained what
haptic is, and introduced the applications and the media synchronization algorithms
taking account of human perception in the applications. Furthermore, we enhanced
simultaneous output-timing control by taking account of human perception. In
addition, we made a survey of studies which investigate the human perception of
media synchronization errors. Finally, we discussed the future direction of media
synchronization in networked multisensory applications with haptics.
As our future direction, we need to clarify the human perception of media
synchronization errors and enhance media synchronization control by taking
account of the human perception. We also need to continue to make a survey of
studies which focus on the media synchronization and clarify the human perception
of different types of media in the future.
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Definitions
Quality of Service (QoS) QoS is the quality of service which is provided from a
layer to its upper layer in network layer model and it is defined as how much the
service is faithful to the ideal situation.
Quality of Experience (QoE) QoE is also called the user-level QoS. QoE is the
quality which is perceived subjectively and/or experienced objectively by
end-users.
Human perception Human perception is the mental process in which human
beings perceive or recognize an object or idea. In this chapter we quantitatively
express human perception of synchronization error as ranges in which users can
feel/perceive/allow the synchronization error.
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Chapter 12
Olfaction-Enhanced Multimedia
Synchronization
Niall Murray, Gabriel-Miro Muntean, Yuansong Qiao and Brian Lee
Abstract This chapter introduces olfaction-enhanced multimedia synchronization
and focuses on two key aspects: the specification of olfaction-enhanced multimedia,
including the temporal relations between the media components; and secondly, the
implementation of synchronized delivery of olfaction-enhanced multimedia. The
relevance of this topic is supported by the fact that recently, multimedia researchers
have begun to work with several new media components such as olfaction, haptic
and gustation. The characteristics of these multisensory media differ significantly
from traditional media. Multisensory media components cannot be classified as
being continuous or discrete. Olfaction, the sense of smell, in particular, raises
numerous research challenges. Synchronization, perceptual variability, sensor and
display development are just some of the avenues among many others that require
efforts from the research community. In terms of synchronization, implementing
synchronized delivery as part of transmission across constrained networks is not the
key research challenge (although adaptive mulsemedia delivery can play an
important role here). Rather the principal problem, from a synchronization per-
spective, is understanding the experiential attributes of olfaction with respect to the
temporal relations with other media components and the effect of these on the user’s
perceived Quality of Experience (QoE). This task is non-trivial. There are many
facets unique to olfaction, which need to be understood in order to design and
execute even the most basic of evaluations. In this chapter, we present and discuss
the results of a subjective study which considered the above-mentioned “specifi-
cation” and “implementation” challenges. In particular, we focus on analysing the
user’s ability to detect synchronization error and the resultant annoyance levels of
synchronization error.
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12.1 Introduction
Multimedia systems have generally transmitted various types of continuous and
discrete media: audio, video, text and graphics [1]. These types of media compo-
nents are now ubiquitous and are integrated as part of our daily lives as we both
consume and produce such types of content. However, they have primarily focused
on stimulation of the human senses of vision and audition. Sporadically over time
and more recently, the research community has reported works that have stimulated
other human senses: tactile [2], gustatory and olfaction [3]. Such efforts have been
described with terms like: multi-modal media [4], sensory experiences [5], multiple
sensorial media (mulsemedia) and multisensory media [6, 7].
Olfaction, the sense of smell, has been used along with other media components
in the literature, as it is assumed that enhancing audiovisual content with scent will
increase the viewer’s comprehension and sense of reality. Applications of olfaction
can also be found in domains such as gaming [8], health [9], education [10],
training [11] and tourism [12]. Fundamental to any of these application areas is the
synchronized delivery of media components from the user-perceived perspective.
There are numerous suggested advantages of correctly presenting olfaction as part
of a multisensory experience, such as: increased sense of presence, immersion and
generally higher levels of user’s perceived QoE. Claims have also been made with
respect to benefits in terms of information recall [13] and as a form of therapy [9].
The purpose of this chapter is to highlight the potential of olfaction-enhanced
multimedia experiences and present the existing findings in relation to synchro-
nization evaluations.
12.1.1 Applications Domains for Olfaction-Enhanced
Multimedia
This section introduces the reader to a number of different application domains
where olfaction-based multisensory experiences can be of beneficial. It comple-
ments previous works [11, 14, 15, 16], which have highlighted the applications of
olfaction-enhanced multimedia in areas such as health, education, tourism, enter-
tainment, film and virtual reality (VR).
12.1.1.1 Olfaction in Entertainment, Film Industry, Gaming
and Virtual Reality
Of all the domains where olfaction-enhanced multimedia experiences could be
applied, a common belief is that first adopters will be in the areas of entertainment,
gaming and film. Firstly, these genres have significant financial backing for
exploring new avenues for revenue generation, but also these application domains
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rely heavily on high degrees of user enjoyment. Hirota et al. in [12] reported on
their work on multisensory theatre development. This multisensory theatre sup-
ported the sensory effects of: olfaction and wind as well as audiovisual media
streams. Indeed, many franchises of the 4DX technology from CJ 4DPLEX [17], (a
multisensory theatre system), are to be found across many cities around the world.
The 4DX technology theatres support tactile, olfaction, mist and wind among many
others.
More aligned to academic research and with respect to VR applications, [18]
investigated user perception of smell in real and virtual environments. It highlighted
the variable and perpetual nature of olfaction and the importance of considering the
same. In [19, 20], the influence of audio, scent and temperature on viewer’s ability
to perceive the quality of graphics a virtual environment was investigated. They
found significant impairment in the user’s ability to detect degradations in visual
quality due to the presence of multisensory components. Narumi et al. [21] eval-
uated a VR-enhanced multisensory system. Forty-four participants experienced six
cookie appearances/scent combinations and were then queried in terms of their
perception and ability to identify the flavour of a plain cookie when its appearance
and scent were changed. In over 79% of the trials, a change in taste was reported. In
[22], Covarrubias et al. presented an interactive and immersive multisensory VR
system that could support upper-limb motor rehabilitation. As a form of interactive
feedback, the system presented one of three odours (orange, chocolate and rose).
The initial findings suggested such a multimodal system increased the users’ sense
of presence and attention.
12.1.1.2 Olfaction in Tourism
The area of digital heritage has gained significant interest in the last decade, and not
surprisingly according to Hoven [23], olfaction has actually been incorporated into
tourism experiences more than one might expect. One of the motivations for
including multisensory components is to bring visitors beyond “browse mode”. In
the context of engagement and moving beyond the browse mode, the “Universal
Scent Blackbox” reported in [24] provided a system that allowed visitors to
experience pleasant and unpleasant scents as they moved between different city
models in the museum. In [25], Hiroshi et al. also presented an interactive multi-
sensory tourism experience which included visual, audition, tactile and olfaction.
The aim of their system was to support multisensory experiences in addition to
naturalistic interaction. They introduced the exciting olfactory display, the
“micro-aroma-shooter”, which has the benefit of being small yet still supporting
“ejected” scent delivery. Fernstrom et al. [26] introduced the possibility of “hy-
brids” between arcades and museums allowing an interactive and multisensory
experience. Addition of these multisensory components added value to the visitor
experience. Tuan [27] presented the association between smells and locations and
discussed how scent adds character making them easier to recall, whilst Porteous in
[28] defined the term “smellscape”, highlighting the relationship further between
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places and smells. Furthermore, Hall et al. in [29] reflected that olfaction supports
an “authenticity to an experience”. In [30], Cheong et al. stated that future VR
systems incorporating multisensory stimuli may be a “threat” to the traditional
model of tourism. Dann et al. in [31] outlined and discussed the multisensory
experiences at Walt Disney World. The use of olfactory data in other tourist sites,
like the Guinness Storehouse and the bow street old Whiskey Distillery in Dublin,
is discussed in [32].
12.1.1.3 Olfaction in Education and Training
Gardner’s multiple intelligence theory proposed the idea of learning through vari-
ous sensory channels and how such learning imitates learning in our natural
environments [33]. The authors of [34] reviewed studies that indicate how “learning
mechanisms operate optimally under multisensory conditions” concluding that
multisensory experiences should be more effective than single modality learning as
long as the congruency of the stimuli is consistent with real-world experiences.
A similar theory was proposed by Haverkamp et al. in [35]. In terms of olfaction
and memory, [36] proposed a basic apparatus for printed aromatic information.
They employed a combination of scent and text to communicate information. They
labelled this system “scented text”. Brewster et al. in [4] evaluated any relationship
between scent and information recall/memory. They developed a study that com-
pared information recall via text and scent tagging. In a related study, Ademoye
et al. [13] reported that users enjoyed the presence of scent, and that the presence of
smell does not have any positive influence on ability to recall information. Tortell
et al. [37] determined that scent has a positive effect on users’ ability to recall the
details of an environment. Herz et al. [38] looked at the influence of odours on
mood and further discussed odour-assisted learning. As part of an initial study,
Barros et al. analysed the impact of multisensory presentation on information
processing and recall [39] and reported an improvement in performance via
objective analysis.
Notwithstanding these works, the use of olfaction in education is still in its
infancy relative to the other traditional modalities. Mikropoulos et al. [40] reviewed
the use of education in virtual environments, but made reference to two works only
with respect to olfaction: Rickard et al. [41] and Tijou et al. [42]. Tijou et al.
described a VR application that investigated “the effect of olfaction on learning”
and information retention [42]. Richard et al. [41, 43] described a VR platform that
provides haptic, olfactory and auditory experiences. The authors stated that “odours
activate the cerebellum, which is involved in motor learning”. Dinh et al. evaluated
the importance of olfaction among other modalities “on memory and sense of
presence in virtual environments” [44]. Hughes et al. [45] included olfactory
modality within their mixed reality training environments and applications. Lud-
vigson and Rottman [46] described and showed how the use of lavender and clove
can improve cognitive processing. Mustonen [47] studied the effect of “sensory
education” for food perception in terms of “taste and odour awareness in children”,
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with the result being an improvement in children’s ability to describe sensory
properties of food. Kwok et al. [48] described their “Smart Ambience for Affected
Learning” (SAMAL) system, which uses olfactory data with a number of modalities
to provide an effective evocative learning environment. The preliminary results
suggest that the SAMAL system positively influences learning effectiveness.
Childers et al. discussed the role of olfactory data in serious gaming, mental training
and therapy in [49] and highlighted advantages including: reinforcement, real-life
authentic learning, retention of information, improvement of concentration levels,
promotion of independent thinking and familiarity. Cater reported a wearable
multisensory experiences system in [50]. A backpack-mounted firefighter training
device called advanced virtual environment real-time fire trainer (AVERT) deliv-
ered scents to the user through the oxygen mask; it also included heating affects.
As part of a collaborative learning environment that includes real, virtual and
remote laboratory tools, Muller et al. proposed that “learners should be able to use
multiple senses (e.g. visual, auditory, tangible, haptic and olfactory stimuli), when
interacting with remote laboratory devices” [51]. Miyaura et al. [21] found “that
presenting an odour when a user loses his/her concentration” is an effective method
to decrease errors in addition tasks. Garcia-Ruiz et al. [52] reviewed works that
integrated scent into VR applications during the task of learning a new language.
For many years, the US military has been developing and using multisensory
simulations [53]. They have investigated the use of olfaction dispensers (ODs) to
provide the smell of “blood, cordite and other scents of the battlefield” (Fig. 12.1).
12.1.1.4 Olfaction in Health
Links between an ability to perceive olfactory stimuli and a number of neurode-
generative diseases exist in the literature: e.g. Alzheimer’s [54], Huntington’s [55]
Fig. 12.1 Cater fire training system [50]
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and Parkinson’s [56]. As part of medical training, doctors are trained to use their
sense of smell in the recognition and diagnosis of disorders. Communication of
information using senses other than vision and audition will be especially relevant
to delivering high-quality experiences to those with vision-/audition-related dis-
abilities [57, 58].
The authors of [59] used olfactory data as part of their work to “determine the
characteristics of natural environments that are beneficial to humans”. In [58], the
use of vanilla fragrances was shown to reduce anxiety and distress. In addition, it
enhanced the coping ability of patients who had undergone traumatic experiences.
Baus and Bouchard [60] reviewed the literature on olfaction and outlined potential
applications in VR environments from a healthcare perspective. Spencer discussed
a number of olfactory and haptic training simulations [61] and recognized the
educational benefits of exposing students to the various medically related odours
associated with diverse disorders. In [62], Gerardi et al. used olfactory data
delivered with a scent palette in conjunction with audio and visual stimuli to treat a
soldier with post-traumatic stress disorder (PTSD).
Their findings indicate that following brief VR treatment, the veteran demon-
strated improvement in PTSD symptoms. Rizzo et al. [63, 64] also used olfaction in
addition to tactile, audio and visual to “create a more realistic multi-modal expe-
rience for the user to enhance the sense of presence” as part of VR exposure
treatment to treat PTSD patients. Other examples document the use of VR to treat
“PTSD in troops” [65, 66]. In [67], a detailed review of how VR applications were
being used in military behavioural healthcare is provided. The use of sight, sound,
touch and smell to “foster the anxiety modulation needed for therapeutic processing
and habituation” was also discussed. Another work where “Virtual Reality Expo-
sure Training” (VRET) was used is in [68], where the authors presented their
rationale and description of their VR system to address PTSD therapy application
(Virtual Iraq) and its use with active duty service members. Richard et al. [69]
reported the design of an augmented reality (AR) application that uses olfactory as
one of a number of media components to assist “children with cognitive disabili-
ties”. Borromeo et al. in [70] described a device to stimulate and scan olfactory
areas as an initial step in the development of a clinical assessment tool for neu-
rodegenerative and neurological premonitory symptoms. In the application area of
home care reminders, [71] investigated the workload of responding to multisensory
notifications, whilst carrying out a memory game.
Reflecting on the works discussed in this section, olfaction has a significant
position to fill in the health, education and tourism industries as well as the more
salient areas of TV, gaming and VR. The potential in each of these areas will drive
the demand for enabling technologies in the form of sensors and ODs. This will
potentially fuel the development of new applications across each of these disci-
plines as well as in areas such as film, alerting systems and entertainment. The next
section introduces standardization efforts in the area of multisensory experiences,
including olfaction-enhanced multimedia.
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12.2 MPEG-V and the Standardization Efforts
for Olfaction-Enhanced Multimedia
The ISO/IEC International Standard 23005, called “MPEG-V: Media Context and
Control” is a seven-part standard which provides architecture and information
representation to enable interoperability between virtual worlds [72–78]. In this
standard, the term “sensory effects” describes what in this paper has been called
multisensory experiences. As already mentioned, the MPEG-V standard states that
addition of this multi-sensorial multimedia content leads to “even more realistic
experiences in the consumption of audiovisual contents”. MPEG-V contains two
key areas: control information and sensory information. Control information is
concerned with retrieving information from various sensory devices and also to
control the presentation from various sensory devices. The sensory information area
deals with the descriptions of the various sensory effects. To support these two
areas, the standard comprises seven parts and describes: metadata to describe the
various multisensory effects (through sensory effect metadata (SEM)) and com-
mands to control the devices that can present the various types of multisensory
content (audition, vision, olfaction, thermoception, mechanoreception, etc.); and
various delivery formats. Considering these, what MPEG-V offers is a set of tools
for enriching multimedia content with multisensory metadata.
The standard itself consists of the following parts under the general title of
“Information technology—Media context and control”:
• Architecture [72]: It describes the architecture and different instantiations of
MPEG-V.
• Control Information [73]: It introduces the control information description
language (CIDL) for controlling devices (sensors and displays).
• Sensory Information [74]: It presents the sensory effect description language
(SEDL) and the sensory effect vocabulary (SEV) for describing sensory effects.
• Virtual World Object Characteristics [75]: It provides tools for describing the
characteristics of virtual world objects.
• Data formats for Interaction Devices [76]: It describes the data format for
exchanging information between interaction devices (e.g. controlling devices or
retrieving information from sensors).
• Common Types and Tools [77]: It defines tools and common data types which
are used by the different parts in common.
• Conformance and Reference Software [78]: It defines tools for checking the
conformance of an MPEG-V description and for generating MPEG-V
descriptions.
Figure 12.2 illustrates the MPEG-V architecture. Detailed information on the
architecture of the standard can be obtained from the associated architecture doc-
ument [72]. On top of the excerpt of the architecture, the digital content provider is
located. This provider offers, for example, enriched multimedia content
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(e.g. broadcast, games, DVDs). This content can either be exchanged with other
virtual worlds through the virtual world (VW) objects (i.e. Part 4) or the enriched
content can be presented in the real world (RW) through actuators (e.g. vibration
chairs, lamps, olfactory displays) and displays. The scope of Part 3 is the
description of effects that can be rendered on the previously mentioned actuators.
The resulting effects are transformed to commands for controlling the actuators (i.e.
Part 2). The scope of MPEG-V Part 2 covers the interfaces between the adaptation
engine and the capability descriptions of actuators/sensors.
The user’s sensory preferences, sensory device capabilities and sensor capabil-
ities are within the scope of this part of MPEG-V. The control information includes
user’s sensory preference information, device capability description and sensor
capability description. These can be used to fine-tune the sensed information and
the device command for the control of virtual/real world by providing extra
information to the adaptation engine.
Fig. 12.2 MPEG-V part 1: architecture (Adapted from [72])
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The key aspects of Part 2 [73] are as follows:
• The Control Information Description Language (CIDL) “provides a basic
structure of the description of control information”.
• The Device Capability Description Vocabulary (DCDV) “is an interface to
describe functionality of sensory devices”.
• The Sensor Capability Description Vocabulary (SCDV) “is an interface to
describe the functionality of various sensors”.
• The Sensory Effect Preference Vocabulary (SEPV) “is an interface for
describing preference of individual users towards individual sensorial media
types”.
Figure 12.3 reflects the scope of MPEG-V: Part 3. On the left side, one can see
the content provider or source (e.g. a DVD, Blu-ray Disc or the Internet). From the
source, the traditional audio/visual content is streamed or offered to the consumer.
In addition, the so-called SEM description can be sent to the consumer. At the
consumer side, there is a media processing engine (MPE), which handles both the
multimedia content and the SEM description. The MPE parses the SEM description
and activates MPEG-V capable devices, such as vibration chairs, lamps, olfactory
displays, haptic devices in a synchronized manner with the audiovisual media
components.
SEDL is defined in Part 3. It provides the tools for describing sensory effects
(e.g. wind, vibration, light, scent, haptic feedback, thermoception). The actual
sensory effects are not provided via SEDL. They are defined by SEV. MPEG-V
provides a separate SEV schema to allow for extensibility and flexibility. This
allows application domains to define their own sensory effects. A description
conforming to SEDL (and implicitly to SEV) is called SEM description. The SEM
description can accompany any kind of multimedia data (e.g. movies, music,
games). MPEG-V capable processing engines (e.g. a set-top box) can use the SEM
description to steer appropriate sensory display interfaces (e.g. olfactory displays).
The current version of SEDL is specified in [74].
Fig. 12.3 Example of MPEG-V: part 3 (Adapted from [74])
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SEV defines the sensory effects as opposed to SEDL, which defines the basic
structure of the SEM description. SEV is also XML-based and can be extended with
additional effects not yet defined. The mapping of annotated sensory effects to the
actual devices is performed by the media processing engine. The first edition of the
MPEG-V standard reference software [78] supports the following 15 sensory
effects: light, flashlight, temperature, wind, vibration, water sprayer, scent, fog,
colour correction, tactile and kinaesthetic.
12.2.1 Multisensory Multimedia Synchronisation Based
on MPEG-V
Much of the work specific to olfactory media synchronization falls under perceived or
subjective synchronization. In termsof analysingworks that have lookedat the streaming
of sensorial media, just a few works are available in the literature. Many of these works
have emerged based on theMPEG-V standard. Choi et al. [79] introduced SingleMedia
Multiple Devices (SMMD) media controller, which processes MPEG-V SEM
descriptions and controls various sensory devices. Pyo et al. [80] described an earlier
version of the SMMD controller but takes also the context of Universal Plug and Play
(UPnP) into account. Yoon et al. in [81] introduced a framework for broadcasting of
sensory effects based on MPEG-V. The authors called it 4-D broadcasting. This
framework mainly focused on SEM delivery via the MPEG-2 transport stream and its
decoding at the destination. Additionally, in [82], another broadcasting system was
introduced for streaming additional sensory effects togetherwith theaudio/videocontent.
Interestingly given the scope of this research, Yun et al. [83] introduced a
synchronization algorithm for multimedia content accompanied by sensory media.
In the paper, the authors presented evaluation results for their algorithm. They
defined a number of time points in their model, so that a global time between all the
devices in the mulsemedia presentation exists. The media start timeM(t) and current
system time C(t) were used to define the current media time MC(t) for the player.
Every second, each player stores the time gap (C(t) − P(t)), which is calculated
from the time difference between the current received message event C(t) and the
previous one P(t), and delay media play time MC(t) with the time gap C(t) − P(t).
MC(t) for the player can be calculated by Eq. (12.1).
MC tð Þ=M tð Þ+C tð Þ−P tð Þ 80½  ð12:1Þ
To ensure synchronization, the effect needs to be delivered to the user as the
video objects are presented on screen. Considering this, the effect device should be
activated such that the effect is delivered as the scene is played. Hence, an algorithm
which calculates the device activation time D(t) is needed. The devices presenting
sensorial media, e.g. olfactory display, need to be activated ahead of presentation
time by subtracting device execution time δ(t) and network delay N(t). In this case,
we can use Eqs. (12.2)–(12.4). Figure 12.4 illustrates the effect device synchro-
nization algorithm. More details for the interested reader are available in [83]
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D tð Þ=MC tð Þ− δ tð Þ−N tð Þ 80½  ð12:2Þ
δ tð Þ= 1
n
∑
n
i=1
δi tð Þ 80½  ð12:3Þ
N tð Þ= 1
k
∑
k
k=1
Ni tð Þ 80½  ð12:4Þ
In order to deliver synchronized multisensory media experiences, an algorithm is
required which delivers multimedia content enriched by multisensory media with
the timing relations intact, or such that any errors are not noticeable to the user. In
this way, any synchronization problems for olfaction-enhanced multisensory mul-
timedia do not have an adverse effect on user QoE. In the next section,
olfaction-based mulsemedia delivery will be discussed in terms of architecture and
algorithm.
12.3 Olfaction-Based Mulsemedia Synchronization:
Implementation and Specification
In this section, the authors highlight some findings from their own works in relation
to the implementation and specification of olfaction-based mulsemedia
synchronization.
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Fig. 12.4 Sensory effect device synchronization algorithm [83]
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12.3.1 Olfaction-Based Mulsemedia Synchronization:
Implementation
In the context of an increasing amount of data traffic, the communication networks
are often subject to very high and variable loads. These affect the quality of the
delivered multimedia content. Existing delivery approaches cannot cope with these
highly variable situations, and adaptation solutions have been considered to be
employed. These solutions perform multimedia content adjustments dynamically
[84] to match the transferred content bitrate to the available bandwidth and decrease
the loss rate. Despite the adaptation efforts, the reduction in encoding multimedia
quality is observed and the end-user QoE decreases. However, mulsemedia per-
ceptual tests described in [85] have shown that in the presence of additional sen-
sorial inputs, the overall user QoE is higher than in their absence during adaptive
multimedia content delivery. Consequently, this section describes an adaptive
mulsemedia delivery system architecture for end-user QoE enhancement, which
considers multi-sensorial content in the network-based content delivery adaptation
process. The block-level architecture presented in Fig. 12.5 generalizes the adaptive
mulsemedia framework (ADAMS) architecture proposed in [85] and enables the
use of MPEG-V.
The architecture involves a feedback-based client–server approach and several
components (blocks) which help enable adaptive mulsemedia content delivery,
including Packet Priority Scheduling and Mulsemedia Flow Adaptation at the
server and Client Monitoring Unit and User Profile at the client. During the content
delivery sessions, the server exchanges multi-sensorial data with the client, which in
turn passes feedback information back to the server. Specific adaptive
delivery-related mulsemedia information processing is performed in the coloured
blocks, whereas the other blocks employ already existing solutions.
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Fig. 12.5 Block-level architecture of an adaptive mulsemedia delivery system
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The server is composed of four major blocks. The Adaptation Module gets
regular feedback information from the client, and based on the received feedback, it
takes multi-sensorial media adaptation decisions according to the adaptation algo-
rithm. The adaptation algorithm is implemented in two sub-modules: Mulsemedia
Flow Adaptation (MFA) and Packet Priority Scheduling (PPS). The
multi-sensorial data and metadata block stores the relevant content and associated
information in order to be able to perform the delivery. The delivery to the client is
performed by the Packet Delivery Unit.
The MFA module provides flow-based coarse-grained adaptation which trans-
mits proper multi-sensorial content and performs video content transcoding if
required, according to client feedback. The feedback includes both network con-
ditions and user profile (i.e. priority level of sensorial effects). The network con-
ditions are indicated using off-the-shelf bandwidth estimation techniques, such as
the model-based bandwidth estimation (MBE), introduced in our previous paper
[86]. MBE computes the estimated bandwidth using the following parameters:
number of mobile stations, packet loss and packet size. Equation (12.5) gives the
computation of estimated available bandwidth (BA) for TCP flows based on MBE.
The parameter b is the number of packets acknowledged by a received ACK, Pretr
denotes the probability of packet retransmission, MRTT is the transport layer
round-trip time between sender and receiver, and MSS is the maximum segment
size. To is the timeout value used by the congestion control. The estimated available
bandwidth for UDP flows used in this paper is also given in [86].
BA =
MSS
MRTT ×
ffiffiffiffiffiffiffiffiffi
2bPretr
3
q
+To ×minð1, 3
ffiffiffiffiffiffiffiffiffi
3bPretr
8
q
Þ×Pretr × ð1+ 32P2retrÞ
ð12:5Þ
User profiles are configured and updated by the client in the User Profile unit.
MFA can deploy any adaptive solution. As per [86], it involves three states to
perform mulsemedia flow adaptation. BMS, Bsense and Bvideo represent the bitrate of
mulsemedia flow, sensorial data flow and video flow, respectively. BMS is defined in
Eq. (12.6).
BMS =Bsense +Bvideo ð12:6Þ
MFA maintains a state parameter to dynamically control the MFA process
according to network conditions. Three states are considered in the design of MFA,
as illustrated in Fig. 12.6:
(1) The first state (State 1) is active if BMS ≤ BA. State 1 indicates that the
available bandwidth (BA) is enough to deliver both video and sensorial data
flows and there is no need to perform any content quality adaptation.
(2) The second state (State 2) is active ifBsense ≤ BA ≤ BMS andBA ≥ Bvideomin where
Bvideo
min is the bandwidth threshold associatedwith good video quality level. In State
2, the available bandwidth is between the bitrate of the sensorial data flow and
the bitrate of the video flow, and therefore, the video flow is adapted
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(i.e. involves quality reduction and therefore bitrate decrease) whilst all the
sensorial data flows are still transmitted. ADAMS adjusts the video bitrate tomeet
the available network bandwidth following the feedback reports. This is based on
an additive increase–multiplicative decrease policy and on N granularity quality
levels defined in inverse order of video quality. Each such quality level is defined
in terms of a triplet <resolution, frame rate, colour depth>, directly related to a
video bitrate value. When increased traffic in the network affects the client
feedback scores, ADAMS switches fast to a lower quality level and accordingly
adjusts the values of some of the triplet’s components. This action results in a
reduction in the bitrate of the video sent, easing the pressure on the network and
helping it to recover from congestion. This eventually determines lower loss rates
and consequently better end-user-perceived quality. In improved delivery con-
ditions, as reported in terms of the client feedback scores, ADAMS cautiously and
gradually increases the transmitted video quality level and, therefore, improves
the values of some of the triplet’s components. In the absence of loss, this
determines an increase in end-user-perceived quality.
(3) The third state (State 3) is active if BA ≤ BMS and BA ≤ Bvideomin . State 3 indi-
cates that the available bandwidth has reached very low values, and therefore,
the video flow is degraded as indicated in State 2. Additionally, following
delivery quality feedback reports, ADAMS removes sensorial media compo-
nents from the mulsemedia stream, in inverse order of user interest in their
corresponding sensorial effects. This decision is taken based on user profile
information if it includes user preference for some sensorial media objects, or
explicit user feedback. When such information is not available, a default
preference order is assumed. The results reported in [86] have shown a definite
preference of the test subjects for haptic, air motion and olfaction effects,
respectively, in this order.
Fig. 12.6 States transition of
the MFA module
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The PPS module provides packet-based fine-grained adaptation using a priority
model which specifies that packets with higher priority are scheduled earlier than
those with lower priority. Any priority model can be employed, including one
derived based on the results of the subjective tests described in [86]. It was
hypothesized that a lower quality video sequence integrated with mulsemedia
effects is capable of producing as good a user experience as that of a higher quality
video sequence.
Let Wv, Wh, Wo and Wa denote the weight factors associated with the priority
levels of video, haptic, olfaction and airflow data packets, respectively. According
to results from the subjective tests [86], on average 63%, 31% and 6% of users
prefer haptic, airflow and olfaction sensorial effects, respectively. The importance
or priority of each sensorial effect is normalized according to the ratio in Eq. (12.7).
This might not be the perfect model for the priority levels of these sensorial data
packets, but it initializes the mulsemedia adaptive system using low complexity
computation and based on the average opinions of the subjects tested. To the best of
our knowledge, this is the first equation that models the relationship between haptic,
olfaction and airflow in terms of human preferences and is incorporated in the
ADAMS adaptation strategy. Future work will extend Eq. (12.7) to improve the
solution in terms of flexibility and scalability.
Wh:Wa:Wo =0.63: 0.31: 0.06 ð12:7Þ
Additionally, the subjective tests show that the user enjoyment levels were
maintained high when lower multimedia quality sequences were used in conjunc-
tion with mulsemedia effects [86]. Naturally, we assign sensorial data packets an
equal or higher priority level than that of the video packets in terms of the
user-perceived experience. Based on these subjective tests results, it can be con-
cluded that sensorial data packets have equal or higher priority level (in terms of the
impact on user perception) than that of the video packets. Therefore, Eq. (12.8) is
derived to describe the priority relationship between these sensorial data packets.
fWh,Wo,Wagmin ≥Wv ð12:8Þ
Equation (12.8) is a general approximation of the priority model between sen-
sorial packets (i.e. haptic, olfaction, air flowing) and video packets. In order to
obtain the initial values of the weighted factors for different packet types, it is
assumed that olfaction packets have the same priority as the video packets, which
results in Wo equals Wv. This assumption is supported by the fact that, in terms of
user perception, olfaction data have lower priority than both haptic and airflow data.
According to Eq. (12.8), by normalization, Wh, Wa, Wo and Wv values are 0.595,
0.293, 0.056 and 0.056, respectively.
The probability of scheduling the next packet in the queue is computed by
Eq. (12.9), which takes into account both packet priority and flow bitrate. Param-
eters i and j refer to the ith packet of flow j in the queue, and N is the number of
queued packets. Bitratej denotes the bitrate of the jth flow. The value of packet
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weight factor Wi
j is set based on the packet type (i.e. video, haptic, olfaction,
airflow). For instance, if the ith packet is a haptic packet, then Wi
j equals Wh which
is 0.293 according to the previously described default configuration.
Pi =
W ji ×Bitratej
∑Ni W
j
i ×Bitratej
ð12:9Þ
The client consists of three major blocks. When it receives the multi-sensorial
content via the network, the multi-sensorial media components are passed to the
Content Presentation unit which performs synchronized presentation of the various
content items. Apart from the regular screen and speakers necessary to present
multimedia content, this unit makes use of various devices, such as haptic vests,
fans, smell-releasing devices, heaters for presentation of other sensorial effects. The
client maintains a User Profile in order to enable both automatic feedback gathering
and explicit feedback (if users desire to provide) in terms of user multi-sensorial
adaptive preferences. The performance of network delivery is assessed by the Client
Monitoring Unit, which has to map QoS-related parameters such as loss, delay and
jitter and their variations and estimations of viewer-perceived quality on application
level scores that describe the quality of the delivery session. This delivery quality is
monitored over both short-term and long-term. Short-term monitoring is important
for learning quickly about transient effects, such as sudden traffic changes, and for
quickly reacting to them. Long-term variations are monitored in order to track slow
changes in the overall delivery environment, such as new flows over the network.
These short-term and long-term periods are set to be an order and two orders of
magnitude (respectively) greater than the feedback-reporting interval. The
Quality-Oriented Adaptive Scheme (QOAS) [85] describes an instantiation of such
a Client Monitoring Unit which uses 100 ms inter-feedback intervals and short- and
long-term monitoring periods of 1 s and 10 s, respectively.
In the next section, we discuss the experimental testing involving
olfaction-enhanced multimedia content performed in order to assess the influence of
synchronization on user-perceived quality.
12.3.2 Olfaction-Enhanced Multimedia Synchronization:
Evaluation
In this section, we present some results of experimental evaluations performed to
evaluate user ability to detect skew and their perception of skew. In this empirical
evaluation of olfaction-enhanced multimedia clips, audiovisual media was
enhanced with two olfactory components (i.e. the audiovisual media was presented
with two different scents). We provide information on the olfaction-enhanced
multimedia presentation system, laboratory design, assessors as well as video and
scents used.
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Rationale for Experimental Design
In terms of existing studies that have considered user perception of
olfaction-enhanced multimedia synchronization, the majority of works have
examined inter-stream synchronization between one scent and one video scene [14,
15, 87–93]. This represents conceptual network delay scenarios. These works
defined temporal boundaries between the video and olfactory components based on:
the user ability to detect skew and the annoyance levels associated with skew. Other
research has focused on intra-stream synchronization of olfactory components.
Okada [94, 95] and his team developed a scent emitter based on inkjet technology.
In this olfactory display system, scented oil is stored in scent chamber. Tiny
amounts of scent can be placed on a heated plate for vaporization and are presented
via miniature fans in the device. From a synchronization perspective, this type of
device can support directed and controlled amount of scents. In terms of evaluation
of this device, a number of studies are available in the literature. Ohtsu et al. [94]
report an evaluation of this device which controls emission to be synchronized with
assessor breathing pattern, based on pulse ejection whilst another related study [95],
considered the presentation of the minimum amounts of scent required, thus address
lingering effects.
Here, we investigate how users perceive inter-stream synchronization between
video and two scents. This work was reported in detail in [96]. The scenarios
evaluated represent conceptual network delay and conceptual network jitter. We
provide analysis on the user ability to detect and user’s perception of skew in an
olfaction-enhanced multimedia experience. These (detection and perception of
skew) were identified as two critical considerations as discussed in [97].
Olfactory-Enhanced Video Presentation Equipment
Figure 12.7 illustrates the olfactory and video display system used which consists of
the SBi4—radio v2 scent emitter (item Y sitting on the laptop) from Exhalia [98]. As
per Fig. 12.8, the olfactory display can support four scent cartridges simultaneously.
It presents scents by blowing air (using four inbuilt fans) through the scent car-
tridges. The SBi4 system is controlled using the Exhalia Java-based SDK. It is
connected to the laptop via a USB port. The video content was played using the VLC
Z Y 
X 
Fig. 12.7 Olfactory and
video media display system
[87]
12 Olfaction-Enhanced Multimedia Synchronization 335
media player 1.0.1 Goldeneye. A special control program was developed that con-
trolled the synchronized presentation of olfactory data and video, including the
introduction of artificial skews between the various media components presented in
diverse step sizes. Figure 12.8 shows the SBi4, scent cartridges and the bespoke
extension that was designed and added to the SBi4 as shown in Fig. 12.7 (Item Y).
The fan (Item X) was turned on between participant trials (as they were completing
the questionnaires) and also between assessments to remove any lingering scent. The
purpose of this extension was to facilitate an accurate presentation of the scent to the
users’ olfactory field as opposed to a more general presentation. With the SBi4
positioned 0.5 m from the assessor, it was determined that it took assessors between
2.7 and 3.2 s to detect the scents as per Fig. 12.11. The laptop had an Intel Core™ 2
Duo CPU @ 1.66 GHz, 2 GB RAM and ran the Windows 7 professional operating
system. In addition, Fig. 12.7 also presents a bottle of water (item Z) that the
assessors placed under their chin during testing to ensure consistency across all
assessors in terms of the location of their olfactory fields regardless of posture or
physical size. Whilst the authors acknowledge the limitations of this configuration,
we found it worked quite well during the experiments. This said, a more precise and
stable configuration is presented in [95] for the interested reader.
Assessors, Screening and Training
A total of 100 assessors took part in this study (split into two groups: group 1 and
group 2 with 50 participants in each). This group included assessors between the
ages of 19–60 years, with an even distribution across the age range and gender. The
assessors were from a wide variety of backgrounds. In order to be eligible, assessors
could not be involved in any sensory analysis testing in the 24 h preceding the tests.
In an attempt to provide contamination-free results, assessors must not have been
affected by cold or flu and must avoid wearing perfume, aftershave or scented
deodorants on the day of the testing. In addition, they were requested to avoid
chewing gum, eating food, drinking tea or coffee in the 30 min prior to the test.
Assessors were also screened for anosmia as per ISO standard 5496:2006 [99].
Anosmia is an olfactory-related phenomenon, whereby there exists a lack of
Fig. 12.8 SBi4 V2, scent
cartridges and bespoke
extension [96]
336 N. Murray et al.
sensitivity to olfactory stimuli. It can be total, partial, permanent or temporary. The
purpose of this standard is to provide a methodology for the initiation and training
of assessors in the detection and recognition of odours. The aim is to teach assessors
to (1) evaluate, (2) identify odours and (3) use appropriate vocabulary and improve
their aptitude. We have incorporated this standard for two key reasons (a) to address
the key aims of the standard outlined above, but most importantly (b) to identify
assessors who could have anosmia.
As part of the training phase, if assessors could detect, but were unable to
correctly identify the scent presented, the assessors were given the name of the
odour thereafter for familiarization purposes. As part of this screening, four
potential assessors were not selected for participation in the tests reported below
based on suspicion of partial anosmia. A detailed tutorial on the execution of testing
involving olfaction-enhanced multimedia is available in [16].
The first group of 50 assessors (group 1) experienced synchronized and skew
levels for scent A and scent B in step sizes of 5 s as per Fig. 12.9. These skew levels
reflect conceptual delay. Once the presentation of the olfactory media was complete,
a SBi4 fan with a non-odour cartridge was turned on to address scent lingering.
Figure 12.9 shows how olfactory media is presented at different times relative to the
video time axis. For olfactory media to be in sync (0 s skew) with the video, scent A
should be presented for the middle 30–54 s block and scent B should be presented
for the 60–84 s block as shown in Fig. 12.9. The six-second “non-odour” period is
based on a recommendation that the time between presentations of two consecutive
scents should be greater than 5 s [100]. Olfactory data before video content are
represented by skew times of −20, −15, −10 and −5 s, and olfactory data after video
content are represented by skews of +5, +10, +15 and +20 s, as per [96].
The second group of 50 assessors (group 2) experienced the set of skews as per
Table 12.1. As shown, these test scenarios reflect typical packet jitter, i.e. variable
latency across a network. Within this set of tests, there are two primary scenarios.
Fig. 12.9 Start and stop times for scent A and scent B and associated video presentation time for
test group [96]
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The variance of delay can result in either (1) the gap between the presentations of
the two olfactory streams being extended beyond 6 s or (2) the two olfactory
streams can overlap. Considering the latter case, for typical media transmission
such as audio, the simple result is to “drop” packets if overlap occurs. However,
considering that in these set of tests we are dealing with olfaction, in certain cases it
may actually make sense if two scents “mix”. Hence, the set of tests experienced for
the group 2 reflect scenarios where both scent A and scent B are presented early and
late and many of the possibilities in between. For clarity in Table 12.1, the mixing
scenarios are highlighted in bold.
Laboratory Design
The design of the test laboratory is in accordance with ISO standard ISO/IEC 8589
[101], on “Sensory analysis—General guidance for the design of test rooms”. The
aim of this standard is to design test rooms such that it is possible: (1) to conduct
sensory evaluations under known and controlled conditions with minimum dis-
traction; and (2) to reduce the effects that psychological factors and physical con-
ditions can have on human judgment. The laboratory design included: a testing area
in which work may be carried out individually in testing booths; a preparation area
and storage room. Walls in the test room are matt off-white. This size of the room
and positioning allowed scents to diffuse between tests, minimized adaptation and
gave assessors a break between each judgement. The laboratory is described in
detail in [90, 96].
Table 12.1 Test group 2 (jitter scenarios): case 1 applies to participants 1, 7, etc., case 2 applies
to participants 2, 8, etc. [96]
Case Clip 1
skew
fruit/
flower
Clip 2
skew
forest/
burnt
Clip 3
skew
fruit/
rubbish
Clip 4
skew
rubbish/
burnt
Clip 5
skew
orange/
chocolate
Clip 6
skew
horse
stable/
grass
Clip 7
skew
forest/
sea
water
Clip 8
skew
grass/sea
water
1 0 s/0 s −15 s/
0 s
−10 s/
−20 s
−5 s/
0 s
0 s/
−20 s
+5 s/
−10 s
+10 s/
+ 20 s
−20 s/
−10 s
2 +15 s/
−15 s
0 s/0 s 0 s/
−10 s
−20 s/
+ 10 s
−15 s/
+ 15 s
+10 s/
−10 s
−5 s/
+ 5 s
+20 s/
−10 s
3 +10 s/
−20 s
+15 s/
0 s
0 s/0 s 0 s/
+ 10 s
+5 s/
−5 s
0 s/+ 5 s −10 s/
+ 10 s
+20 s/
−20 s
4 +10 s/
−20 s
0 s/
+ 15 s
−5 s/
−10 s
0 s/0 s +5 s/0 s −10 s/
+ 20 s
+15 s/
+ 5 s
0 s/
+ 20 s
5 −20 s/
0 s
0 s/
−15 s
−15 s/
−10 s
−5 s/
−20 s
0 s/0 s −15 s/
−5 s
+5 s/
+ 15 s
0 s/−5 s
6 +20 s/
+ 10 s
−15 s/
+ 5 s
−20 s/
+ 20 s
+15 s/
−5 s
−10 s/
0 s
0 s/0 s −5 s/
−20 s
+10 s/
0 s
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Video Sequences, Scents
Eight videos of 120 s duration were used. Each of the video clips can be divided
into four 30 s blocks, whereby the two middle 30 s block contains content related
specifically to the scent being presented as per Fig. 12.10. The clips are in the form
of documentaries, cookery programs and movies and were chosen and altered such
that the two middle 30 s segments corresponded to the content relating to the
olfactory media. These clips were also chosen as they contain a balance of video
content that reflects a mix of pleasant and unpleasant smells and combinations
thereof. Ten scents in total were used in the testing, complying with [99] in terms of
the number of scents that should be used in subjective tests. The scents of fruit,
flowery, forest, burnt, orange, rubbish, chocolate, horse stable, grass and sea water.
Descriptions of the scent combinations are provided in Tables 12.1 and 12.2.
Scent A was always the first scent presented, and scent B was always the second
scent presented. The scents outlined above were stored in sealable plastic bags and
kept in a cool box at approximately 5 °C as per recommendations of [101].
Assessment Methodology and Questions
On arrival, assessors were provided with an information sheet on the tests. Any
questions were addressed, and assessors were required to sign a consent form.
Screening as outlined above was performed for all participants. Following the
screening, assessors were asked to review the questionnaire they would answer on
each olfaction-enhanced multimedia test clip. Assessors were asked to engage for the
duration of each test sequence. On completion of the tests, windows in the room
were opened and the fan was turned to remove any lingering scents. There was
always a minimum of 15 min between consecutive executions of tests between
assessors. This gave ample time for removal of any lingering scents, collection of
questionnaire sheets and preparation for subsequent assessor testing. It also included
time for the new assessor to read and sign consent forms, ask questions, etc. The
entire testing time for a single subject was approximately 65 min. This comprised
approximately 350 s per test sequence (i.e. reference sample, break, sample under
test and voting). At the mid-point of the test, assessors were given a 15 min break to
address any concerns over olfactory adaptation or fatigue. Assessors were permitted
to drink water during the voting time periods and during the 15 min break [96, 16].
Assessors in group 1 and group 2 reported on their ability to detect skew and
their perception of skew as per [102] and Table 12.3. Statements 1 and 2 aimed to
300 10 20 40 50 60
Video presentation time axis (in seconds)
70 80 905 15 25 35 45 55 65 75 85 95 100 105 110 115 120
Video content before scent Video relevant to scent A Video relevant to scent B Video content after scent
Fig. 12.10 Breakdown of video content into four key segments [96]
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determine assessor ability to detect the existence of a synchronization error, for
scent A and B, respectively. Assessors answered by selecting one of the five
possible answers: Too Early, Early, Correct Time, Late or Too Late. Questions 3
and 4 aimed to determine how tolerant assessors were to different levels of skew
for scent A and scent B. Hence, they were asked to qualify their annoyance of the
inter-media skew as per: imperceptible, perceptible but not annoying, slightly
annoying, annoying, very annoying.
Experimental Results
This section reports the results of the tests, presenting analysis on the assessor’s
ability to detect skew and also how they rated the presence of the same skew for
both scents in terms of annoyance. In order to ensure that the scents arrived at the
user’s olfactory field at the correct time, we performed a pretest to determine, how
long per scent it took to an assessor to detect the presence of scents once the fans
Table 12.3 Questions, statements, responses and scales for group 1 and group 2 [96]
Statement/question # Response options Score
(1) Relative to the video content in the clip, smell “A” was
released
Too late 5
Late 4
Neither early or
late
3
Early 2
Too early 1
(2) Relative to the video content in the clip, smell “B” was
released
Too late 5
Late 4
Neither early or
late
3
Early 2
Too early 1
(3) In the event that you may have perceived the video clip and
smell “A” being out of sync, please indicate the extent to
which it impacted upon you?
Imperceptible 5
Perceptible but not
annoying
4
Slightly annoying 3
Annoying 2
Very annoying 1
(4) In the event that you may have perceived the video clip and
smell “B” being out of sync, please indicate the extent to
which it impacted upon you?
Imperceptible 5
Perceptible but not
annoying
4
Slightly annoying 3
Annoying 2
Very annoying 1
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were turned on. The results are presented in Fig. 12.11. For each scent, the average
time it takes an assessor to detect it is taken into account in terms of presenting the
scent according to the above-mentioned skews, i.e. if it takes 3 s for a burnt scent to
reach the assessor, the fan to emit the scent is turned on at time 27 s such that the
scent reaches the assessor at time t = 30 s and as such is said to be synchronized
with the video. The scent was presented continuously whilst corresponding to the
video segment. To address the issue of the slow-moving nature of scent upon
completion of the appropriate video sequence, a non-odour fan on the SBiX device
was turned on in order to try to remove any lingering scent. We acknowledge that
the lingering of scents remained a challenging issue throughout out testing.
Detection and Perception of Synchronization Error
In this section, we present the results of the user’s ability to detect skew and
perceive skew for group 1 and group 2. The group 1 results as discussed reflect
conceptual delay scenarios, whereas the group 2 results reflect conceptual jitter.
Detection of Skew—“Conceptual Delay”
Figures 12.12 and 12.13 present the results of statements 1 and 2. The answers to
statements 1 and 2 reflected the ability of group 1 users’ ability to detect levels of
inter-media skew between the video for both scents A and scent B, respectively.
The vertical axes in each figure show the ratings related to the five possible answers
Fig. 12.11 Detection instant per scent average with maximum/minimum detection instants per
scent type [96]
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assessors provided to the statements. The horizontal axes indicate the level of skew
artificially introduced between the olfactory and video media with the negative
values representing olfactory media before video media. Both figures show asses-
sors were able to identify the existence of inter-stream skew very well. The figures
also indicate that the assessors were more sensitive to scent presented before video.
Direct comparison of mean opinion scores (MOSs) presented in Fig. 12.12 at skews
of +5 and −5 s show that the MOS for +5 s of 3.38 was closer to being at the
“correct time” (represented by a value of 3) as opposed to the value of 2.38 for
−5 s. Interestingly, based on MOS comparison, assessors viewed skews of +10 and
−5 s similarly in terms of being Late or Early, respectively.
In order to analyse if significant differences existed in participants’ perception
between synchronized and unsynchronized scent and video, the data collected were
analysed using independent sample t test with 95% confidence level. For all levels of
skew between the olfactory data and video, statistically significant difference
between assessors’ opinion of mean of the synchronized and mean of participant
responses for the “skewed” release times existed. With regard to scent B, interesting
observations can be made. For the synchronized case (i.e. 0 s skew), assessors
reported as being slightly early with a MOS score of 2.72 instead of a value of 3. As
with scent A, assessors perceived olfaction presented after video as being closer to
the correct time when compared with olfaction presented before video. Indeed,
assessors viewed skews of +5 s (MOS 3.26) and +10 s (MOS 3.3) as being as close
to the correct time as the correct presentation time of 0 s (2.72). Statistically, sig-
nificant differences were found for all skew levels with the exception of −5 and +5 s.
Since assessors appear not to be as accurate in their detection of skew for scent
B, analysis comparing the MOS scores between the same skew values of scent A
and scent B was performed. As noted previously, the MOS values for 0 s, +5 and
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Fig. 12.12 Analysis of skew detection for scent A with confidence interval based on 95%
confidence level for group 1 [96]
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+10 s for scent B show that assessors perceived scent presented after video as being
in sync. An independent sample t test was performed to determine if there were
statistically significant differences between the assessor ability to detect skew for
scent A and scent B. At skew values of +10 s, there was a statistically significant
difference between scent A and scent B results. The ratings for other skews were not
found to be statistically significant.
Perception of Skew—“Conceptual Delay”
The task of question 3 and 4 was to determine an assessor’s perception of a skew if
it existed for the olfactory-video clip. The effect an error has is key to determine
temporal boundaries, as works involving other media have shown that users can
tolerate certain levels of skew [87, 97, 103]. Hence, assessors were asked to qualify
the level of impairment the inter-media skew had on the experience when com-
paring it to the synchronized reference sample. Figures 12.14 and 12.15 show,
regarding group 1 assessors, the mean opinion score (MOS) for level of annoyance
for inter-media skew for scent A and B, respectively. Based on the comparison of
MOS scores for olfaction presented before and after video, assessors were clearly
less tolerant to olfaction presented before video, than they were for olfaction
presented after video between skews of −15 and +15 s.
For scent A, Fig. 12.14 shows a sharp increase in annoyance between 0 and −5 s
with MOS values of 3.73 and 4.59, respectively. Although an increase in annoyance
between 0 and +5 s (MOS 4.35) exists, the rating for +5 s remains in the imper-
ceptible to perceptible to not annoying range. Skews of −5 and +10 s are perceived
similarly by assessors as are skews of −10 and +15 s. For all skews with the
exception of +5 s, statistically significant differences were reported.
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Fig. 12.13 Analysis of skew detection for scent B with confidence interval based on 95%
confidence level for group 1 [96]
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For scent B, the findings are particularly interesting. Assessors reported skews of
+5 s (MOS 4.35) and +10 s (MOS 4.2) as being less annoying than synchronized
presentation 0 s (MOS 4), albeit all are in the range of perceptible but not annoying
to imperceptible. Figure 12.15 clearly shows the decrease in annoyance as the time
of presenting olfaction before video decreases. Statistically significant differences
existed for all skew levels except +5, +10 and −5 s.
To compare ratings between scent A and scent B, an independent samples t test
with 95% confidence interval was executed. Interestingly, only the synchronized
presentation times of 0 s reported statistically significant differences. With this said,
fromFigs. 12.14 and 12.15, the trends towards lesser levels of annoyance for olfaction
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Fig. 12.14 Analysis of perception of skew for scent A with confidence interval based on 95%
confidence level for group 1 [96]
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Fig. 12.15 Analysis of perception of skew for scent B with confidence interval based on 95%
confidence level for group 1 [96]
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presented after video are clear, particularly with assessor rating of annoyance for scent
B. These findings are plausible, because in our everyday lives, we see first, smell after
[87]. Olfaction presented without a visual cue acts as a distraction, which in other
contexts highlights the potential for use of olfaction in warning systems.
Detection of Skew—“Conceptual Jitter”
Figures 12.16 and 12.17 present the general results of statements 1 and 2 for group
2 (again 50 participants). The group 2 participants experienced the conceptual jitter
scenarios outlined above. Again the motivation was to determine users’ ability to
detect levels of inter-media skew between the video and the scents presented. They
show assessors were able to identify the existence of inter-stream skew very well.
Both figures also indicate that assessors were more sensitive to scent that was
presented early rather than late in comparison with the video. Interestingly from
Fig. 12.16, assessors rated skews of +5 s approximately the same as they rated
skews of +10 s. Based on MOS comparison, ratings of skews at +10 and −10 s
support the view that assessors are more sensitive to olfaction presented before the
video than after it. To determine if statistically significant differences existed
between the assessors’ perception of synchronized and skewed presentation for
scent A, independent samples t tests were executed. It reported that statistically
significant differences existed between all skew levels with 95% confidence level.
Figure 12.17 reports assessor ratings of the various skews for scent B. The
results indicate that assessors were not as accurate in their detection of skew for
scent B as they were for scent A. We propose that the reason for this was the jitter
between scent A and scent B (i.e. the skew level of scent A affected assessor
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Fig. 12.16 Analysis of detection of skew for scent A with confidence interval based on 95%
confidence level for group 2 [96]
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detection of skew level for scent B). Interestingly, little difference exists between
user detection at skews of 0, −5 and −10 s, as all of which were rated as being
between early and at the correct time (MOS values of 2.41, 2.27 and 2.21,
respectively). For olfaction presented after video, assessors rated skews of +5 and
+10 s as being close to the correct time.
Statistically significant differences between skewed values and the synchronized
presentation were found at skew levels of −15, +5, +10, +15 and 20 s with 95%
confidence level following the t tests. To analyse the difference between the MOS
values reported for detection of skews for scent A and scent B at the same skew
levels, an independent samples t test was performed. The purpose of this analysis
was to determine if there were significant differences between how assessors
viewed the same skew levels when impacted by jitter. Based on 95% confidence
interval, statistically significant differences at skews of −15, 0 and +5 s were found.
Perception of skew—“conceptual jitter”
Figures 12.18 and 12.19 reflect group 2 assessors’ perception of skew for both
scent A and B. As was the case for group 1, assessors are more sensitive to and
more easily annoyed by scent presented before the video than scent presented after
the video. Figure 12.18 presents assessor’s perception of skews with scent A. It
shows assessors found synchronized presentation as being the least annoying with
MOS of 4.28. Assessors rated skews of −5 s similarly to +5 and +10 s with MOS
scores of 3.92, 3.85 and 4, all close to or at a rating of perceptible but not annoying.
They also rated skews of −10 s similar to +15 s with MOS values of 3.52 and 3.41.
Via independent samples t test, skews of −20, −15, +15 and +20 s resulted in
statistically significant differences with confidence level of 95%. For skews
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Fig. 12.17 Analysis of detection of skew for scent B with confidence interval based on 95%
confidence level for group 2 [96]
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of −10 s, the results were just on the border of being statistically significant,
whereas for +10 s, it cannot be said that there is any statistical difference in the
results with any significant confidence. For scent B, assessors reported a skew of
+5 s to be the least annoying with MOS of 4.24. As per Fig. 12.19, the assessors
rated skews of −5 and +20 s similarly. This again validates the belief that users
were more tolerant of olfaction presented after the video than before it. Skews of
−20 and −10 s were found to be statistically significant with confidence level of
95%. As was the case for detection, the perception of scent B with skew of −15 s
appears at odds but as outlined above, given the assessors perception of this skew,
the rating is understandable. An independent samples t test was run between MOS
of the ratings for scent A and scent B. Statistically significant differences were
found at −5 and 0 s with confidence level of 95%.
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confidence level for group 2 [96]
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Fig. 12.19 Analysis of perception of skew for scent B with confidence interval based on 95%
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For more specific analysis on the assessor perception of mixing of scents in
terms of assessor annoyance, we performed grouping between the various test
scenarios that have common mixing times, e.g. test cases which resulted in overlaps
of 4, 9, 14 and 24 s. For the test cases where there were 4 and 9 s overlaps,
approximately 40% of the test case assessors actually detected the mix. For 14 and
24 s overlap, the detection was approximately 60% and 70%, respectively. Inter-
estingly, when the two scents were presented both at the same time (i.e. 24 s
overlap), assessors only reported detecting one scent in three of the 24 test scenarios
executed all when the scents of fruit and flower were mixed. Assessors found 4 s
overlap the least annoying with a MOS of 3.52, on the mid-point between per-
ceptible but not annoying and slightly annoying. They found overlaps of 9 and 24 s
to be between slightly annoying and annoying (MOS 3.05 and 3.32), respectively.
A 14 s overlap was rated as between slightly annoying and the rating for 4 s
overlap with a MOS of 3.32. The results indicate that assessors found the experi-
ence of overlapping of scents as being somewhat annoying.
12.4 Conclusions
This chapter has introduced the idea of olfaction-enhanced multimedia synchro-
nization and reported some initial findings in terms of user perception of
olfaction-enhanced multimedia. It has discussed related proposals in terms of
solutions for olfaction-enhanced multimedia and their applications in diverse areas
such as entertainment, tourism. Additionally, the chapter has presented a current
standard and a current research solution which can accommodate the delivery of
olfaction-enhanced multimedia and their related architectural design. Next, the
chapter has presented and discussed the results of a number of subjective tests
which have analysed the ability of users to detect and their perception of syn-
chronization of olfaction-enhanced multimedia. It highlighted how user’s ability to
detect skew was affected when more than one olfactory component was presented
and in particular when two olfactory streams overlapped. In terms of acceptable
skew levels for olfaction-enhanced multimedia, the following general temporal
boundaries are proposed for olfaction-enhanced multimedia synchronization:
(1) −5 to +10 s as being the “in-sync” region for olfaction-enhanced multimedia
[96]
(2) Skew values beyond this boundary are “out-of-sync” [96].
Outside of the “in-sync” range, assessors reported skews as being annoying to
varying degrees, and also that the skews have a negative impact on assessor QoE.
Finally, our future work will include implicit (physiological [104, 105] and
Psychophysiology-based [106]) and explicit involve experiential evaluation of the
applicability of olfaction for use in the areas of health and education, as well as
considering the opportunities for employing other sensorial multimedia across these
application domains.
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Definitions
Olfaction-enhanced multimedia The presentation of olfactory stimuli in addition
to traditional media content (audio-visual).
Quality of Experience the degree of delight or annoyance of a person whose
experiencing involves an application, service, or system. It results from the
person’s evaluation of the fulfillment of his or her expectations and needs with
respect to the utility and/or enjoyment in the light of the person’s context,
personality and current state.
Skew skew reflects the difference in presentation times between the related
olfactory media component and the associated video media components (i.e. if
both synchronized, there is a 0s skew). The skew levels are not the results of
network transmission effects but are conceptual.
Mulsemedia multiple sensorial media applications are those that engage three (or
more) of our senses.
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Part IV
Document Formats and Standards
Chapter 13
SMIL: Synchronized Multimedia
Integration Language
Dick C. A. Bulterman
Abstract The period from 1995 to 2010 can be considered to be networked
multimedia’s Golden Age: Many formats were defined that allowed content to be
captured, stored, retrieved, and presented in a networked, distributed environment.
The Golden Age happened because network infrastructures had enough bandwidth
available to meet the presentation needs for intramedia synchronization, and content
codecs were making even complex audio/video objects storable on network servers.
This period marked the end of the CD-ROM era for multimedia content distribu-
tion. Unlike the relative simplicity of CD-ROM multimedia, where timing con-
straints were well-understood and pre-delivery content customization was relatively
simple, the network multimedia era demanded new languages that would allow
content to be defined as a collection of independent media components that needed
to be located, fetched, synchronized, and presented on a large collection of user
devices (under greatly varying network characteristics). One of the most ambitious
projects to define an open and commonly available multimedia content integration
language was W3C’s SMIL. In a period of approximately ten years, SMIL grew
from a simple synchronization language to a full content integration and scheduling
facility for a wide range of Web documents. This chapter considers the timing and
synchronization aspects of SMIL.
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13.1 Introduction
This chapter provides an overview of the W3C Synchronized Multimedia Inte-
gration Language (SMIL), which was developed and is maintained by the World
Wide Web Consortium (W3C) [1]. SMIL has been defined as a series of W3C
Recommendations [2–5], the term used by W3C to indicate a member-reviewed and
member-approved standard for use within the W3C’s suite of protocols and for-
mats. SMIL is a comprehensive presentation format that can be used to structure the
timing, layout, and user control of a set of content objects. While SMIL can be used
to address a wide array of temporal control applications, this chapter will con-
centrate on SMIL as a multimedia presentation language.
The SMIL Recommendation is structured as a set of modules, each providing a
collection of elements, attributes, and attribute values that can be selectively
included when designing XML languages. The SMIL modules have also been
grouped into a number of profiles that each serves the implementation needs of
individual use domains. Since this book is particularly concerned with media
synchronization, the discussion of SMIL in this chapter will largely be limited to the
timing and synchronization aspects of the language. We will also consider how
timing and synchronization are influenced by user interaction: mostly by activating
temporal hyperlinks, but also where parts of a presentation are activated by
event-based user interaction.
In the sections below, we start with a short history of SMIL, tracing the roots of
the formats on which SMIL was based. We then provide a short primer on how
SMIL is structured, with enough background to understand the examples given later
in the chapter. We then consider the details of SMIL timing and interaction. We
close with a short reflection on the success and limitations of the language.1
13.2 A Brief History of SMIL
In 1996, W3C started an activity to determine how audio and video could best be
supported in the context of the a-temporal HTML text and image content that was
then dominant on the World Wide Web. This activity, lead by Philipp Hoschka,
resulted in the definition of the Synchronized Multimedia (SYMM) working group
[7]. The working group consisted of several major providers of media players and
embedded technology (most notably Apple, Intel, Microsoft, Philips, RealNet-
works), a collection of academic institutions (CWI, GMD, and INRIA), and
organizations interested in accessibility (WGBH and the Daisy consortium). After
about nine months of work, the group published the first version of SMIL in June
1998. The architecture of SMIL was based largely on CWI’s CMIF format [8], with
modifications, restrictions, and extensions flowing from the design-by-committee
1This chapter draws on material published in [6].
360 D. C. A. Bulterman
process. Subsequent editions of SMIL, up to SMIL 3.0, were produced through
December 2008, when the working group ceased active development.
From its earliest version, SMIL differed significantly from other media support
activities available at that time. Unlike Apple’s Quicktime and the Windows Media
Player—the two dominant content delivery sources at the time—SMIL was not a
content object delivery platform in which a single video or audio item could be
played, but a presentation delivery platform, in which several independent media
objects could be gathered (potentially from multiple servers), scheduled, and then
presented via an open Web interface. Treating a media presentation as a collection
of objects rather than a single item remains a unique approach even in current
(W3C) multimedia recommendations.
The general model used by SMIL was that a media presentation consisted of an
XML-formatted scheduling file2 (the.smil presentation) and a series of external
media objects. A SMIL-compliant player would interpret the presentation file and
then implement a scheduling algorithm that would correspond to the needs of the
presentation specification. Different players could employ different implementation
strategies to meet the needs of the SMIL specification. Another innovation of SMIL
was a declarative approach to defining the media object interactions in a presen-
tation. SMIL is not a scripting or programming language that implements the
mechanics of content delivery and playout, but a specification language that allows
an author to define what they would like to have happen. It is up to the playout
engine to resolve any constraints at playback time, such as lack of network
bandwidth, limited screen size, or lack of interaction facilities.
The focus on media scheduling meant that SMIL was not a low-level content
creation language, but a media aggregation and synchronization language. In early
versions of SMIL, there was a rigid separation between content creation and content
scheduling: All objects scheduled by SMIL were required to be stored in external
files. Later versions relaxed this limitation, allowing plain and synchronized text to
be defined directly within the SMIL file.
In 1996, the Internet was a heterogeneous environment. SMIL was defined to
interact within this environment, with different user agents, different network
speeds, different client screen sizes, different user language preferences, and users
of differing natural abilities (in the sense that users could be deaf, blind, or
otherwise differently-abled). Interoperability was a key concern of SMIL, which
meant that limiting the specification to any one scripting language or any one
delivery platform would not meet the language’s needs. SMIL was largely suc-
cessful in providing an interoperable scheduling language. Unfortunately, unlike
text and images, there was—and is—no universally available set of video and audio
formats that could ensure interoperability of presentation content. Early commercial
and open implementations of SMIL-compliant players did not support interoper-
ability in content codecs. As a result, a SMIL presentation written for use with the
2SMIL was not only an XML-compliant language, it was the first XML language released as a
W3C recommendation.
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RealNetworks G2 player could not be played with Apple’s Quicktime player, even
though both were early adopters of the SMIL language. This severely limited the
impact of SMIL.
13.3 SMIL Presentation Basics
A SMIL presentation is an XML-formatted specification containing references to
media content objects, a temporal scheduling, and synchronization model that
determineswhen these objects are presented (and howpersistent they are) and a layout
model that can help a playback agent determine where the objects should be placed
relative to one another. The specification also allows transitions, metadata, temporal
hyperlinks, and a host of other secondary presentation features to be defined. Most of
these are beyond the scope of this chapter (but are treated extensively in [6]).
In order to understand the basic structure of a simple SMIL presentation, con-
sider the following SMIL definition3:
3Line numbers have been added to simplify references in the text. They are not part of the SMIL
language.
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(This structure is reused later in this chapter.) Line 0 defines some XML basics for
this file: the DOCTYPE and the DTD. This defines the format of the SMIL file
itself, not of the presentation defined in the file. Line 1 defines the dialect of SMIL
used in this file and the SMIL profile (collection of modules) that is expected to be
supported by the SMIL agent processing the presentation.
Lines 2–14 provide information that the agent can use to process the file. It may
contain metadata defining the name, the author, and the system used to generate the
presentation. It also includes a layout specification that determines where objects
are placed and their relative layering. SMIL Layout was a contentious facility: Most
members of W3C wanted SMIL to use CSS layout features [9]. These gave the user
agent nearly total control over (relative) object placement. The SYMM group felt
that multimedia presentations were different from text content and that the semantic
meaning of object placement (such as having captions overlay or be close to
content) justified having a separate layout model.
Lines 15–25 define the presentation body. In this presentation, an image con-
taining a presentation title is presented in parallel with a sequence of video objects.
Both the title image and the sequence start at the same time. The members of the
sequence start when their predecessor is finished.
One design goal of SMIL was that simple things should be able to be done as
simply as possible, but that complex scheduling operations should also be possible
without having to resort to a scripting language. In that sense, the following min-
imalist SMIL presentation could be used to display a simple sequence of video
objects:
In this presentation, a default DTD and SMIL profile is used, as determined by
the user agent. The agent defines a default layout structure for the presentation. The
<body> element, which in SMIL defaults to the behavior of a <seq> element, is
used to structure the presentation of a series of videos. The implicit duration of the
videos themselves determines the length of the presentation. Granted, there is not
much control on where a user agent displays the content, but the authoring overload
of creating the presentation is minimal.
Finally, as a basic XML refresher:
• Each line of text between “<” and “>” characters is an XML statement.
• Each statement begins with an element name, defined by the language (in this
case, SMIL).
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• Each element defines a number of attributes (such as “src”). Attributes may
allow attribute values to be defined (constrained by the language).
Of course, the full XML specification is slightly more complex than this sum-
mary, but this should be enough to understand the examples below.
13.4 SMIL Timing and Synchronization
SMIL timing defines when elements in a presentation get scheduled and, once
scheduled, how long they will be active. The SMIL timing facilities are the core
contribution of the SMIL standard: using the elements and attributes defined in the
SMIL Recommendation, time can be integrated into any XML language.
In a SMIL-based document, every media object and nearly every structural
element has a specific timing scope. While media timing plays an important role in
determining the overall duration of a presentation, the structure of the document is
also used to simplify and optimize the rendering of media presentations. SMIL
timing defines a collection of elements that determine the relative start and end
times of document objects and a collection of attributes that control the duration,
persistence, repetition, and accuracy of timing relations in a document. SMIL can
be used directly as the host language for a document (as is done in the various
SMIL profiles), but it can also serve as the basis for integrating time-based coor-
dination of otherwise static elements (as is done in SVG animation and in
XHTML + SMIL).
13.5 SMIL Timing Model Basics
The timing approach used by SMIL to specify the (relative) begin times of media
objects and their durations is based on a structured timing model. This means that
the nested presentation structure in a SMIL document—and not only hard-coded
clock values—is used to define the high-level activation and synchronization of
objects. For many simple SMIL documents, this timing is implied: The SMIL agent
can figure them out at presentation time. If more precise control over a presentation
is required (such as inserting delays or specifying interactive behavior), SMIL also
provides more complex timing mechanisms.
13.5.1 A Simple Slideshow Presentation
We introduce the timing issues addressed by SMIL in terms of the slideshow
presentation depicted in Fig. 13.1. This presentation contains a single background
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image on top of which a sequence of slides is placed, each with an accompanying
image containing a text label and an audio file containing spoken commentary. The
presentation also contains a single background music object that is played
throughout the presentation. The timing in this presentation is dominated by two
object sets: a background music object, which determines the duration of the total
presentation, and various spoken commentary objects, which determine the dura-
tion of each of the image slides. This means that an outer time base for the entire
presentation is defined and a set of inner time bases for each slide in the
presentation.
13.5.2 Media Object and Presentation Timing Definitions
A basic property of multimedia presentations is that they require some degree of
temporal coordination among the objects being presented. The more complex a
presentation—in terms of either number of simultaneous objects or number of
synchronization control points—the greater the amount of control information
required. SMIL uses timing elements and timing attributes to provide the activation
and synchronization control information in a presentation. In general, timing
attributes are used to control the timing behavior of media object, and timing
elements are used to control the behavior of the presentation as a whole.
13.5.2.1 Media Timing
Multimedia presentations typically contain two types of media objects: discrete
media and continuous media. Discrete media objects, such as the text labels, the
background image, and each of the slide images in Fig. 13.1, have no implicit
duration. If referenced in a SMIL file without any additional timing attributes, their
duration will be 0 s—which is not very long. Continuous media, such as the
background music object and each of the spoken commentaries in Fig. 13.1, have
implicit durations that are defined within their media encodings. If referenced in a
SMIL file without any additional timing attributes, they will be rendered for the full
duration defined by the object.
In Fig. 13.1, each slide image and the associated text labels should be displayed
for duration that is defined by the accompanying spoken commentaries. (Each slide/
text/audio group will have different durations, since not all spoken commentary is
equally long.) SMIL provides a range of attributes that allow the duration of objects
to be explicitly defined and refined, and it provides a general inheritance model in
which the durations of both discrete and continuous media can be obtained by the
context in which a media object is presented in relation to other objects. This allows
the durations of the images and text to match that of the spoken audio.
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13.5.2.2 Presentation Timing
A SMIL file contains references to one or more of media objects and a set of timing
primitives that determine when these objects get started relative to one another. The
total timing of each of the media objects, plus any additional timing control defined
in the SMIL file, determines the duration of the composite presentation. Sometimes,
this composite duration can be calculated in advance, but often it cannot.
The basic timing of the slideshow presentation described in Fig. 13.1 is deter-
ministic: That is, we can determine the full timing in advance of the presentation’s
execution by evaluating the timing of each of the continuous media objects. It is
important to understand, however, that the presentation is only deterministic if
several potential presentation-time delays are ignored—these include any streaming
delays associated with bringing the media object from a server to the presentation
device, or any delays at the client associated with decoding and rendering indi-
vidual media objects. For local presentations, such as CD-ROM multimedia, it is
safe to assume that all the delays in the system can be predicted in advance and
factored into the presentation timing. For Web-based multimedia, where the delays
when obtaining media may be considerable (and unpredictable) and where there
may be wide variability in the performance of end-user devices, assuming that
presentations are fully deterministic which is a dangerous strategy.
A presentation with uncertain timing characteristics is non-deterministic. In
addition to the network streaming delays discussed above, non-deterministic timing
can also be the result of content substitution within the presentation or as a result of
using interactive, event-based presentation timing. SMIL has elements and attri-
butes to handle these cases as well.
Fig. 13.1 Elements used in a slideshow presentation
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13.5.3 SMIL and Timelines
A timeline metaphor is often used to model presentations. A timeline is a simple
graph showing time on one axis and one or more media objects on the other axis.
An example timeline, showing the elements and objects in Fig. 13.1, is shown in
Fig. 13.2. This timeline shows the media sorted by layout: The left axis shows the
various classes of media objects used, and the bottom axis shows the cumulative
duration. It is also possible to define separate lines for each media object, but this is
usually less space efficient.
A timeline exposes the exact temporal relationships among media items. These
can translated to a text format by assigning explicit begin times for each media
object and defining durations to discrete objects. One such encoding is the time-list
structure of the following code fragment. The background audio and image objects
(lines 0 and 1) are followed by the set of slide images (lines 2–8), the spoken
commentary (lines 9–15), and the image-encoded text labels (lines 16–22). The
begin times are determined by the duration of the spoken commentary objects.
While this example could be used as the basis for SMIL timing, this would be
unwise, since it is insensitive to delays and requires that all timing relationships be
pre-calculated.
Fig. 13.2 Timeline representation of presentation in Fig. 13.1
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A better approach is to use structure-based timing primitives, since this allows
timing to be deduced from the content rather than duplicating content and timing
information.
13.5.4 SMIL and Structure-Based Timing
The main advantage of the timeline model is that it is an easy-to-understand rep-
resentation of continuous media objects under deterministic timing conditions. As
such, it is a representation used often in video and audio media editors. Unfortu-
nately, while deterministic timing is good for modeling video tape, it does not scale
well to most Web environments: If one of the image objects arrives later than
planned, or if the presentation agent is slow in rendering the audio, the timeline
does not really help in maintaining order among objects. Things become even more
troublesome if we don’t know the implicit duration of the audio items when con-
structing the timeline or if the duration of the object changes over the lifetime of the
presentation. (Since the SMIL file does not contain the media—it contains a pointer
to the media—the timing and the update histories of the media object are decoupled
from its use.) Finally, if we add content substitution or interactive timing to the
presentation (such as having the follow-on slide begin on a mouse click rather than
at a fixed time), the timeline representation loses almost all of its utility.
In order to provide a more realistic framework for Web documents, SMIL is
based on a structured timing framework in which the structured relationships
among objects can be used to define most timing. SMIL encodes its timing
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relationships by defining a logical timing hierarchy rather than an exact timeline.
The hierarchy for Fig. 13.1 is shown in Fig. 13.3. Here, we see a set of yellow
logical parallel nodes (P0–P7) and one blue logical sequential node (S0). The
parallel components say activate the sub-components together as a unit, and the
sequential component says activate the sub-components sequentially. The SMIL
textual encoding of the presentation hierarchy is as follows:
While a timeline can state that objects I2, C2, and L2 all start at 7 s into the
presentation and that they each have duration of 9 s, the SMIL hierarchy can state
what is really going on logically:
• That objects Ci, Ii, and Li are to be treated as a logical group that get scheduled
together (that is, they begin and end together);
• That the duration of Ii and Li depends on the duration of Ci,
• That all three objects are to begin after object Ci−1—and, by extension, Ii−1 and
Li−1—end.
Note that none of these relationships depends on the exact duration of any of the
objects—you can construct a SMIL file before you know anything about the actual
media being used.
A single timeline for one instance of a SMIL specification (that is, for one of
the—potentially many—run-time uses of the presentation) can be constructed by
combining the structured composition of objects with a model of the execution
environment that contains information on the performance of the network
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connection, the preferences of the user, etc. A timeline model based on the explicit
media timings alone is not rich enough to model the various structured paths
throughout a SMIL presentation.
13.5.5 Durations, Time, and Timebases
One of the most powerful features of SMIL is a flexible time model in which
various aspects of an element’s behavior can be determined by the context in which
it is being presented. In order to use this model, it is important to understand a
number of temporal distinctions and constraints applied by the SMIL model. These
include defining the active period of an element and defining the way that delays
and relative starting/ending times can be expressed in a document.
13.5.5.1 Defining the Active Period of an Element
Most media formats require that the duration of all of the component media objects
be explicitly defined. SMIL has several attributes that support direct duration
definition, but it also provides attributes that allow you to specify or limit several
layers of logical object durations. These layered durations, which are illustrated in
Fig. 13.4, are as follows:
Fig. 13.3 The SMIL structured representation of the presentation in Fig. 13.1
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Fig. 13.4 SMIL durations
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• Intrinsic duration: This is the duration of amedia object as encoded in the (external
to SMIL)mediafile.Most discretemedia items such as images or plain text have an
intrinsic duration of 0 s; some quasi-discrete media—such as animated images—
may have a longer intrinsic duration. Continuous media objects have duration that
is equal to the temporal length of the object. Many media formats (but not all!)
define the intrinsic duration explicitly in the media encoding.
• Implicit duration: This is the duration that SMIL uses as the basis for scheduling
an object. It is usually equal to the intrinsic duration, if available. Discrete
objects are modeled as having an implicit duration of 0 s. If the intrinsic
duration for continuous objects is not available (such as often this case with
MP3 objects), the SMIL agent typically will have to scan the entire object to
determine its duration. (This can be a time-consuming process.) The implicit
duration forms the starting point for the calculation of other logical timing
durations have been defined within SMIL. Note that the implicit duration is a
SMIL concept, separate from an object’s intrinsic duration. See Fig. 13.4a.
• Simple duration: It is possible to modify an object’s implicit duration with an
explicit duration via SMIL’s dur attribute. The result of applying an explicit
duration (if any) to an object yields its simple duration. (If the implicit duration
is not modified by a dur attribute, then the implicit and simple durations are the
same.) The simple duration of an object may be longer or shorter than the
implicit duration. Simple durations can also be defined to have special values
that logically limit or stretch the duration of objects; these are the media and
indefinite values, as discussed below. See Fig. 13.4b.
• Active duration: SMIL defines a number of attributes that allow an element to be
repeated. These attributes modify the element’s simple duration, and the resulting
repeated duration is called the object’s active duration. If an element’s simple
duration is shorter than its implicit duration, only the first part of the element will
be repeated. If the element’s simple duration is longer than its implicit duration,
the entire element plus the temporal difference between the implicit and simple
durations will be repeated. (During this “extra” time, either nothing will be
rendered or the final frame/sample of the media object will be rendered: The
behavior depends on the media type.) The end attribute can be used to define
when the active duration ends. If an element does not repeat and is not shortened
by end, its simple and active durations are the same. See Fig. 13.4c.
• Rendered duration: The active duration of an element ends after its dur/end and
repeat attributes have been applied. This does not mean that an object disap-
pears at the end of its active duration. SMIL provides an attribute to control the
persistence of an object after its active duration has ended: the fill attribute. If fill
is set to “freeze,” the element will remain rendered until the end of its parent
time container. If fill is set to “remove,” the object is removed from the screen as
soon as its active duration ends. For discrete media with a fill = “freeze”
attribute, the object will simply be rendered as if its active duration was
extended; for visual continuous media, the last frame or sample of the object
will be rendered.
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It is important to understand that each of these durations applies to every tem-
poral element in SMIL. Every element has an implicit, simple, active, and rendered
duration. Luckily, most of these durations will be managed by the SMIL agent, but
understanding each of these durations, and their impact on presentation timing, can
help clarify why a SMIL agent behaves the way it does.
13.5.5.2 Clock Values
Many timing attributes are based on clock values. These values can take several
different forms, and they may serve as all or part of an attribute’s time value. All
clock values represent a relative time and have meaning only within the context of a
time container.
Clock values may be given in four general forms:
• Full clock values: These are times represented as a colon-separated list of hours,
minutes, seconds, and fractions of a second. (If days, months, or years need to
be specified, then absolute wall clock timing may be used instead.) This is a
relative time and has meaning only within the context of a time container’s
syncbase. (Syncbases are described below.)
• Partial clock values: These are times represented as a shorthand notation for full
clock values, containing minutes, seconds, and (optionally) fractions of a
second.
• Timecount values: These are numbers with an optional type string and an
optional fractional component. An integer clock value with no type string (such
as “10”) implies a timecount in seconds; it is equivalent to “10 s.” Allowed type
strings are “h,” “min,” “s,” and “ms.”
• Wallclock values: These are absolute times represented in three parts: a date
field, a time field, and an (optional) timezone field. These times are absolute.
13.5.5.3 Syncbases
Except in the special case of wallclock timing, every clock value in SMIL is relative
to some other part of the document. The child elements of a <par> container are
started relative to the start time of that parent, while the child elements of a <seq>
container are started relative to the end of their predecessor (except for the first
child, which starts at the beginning of its parent). Every element in a SMIL spec-
ification has a specific temporal reference point: the syncbase. Most elements never
have to specify their syncbase reference explicitly since the common SMIL time
containers do this by default. Sometimes, however, an element may want to specify
a non-default syncbase as its reference object. SMIL supports this functionality
using explicit syncbase timing. An explicit syncbase is a named element (within the
same host document) that has a temporal context, and which is not a child of the
element in which it is being referenced. (This is less complex than it reads.) A
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syncbase timing reference contains a temporal event that is used as the scheduling
base for the referencing object. This timing reference can be further modified with a
clock value. In order to fully appreciate the role of syncbase timing, we first need to
consider the elements and attributes defined for less complex operations, but to give
a taste of what’s ahead, consider the following fragment:
This element on line 2 starts an associated video object. In some other part of the
document, an image containing a text label is started 10 s after the video begins.
The label remains visible until the end of the video.
Syncbase timing can be very complex, and its use in simple documents is rare.
Still, for certain applications, it can be a powerful construct.
13.5.6 Basic Time Containers
SMIL supports the <par>, <seq>, and <excl> elements.
Element: <par>
The most general of SMIL’s timing containers is the <par>. The <par> defines a
local time container that can be used to activate one or more child elements. The
children of a <par> container are all rendered in “parallel.” In terms of SMIL’s
timing model, this does not mean that they get rendered at the same time, but that
they share a common syncbase defined by the <par> container. Any or all of the
children may be active at any time that the parent <par> is active.
The basic timing structure of the <par> is illustrated in Fig. 13.5. The default
syncbase of the <par> is the beginning of the element. That is, by default, all
children of a <par> element start when the <par> itself starts. (This is illustrated by
nodes “a” and “b”.) As defined above, timing attributes can specify other begin
times. By default, the <par> ends when the last child ends, although the exact
ending behavior of the <par> is determined by the endsync attribute.
Element: <seq>
A relatively unique timing container is the <seq> element. The children of a <seq>
are rendered in such a way that a successor child never can begin before its
predecessor child completes. In other words, the syncbase of each child is the end
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of the active duration of its predecessor. A successor element may have an addi-
tional start delay, but this delay cannot resolve to be negative in relation to the end
time of its predecessor. The <seq> ends when its last child has ended. Unlike the
<par>, the <seq> does not support the endsync attribute: Since there is only one
child active at a time in a <seq>, there is no need to select among children to
determine the container’s end.
The basic timing structure of the <seq> is illustrated in Fig. 13.6. The <seq> is
especially useful when describing timing in a non-deterministic environment; by
specifying that a set of elements logically follow one another, a delay in one
element can be easily passed to its successors.
Starting with SMIL 3.0, a seemingly minor change was made to the <seq>
container: The restriction that only a nonnegative offset could be used as the value
for the begin attribute was removed from the specification. This allowed children
the <seq>, just as <par> and <excl>, to have event-based starting times rather than
only fixed scheduled begins. As with many seemingly simple changes, the impact
of this was non-trivial.
Element: <excl>
An <excl> container will start at the temporal moment defined by its parent time
container, modified by the value of the begin attribute. The begin time determi-
nation for the <excl> is identical to that of the <par>. The critical difference
between a <par> and an <excl> is that at most one child of an <excl> may be
Fig. 13.5 The temporal scope of the <par> element
Fig. 13.6 The temporal scope of the <seq> element
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active at any one time. Nothing may violate this condition. Under certain cir-
cumstances, inactive children of an <excl> may be in a paused state and may
respond to certain UI events. For a temporal perspective, they are not active during
these periods.
Unlike the children of a <par>, the children have a default begin time of
indefinite. This means that, unless the time gets resolved during the active duration
of the <excl>, they will never begin. The children of an <excl> may make
unrestricted SMIL temporal semantics to define their begin times. As with the
<par>, no content may be rendered before the start of the active duration of the
<excl>. If a continuous media element is scheduled to begin before the start of the
parent <excl>, only that portion that falls within the temporal scope of the
<excl>’s active duration will be rendered.
13.5.6.1 Dealing with Cycles and Unknown Begin Times
It is possible to define a cycle by having the begin times of a collection of objects
depend entirely on the begin or end of each other. In these cases, it will be
impossible to ever define a resolved begin time. Usually, none of the elements in
the cycle will be activated; a SMIL player may reject to start a presentation if a
cycle is detected.
If begin times are unresolved, they cannot be used to build a timing instance for
the object. Elements may become resolved during the active duration of their
parent, but if they are not resolved, they are ignored for timing purposes.
13.5.7 Nested Composition of Timing Elements
The basic time containers can be nested in a presentation hierarchy. That is, any
child of either a <par> or <seq> (or <excl>) can be a simple media object or an
embedded time container. As in SMIL 1.0, the hierarchy can represent relatively
static presentation timing. The introduction of event-based activation/termination in
SMIL 2.0 also allows a dynamic activation path to be defined. Most of the children
of a time container will influence the timing behavior of that container, but some
children—such as the <a> element, or the <switch>—are timing transparent. This
means that they do not contribute to the determination of the container’s duration.
13.5.8 Special Timing Values
SMIL defines two special timing values that can be used to specify the temporal
context of an element. These are indefinite and media.
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Value: indefinite
The indefinite value can be used to indicate that a timing dependency (either a
begin/end time or duration) is to be determined outside of the element in which the
indefinite value appears. While many SMIL authors (and some SMIL imple-
menters!) assume that indefinite is synonymous with “forever,” it is really syn-
onymous with “I have no local idea …”. As we will see later in this chapter, an
attribute assignment of dur = “indefinite” simply means that some other part of the
SMIL specification—either the parent time container or some other element—will
determine the element’s duration. Only if no other part of the document constrains
the duration will an indefinite value result in an unlimited duration, but even then, a
value of indefinite can never result in a presentation that a user (or user agent)
cannot end.
Value: media
The attribute value media can be applied to obtain the desired timing value directly
from the associated media item. Although it is not often required to use the media
value explicitly (mostly because this will be the default behavior), it is sometimes
useful to set duration or end time to media when you want to exert explicit control
in complex timing situations.
13.5.9 Interactive Timing and Events
In the normal course of processing, the activation hierarchy of a SMIL document
determines the rendering of document elements. The user can influence the ele-
ments selected by using SMIL events. The event architecture allows document
components that are waiting to be activated or terminated to actually start or
stop. There are several uses of events allowed in SMIL 2.0, but perhaps the most
important new semantic introduced in SMIL 3.0 was the combination of events and
the begin/end attributes. In further combination with the <excl> element, events
provide a very powerful mechanism for conditional content activation.
SMIL also supports a rich hyperlinking architecture. Unlike links in XHTML,
the fundamental concept of the SMIL link is that it models a temporal seek in a
presentation. Rather than simply activating a target element, the target play state
that is activated is identical to the state that the presentation would have been in if
the target point had been arrived at “naturally.” (One exception is that all inter-
vening event-based activation is ignored.) This means that all nodes temporally
between the source and destination of the link need to be evaluated to see if they
would have contributed to the final target play state. The temporal seeking and
activation facility allow very polished presentation construction—but its imple-
mentation in the agent is not for the fainthearted.
Figure 13.7 illustrates the temporal composition of the example presentation in
Fig. 13.1. Note that the <par> and <seq> elements are nested as green and blue
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boxes, respectively. (The node labels of the structure containers are placed in
brackets at the bottom of each container.)
13.5.10 Applying SMIL Timing Attributes
SMIL was designed so that obvious structural relationships between elements—and
the intrinsic duration of continuous media objects—could be used to specify most
timing and synchronization relationships explicitly. There are many occasions,
however, when the default synchronization behavior might not be expressive
enough to build a particular media message. For this reason, SMIL provides a host
of timing control attributes.
13.5.11 General Timing Control Attributes
The general timing control attributes supported by SMIL are begin, dur, and end.
The begin attribute controls when a particular element starts relative to its syncbase,
the dur attribute controls the element’s simple duration, and the end attribute
controls the end of the active duration. (In general, begin + dur = end, but this is
not always true.)
All three of these attributes retain their behavior from SMIL 1.0. The principal
SMIL 2.0 extension to begin and end is that they attributes support a list of begin/
Fig. 13.7 Pure structural representation of the presentation in Fig. 13.1
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end times instead of a single begin/end value. This is not particularly useful for
simple SMIL applications, but it is very useful if a combination of SMIL’s
scheduled and event-based timing is used.
Attribute: begin
Each of SMIL’s time containers defines a default begin time for its children. The
default for <par> is the start of that <par>, while the default for a <seq> depends
on the lexical order of its children: The first child starts at the start of the <seq>,
and each successive child starts after the preceding child has ended. SMIL allows
this default behavior to be overridden by the begin attribute. Usually, this clock
value contains a nonzero positive temporal offset, such as:
All of these values represent a begin delay of 10 s. Given a choice, the second
version, line 2, is preferred as it gives a reasonable balance between clarity and
brevity. Recall that each of these notations defines a 10-s delay from the implied
syncbase of the element containing the begin attribute. (This is usually either the
start of a parent <par> or the end of a predecessor child in a <seq>.)
The begin attribute and the <seq> element.
There is one restriction on the use of the begin attribute that is important for all
SMIL versions: A <seq> time container may only have a single begin attribute
value and that value must contain a nonnegative clock value. Multiple begin time
lists are not allowed in a <seq>, and neither is explicit syncbase timing. In the
following set of statements, line 4 is not valid SMIL, but lines 5 through 7 are valid
and provide the same functionality as was intended in line 4:
Attribute: dur
The dur attribute establishes the simple duration of an element. When used with a
media object, it defines how much of that media object will be used. When used
with a time container, it defines a limit on the simple duration of that container. If
the defined duration is longer than the time container or media object, temporal and
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rendering padding will result. The various types of duration qualifiers supported by
SMIL were shown in Fig. 13.4.
Attribute: end
A SMIL element ends at the end of its active duration. This is determined by either
the element’s content or the parent time container. An element can also specify a
non-default end time via the end attribute. The end attribute is very similar to the
begin attribute.
The end attribute provides explicit control over the end of the active duration. As
with begin, the end attribute can specify a single clock value or an explicit syncbase
(with optional clock value offset), or a list of values. Unlike the begin attribute,
there is no restriction on the use of end with <seq> elements. Note that even if
multiple end times are specified, the associated element will end only once—this is
when the first end condition is met.
The following fragments give examples of the use of the end attribute:
The first two of these statements have obvious behavior. Line 2 says that the
video will end whenever the temporal element snarf ends. (This is an example of
syncbase timing.) Line 3 states that the video will end at either 35 s after the start of
its rendering or 5 s after the end of the syncbase element snarf.
Combined Use of begin, dur, and end
It is possible to combine the use of the begin, end, and dur attributes on an element.
Combining begin and dur usually results in obvious behavior, since they both relate
to the simple duration of an object. Since the end attribute overrides the default end
of the active (not simple) duration, the resulting behavior is not always obvious.
13.5.12 Object Persistence Attributes
Two attributes control the persistence of objects after they have completed their
active duration: fill and fillDefault. In this chapter, we consider simple uses of fill
behavior.
Attribute: fill
SMIL allows an object to remain visible after the end of its active duration by
specifying a fill attribute. If fill is set to “freeze,” the object will remain visible until
the end of its parent time container. If it is set to “remove,” the object is removed as
soon as its active duration ends. The default for visual media is effectively “freeze”;
fill has no meaning for audio media. There are some special cases for fill that allow
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the visibility of an object to extend past the active duration of its parent (such as
when transitions exist). The value of fill also determines how long an object remains
“clickable” for linking and interaction.
If the fill attribute is applied to a time container, then the rendering state of all of
the children (and descendants of the children) is set to their respective fill behavior
at the moment the active duration of the container ends.
13.5.13 Extended Timing Control Attributes
SMIL 2.0 introduced two attributes that provide extra duration control: min andmax.
These attributes can be used to define a lower or upper bound on the active duration
of the containing element, regardless of that element’s other timing characteristics.
SMIL also supports the ending of a time container via the endsync attribute.
Attribute: min
The min attribute can be used to specify an explicit minimum active duration on an
element. It accepts either a clock value or “media” as values. The default value of
min is “0,” which is the same as saying that the value is unconstrained. The value
media may only be used on media objects; its use says the minimum duration is the
implicit value of the media object.
Attribute: max
The max attribute can be used to constrain the maximum active duration of an
element. It is similar to min, except that an explicit value of indefinite can be
specified. (This is also the default.)
The behavior of the max attribute is predictable, although finding relevant use
cases can be a challenge. For example, consider the following statements:
Line 0 states that the element a will play for a maximum of 30 s or until the
element bazinga ends (if this is earlier). The same behavior applies to video element
b (line 1).
Attribute: endsync
Where min and max provide clock value-based constraints on element timing,
SMIL provides the endsync attribute to provide logical control on timed objects. As
in SMIL 1.0, if a <par> has multiple children, it can specify that the entire <par>
ends when the first child ends, when the last child ends, or when a named child ends
using the endsync attribute. This attribute can be assigned to the <par> and <excl>
time containers.
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The following fragment illustrates endsync behavior:
The <par> ends when the snarf ends; if this is later than the end of bazinga, the
last frame of bazinga will be frozen. The default value of endsync is “last.” An
element with the assignment endsync = “all” waits for all of its children to play to
completion at least once, regardless of whether they have scheduled or interactive
begin times.
The behavior of the endsync attribute is intuitive, except when combined with
the dur and/or end attributes. This is because having both an endsync and a dur or
end will cause conflicting definitions of element duration. In order to resolve these
conflicts, the following rules are applied by a SMIL agent:
• If dur and endsync are specified on the same element, the endsync is ignored.
• If end and endsync are specified on the same element, the endsync is ignored.
13.5.14 Repeating Objects and Substructures
The default behavior of all elements is that they play once, for either an implicit or
explicit duration. The SMIL repeatCount attribute allows an iteration factor to be
defined that acts as a multiplier of the object’s simple duration. (The resulting
duration is the active duration.) A special value indefinite is used to specify that an
element repeats continually until its (parent) timing context ends. The repeatDur
attribute defines duration for all of the repeated iterations.
Attribute: repeatCount
The repeatCount attribute makes the element’s content sub-presentation or media
object to repeat the stated number of times. Its value can be either a number or
indefinite. A numeric value indicates the media object plays that number of times.
Fractional values, specified with decimal points, can be used as well.
The following statement specifies that snarf is to be repeated 4.5 times:
If the associated audio file was 4 s long (its implicit duration), then the active
duration of snarf is 18 s.
A repeat count may also be applied to time containers. As is shown in the
following fragment, the simple duration of the container is repeated for the number
of iterations specified by the repeatCount.
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In this example, the active duration will depend on the implicit durations of the
media items; the simple duration will be the maximum of bazinga and snarf. The
active duration will be the simple duration times three.
Attribute: repeatDur
The repeatDur attribute is similar in most respects to repeatCount, except that
duration is given instead of a multiplier. It states that the element is to repeat its
playback until the specified duration has passed. The following statement specifies
that snarf is to be repeated for 15 s:
The actual number of times that the audio object is repeated depends on its
duration. If the audio object’s implicit duration is 3 s, it will repeat times. If its
implicit duration is 15 s, it will be played once. If its implicit duration is 25 s, only
the first 15 s will be played.
As with all elements, a timing constraint on a parent container will limit the
active duration of the children. As a result, in the following fragment, the audio
object will be rendered for 25 s:
13.5.14.1 Combing Repeat Behavior with Other Timing Attributes
It is possible to combine either repeatCount or repeatDur with other timing attri-
butes. The resulting timing usually results in predictable behavior for simple cases,
but sometimes the differences in manipulating the simple, active, and rendered
durations within one element can lead to SMIL statements that are not always easy
to understand.
The composite behavior is nearly always clear if the differences between the
various types of SMIL durations are well-understood. This becomes vital if use is
made of interactive behavior in SMIL, or if multiple begin times on objects are
used. If you plan to use SMIL Animation—or if the SMIL repeat attribute is used—
then a complete understanding of the SMIL timing model is essential. Interested
readers are encouraged to consult the standard text on SMIL [6]. As a last resort, the
SMIL specification can be consulted [x]: There you will find 156 pages of infor-
mation on the timing model alone.
13 SMIL: Synchronized Multimedia Integration Language 383
13.6 Advanced Timing and Synchronization Attributes
SMIL provides a collection of advanced attributes to control synchronization
behavior and to facilitate integration of SMIL into other XML languages. While
these attributes are rather esoteric for a complete discussion here, we introduce them
briefly in the following sections.
13.6.1 SMIL Synchronization Control Attributes
In a perfect world, all of the defined timing in a specification would be implemented
perfectly by a SMIL agent. Unfortunately, the world is not only imperfect—it is
also unpredictable. In order to provide some measure of control in the face
unpredictably, SMIL provides three high-level synchronization control attributes:
syncBehavior, which allows a presentation to define whether there can be slippage
in implementing the composite timeline of the presentation; syncTolerance, which
defines how much slip is allowed; and syncMaster, which allows a particular ele-
ment to become the “master” timebase against which all others are measured.
13.6.1.1 XML Integration Support
When used in a native SMIL document (one in which the outer XML tag is
<SMIL>), the nature and meaning of various timing elements is clear. When
integrating SMIL timing into other XML languages, a mechanism is required to
identify timing containers. The SMIL specification does this using the timeCon-
tainer and timeAction attributes.
13.7 Summary and Conclusion
Support for a general model for timing and synchronization SMIL’s most important
contribution. The basic time container elements <seq> and <par> specify SMIL’s
simplest temporal relationships: those of playing in sequence and playing in par-
allel. The basic in-line timing values of the inline timing attributes begin, end, and
dur set an element’s timing as temporal offsets from the begin time it gets from its
time container parent. Syncbase values for the begin and end attributes synchronize
an element with the beginning or ending of other elements. The attributes re-
peatCount and repeatDur cause an element’s media object to repeat its playback. If,
after its start time, duration, and repeated duration, the element ends before the end
of its parent, the fill attribute defines the persistence of the element in SMIL’s
timing tree.
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All of the various options for timing and synchronization control have given
SMIL the reputation—in some circles—to being overly complex. Certainly for
developers of HTML5 [10], the impression existed that simpler was better. This
reputation is largely undeserved. In SMIL, very simple facilities exist for crafting
complex presentation based entirely on implicit timing control. The value of SMIL
is that complexity is available when it is needed without having to resort to
scripting. SMIL also provides a unified timing control model in which all elements
of a document have a common temporal basis. This “complexity” actually sim-
plifies the task of creating interactive presentations.
This book summarizes a number of timing formats that have been applied to
controlling content across the World Wide Web. SMIL was the first of these
formats to be captured in a set of standards that, for a long time, formed the basis of
timing in Web documents. There have been many uses of SMIL in embedded
applications, and nearly every smartphone on the planet carries a partial SMIL
implementation. Still, in terms of mass adoption at the end-user level, SMIL has
never been a great success. This has little to do with SMIL’s timing model or its use
of structure-based timing. SMIL has suffered from a lack of universally accepted
media codecs for video and audio content. This has crippled any hope of inter-
operability. The irony of this situation is that such interoperability forms one of the
core potential successes of SMIL, at least as far as the development of an abstract
timing model is concerned.
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Chapter 14
Specifying Intermedia Synchronization
with a Domain-Specific Language: The
Nested Context Language (NCL)
Marcio Ferreira Moreno, Romualdo M. de R. Costa
and Marcelo F. Moreno
Abstract This chapter reports on the intermedia synchronization features of
Nested Context Language (NCL), an XML-based domain-specific language
(DSL) to support declarative specification of hypermedia applications. NCL takes
media synchronization as a core aspect for the specification of hypermedia appli-
cations. Interestingly, NCL deals with media synchronization in a broad sense, by
allowing for a uniform declaration of spatiotemporal relationships where user
interactivity is included as a particular case. Following the W3C trends in modular
XML specifications, NCL has been specified in a modular way, aiming at com-
bining its modules into language profiles. Among the main NCL profiles are those
targeting the domain of Digital TV (DTV) applications. Indeed, NCL and its
standardized player named Ginga are part of ITU-T Recommendations for IPTV,
Integrated Broadcast–Broadband (IBB) and DTV services, and Integrated Services
Digital Broadcasting—Terrestrial (ISDB-T) International standards. This chapter
discusses the main reasons that make NCL a comprehensive solution for the
authoring of interactive multimedia applications. It also discusses the aspects of its
conceptual model, the Nested Context Model (NCM), which defines an intrinsic
support for easily specifying spatiotemporal synchronization among components
(e.g., media and input assets).
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14.1 Introduction
This chapter reports on Nested Context Language (NCL), an XML-based
domain-specific language (DSL) to support declarative specification of hyperme-
dia applications. Due to the NCL features, intermedia synchronization, one of the
most important QoS issues in document engineering and multimedia data com-
munication, has been achieved in some important environments including inter-
active Digital TV (DTV) systems and the Web.
Declarative languages emphasize the declarative description of an application,
rather than its decomposition into an algorithmic implementation. Such declarative
descriptions generally feature a higher-level specification, and thus, they are easier
to be designed than imperative ones, which usually require a programming expert.
Moreover, declarative languages can be designed with a focus on the spatial and
temporal synchronization among components of the application. This is the case of
NCL, which takes media synchronization as a core aspect for the specification of
hypermedia applications. Interestingly, NCL deals with media synchronization in a
broad sense, by allowing for a uniform declaration of spatiotemporal relationships
where user interactivity is included as a particular case.
With a stricter separation between application content and structure, NCL does
not restrict which type of content or interactive devices can be used in an appli-
cation. Instead, it defines the glue that holds components together in multimedia
presentations. The definition of which content type of media objects are supported,
and which input devices, depends on the components integrated into the NCL
formatter (the NCL Player). NCL Players by themselves are unable to display
media objects, but they are built to maintain temporal and spatial synchronization of
these objects, or to support any other event-oriented relationship specified among
media objects, as specified by the NCL application. To display media objects, NCL
Players rely on embedded media players. Therefore, NCL allows for the specifi-
cation of spatiotemporal relationships using multimodal input interfaces and dif-
ferent perceptual contents such as videos, images, audios, and texts, as NCL media
objects. Applications specified using other languages can also be described as NCL
media objects, including media objects referencing imperative code content (e.g.,
Lua, ECMAScript) or declarative code content (e.g., HTML-based, X3D, SMIL,
NCL). Following the W3C trends in modular XML specifications, NCL has been
specified in a modular way, aiming at combining its modules into language profiles.
Among the main NCL profiles are those targeting the domain of DTV applications.
Indeed, NCL and its standardized player named Ginga are part of ITU-T Recom-
mendations for IPTV, Integrated Broadcast–Broadband (IBB) and DTV services,
and Integrated Services Digital Broadcasting—Terrestrial (ISDB-T) International
standards. This chapter discusses the main reasons why NCL is a comprehensive
solution for the authoring of interactive multimedia applications, which are the
aspects of NCL intrinsic support for easily defining spatiotemporal synchronization
among components (e.g., media and input assets). In this context, this chapter
presents the NCL conceptual model, discussing the NCL features, from its support
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to IBB systems, to how it can handle multiple time-bases in supporting intermedia
synchronization with or without interleaved media content, and its support for
multi-device presentations.
Current DTV systems put together different services, as a consequence of the
transport platform convergence. Efforts in this direction are reported in ITU-T
H.760 Recommendation series (Multimedia Application Frameworks), where the
NCL is highlighted as the integration mechanism with its Ginga-NCL Player.
Regarding the time-bases, NCL offers an approach that provides high-level
abstractions that hide or minimize the complexity of dealing with multiple
time-bases. In NCL intermedia synchronization, events are related regardless of the
moment they occur. Events are associated with specific segments (called anchors)
of some content (e.g., segments defined by their beginning and ending samples in
the content stream). The start, pause, resume, end, and abort of an anchor pre-
sentation define synchronization points (instantaneous events) as well as the
selection of an available anchor. Synchronization points can be used in causal or
constraint relationships to define intermedia synchronization. For example, one can
specify that the start of a media object presentation can cause the start of another
media object presentation (causal relationship), or that two media objects must
always stop at the same time (constraint relationship). Several hypermedia lan-
guages, such as Nested Context Language (NCL) [1] and Synchronized Multimedia
Integration Language (SMIL) [2], allow for defining causal and constraint
relationships.
The multiple device support provided by some languages to allow distributed
multimedia presentations still deserves attention. NCL’s approach provides a
higher-level multi-device presentation specification by defining classes of devices
and allowing applications to distribute their content among these classes. The
glue-language characteristic of NCL allows for synchronizing the life cycle of
applications specified as NCL content nodes but implemented using distinct lan-
guages and presented on specific classes of devices. For example, one can have a
distributed NCL application running part of its component on devices with SVG
support, part on devices with Java support, part on devices with BML or any other
XHTML-based language support, etc.
In order to support the aforementioned NCL features, Ginga architecture and its
reference implementation also brought contributions to several issues regarding the
support to intermedia synchronization. Hence, Ginga and its Hypermedia Temporal
Graph data structures are also subjects of discussion in this chapter.
14.2 Related Work
Several languages, models, and systems are available to support a wide range of
services related to hypermedia applications. These services can include media
production and analysis, presentation as well as broadcasting and delivering on
demand. Although many services are implemented as commercial tools with
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proprietary formats, standard groups have worked to propose solutions with valu-
able services for the authors who want to produce hypermedia presentations with all
mentioned services.
Synchronized Multimedia Language (SMIL) [3] and Moving Picture Experts
Group (MPEG) [4, 5] are relevant technologies related to the specification of
intermedia synchronization in hypermedia applications. While SMIL is a W3C
standard that enables authoring multimedia applications in the Web, MPEG has a
superset of standard technologies focused on multimedia representation, distribu-
tion and presentation.
Like NCL, SMIL offers a declarative form where through its elements it is
possible to specify hypermedia applications. By using no more than SMIL ele-
ments, it is possible to specify structured hypermedia applications composed by
media objects with a spatial layout and a temporal behavior. Besides this, some
mechanisms [6] have been proposed to add support in SMIL of many facilities
described in this paper. However, this approach often produces nonstandard
solutions.
In the MPEG superset, the MPEG-4 System is the standard that allows appli-
cations specification using a declarative language called XMT-O [4]. There are also
other formats specified in this standard, each one focused on a specific multimedia
service. For instance, to control the presentation distribution, from servers to
receivers, a format called Binary Format for Scenes (BIFS) [4] is defined. Com-
plementarily, for applications to be presented in multiple devices, Lightweight
Application Scene Representation (LASeR) [5] seems to be the best choice, since it
defines a format most suitable to mobile devices, where the scene structure can be
fragmented in many access units, which can be, at least in theory, streamed to and
presented by distinct players. However, this approach is not standardized.
LASeR follows the SVG [7] scene structure, another W3C standard, composed
by elements in an XML format. In [8], authors propose a time fragmentation of
SVG documents to control the playback memory usage. Indeed, this idea could also
be used to develop some experiences over SVG and LASeR in multi-devices.
Although these languages are quite promising, they do not include yet, in a standard
way, many features presented in this paper.
In the field of Integrated Broadcast–Broadband (IBB) systems [9], there are two
other technologies that are compliant with IBB requirements.
The Hybrid Broadcast–Broadband TV (HbbTV) [10] combines TV services
delivered via broadcast with services delivered via broadband and also enables
access to Internet-only services for consumers using connected TVs and set-top
boxes. HbbTV specification 1.5 is based on existing standards and Web tech-
nologies (XHTML 1.0, DOM 2, CSS 1, ECMAScript). It is a proposal from ETSI
that succeeds its former middleware specification called Multimedia Home Platform
(MHP) for interactive digital television. HbbTV is a whole new specification that is
not compatible with MHP. IBB and non-IBB services can coexist in a DTV system
that adopts HbbTV by properly signaling. HbbTV 2.0 recently added support for
some kind of media synchronization, companion devices, and new media types,
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a set of features that were not supported in previous versions. HTML5 became the
base language included in HbbTV 2.0.
Hybridcast [11] uses HTML5 and is standardized in Japan as a second gener-
ation of multimedia coding specification that succeeds the first one, based on BML.
The specification is completely new, but hybridcast receivers can present BML
applications. The system offers a variety of services through a combination of
broadcast and broadband telecommunication resources and features. Features also
include basic support for companion devices and synchronization via stream events
only.
14.3 NCL
The Nested Context Model (NCM 3.0) is the model underlying NCL. However, in
its present version 3.1, NCL does not reflect all NCM definitions. In order to
understand NCL synchronization facilities in depth, it is necessary to understand the
NCM concepts introduced in the next section.
14.3.1 The Nested Context Model (NCM)
The foundation of NCM is the usual hypermedia concepts of nodes and links. The
former represents content fragments, while the latter has the purpose of defining
relationships among interfaces (anchors and properties) of nodes. This section
discusses only the NCM entities and attributes that are of interest of this chapter,
that is, the entities that allow the specification of spatiotemporal relationships
among node interfaces. Soares and Rodrigues work [12] brings a detailed discus-
sion about the other NCM entities and attributes.
Figure 14.1 presents the NCM class hierarchy focusing on the Node entity.
Every NCM Entity has a unique identifier (id) and other attributes [12]. There are
two basic classes of nodes: content node and composite node.
A ContentNode represents the usual media objects. ContentNode subclasses
define the content type (e.g., video, audio, image, text). To define its content, a
ContentNode can use a reference (e.g., URL) to the content or have a byte array of
the content (raw data).
A CompositeNode is an NCM Node whose content is a set of nodes (composite
or content nodes). The set of nodes constitutes the composite node information
units. In a CompositeNode, a Node cannot contain itself. CompositeNode subclasses
define semantics for specific collections of nodes. A ContextNode is an NCM
CompositeNode that also contains a set of links and other attributes [12]. Context
nodes are useful, for instance, to define a logical structure for hypermedia
documents.
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A Link is an NCM Entity with two additional attributes: a Connector and a set of
Binds to this connector. Figure 14.2 presents the NCM class hierarchy focusing on
the Link class.
Connector is an NCM Entity that defines the semantics of a relation, indepen-
dently of the components (nodes) that will be included in the relation [12]. In this
sense, distinct links representing the same type of relation, but connecting different
components, may reuse the same connector. A Connector has as attribute a set of
access points, called roles. A Link refers to a connector and a bindSet. Each Bind
associates each link endpoint (a node component and its interface) to a role at the
referred connector.
Figure 14.3 shows an NCM example with three links referring to two different
connectors, each connector representing a relation with two different roles (or two
different semantics for the included components). Each Bind present in the bindSet
of each Link specifies the participant components (nodes). In the example of
Fig. 14.3, “link1” defines two binds connecting “movie1” and “movie2” content
nodes. “link2” refers to the same connector of “link1”, but its binds connect
“movie2” and “movie3” content nodes. “link3” will be discussed further in this
section. Both, “link1” and “link2”, specify different relationships (connecting
Fig. 14.1 NCM class
hierarchy: the node entity
Fig. 14.2 NCM class hierarchy: the link entity
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different nodes), but represent the same type of relation (referring to the same
connector).
As aforementioned, a bind has as endpoint a component (node) and an interface
of this component. In NCM, an interface can be an anchor, a property, or a port,
which can be defined only in a composite node and specifies its entry points. An
anchor can represent an interval in time of the content referred by the node, or an
area of the content of a node being presented. Note, in Fig. 14.3, that all rela-
tionships endpoints are interfaces with the λ symbol, which means the relationship
with an anchor representing the whole node content (an interval in time defined by
the node begin and end presentation instants).
In its current version (NCM 3.0 [12]), an NCM Connector only allows the
specification of relations with causal or constraint semantics. On the one hand, a
condition must be satisfied in a causal relation to execute a group composed of one
or more actions. Figure 14.3 presents the connector onEndStart, which is an
example of causal relation that can start (role start) the presentation of one or more
nodes when the presentation of one or more nodes finishes (role onEnd). On the
other hand, on constraint relations there is no causality involved. Figure 14.3
presents an example of a ConstraintConnector, identified as parPres. In the
example, “link3” refers to the parPres connector that defines that two or more
nodes must begin their presentation at the same time and must end their presen-
tation at the same time. The occurrence of the presentation of one node without the
occurrence of the presentation of the others also satisfies the constraint, which
specifies that, if and only if the presentation of these nodes occurs, their beginning
and ending times have to coincide.
Returning to the class hierarchy in Fig. 14.2, note that connectors are specialized
in causal and constraint subclasses. A CausalLink defines a causal relationship,
which means it refers to a causal relation (CausalConnector). Similarly, a Con-
straintLink refers to a ConstraintConnector. It is a set of roles organized in a glue
that defines the semantics of the relation (connector) and, therefore, the semantics of
the relationship (link). Both, role and glue, are discussed in the next paragraphs.
Fig. 14.3 Using causal and constraint relations
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The concept of event1 is the foundation of the Role class. Therefore, each role
describes an event to be associated with a component of the relation. Figure 14.4
shows the NCM class hierarchy for the Role class. There are three subclasses of
Role: ConditionRole, AssessmentRole, and ActionRole. Each connector type can use
a different set of roles. Causal connectors can use the aforementioned three types of
role, while constraint connectors only use assessment roles.
A ConditionRole represents a condition, defining a logical expression, which
evaluates presentation events (e.g., when the presentation of a node begins), attri-
bution events (when a property value of a node is set, such as set the “width” property
to “50px”), or node property values (e.g., evaluating if the “height” property has a
value greater than “200px”). When evaluated, a condition returns true if it was
satisfied, executing the related ActionRoles (e.g., “stop” the presentation of a node),
or false otherwise. While a condition always returns a Boolean value when evaluated,
an AssessmentRole returns a value (the current state of an event or a value of a node
property). Condition and assessment roles have the attribute key to represent input
events from interaction devices. For instance, when the user interacts with an
interface element, the condition is satisfied and a group of actions is executed.
Figure 14.5 presents the NCM class hierarchy for the Glue class. A Glue
describes how roles must interact and must consider the use of all roles in the
connector. A ConstraintGlue (in a constraint connector) has a StatementExpression
relating assessment roles. A CausalGlue (in a causal connector) specifies a Trig-
gerExpression, relating condition expression (ConditionExpression, which has
condition roles), assessment statement (AssessmentStatement or Assess-
mentValueStatement with assessment roles), and action expression (ActionExpres-
sion with action roles). Satisfying the conditions and assessments of a trigger
expression causes the execution of action roles.
Statement expressions allow for the comparison between two assessment roles
using an AssessmentStatement (for instance, if the presentation property “width” of
a node is equal to a presentation property “height” of another node) or of an
Fig. 14.4 NCM class hierarchy: the role class
1NCM uses the definition of event as stated in the Pérez-Luque and Little work [13]: An event is
an occurrence in time that may be instantaneous or may extend over a time interval.
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assessment role to a value using an AssessmentValueStatement (e.g., comparing
“height” with the value “500px”).
Trigger expressions can relate any number of conditions and assessment roles
using, respectively, condition and statement expressions. In addition, they can relate
actions (for instance, the presentation action “start” shown in Fig. 14.3). Statement,
trigger, and action expressions can be simple or compound. Simple expressions
refer to a role of its type, while compound expressions may relate any number of
roles of its type using a logical operator (“and” or “or”). Compound trigger
expression and compound statements can be negated (attribute isNegated) to
change the logical result of the expression.
Simple statement, trigger, and action roles have attributes (max andmin) to specify
the maximum and minimum cardinality. For instance, a role with “max = un-
bounded” allows for the definition of an n-ary relation, since it can be bounded to an
unlimited number of participants. Finally, these types of roles also have the attribute
roleQualifier to specify the role behavior when more than one participant uses the
same role. For instance, when a role “start” relates two nodes, the role qualifier
specifies if the two nodes must be started in parallel (value “par”), following a
sequential order (“seq”), or if only one of the nodes shall be started (“excl”).
14.3.2 Describing Temporal Relationships with NCL
The basic NCL structure defines the root element, called <ncl>, and its children
elements, the <head> element and the <body> element, following the terminol-
ogy adopted by W3C standards.
Fig. 14.5 NCM class hierarchy: the glue class
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The <head> element may have elements that represent repositories of NCM
entities as its children. For instance, a connector base can be specified to gather
NCM connectors. The <body> element is treated as an NCM context node.
Therefore, links (element <link>), content nodes (<media> element), and context
nodes (<context> element) can be defined as child of the <body> element.
The <media> element defines a media object specifying its content location. Its
content type can be specified using an element attribute. Otherwise, the content type
is inferred using the content or its URL.
Listing 14.1 presents an example of an NCL document specifying causal and
constraint relationships. The example is illustrated in Fig. 14.6. Its idea is to present
an episode of a TV series from a broadcast channel. During the presentation of this
episode, the user can select an icon to see a recap from an on-demand broadband
service. In this case, a second icon can be selected to play a thematic game of the
TV series.
In the NCL document of Listing 14.1, port “bp1” (line 23) specifies that the
document presentation begins with the presentation of the media object “got” (lines
23–27). In fact, the <port> element of a context (note that the <body> element is
the main context of an NCL document) allows externalizing an interface of any of
its internal child objects. The object “got” has two interval anchors: “anchor1” and
“anchor2” (lines 25 and 26).
The anchors specified with the <area> element allow for the definition of a
content anchor representing a spatial, temporal, or spatiotemporal segment of a
media object’s content. Details about both anchors will be discussed later in this
section. Link “bl1” (lines 45–48) refers to the causal connector “onBeginStart”
(lines 4–7), which defines the condition role “onBegin” and the action role “start”
with unbounded max cardinality. The link specifies that when “anchor1” of “got”
begins, the presentation of media object “img1” (line 29) shall be started. Link
“bl2” (lines 49–52) refers to the causal connector “onEndStop” (lines 8–11) to
specify the following relationship: When “anchor1” of “got” ends, “stop” the
presentation of “img1”. Links “bl3” and “bl4” (line 53) were omitted in Listing
14.1 and specify similar relationships, but binding to “anchor2” of “got” instead of
“anchor1” to start and stop the “img2” media object instead of “img1”. Link “bl5”
Fig. 14.6 NCL presentation
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Listing 14.1 Specifying intermedia synchronism in an NCL document
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(lines 54–57) specifies that if the user selects the “img2” icon, the “recap” media
object shall be started. To do this, the link refers to the causal connector “onS-
electionStart” (lines 12–15), which defines the condition role “onSelection” and the
action role “start” with unbounded max cardinality. Link “bl6” (lines 58–61) was
also omitted in Listing 14.1 and specifies a similar relationship, but binding the
selection of “img2” (line 30) to the start of “recapGame” (lines 31–44). Note, in
Listing 14.1, that “recapGame” is a context with three media objects (lines 33–35)
and the “rgl1” constraint link (lines 36–43). The link refers to the “parPres” con-
straint connector (lines 16–20) to define that all those three media objects must begin
their presentation at the same time and must end their presentation at the same time.
Returning to the anchors of “got” media object defined in Listing 14.1 example,
note that the anchors in a streaming content are points of synchronization that can
be defined by their initial and final time values according to (1) a clock relative to
the object start time (see “anchor1”); or (2) in time-base values according to a
time-base embedded in the media object content (see “anchor2”). In the exam-
ple, <area id = “anchor2” first = “294tbv” last = “315tbv”> defines that the
anchor “anchor2” begins when the time-base reaches the value “294” and ends
when the time-base reaches “315”. Multiple interleaved timebases can be present in
the content. Different protocols and mechanisms can be used to define the identi-
fication and values of these time-bases [14], such as Presentation Time Stamps and
Normal Play Time from MPEG [14], DVB Timeline [14], Timeline and External
Media Information (TEMI) [14]. Independently of the low-level details, NCL
defines [14] how to associate each time-base with its media content and how to
manage time-base changes in the transmitted stream without impairing the
authoring process.
A code span in embedded-code media objects is another type of content anchor
definition specified using the <area> element. Embedded-code media objects are
media objects with imperative or declarative code (the application media objects
introduced in the first section of this chapter). Indeed, NCL has a strict separation
between media content and document structure. NCL does not define any media
itself. Instead, it defines the glue that relates media objects. In conformance with its
conceptual model NCM, NCL does not restrict or prescribe the supported content
types of its media objects. Which media objects are supported depends on the media
players that are coupled in the NCL Player. The NCL Player specifies mechanisms
and an API [15] so other players can be plugged-in while respecting all expected
behaviors. In this sense, NCL can embed other NCL documents as media objects. In
Listing 14.1 example, the “recapGame” context could be replaced by an NCL
media object with the same specifications. Indeed, NCL provides a high level of
reuse in the design of hypermedia applications. Soares Neto’s work [16] discusses
how the NCM and NCL design have succeeded in supporting reuse in a declarative
approach.
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14.3.3 Multi-Device Presentations
An NCL document can be presented in multiple devices at the same time. These
devices can be registered in classes of two different types: those whose members are
able to run media players (including imperative and declarative object players) and
those whose members are not required to run media players. Members of the first
class type, called active, shall be able to present media objects they receive from
another device, called parent device. Therefore, devices in an active class run the
same initial content but with individual and independent control by each of its
members. On the other hand, devices in the second class type, called passive, must
present the same content under a unique control.
There is no limit for the number of device classes in an NCL application.
Furthermore, a device may be required to pertain to more than one class and to
more than one class type. The NCL Player should offer a procedure to discover and
easily register devices in classes. In a home network, for example, a media center
(or a set-top box) can be responsible for this task. For simplicity, the NCL Player
can provide some default classes. Specifically, Ginga middleware defines “sys-
temScreen(1)” and “systemAudio(1)” as reserved classes of passive type. Ginga
also defines “systemScreen(2)” and “systemAudio(2)” classes as reserved classes of
active type. Moreover, when there is just one device in the device domain—the
base device—no registering is necessary. Indeed, a base device belongs to an
exclusive class, in which no other device can be registered to and is implicitly
declared.
Using NCL, an author is able to specify which part of an application should be
sent to each class of devices. The <regionBase> element can be associated with a
device class where the presentation will take place. In order to identify the class
(i) of devices, the device attribute can receive the “systemScreen(i)” or the “sys-
temAudio(i)” value. When this attribute is not specified, the presentation must take
place in the same device in which the NCL document is running.
In order to exemplify the behavior of a distributed presentation using multiple
devices, suppose secondary devices could be supported in the NCL application
provided in Listing 14.1. The <regionBase> elements required for this example are
shown in Listing 14.2.
In Listing 14.2, three region bases, and thus three classes of devices, are defined.
The first one (line 1) defines a presentation region for the primary device (the base
device, implicitly declared). In this device, the video, for instance, an episode of a
TV series from a broadcast channel, occupies the whole TV screen. The second
class defines a presentation region (line 4) occupying the whole screen for sec-
ondary devices in the passive class 1. Finally, the last one (line 8) defines pre-
sentation regions for secondary devices in active class 2. The background
presentation region occupies the whole secondary screen, while the game and the
form are positioned according to the regions properties.
14 Specifying Intermedia Synchronization with a Domain-Specific … 399
When a media object has to be presented on devices included in a passive class,
only one media node instance must be created. This instance, created by the parent
device, is then streamed to all child devices in the passive class. Therefore, if the
icon to see a recap is selected in any of those devices, the recap presentation will
appear in every device registered in “systemScreen(1)”.
On the other hand, if an individual navigation on a form is desired, and this is
normally the expected behavior, the active class solution must be assumed. When
dealing with an active class, the required processing for playing media object
contents is transferred from the parent device to the registered devices. If a viewer
selects the game icon, he will play, individually, a thematic game of the TV series
on his own device.
Although the Ginga standardized classes are the active and passive ones [1], it is
possible to extend these classes specifying parameters and states that must be
present in devices. These parameters include devices features such as the screen
size, players available, and supported charsets. The Ginga module for multi-device
support, called Ginga-MD [23], specifies “HardwarePlatform”, “SoftwarePlat-
form”, and “NetworkCharacteristics” entities to allow authors to specify the fea-
tures desirable for devices in a class. These entities are based on the UAProf [17]
model, an implementation of W3C Composite Capabilities/Preference Profiles
(CC/PP) framework [24].
In Ginga-MD platform, classes are specified using Resource Description
Framework (RDF) files containing, as aforementioned, the desirable device fea-
tures. These files can also contain states specifications, including the maximum or
minimum number of devices allowed in a class. When the minimum number is
specified, the start of a presentation depends on the number of devices available,
which is limited, if specified, by the maximum number. It is also possible to specify
applications whose media content is produced on-the-fly by devices. In these
applications, authors must specify the <media> element with the “src” attribute
containing the device path, which is composed by the device class name and the
device number in the class [9].
Listing 14.2 Specifying multi-device layouts in an NCL document
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Regardless of class types or features provided by the NCL Player, in the NCL
hierarchical control model devices can only present media objects coming from a
single parent device (explicitly or rendered in video frame buffers or audio sample
sequences). A class may not have more than one parent device in a given moment.
Moreover, a base device may not receive media objects from other devices of the
same device domain. In other words, it is not possible to have a device as an
ascendant or a descendant of itself.
In the beginning of an NCL application presentation, all input events associated
with devices of the application domain are under control of the domain’s base
device.
When a <media> element presented on a device of an active class receives the
presentation focus and is selected, the device in charge of the presentation gains
control of all its input events and all input events of devices that are in classes that
will be its descendants (classes for which it will be the parent device). The media
player can then follow its own navigational rules. When the “BACK” key is
pressed, the control of all previously mentioned input events is returned to the
parent device. As usual in NCL, the focus will go to the element identified by the
service.currentFocus attribute of the settings node (<media type = “application/
x-ncl-settings) [18].
It must be noted that there may be more than one device controlling the key
navigation, but each one controlling different input events from the others.
14.4 Intermedia Synchronization Management
The synchronization among media objects in an application can be defined asso-
ciating specific time moments for each media event, in an approach usually called
timeline. Although this approach can make the presentation and playout stages
implementation easier, it is only appropriate when applications have only pre-
dictable events, that is, when the moments in time for the events occurrence can be
calculated before the application runtime. In applications where unpredictable
events are common, like viewer interactions, and when content and
content-presentation adaptations are carried out during runtime, another approach is
necessary, and this is just the case of NCL applications, where an event-driven
approach was chosen.
Using specifications like those provided by NCL, the author does not need to
know the exact moments in time when the events will occur. However, during the
application presentation stage, it is necessary to calculate the moments in time of
events specified, maintaining the presentation control of the application. Besides
this, in the case of distributed applications, it is also necessary to think about how to
manage transmissions from servers to receivers in order to preserve the presentation
quality.
Since authoring goals are very different from presentation goals, other inter-
mediate structures can be proposed in order to guide all the synchronization control
14 Specifying Intermedia Synchronization with a Domain-Specific … 401
process. The Hypermedia Temporal Graph (HTG), detailed in the next subsection,
is a labeled digraph able to maintain all relationships among actions, predictable or
unpredictable, and, at the same time, improve upon the presentation flow control.
14.4.1 Hypermedia Temporal Graph (HTG)
HTG was designed to be a directed time graph model able to represent relationships
among events in an application. Each vertex in a graph represents an event state
transition. HTG recognizes the same event types defined in NCL: presentation
event, corresponding to playing a content anchor (whole mediaobject content, or
part of this content); selection event, corresponding to a viewer interaction (se-
lection of a content anchor); and attribution event, corresponding to setting a value
to a mediaobject’s property (variable). Each event defines a state machine that
should be maintained by the receiver user agent, as shown in Fig. 14.7. An event
can be in the sleeping, occurring, or paused state, and change its state upon
receiving actions: start, stop, pause, resume, natural end, and abort.
The edges between vertices represent relationships between transitions. Edges
are labeled by conditions that must be satisfied in order to trigger the edge
traversing. More precisely, in HTG, graphs are defined by (V, A, C) triples, where
V = (v0, v1, v2, v3, …, vn-1) is a finite set of vertices, where each vertex rep-
resents a transition on an event state machine. Each vertex is represented by a triple:
the action name that triggers the transition; the corresponding event type; and the
corresponding anchor unique identifier (if presentation or selection event) or
property unique identifier (if attribution event);
A = (a0, a1, a2, a3, …, am-1) is a finite set of edges that individually represent a
relationship among transitions. An edge “a” is a pair (v, w) ∈ V × V, where v and
w are named source and target vertices, respectively;
C = {cij} is a finite set of conditions associated with edges. A cij condition is
associated with the edge (vi, vj) ∈ A and must be satisfied in order to trigger the
traverse to the target vertex (trigger the transition) of that edge.
Conditions can be simple or compound. A simple condition is defined by
Fig. 14.7 Event state
machine
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• a temporal interval that must be spent in order to fire the edge transition;
• a variable that must be evaluated in relation to a desired value; or
• external actions, such as user interactions.
Note that the two last simple condition types can define unpredictable event.
A variable may be evaluated in runtime, and a user interaction is always unpre-
dictable within a certain time interval.
Compound conditions are defined through logical operators (OR, AND, NOT)
binding two or more conditions (simple or compound).
The HTG for NCL application of Listing 14.1 is presented in Fig. 14.8. The
graph for this application is made up of vertices representing the beginning and the
end of the media object “got” presentation, a TV series from a broadcast channel,
and its temporal anchors, and also of vertices representing the beginning and the
end of the images (icons) presentation.
To represent the viewer interactions, interactive actions conditions are used in
the graph. The selection event over “img1” starts the presentation of the video
“recap”, an on-demand IPTV service. The form, the Lua game, and also the
background image are presented when the selection event occurs over “img2”.
Since the selection event is unpredictable, the events triggered due to the selection
event will have their moments in time calculated in a relative way.
The Lua game has an unexpected duration; therefore, when this game ends, the
presentation of the form and the image is stopped. This specification was chosen to
represent the constraint relationship among them. In Fig. 14.8, the vertex
Fig. 14.8 Temporal graph for NCL application of Listing 14.1
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representing the end of the game triggers vertices representing the form and the
image presentation end.
14.4.2 Scheduling Plans
After defining an application starting point, HTG can be used to derive other
structures related to the synchronization management, including the player-load
plan that specifies moments in time for player instantiations, prefetching plan that
specifies moments for requests object retrieval from content servers, and the pre-
sentation plans for starting each media presentation [19].
When applications contain only predictable events, graph edges are labeled only
by temporal intervals. From the document starting time, the graph traverse identifies
every action that must be applied to media players. These actions can have their
occurrence in time computed taking into account the time intervals required to
satisfy conditions from the HTG entry point to the corresponding action vertices.
This set of actions and their corresponding occurrences in time compose the pre-
sentation plan.
For each start presentation and resume presentation action in the presentation
plan, new occurrences in time must be computed for the equivalent player-load
plan, taking into account the delay for each player instantiation. Other types of
actions present in the presentation plan must be disregarded when building the
player-load plan. At the same way, the prefetching plan is built based on the
presentation plan, as usual, taking into account the estimate network transfer delay
and transfer jitter for each presentation of object in the presentation plan.
While the presentation plan for applications without unpredictable events can be
entirely computed a priori (at compile time), for applications where unpredictable
events may occur this is not true. It is the case of the NCL document of
Listing 14.1, which has two selection events, corresponding to viewer interactions.
However, the same procedure previously applied can be used to compute actions
and their corresponding occurrences in time for all predictable events from an
application starting point to an unpredictable event; and from each unpredictable
event to the next unpredictable event in the graph traverse. In this last case, the
computed occurrences in time will be relative to the starting time of the unpre-
dictable event in the traversed path.
During an application presentation, as soon as an unpredictable event time is
known, the presentation plan is updated changing all moments in time relative to
this event to be now relative to document starting time, that is, by adding the
moment in time that the unpredictable event has occurred to moments in time
relative to this unpredictable event.
Sometimes an unpredictable event does not happen within the time period at
whatever time its occurrence is allowed. In this case, all actions in the presentation
plan whose occurrence depends only on this event must be removed. Suppose, for
instance, that in the aforementioned NCL application, the second icon has not been
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selected. In this case, the time moments for presentation of the game, form, and
background can be discarded.
When unpredictable events may occur, the player-load plan and prefetching plan
can be updated in a similar way to presentation plan. However, they can also be
built using a conservative algorithm assuming that all unpredictable events happen
immediately after they are enabled. This strategy for prefetching plan may include
the worst-case transfer delay and jitter.
Sometimes it may be useful to build some scheduling plans also at the servers. In
terrestrial DTV systems, for instance, it is usual to have some application data
asynchronously transmitted. In this case, data must be delivered before its pre-
sentation time, repeatedly, in order to guarantee its reception no matter the time a
channel is tuned in.
In the aforementioned scenario, a pushed-data plan, also called carousel plan due
to the cyclical data structure usually used to transport these data, may improve the
transmission management. The carousel plan is similar to the presentation plan built
in receivers, with the exception that, once built, it does not need to be updated, since
there is no feedback coming from receivers. Therefore, as for the server knowledge,
all unpredictable events must be treated as if they will happen at the moment they
will be enabled.
14.5 Ginga
Ginga is the NCL Player standardized internationally for Internet Protocol Tele-
vision (IPTV) [1], Integrated Broadcast–Broadband (IBB) systems [9], and Ter-
restrial DTV services [20].
Ginga architecture is depicted in Fig. 14.9. To be Ginga compliant, the Ginga
CommonCore (Ginga-CC, see (1) in Fig. 14.9), Ginga-NCL (2), and the Private Base
Manager (3) subsystems are required. Additionally, Ginga allows for optional
extensions, which include execution engines based on other programming languages.
The core of Ginga-NCL (2) subsystem is the NCL Player (12). This component
is tasked with receiving and controlling multimedia applications authored in NCL.
Applications are delivered to the NCL Player (12) by the Ginga Common Core (1).
The NCL Player (12) deals with NCL applications collected inside a data
structure known as private base. The Private Base Manager (3) component is tasked
with receiving NCL editing commands and control commands and maintaining the
life cycle of NCL applications being presented. These commands may be issued by
the broadcaster, by the user (via the AppCatUI component (4)), or by the appli-
cations themselves (via the Live Editing API [1]).
Ginga-NCL Presentation Engine (2) supports multi-device presentations through
its Layout Manager module. This component is responsible for mapping all pre-
sentation regions defined in an NCL application to canvas on receiver device’s
displays.
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The Ginga Common Core (Ginga-CC) (1) is composed of media players (5),
procedures to obtain contents that can be transported in diverse (broadcast and
broadband) networks accessed by a receiver device (6), and the conceptual display
graphical model defined by the receiver device platform (7). The Ginga Common
Core (1) is also tasked with gathering metadata information (6) and providing this
information to NCL applications; for providing an API to communicate with Digital
Rights Management (DRM) system (8); for managing context information (like
user profiles and receiver device profiles) (9); and for supporting software version
management (update) of Ginga’s components (10).
Media player components (5) serve application needs for decoding and pre-
senting content types, including perceptual media content and content that contains
declarative or imperative code, like HTML code, Lua code. A generic media player
API establishes the necessary communication between media player components
and the Ginga-NCL subsystem (2). Thanks to this API, Ginga-NCL (2) and the
Ginga-CC (1) are strongly coupled but independent subsystems. Ginga-CC (1) may
be substituted by other third-party implementations, allowing Ginga-NCL to be
integrated into other middleware specifications, extending their functionalities with
NCL facilities. Players (5) that do not follow the generic API are required to use the
services provided by Adapters (11).
Fig. 14.9 Ginga architecture overview
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14.5.1 Ginga IBB
Integrated Broadcast–Broadband (IBB) [21] service is a kind of converged service
where a receiver device (TV, set-top box, mobile) is able to connect to different
delivery networks. But only recently the TV receiver devices became able to do
this. Interactive Digital TV services already existed before IBB initiatives. Some
established, standardized technologies like Ginga have supported the creation of
multi-sourced multimedia content since their conception. For this reason, Ginga
promptly preformed a key role to contribute to the definition of IBB requirements,
architecture, systems, and services.
Since its first standardized version in 2007, Ginga-NCL provides support to
converged services by making use of broadcast and broadband sourced media
objects (like those media objects in Listing 14.1, lines 24–35). NCL’s character-
istics make it a comprehensive, declarative solution for IBB services: the language
flexibility; its reuse facility; multi-device support; presentation and application
content adaptability; API for building and modifying applications on-the-fly; and,
mainly, its intrinsic ability for easily defining spatiotemporal synchronization
among media assets (including viewer interactions).
Ginga specifications have been updated in order to promote better support for
IBB requirements. As defined in [21], an IBB system must incorporate an appli-
cation control framework that coordinates the coexistence of DTV services, IBB
services and its various types and sources of applications. In Ginga, this framework
is now implemented in its core components, namely the NCL Player and the Private
Base Manager modules.
The NCL Player is tasked with receiving an NCL application and controlling its
presentation, trying to guarantee the specified relationships among media objects.
The NCL Player deals with applications that are collected inside a data structure
known as private base. Applications in a private base may be edited, started,
paused, resumed, aborted, stopped, saved and may refer to each other.
Ginga associates at least one private base with each TV channel (set of services)—
the TV channel’s default private base. When a certain TV channel is tuned, its cor-
responding default private base is opened and activated by the Private BaseManager.
Resident applications are also supported and managed in a specific private base, as
well as preinstalled applications.
Ginga allows IBB service providers to control the execution, availability, and
visibility of their service-associated applications, using signaling mechanisms
available through the Application Information Table (AIT) [9] and through stream
events, e.g., NCL editing commands. IBB service providers cannot control appli-
cations which are not signaled in their service and manually started by the user.
A Ginga implementation must grant the isolation between the running appli-
cations within its scope, but the IBB receiver device must provide isolation from
other platform applications. This is important for stand-alone applications that may
not be aware of other native applications executed in the system.
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Ginga IBB defines a formal structure called Private Base Data Structure (PBDS),
in which applications can traverse and reflectively get information about themselves
and about other available applications. Broadcasters, IBB applications, and Ginga
extensions can manipulate the PBDS to manage applications’ life cycle, change
their behavior on-the-fly as well as set up their persistency needs.
A well-defined control API is used to pass commands to the Private Base
Manager, from the broadcaster via AIT signaling and stream events and from IBB
applications, via the Live Editing API.
Application Catalogue User Interface (AppCatUI) is an extension of the Ginga
middleware that must be provided by the IBB receiver device, intended for listing
the applications found in the available private bases. The available applications may
be launched or managed by the end user, by adding, moving, or removing them.
The list identifies if the application is persistent or nonpersistent. It also identifies
the applications for which the minimum resources required for presentation are
already preloaded.
14.6 Conclusions
This chapter presented the Nested Context Language (NCL), its relying model
Nested Context Model (NCM), their main features, and the Ginga Presentation
Engine.
NCL is a domain-specific language that defines the glue that holds components
together in multimedia presentations. By focusing on the specification of hyper-
media application structure, NCL brings together outstanding features. NCL is a
flexible, highly reusable language, that supports multi-device presentations, content
adaptation, multi-sourced content, on-the-fly application editing, and, mainly,
it provides an intrinsic ability for homogeneously defining spatiotemporal syn-
chronization among media assets, including viewer interactions.
Its support for multi-device presentation, where devices are organized hierar-
chically and easily identified by device classes instead of network addresses, takes
advantage of the inherent spatiotemporal synchronization of the NCL to allow
developers to easily create rich, multi-screen, distributed multimedia applications.
The internationally standardized NCL Player for DTV/IPTV/IBB services,
called Ginga, allows the broadcasters, applications, and Ginga extensions to man-
age applications’ life cycle, change their behavior on-the-fly as well as set up their
persistency needs. Ginga specifies a well-defined control API used to pass com-
mands to the receiver, from the broadcaster via stream signaling and from appli-
cations, via a Live Editing API.
NCL is indeed under constant evolution by addressing new requirements from
emerging scenarios, where spatiotemporal, multi-device synchronization is needed.
These scenarios under study not only promote the integration of different delivery
networks, but also go beyond TV and Web, and even include unconventional media
types that only flexible languages like NCL will be capable to support.
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As with most of multimedia documents available today, NCL documents do not
explore data semantics. Its specification offers little to ease authoring of meaningful
content. To tackle this issue, there is an effort [22] at integrating support for
enriched concept description to NCL. These extensions enable the specification of
relationships between concept descriptions and multimedia content in the hyper-
media way, composing what Moreno et al. [22] call hyperknowledge.
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Chapter 15
Time and Timing Within MPEG
Standards
Lourdes Beloqui Yuste
Abstract This chapter focuses on the time system used by the decoder at the
end user side to replicate the encoder’s clock system to accomplish a synchronized
media play-out at end user side. The time system usually uses tools such as clock
references and timestamps coded within the media stream. This chapter does not go
into detail of the protocols used in IP networks to perform the media delivery, but it
explains in detail the time-related fields coded within the media streams which are
used at the user side decoder to provide a synchronized media play-out. The
principal Moving Picture Experts Group (MPEG) media standards and their time
system are described in this chapter. That includes MPEG-2 Transport Streams
(MP2T), MPEG-4, MPEG Dynamic Adaptive Streaming over HTTP
(MPEG-DASH), and MPEG Media Transport (MMT). This chapter also details the
time information used by Digital Video Broadcasting (DVB) which is broadly used
in multiple media delivery systems and used hand in hand with MPEG standards.
First of all, this chapter describes the synchronization between video–audio media
streams (lip sync) within a program in MP2T, and secondly, the synchronization
between multiple programs, delivered within a multiplexed single MP2T stream.
Secondly, this chapter describes timing issues in MPEG-4, which utilizes a different
timeline system from MP2T to implement clock references and timestamps, as it is
an object-oriented multimedia standard. Thirdly, this chapter describes timing
issues in MPEG-DASH, which is an Adaptive Streaming over HTTP protocol
widely used over the Internet. Additionally, this chapter also describes the time
transmission in DVB systems, which use MP2T as a media container. The tools
used are the DVB Service Information (DVB SI) and MPEG-2 Program-Specific
Information (MPEG-2 PSI) tables. Finally, this chapter introduces the latest MPEG
standard for media delivery, MMT, which aims to be a unique media delivery
standard for heterogeneous networks, broadband technologies used in Internet TV
and IPTV (Internet TV refers in this chapter to media delivery over a public
non-managed IP network, such as Internet, and IPTV refers to media delivery over
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a private, managed IP network media delivery). It has also been proposed for
broadcast (DVB) media delivery.
Keywords Media delivery systems ⋅ Media delivery technologies
Time system ⋅ Media systems
15.1 Introduction: Relevance of Time and Timing
in Media Delivery Technologies
Presently, MPEG-2 Transport Streams (MP2T) are used as a contained format for
media delivery in broadcast systems, such as Digital Video Broadcasting (DVB) via
Terrestrial, Satellite, or Cable technology. This chapter is concerned with the tools
used by DVB, MP2T, MPEG-4, and MPEG Dynamic Adaptive Streaming over
HTTP (MPEG-DASH) to provide a good Quality of Experience (QoE) for end
users with the synchronized play-out of media. It also introduces the latest MPEG
Media Transport (MMT) standard, which intends to be the media delivery standard
for heterogeneous networks.
Timelines are one of the key tools used for media synchronization over
broadband and broadcast media delivery as it is the main synchronization tool for
MPEG-2 and MPEG-4 standards.
For the correct media play-out at receiver side, the receiver needs to replicate the
source time system, and time and timing information are the tools to facilitate this
task. Time indicates the moment in time when units of the media stream should be
displayed and timing adds a timeline at the media stream.
The decoder at receiver side gathers the time information, and decodes and
displays the media stream in a synchronized manner. In the following sections, the
tools to provide time and timing in a media stream are fully described.
The sections of this chapter are organized as follows: The first section presents
an introduction of the importance of time and timing in media delivery technolo-
gies, and the second section deals with the relevance of MPEG-2 Transport Streams
in media delivery. Section 15.3, Sect. 15.4, and Sect. 15.5 present time and timing
in MPEG-2, MPEG-4, and MPEG-4, respectively. Finally, in Sect. 15.6, time
transmission in DVB systems is explained and in Sect. 15.7, time transmission in
MMT is described. The conclusion is found in Sect. 15.8.
15.2 Importance of MPEG-2 Transport Streams in Media
Delivery Systems
At this moment in time, there are two groups of media delivery systems: broadband
and broadcast media delivery. However, Moving Picture Experts Group (MPEG)
standards are used in both. The latest broadcast media delivery uses Digital Video
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Broadcasting (DVB) standards, whereas broadband delivery uses multiple media
standards and protocols when media is transmitted via IP networks (Internet). The
relevance of MPEG-2 Transport Streams (MP2T) relies on the fact that it is the
standard used by MPEG-DASH and DVB systems for media delivery and it is also
used in broadband media delivery, for example, when DVB Internet Protocol TV
(DVB-IPTV) is deployed.
Broadcast media delivery uses DVB Terrestrial (DVB-T/T2), Satellite (DVB-S/
S2), Cable (DVB-C/C2), or the latest DVB Handheld/Mobile (DVB-H) standards.
The DVB broadcast system delivers media (multiple programs) to all users,
allowing them to select the TV channel to watch. The DVB broadcast system uses
MP2T as a media container to deliver the media content to end users.
Broadband media delivery is classified into two main systems, IPTV and
Internet TV, although Internet TV usage is gaining popularity. IPTV systems use
private, managed IP networks, providing media delivery mainly via multicast
protocols. Media is replicated in the network, whereas Web TV uses public,
unmanaged IP networks via unicast delivery (every end user is streamed one
program). The main advantage of Web TV over IPTV relies on the fact that the
former is available worldwide while the latter is locally restricted to the private
network. Moreover, Internet TV provides multiple media choices, e.g., Internet
Radios from the country of your choice. Thus, the user is not being limited to the
IPTV media provider selection.
As explained in Sect. 15.1, MP2T synchronization tools and/or techniques apply
to single programs, even though an MP2T stream may convey multiple multiplexed
programs. As such, there is a need to consider different synchronization tools and
techniques to synchronize multiple programs. Programs can be conveyed in one or
multiple MP2T streams and can be delivered via different media delivery platforms,
such as broadcast TV (DVB) and broadband (Web TV and IPTV) platforms.
In summary, although multiple media standards can be used, MP2T is the
principal media container used by DVB standards, including Cable, Terrestrial,
Satellite, and IPTV. A synchronized media play-out is a key requirement for a
satisfactory Quality of Experience (QoE) demanded by end users. This chapter
explains how MP2T streams accomplish intra- and inter-media synchronization via
MP2T timelines inserted by the encoder and used by the decoder for a synchronized
media play-out.
In the next section, it described the time and timing within MP2T streams via
timestamps and clock references are described. Moreover, it explains how the
decoder, at client side, uses the information to perform a synchronized media
play-out.
15 Time and Timing Within MPEG Standards 413
15.3 Time and Timing Within MP2T
The synchronized media play-out of multiple media streams (video, audio, subtitles,
etc.) is a key part of the appreciation of good QoE from the user side. MP2T
streams accomplish this via inserted timelines and timestamps (time and timing)
within the MP2T packets.
Timelines refer to the relative time within the stream and the timestamps signal
when the different media units should be decoded/displayed in relation to the time
in the timelines.
Timing is the frequency at which the media clock works, and time is a concrete
moment in time to which multiple media streams can refer. In other words, timing is
the clock reference and time is the timestamp; both are needed to accomplish media
synchronization of the MP2T media content play-out.
To synchronize multiple media streams, two types of synchronization are nee-
ded: intra- and inter-media synchronization. Intra-media sync refers to the timing,
the synchronization of the clock frequency within a media stream. On the other
hand, inter-media synchronization refers to the synchronized play-out of multiple
media streams using timestamps, e.g., the audio, video, and subtitles.
To sum up, the clock references are the tools to replicate the media encoder
clock at the end user decoder, implementing intra-media sync, while the timestamps
are the tools used to synchronize the combined play-out of multiple media streams,
implementing inter-media sync. In the next two subsections, the MP2T clock ref-
erences and timestamps are described in detail. Timelines and timestamps interre-
late to accomplish media synchronization, and as a result, both intra- and
inter-media sync should be achieved. This relationship is explained in this section.
In this section, the timelines within the MP2T streams, clock references, and
timestamps are described. It is explained how the Phase-Locked Loop (PLL) per-
forms synchronization at MP2T stream decoder side. And lastly, as an added
feature, System Clock Descriptor (SCD) is described.
15.3.1 MP2T Streams
The main data streams carried by MP2T streams contain media. These streams are
made up of the smallest media data units, called access units (AUs) or media data
units (MDUs), which are the smallest timed media data unit. Their size depends on
the type of media; e.g., a video MDU (i.e., a video frame) is generally bigger than
an audio MDU (i.e., an audio frame/sample). While the AUs/MDUs are encoded
media data, the presentation unit (PU) contains decoded media units ready to be
presented by the media decoder.
A combination of MDUs from the same media type creates an Elementary
Stream (ES) which is then packetized (adding information via a packet header) to
become a Packetized Elementary Stream (PES), which is the media content of the
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MP2T payload. MP2T packets have a fixed size of 188 bytes (stuffing bytes are
used when it is required to accomplish this condition). In Fig. 15.1, the packetizing
structure of an MP2T is described, although it does not include another type of
MP2T payload which contains information tables (see Sect. 15.6) or descriptors
(see Sect. 15.3.5).
An MP2T packet has a 4-byte header and an optional variable size Adaptation
Field. The Adaptation Field is where the timing information will be conveyed.
Therefore, the MDUs are linked to the MP2T stream timelines. In Fig. 15.2, the
MP2T header and Adaptation Field, with the clock references, are shown within an
MP2T packet.
The clock references are found in the Adaptation Field, whereas the timestamps
are part of the PES Header. The Adaptation Field is optional; e.g., it is normally
present when the beginning of a PES is found at the MP2T payload. The clock
references in the MP2T stream are always found in the same program. In other
Fig. 15.1 ES, PES, and MP2T streams (including examples of Adaptation Fields and stuffing
bytes within the MP2T payload)
Fig. 15.2 Clock References in MPEG-2 Transport Stream (MP2T)
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words, MP2T packets with the same PID. This PID value is included in the
information tables (see Sect. 15.5).
Moreover, the MP2T packets convey descriptors and information tables that also
carry timing information (excluded from Fig. 15.1 for simplicity). Information
tables are further described in Sect. 15.6, and descriptors are used for the solution
described in Sect. 15.3.5.
15.3.2 Clock References
To accomplish intra-media sync, it is important that both the encoder’s and the
decoder’s clocks are synchronized to the same clock frequency. MP2T uses clock
references for this purpose.
There are two types of clocks: global and relative clocks. Global clock uses
global time references such as Coordinated Universal Time (UTC), whereas a
relative clock, used in MP2T streams, uses the MP2T timelines as its own clock
system and frequency.
The main clock references are encoded into two fields within the Adaptation
Field: the 33-bit field Program_clock_reference_base (PCRbase) and the 9-bit field
Program_clock_reference_extension (PCRext) (See Fig. 15.2). Those two com-
bined fields make the PCR value, which conveys the 27 MHz value of the enco-
der’s system clock. The terms related to MPEG-2 timelines are listed and defined in
Table 15.1.
The system clock frequency in MP2T streams (SCFMP2T) in encoder’s and
decoders’ clock is 27 MHz and falls within the following constraints [1]:
27MHz− 810Hz ≤ SCFMP2T ≤ 27MHz +810Hz
While trying to synchronize to the same clock frequency, the SCFMPEG-2 change
rate should not be greater than [1]:
SCFMP2T ChangeRate ≤ 75× 10− 3 Hz ̸s
Another important value related to clock references is the Transport Rate (TR),
whose value depends on the SCFMPEG-2 and the PCR values [1]:
TR ið Þ= i
′ − i′′
 
⋅ SCFMP2T
 
PCR i′ð Þ−PCR i′′ð Þ
The following equation is used to obtain the PCR value from the two PCR fields,
PCRbase and PCRext, [1]:
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PCR ið Þ=PCRbase ið Þ ⋅ 300+PCRext ið Þ
PCR is a numeric value which with the TR and the SCFMP2T gives ‘the time t(i)
at which the ith byte enters the T-STD’ [1], being T-STD the Transport System
Target Decoder.
t ið Þ= PCR i
′′
 
SCFMP2T
+
i− i′′
TR ið Þ
The values of PCRbase and PCRext can be obtained from the SCFMPEG-2 using
the following equations (being integer divisions):
PCRbase ið Þ= SCFMP2T ⋅ t ið Þ300 %2
33
Table 15.1 Terms for MPEG-2 timelines related to MP2T. Table from [1] and definitions from [2]
Term Meaning
CAfreq Clock accuracy frequency
CAext ‘Together with the CA_int, it gives the fractional frequency accuracy of the system
clock in parts per million’
CAint ‘Together with the CA_exp, it gives the fractional frequency accuracy of the
system clock in parts per million’
DTS(j) The decoding time of an AU, tdn(j), being j the AU index within the ES
i ‘Index of any byte in the Transport Stream for i″ < i < i′’
i′ ‘Index of the byte containing the last bit of the immediate following PCRbase field
applicable to the program being decoded’
i″ ‘Index of the byte containing the last bit of the most recent PCRbase field
applicable to the program being decoded’
j AU or MDU index within the ES
k PU index within the ES
n ‘Index to the ESs’
PCR(i) ‘It indicates the time t(i), where i is the index of the byte containing the last bit of
the PCRbase field’
PCRbase PCR base field in units of the system clock frequency
PCRext PCR extension field in units of the system clock frequency
PTS(k) ‘It indicates the time of presentation, tpn(k), in the STD of a PU k of ES n’
SCFMP2T ‘System Clock Frequency of a MPEG-2 program’
tdn(j) ‘Decoding time of an AU An(j)’
tpn(k) ‘Presentation time of PU Pn(k)’
TR(i) ‘Number of bytes in the Transport Stream between the bytes containing the last bit
of two successive PCRbase fields of the same program divided by the difference
between the time values encoded in these name two PCR fields’
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PCRext ið Þ= SCFMPEG− 2 ⋅ t ið Þ1 %300
The coding frequency of PCR values for each program should never be greater
than 0.1 s; therefore [1]:
t ið Þj − t i′ ≤ 0.1 s
‘for all i and i′ where i and i′ are the indexes of the bytes containing the last bit of
consecutive PCRbase fields in the MP2T packets’ [1].
There are another two types of clock references that are similar to, but not
exactly the same as, PCRs. These are the Elementary Stream Clock Reference
(ESCR) and the Original Program Clock Reference (OPCR).
The ESCR values, conveyed within the PES Header, follow the same pattern as
the PCR clock references. ESCR is conveyed via two fields the ESCRbase (33-bit)
and ESCRext (9-bit). ESCR frequency is equal to SCFMPEG-2, 27 MHz (See
Fig. 15.3). ESCR values are used to convey clock references within the PES
packets without being packetized into the MP2T streams. The OPCR values,
conveyed within the Adaptation Field, also follow the same pattern as the PCR and
ESCR clock references. OPCR is conveyed via two fields: the OPCRbase (33-bit)
and OPCRext (9-bit) (See Fig. 15.2). OPCR frequency is equal to SCFMPEG-2,
27 MHz. It is only conveyed in the Adaptation Fields where PCR values are found,
and it is used to map the MP2T PCR values to the original single program clock
references, which are conveyed in the MP2T stream.
Clock reference is the tool used to replicate the encoder’s clock at the end users’
decoder. The Phased-Locked Loop (PLL), within the decoder, is used to keep the
encoder’s and decoder’s frequencies synchronized, in this case to 27 MHz, which is
the value of SCFMPEG-2.
15.3.2.1 Phase-Locked Loop (PLL)
The Phase-Locked Loop (PLL) is responsible for keeping the decoder’s clock, at
end user side, at the same frequency as the encoder’s at the media source. In the
particular case of MP2T streams, the SCFMPEG-2 is set at 27 MHz and therefore, the
PLL should keep the decoder’s clock running at this same frequency.
Fig. 15.3 PES Header and timestamps fields
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Figure 15.4 shows the PLL diagram. The PLL input is the PCR, and the Sub-
tractor then calculates the difference between the PCR and the system time clock
(STC). This difference is the input to the Low-Pass Filter and Gain which calcu-
lates the Voltage-Controlled Oscillator (VCO) Frequency. The VCO sets the SCF to
the new VCO frequency. Finally, the STC Counter, using the new SCF value,
estimates the new STC sent to the STC Counter value to repeat the process until the
SCF equals the 27 MHz, which is the PCR frequency for MP2T streams.
As mentioned in the previous subsection, the SCFMPEG-2 change rate should not
be greater than 75 × 10−3 Hz/s.
15.3.2.2 System Clock Descriptor (SCD)
The System Clock Descriptor (SCD) has two purposes: to inform the media decoder
about the use of an external clock to generate the timestamps and also to inform on
the clock accuracy. The information is sent via the SCD within the MP2T packets.
All the fields of the SCD are listed in Table 15.2.
When an external clock reference is used, the flag external_clock_refer-
ence_indicator_flag is set to one.
When clock accuracy frequency (CAfreq) needs to be greater than 30 ppm, part per
million, then the descriptor’s field clock accuracy integer (CAint) is not equal to zero
and the CAfreq is calculated from the CAint and CAexp following the equation [1]:
CAfreq =
30 ppm if CAint =0
CAint ⋅ 10−CAexp ppm if CAint ≠ 0

15.3.3 Timestamps
MP2T timestamps, used in combination with the relative clock, unrelated to global
time allow the synchronization of the play-out of the multiple media streams of a
program inside an MP2T stream (e.g., video, audio, and subtitles).
Fig. 15.4 MPEG-2 PLL (from encoder to decoder via an IP network) based on [1]
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In MP2T streams, there are two main timestamps: Decoding Timestamp
(DTS) and Presentation Timestamp (PTS). Both fields run at a frequency of 90 kHz
and are represented in two 33-bit fields located at the PES Header (See Fig. 15.3).
Their presence is signalled by the PTS_DTS_flag (2-bit), also located at the PES
Header. The meaning of the values of this flag is described in Table 15.3.
To understand the reason behind the need for two different timestamps, the
fundamentals of video coding need to be explained. Audio MDUs use instant
decoding, and therefore, the PTS and DTS values are equal. Then, only the PTS is
present in the PES Header. On the other hand, video requires of two different PTS
and DTS values, because in MPEG-2 video coding includes three types of frames:
Intra-frame (I-frame), predictive frame (P-frame), and Bidirectional Predictive
(B-frame).
MPEG-2 uses the similarity between video frames to improve video compres-
sion. For example, when the difference between two video frames is minimal, there
Table 15.2 System Clock Descriptor (SCD) fields [1]
Term Bits Meaning
Descriptor_tag 8 It signals the format of the System Clock
Descriptor (SCD)
Descriptor_length 8 Descriptor bytes’ size after the
descriptor_length field. It is useful to
know the end of the descriptor
External_clock_reference_indicator_flag 1 Flag that indicates the use of a reference
external clock. It indicates that an external
clock was used to generate the timestamps
Reserved 1 –
Clock_accuracy_integer 6 Integer of frequency accuracy of system
clock, in parts per million (ppm) units. It is
used to calculate clock accuracy if it is
higher than 30 ppm
Clock_accuracy_exponent 3 Exponent of frequency accuracy of system
clock (ppm). It is used to calculate clock
accuracy if it is higher than 30 ppm
Reserved 3 –
Table 15.3 Values of PTS_DTS_Flag
Value Meaning Usability
00 Neither PTS nor DTS is
present in PES
No timestamps are found in the PES Header
01 Forbidden No case will have DTS without PTS
10 PTS present in PES Used by audio PES or video B-frames when decoding
time equals the presentation time
11 PTS and DTS present in
PES
Used by video I- and P-frames when decoding time
differs from presentation time
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is no need to encode the entire video frame again. MPEG-2 notes only the differ-
ences between frames. A Group of Picture (GOP) is a group of I-, P-, and B-frames.
An I-frame does not rely on any other video frame for decoding. However, a
P-frame needs a previously arrived/decoded I- or P-frame to be decoded before
being decoded itself. Finally, a B-frame requires I- and P-frames which are pre-
sented before and after the B-frame itself. These I- and P-frames need to be decoded
previously to the decoding of the B-frame.
Following the graphic example in Fig. 15.5, for example, the I-frames, I1 and I13
have no reference from other frames. A P-frame, for example P4, has references
from I1 to be decoded. Also, a B-frame, such as B3, has references from I1 and P4.
Figure 15.6 shows a hypothetical example of timestamps related to frames and
the PCR values among video frames. The PCR values run at 27 MHz and the
timestamps at 90 kHz. DTS and PTS have different values when frames need to be
decoded previously to the presentation.
In the case of a video stream which has no B-frames, the decoding order matches
the presentation order. Also, when talking about audio frames, DTS always equals
PTS because instant decoding time is assumed and the presentation order is also the
decoding order for audio MDU. Finally, in B-frames only PTS is present in the
MP2T packet because DTS and PTS are equal.
The timestamps always refer to the first AU within the PES payload. Every PES
contains an AU.
PTS and DTS can be obtained based on the SCFMPEG-2 and the presentation and
decoding time, as shown in the following equations (being the integer division) [1]:
Fig. 15.5 GOP containing I-, P-, and B-frames [2]
Fig. 15.6 Example of frame sequence with timestamps and PCR timeline values [2]
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PTS kð Þ= SCFMPEG− 2 ⋅ tpn kð Þð Þð Þ
300
%233
DTS jð Þ= SCFMPEG− 2 ⋅ tdn jð Þð Þð Þ
300
%233
One last type of timestamp is located in the Adaptation Field: the DTS_next_AU
(33-bit) field, in which frequency runs at 90 kHz. It is used to support splicing
taking place within the MP2T stream. Splicing is the action of uniting two media
streams, concatenating the end of one media stream to the beginning of another one.
The field DTS_next_AU indicates the DTS value of the attached media stream. The
field seamless_slice_flag (1-bit) indicates the presence of DTS_next_AU field in the
Adaptation Field. Figure 15.2 shows the position of both fields in the MP2T packet
within the Adaptation Field, with both fields being optional.
15.3.4 T-STD (Transport System Target Decoder)
The tools to accomplish the synchronized media play-out of MP2T streams are used
at the T-STD, by means of the D-PLL and clock references and timestamps values.
An MP2T program enters the T-STD, following the high-level example shown in
Fig. 15.7, and the different media types are sent to their respective decoding buffers
(e.g., one video and one audio stream). The T-STD extracts all the timing infor-
mation, i.e., PCR values, sent directly to the D-PLL, and the timestamps, sent to the
respective comparators for either audio or video media types.
The D-PLL, with the PCR values as input, calculates the STC, the decoder’s
clock. The STC values are also sent to the timestamp’s comparators to time/signal
when the media is decoded or presented (e.g.,, the system differs in the case of
video or audio).
The extraction of the PCR and timestamps could be performed by a single
extraction process, like in [2], but due to the location of the clock references, in the
Adaptation Field, and timestamps in PES, it has been decided to separate the
functions in the diagram.
In the case of the audio stream, DTS equals PTS due to the instant decoding of
the audio MDUs. Therefore, only the Audio PTS is sent to the Comparator STC/
DTS = PTS where the value is checked against the STC values. When the values
match a signal, the audio MDU is sent to the Audio Decoder to decode and instantly
present it. Thus, there is no Audio Presentation Buffer in the T-STD.
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In the case of the video stream, the decoding time could differ from the pre-
sentation time. The video MDUs leave the Video Decoding Buffer to be decoded by
the Video Decoder, when STC equals DTS. In the case of I- and P-frames, once
they are decoded they are sent to the Frame Reorder Buffer1 to be re-arranged
before being sent to the Video Presentation Buffer. B-frames are sent directly to the
Video Presentation Buffer. All video frames wait in the Video Presentation Buffer
until the STC equals PTS, which indicates the presentation time, the play-out time,
which matches the presentation time of the audio MDUs sent by the Audio
Decoder.
15.3.5 Delivery of Timeline for External Data
In 2015, Amendment 1 to the ISO-IEC 13816-1 [3] was published, providing the
tools to deliver a timeline within MP2T streams for external data. MP2T streams
convey multiple programs, and therefore, the tool provides a way to link the MP2T
stream programs to an external timeline conveyed within the MP2T stream. This
timeline is not impacted by PCR discontinuities, and as such, it provides a
Fig. 15.7 T-STD of a program stream with one video and audio media stream. Modified from/
based on [2]
1The presence of the Video Presentation Buffer may be not needed, as happens in [2], as the Frame
Reorder Buffer could take its role, although the presence of the Video Presentation Buffer shows
the concept of the presentation timestamp more clearly.
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consistent timeline within the MP2T stream [3]. The timeline used is called
Timeline and External Media Information (TEMI).
This timeline uses descriptors as the main tool to create the timeline. Descriptors
are ‘structures used to carry various features of the timeline or other information’
[3]. In particular, the timeline uses the temi_timeline, temi_location, and temi_ba-
se_URL descriptors.
The temi_location_descriptor ‘is used to signal the location of external data that
can be synchronized with the program. It conveys several locations and their type
(optionally including MIME types), along with the ability to signal upcoming
external data association though a countdown until activation of the external data’
[3]. This descriptor has a field timeline_id (7-bit) that conveys ‘a unique identifier
for this content location’ [3].
The temi_base_url_descriptor ‘is used to assign a default base URL to all
location descriptors.’ It contains a list of base_url_path (8-bit), which provides
‘Base URL common to all following location descriptors’ [3].
Finally, the temi_timeline_descriptor ‘is used to carry timing information that
can be used to synchronize external data’ [3]. This descriptor, as the temi_loca-
tion_descriptor, contains the timeline_id field (8-bit), which ‘indicates the active
timeline’ [3] and is acknowledged in the temi_location_descriptor.
The type of TEMI Descriptor is acknowledged by the af_descr_tag field (8-bit)
common to the three TEMI Descriptors. The af_descr_tag value for the temi_lo-
cation_descriptor is 0x05, for temi_base_url_descriptor it is 0x06, and finally for
temi_timeline_descriptor it is 0x04.
There are two mechanisms to convey the TEMI Descriptors: The first one
includes those in the Adaptation Field, when the descriptors do not increase in
excess the size of the Adaptation Field; the second one, which is based on including
them in a PES packet within the MP2T packet, allows for the transport of con-
siderably more descriptors data. In Fig. 15.8, the two options are shown.
To provide the Adaptation Field with the tools to convey TEMI Descriptors,
extra information is added. The af_descriptor_not_present_flag field (1-bit) informs
about the TEMI Descriptors’ presence within the Adaptation Field.
To provide the tools to convey TEMI Descriptors within a PES packet, and thus
within an MP2T packet, a new payload is defined: TEMI Access Units
(TEMI_AU). Descriptors will be conveyed within the TEMI_AU. This new type of
stream is identified as a private_stream_12 within the PMT table (stream_-
type = 0x26). The structure of a TEMI_AU can be found in Table 15.4.
The time-related fields of the temi_timeline_descriptor are defined in Table 15.5.
Timeline_id field is the field that links the temi_timeline_descriptor with the
temi_location_descriptor. The descriptor may include a media timestamp, a Net-
work Time Protocol (NTP) timestamp, a Precision Time Protocol (PTP) timestamp,
or a timecode.
2
‘Private data is any user data which is not coded according to a standard specified by ITU-T|
ISO/IEC and referred to in this Specification’ [1].
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If has_timestamp is set, then the fields timescale and media_timestamp are
present. If has_ntp is set, then ntp_timestamp is present. If has_ptp is set, then
ptp_timestamp is present. Finally, if has_timecode value is 0x01, then the fields
drop, frames_per_tc_seconds, duration, and short_time_code are present, and if
has_timecode value is 0x02, then the fields drop, frames_per_tc_seconds, duration,
and long_time_code are present.
It is clear that if an ntp_timestamp or a ptp_timestamp is present in the
TEMI_AU, then the values of NTP or PTP (as established in clause 6 of IETF RFC
5905) are linked to the PTS value conveyed in the PES Header of the same MP2T
packet. The NTPi and PTPi values of the ith PES packet can be calculated by the
following equations [3]:
Fig. 15.8 Location of TEMI Descriptors
Table 15.4 TEMI_AU [3]
TEMI_AU {
CRC_flag                    (1-bit)
reserved                       (7-bit)
for (i=0; i<N; i++) { 
af_descriptor(); 
}
if (CRC_flag) { 
CRC_32                    (32-bit)
}
}
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NTPi =
PTSi −PTS0
90000
+NTP0
PTPi =
PTSi −PTS0
90000
+PTP0
Table 15.5 Time-related fields of temi_timeline_descriptor [3]
Field Bits Definition in [3]
has_timestamp 2-bit ‘Indicates a media timestamp will be carried in this
descriptor, and indicates its type. Value 0 means no
media timestamp is present, value 1 means a 32 bit
media timestamp is present, value 2 means a 64 bit
media timestamp is present, value 3 is reserved’
has_ntp 1-bit ‘When set to 1, indicates that a NTP timestamp will be
carried in this descriptor’
has_ptp 1-bit ‘When set to 1, indicates that a PTP timestamp will be
carried in this descriptor’
has_timecode 2-bit ‘When set to ‘00’, indicates that no frame timecode is
present, when set to ‘01’ indicates a short frame
timecode is present, when set to ‘10’ indicates a long
frame timecode is present, value ‘11’ is reserved’
timeline_id 8-bit ‘Indicates the active timeline. timeline_id values in the
range [0, 0x7F] are identified in a
temi_location_descriptor’
timescale 32-bit ‘Indicates the timescale used to express the
media_timestamp field in this message’
media_timestamp 32-bit
or
64-bit
‘Indicates the media time in timescale units
corresponding to the PES PTS value of this packet for
the timeline identified by the last
temi_location_descriptor received’
ntp_timestamp 64-bit ‘A full 64 NTP timestamp as defined in clause 6 of
IETF RFC 5905’
ptp_timestamp 80-bit ‘A full 80 bits PTP timestamp as defined in IEEE
1588v2’
drop 1-bit ‘Drop-frame indication, as defined in clause 5 of
IETF RFC 5484’
frames_per_tc_seconds 15-bit ‘The number of those frames that make a time-code
second, as defined in clause 5 of IETF RFC 5484’
duration 16-bit ‘The duration in ticks of a frame expressed in the
timescale of 90000 ticks per seconds, as defined in
clause 5 of IETF RFC 5484’
short_time_code 24-bit ‘A short 32 time code as defined clause 6.2 of
IETF RFC 5484’
long_time_code 64-bit ‘A full 64 time code as defined clause 6.2 of IETF RFC
5484’
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If the media timestamp is present in TEMI_AU, then the PTS is linked to a
media time in timescale units. Therefore, the media timestamp (MTPi) of the ith
PES packet, also called media time, can be calculated by the following equation [3]:
MTPi =
PTSi −PTS0
90000
+
MTP0
timescale
The last timeline association is done using the relation between short_time_code/
long_time_code and drop, frames_per_tc_seconds and the duration. The definition
and use of the fields are described in Table 15.5.
15.4 Time and Timing Within MPEG-4 Systems
15.4.1 MPEG-4 Systems
Before examining time and timing in MPEG-4 systems, the principal concepts of
MPEG-4 need to be introduced. MPEG-4 is a layered model which maintains
independence between layers. The closest layer to the encoder is the Compression
Layer (CL), responsible for encoding the media (e.g., audio and video). The Sync
Layer (SL) adds the time and timing tools to perform the play-out synchronization.
Clock references and timestamps are encoded within this layer. Finally, the
Delivery Layer (DL) is responsible for the transport/delivery of the MPEG-4 stream
to end users.
In Fig. 15.9, the MPEG-4 layers are shown. The SL conveys the smallest timed
unit. It conveys MDUs and other types of information needed for the decoder to
decode the MPEG-4 stream, such as elements of the Object Description
Framework.
The Object Description Framework establishes the media streams in the
MPEG-4 stream and the relation between them. The Object Description Framework
also sets a structure of descriptors to define the MPEG-4 stream. The Initial Object
Descriptor contains links to the Scene Description Stream (containing the Inter-
active Scene Description) and the link to the Object Descriptor Stream (containing
the audio–video objects). The scene description sets the spatiotemporal relation-
ships, via object descriptors, between audio–visual objects.
The scene structure to define a scene has two levels of description information:
the structural and the media object descriptions. The structural level includes the
Binary Format for Scenes (BIFS), which defines the time and space organization of
the media objects within a scene object. Additionally, the media object description
level defines the location, configuration, and synchronization of the media streams
involved in the MPEG-4 stream [5].
The MPEG-4 CL is based on media objects. A video (e.g., audio and visual
streams) is made of scenes, and each scene is made of multiple objects. This media
object-oriented coding approach is one of the main differences betweenMPEG-2 and
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MPEG-4. Taking an example from Fig. 15.10, the football scene described there is
made of five visual objects and two audio streams. The scene objects are the three
football players, the ball, and the background (the background is treated in Fig. 15.10
as one, although it could also be treated as two different objects, the crowd and the
grass). The main objective of dividing a scene into multiple objects is the possibility
of encoding each visual object in different video qualities. For example, the crowd
does not need to have as much detail/quality as the players because viewers focus on
the ball and the players, not on the background of the football match.
The Object Description Framework links, using the BIFS, all descriptors with
the media streams within an MPEG-4 stream.
The Scene Description Stream conveys the Interactive Scene Descriptions, each
of them providing the object structure of the scene. In the case of Fig. 15.10, the
scene descriptor provides two possible video qualities, Base and Enhancement Layer
Scene. The end user decoder selects to display one or the other video qualities based,
for example, on the user’s receiver characteristics or bandwidth availability.
BIFS follows a tree structure which provides the framework to organize the
media scene objects via nodes. In Fig. 15.10, there are two intermediate nodes:
Movie Texture A, providing object structure for the Base Layer Scene, and Movie
Texture B, providing object structure for Base and Enhancement Layer Scene.
Fig. 15.9 MPEG-4 high-level layers diagram
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Regarding video, the Movie Texture A provides links to the object descriptors to
the Base Layer visual streams, whereas the Movie Texture B provides links to the
object descriptors of the Base and Enhancement Visual Streams. Finally, both
Movie Textures provide links to the provided audio streams (Catalan and English).
In this example, there is only one audio quality for each audio stream.
The SL layer provides the media synchronization tools for the content of the CL
which is made up of different content types, such as media content, Audio and
Video Object Data, Object and Scene Descriptors.
15.4.2 Clock References
The same principle for MP2T streams and clock references applies to MPEG-4
timelines. Thus, the goal is to replicate the encoder’s clock at the decoder’s end
user side. Figure 15.11 shows the location of the time references in the encoder’s
and decoder’s time system. The system time base (STB), decoder’s clock system,
replicates the encoder’s clock system, object time base (OTB), using the Object
Clock Reference (OCR) information conveyed in the SL stream.
In Table 15.6, the main characteristics for both OTB and STB time systems are
listed, and in Fig. 15.12, we see how values are linked within an MPEG-4 SL and
the SLConfig Descriptor.
Fig. 15.11 MPEG-4 clock references location [6]
Table 15.6 Main OTB and STB characteristics
OTB STB
Data stream notion of time Terminal notion of time
Resolution is defined by the application or the
profile
Resolution is implementation
dependent
Timestamps in the data stream relate to the OTB Terminal actions relate to the STB
OTB is sent to the terminal through the OCR values
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The OCR values are the clock references which have variable length and res-
olution. The length and resolution are specified at the SLConfig Descriptor. Within
the descriptor, the fields OCRresolution (OCRres) (32-bit) and OCRlength (OCRlen)
(8-bit) provide this information about the SL OCR fields. The presence of the OCR
value in the SL stream is signalled by the OCRflag (1-bit). In Table 15.7 are found
all the terms used in MPEG-4 time-related formulae.
The following is a key difference between MP2T and MPEG-4 clock references.
The former has a fixed resolution and fixed bit length, while the latter can have
different values set by the encoders.
To reconstruct the time related to the OTB value, named OTB reconstructed time
(tOTBrec) at the decoder’s end, the following formula is applied [7]:
tOTBrec =
OCR
SL.OCRres
+ k ⋅
2OCRlen
SL.OCRres
where ‘k is the number of times the OCR counter has wrapped around (number of
times the value reaches the maximum and starts over)’ [7]. The value of k is set
when the minimum value is found for the following expression.
tOTBestimated − tOTBrec kð Þj j
Fig. 15.12 MPEG-4 Part 1 bitstream and its time-related fields and descriptors [6]
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The time system should have a resolution to be able to distinguish two OCR
values. Therefore, two OTB time instants should have a difference greater than the
following expression [7]:
1
SL.OCRres
OCR resolution is not fully used by the decoder if the timestamp resolution is
higher. As explained in Sect. 15.3.4, the timestamps resolution is also declared at
the SLConfig Descriptor.
Table 15.7 Terms for MPEG-4 timelines related to Sect. 15.4. Table from [7] and definitions
from [2]
Term Meaning
AUduration ‘the duration of an access unit’ in timescale units
AUtime AU duration in time units (duration)
CTS ‘Each Composition Unit (CU) has an associated nominal composition time,
the time at which it must be available in the composition memory for
composition’
CUtime CU duration in time units (seconds)
CUduration ‘the duration of a composition unit’ in timescale units
DTS ‘Each AU has an associated nominal decoding time, the time at which it must
be available in the decoding buffer for decoding’
FCR(I″) ‘the time encoded in the fmxClockReference (FCR) in units of the FCR
resolution’
FCRres The resolution of FCR in cycles per second
fmxRate(i) ‘It indicates the rate specified by the fmxRate field for byte i’
i ‘the index of any byte on the M4Mux stream for i″ < i < i′’
i″ ‘the index of the byte containing the last bit of the most recent
fmxClockReference field in the M3Mux stream’
k ‘k is the number of times that the objectClockReference counter has wrapped
around’
m ‘an integer value denoting the number of wrap-arounds’ for timestamps values
SL.OCRlen ‘the length of the objectClockReference field in SL packet headers’
SL.OCRres ‘the resolution of the object time base in cycles per second’
SL.timescale ‘used to express the duration of access units and composition units. One
second is evenly divided in timescale parts’
SL.TSlen ‘the length of the time stamp fields in SL packet headers’
SL.TSres ‘the resolution of the time stamps in clock ticks per second’
Testimated ‘current estimated value of the OTB’
TOTBrec(k) OTB reconstructed time for value k
Tts(m) Timestamp for value m
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15.4.2.1 Clock Reference Stream
An SL stream can also be used to share a timeline between multiple streams. As
such, this special type of SL stream called Clock Reference Stream does not contain
a payload. It provides OCR values based on the length and resolution of its related
SLConfig Descriptor, OCRres, and OCRlen.
The media streams, linked to the time provided by the OCRs within the Clock
Reference Stream, use these values (clock references) at the decoder to feed the
decoder’s STC, so their play-out processes can be synchronized via linked media
timestamps.
15.4.3 Timestamps
As with MP2T, there are timestamps in MPEG-4. These are based on AUs (the
equivalent to MDU in MPEG-2) and how they are encoded. It has been described in
the MP2T timestamps section (Sect. 15.3) how the encoding of the audio and video
influences the timing (timestamp system) of audio, as it is based on instant
decoding, and video, because of the use of different video frames.
The MPEG-2 video frames concept is not present in MPEG-4. Instead, it is
replaced with video slices, basically because of the object-oriented video encoding
approach. The principle is the same, although the idea is that video slices are not
presented, as frames are in MPEG-2, but composed, because a single image frame is
formed by multiple video objects which, composed at the same time, present the
entire video image/frame. Thus, in MPEG-4 video is structured as with video slices.
We have Decoding Timestamps (DTS) and Composition Timestamp
(CTS) within the SL stream which follows the value characteristics advertised in the
SLConfig Descriptor, timestampLength (TSlen) (8-bit), and timestampResolution
(TSres) (32-bit). The presence of timestamps is signalled by the fields decod-
ingTimestampFlag (1-bit) and the compositionTimestampFlag (1-bit) in the
SLConfig Descriptor fields.
The decoding time (tD) and the composition time (tC) are calculated by using the
following expressions [7]:
tD =
DTS
SL.TSres
+m ⋅
2SL ⋅ TSlen
SL.TSres
 
tC =
CTS
SL.TSres
+m ⋅
2SL ⋅ TSlen
SL.TSres
 
Taking into account that both DTS and CTS timestamps have the same reso-
lution, TSres, and field length, TSlen, the general formula for timestamps time,
decoding, or presentation time can be used [7]:
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tts mð Þ= timestampSL.TSres +m ⋅
2SL.TSlen
SL.TSres
 
In the last three equations, m is the number of wraps-around of the times-
tamp. The way to prevent ambiguity is to take the value of m that minimizes the
following expression [7]:
tOTBestimated − tts mð Þj j
There is another way to calculate the decoding and composing timestamps, when
the AU’s time duration is constant in time units. This is achieved via the fields in
the SLConfig Descriptor. If durationFlag in the SLConfig Descriptor is set, then the
descriptor contains the fields AccessUnitDuration (AUduration) (16-bit) and Com-
positionUnitDuration (CUduration) (32-bit) and timescale (32-bit). Moreover, if the
useTimestampFlag is not set, then the two fields startDecodingTimestamp and
startCompositionTimestamp are present to indicate the initial timestamps used in
combination with the AUduration and CUduration to gather timestamps of each AU.
The equations to obtain the information about the time, in seconds, of an AU and
CU are based on the timescale [7]:
AUtime = SL.AUduration ⋅
1
SL.timescale
CUtime = SL.CUduration ⋅
1
SL.timescale
15.5 Time and Timing Within MPEG-DASH
MPEG-DASH (Dynamic Adaptive Streaming over HTTP) is the MPEG standard
media delivery technique over Internet, Adaptive Streaming over HTTP [8].
It is a pull-based client-driven media delivery protocol which relies on the most
used protocols in Internet, TCP, and HTTP. MPEG-DASH accommodates the
media delivery depending on the end user’s receiver hardware, processing, and
decoding capabilities. It also accommodates the network conditions such as con-
nectivity and bandwidth.
The information in MPEG-DASH is divided into multiple media representations
so the client receiver will select the media quality required for the play-out. Media
is available in different formats and different format qualities, thus giving receivers
the choice to select the best one depending on network, load conditions. The media
is stored in HTTP servers and delivered in small media chunks.
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15.5.1 MPEG-DASH
To achieve the adaptive streaming session, the Media Presentation Description
(MPD) file is used. The MPD, using XML format, contains all the necessary
information about the available media that can be requested by clients. The client
utilizes the MPD file to select the proper Media Segments. The MPD allows the
end user (client) to select, for example, the video or audio quality of the media best
suited for the capabilities of the receiver, also taking into account the bandwidth
conditions.
As defined in [8], media content is ‘one media content Period or a contiguous
sequence of media content Periods.’ Therefore, the MPD file provides all the
structured information needed to achieve the streaming of the media, selected via
HTTP Get requests and delivered via segments containing short periods of media
content through HTTP Response messages.
There are two types of MPD, static and dynamic. Static MPD is used for stored
media and dynamic MPD for live media. The MPD file, following the XML format,
is composed of tags. The entire file is contained in an MPD tag. Inside this tag, the
file is subdivided into Periods of time. Each Period contains a list of AdaptationSet
tags, each of which relates to each media stream such as audio and video. Each
AdaptationSet contains the multiple representations of the same media content type
Fig. 15.13 MPD file high-level structure
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but only one representation in the AdaptationSet is selected for the media play-out.
Each Representation lists the segments required to play the duration of the related
period of time and the audio and video coding formats. The high-level structure of
an MPD file is shown in Fig. 15.13.
The media is stored in small segments on a conventional HTTP server, and the
URL location of each segment and each representation is indicated in the MPD file,
so they can be fetched by end users requiring the media. These segments are
typically from 2 to 10 s long. They can be stored in multiple media encoding
methods, such as MP4 and MP2T streams. Therefore, those segments will include
their related clock references and timestamps based on the media standard used.
One example of client behavior is shown in Fig. 15.14. The client selects the
media content and sends a HTTP Get message to the HTTP server to fetch the MPD
file. The HTTP media server sends the media-related MPD file to the client. Then,
the client has all the required information, via the MPD file, to find/retrieve the
media that best suits the end user receiver and the network connectivity. The client
selects an AdaptationSet, from this particular AdaptationSet, it selects the
Fig. 15.14 High-level MPEG-DASH client behavior example from [6]
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best-suited media Representation, and from that, it selects the list of the Media
Segments to be requested. Once the client has the list of the media-related seg-
ments, it sends to the HTTP media server a number of HTTP Get URL messages to
fetch the Media Segments which will be delivered via HTTP Response messages by
the HTTP media server. Only when a minimum time is received by the client,
minBufferTime, does the media play-out does begin at the end user receiver.
Unlike MP2T and MPEG-4 files, MPEG-DASH does not have traditional clock
references and timestamps, but it contains time information at different levels of the
MPD file related to the entire media stream and the Media Segments, as explained
in the next section.
15.5.2 Time-Related Information in MPEG-DASH
Time information within the MPD file is located at different levels. Some fields are
located at MPD level, some at Period level and finally at segment level. The Period
time-related fields are start and duration. Finally, at Media Segment level, using
three formats, segmentBase, segmentTemplate, and segmentList, the time-related
fields can be found presentationTimeOffset, timescale, duration, and seg-
mentTimeline. The meaning of all time-related fields at all levels is described below.
Information that applies to all the HTTP media delivery can be found in the
MPD, including multiple attributes which provide time-related information. As
previously mentioned, time-related information can be found at different levels of
the MPD file. In Table 15.8, the time-related MPD attributes are listed along with
their definitions. Only the attribute minBufferTime is obligatory, and mediaPre-
sentationDuration is obligatory for static MPD type, whereas availabilityStartTime
is only obligatory for dynamic MPD type.
The Period is a ‘set of media content components that have a common timeline
as well as relationships on how they can be presented’ [8]. In the Period tag, the
attribute duration provides the duration of the media related to the information
within the tag. The Period contains two optional time fields; start ‘specifies the
PeriodStart time of the Period. The PeriodStart time is used as an anchor to
determine the MPD start time of each media segment as well as to determine the
presentation time of each access unit in the Media Presentation Timeline’ [8], and
duration ‘if present specifies the duration of the Period to determine the
PeriodStart time of the next Period’ [8].
Inside a time Period, every AdaptationSet has multiple media Representations
(each media type in different encoding schemes) and each contains the Media
Segments.
There are three segment formats: segmentBase, segmentList, and segmentTem-
plate. The segmentBase is used for representations with one Media Segment but for
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multiple segments within a representation the segmentList or segmentTemplate is
used, sharing the same segmentBase information. The segmentList contains a list of
consecutive segments with the URLs where segments are located; see Fig. 15.15.
Table 15.8 MPD time-related attributes. Definitions from [8]
MPD Attribute Meaning
Availability Start
Time
‘For @type = ‘dynamic’ this attribute shall be present. In this case, it
specifies the anchor for the computation of the earliest availability
time (in UTC) for any Segment in the Media Presentation’
‘For @type = ‘static’, if present, it specifies the Segment availability
start time for all Segments referred to in this MPD. If not present, all
Segments described in the MPD shall become available at the time the
MPD becomes available’
Availability End
Time
‘It specifies the latest Segment availability end time for any Segment in
the Media Presentation. When not present, the value is unknown’
Media Presentation
Duration
‘If this attribute is not present, the duration of the Media Presentation
is unknown. In this case the attribute MPD@minimumUpdatePeriod
shall be present’
‘This attribute shall be present when the attribute
MPD@minimumUpdatePeriod is not present’
Minimum Update
Period
‘If this attribute is present, it specifies the smallest period between
potential changes to the MPD. This can be useful to control the
frequency at which a client checks for updates
If this attribute is not present, it indicates that the MPD does not
change’. ‘If MPD@type is ‘static’, @minimumUpdatePeriod shall not
be present’
minBuffer Time ‘It specifies a common duration used in the definition of the
Representation data rate’
timeShift Buffer
Depth
‘specifies the duration of the time shifting buffer that is guaranteed to
be available for a Media Presentation with type ‘dynamic’. When not
present, the value is infinite’
If MPD is static this attribute is undefined
Suggest Presentation
Delay
‘when @type is ‘dynamic’, it specifies a fixed delay offset in time from
the presentation time of each access unit that is suggested to be used
for presentation of each access unit’
‘when @type is ‘static’ the value of the attribute is undefined and may
be ignored’
Max Segment
Duration
‘It specifies the maximum duration of any Segment in any
Representation in the Media Presentation, i.e. documented in this
MPD and any future update of the MPD. If not present, then the
maximum Segment duration shall be the maximum duration of any
Segment documented in the MPD’
Max Subsegment
Duration
‘It specifies the maximum duration of any Media Subsegment in any
Representation in the Media Presentation. If not present, the same
value as for the maximum Segment duration is implied’
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The following time-related optional fields are used in segments: duration,
timescale, and presentationTimeOffset. The timescale ‘specifies the timescale in
units per seconds to be used for the derivation of different real-time duration values
in the Segment Information’ [8], the presentationTimeOffset ‘specifies the presen-
tation time offset of the Representation relative to the start of the Period,’ and
duration3 ‘specifies the constant approximate Segment duration’ [8].
When the segments do not have the duration attribute, the segmentTimeline can
be used, which ‘specifies Segment start time and duration for a contiguous
sequence of segments of identical duration’ [8] and provides three fields [8]. First,
the optional field t which ‘specifies the MPD start time, in @timescale units, the
first Segment in the series starts relative to the beginning of the Period’ [8]. Second,
the mandatory attribute d which ‘specifies the Segment duration, in units of the
value of @timescale’ [8]. Third, the optional attribute r, with default value zero,
which ‘specifies the repeat count of the number of following contiguous Segments
with the same duration’ [8].
15.5.3 Timelines in MPEG-DASH Linked to MP2T Streams
Media to be streamed using MPEG-DASH can be stored in different container
formats, such as MP2T. This section focuses on how the MPEG-DASH segments
relate to MP2T streams and how the timelines of clock references are included.
There are just a few requirements for segments to be stored in MP2T format.
First, a segment must contain complete PES packets and complete MP2T packets.
Second, a segment can only contain one program. Third, the segment initialization
information should not need information from previous segments. Finally,
Fig. 15.15 Segment timelines in MPEG-DASH
3For segmentBase, the MultipleSegmentBaseInformation is used, which ‘specifies multiple Seg-
ment base information’ [8].
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time-varying information must be contained in the Index Segment and/or between
ISAP
4 and ISAU
5 [8]. Different types of segments are used in media representation
based on MP2T: Index Segment, Initialization Segment, Bitstream Switching
Segment and Media Segments.
• Index Segment is a ‘segment that primarily contains indexing information for
Media Segments.’
• The Initialization Segment ‘contains initialization information for accessing the
Representation. The Initialization Segment shall not contain any media data
with an assigned presentation time.’
• Bitstream Switching Segment is a ‘segment that if present contains essential
data to switch to the Representation it is assigned to.’
• Media Segment is a ‘Segment that complies with media format in use and
enables playback when combined with zero or more preceding segments and an
Initialization Segment (if any)’ [8].
The Initialization Segment for MP2T streams contains mandatory information,
such as MPEG-2 Program-Specific Information (MPEG-2 PSI), Program Associ-
ation Table (PAT), Program Map Table (PMT), and PCR. ‘If PCRs are carried on a
media PID, the first packet of this PID is the first packet following the initialization
data and carries a PCR’ [8].
A relevant box contained in the Index Segments for MP2T is theMPEG-2 TS PCR
Information Box (MPEG2TSPCRInfoBox), also called pcrb, which ‘signals the PCR
information for MPEG-2 TS’ [8]. The syntax of the MPEG2TSPCRInfoBox can be
found in Table 15.9.
PCR field in the MPEG2TSPCRInfoBox ‘indicates the MPEG-2 TS PCR cor-
responding to the first (sync) byte of the first MPEG-2 TS packet in the media
Subsegment corresponding to the current iteration’ [8]. It is relevant to indicate that
this field is a 42-bit unsigned integer, while the PCR value is obtained from two
fields PCRbase (33-bit) and the PCRext (9-bit) to obtain PCR equations used in
Sect. 15.3.
Table 15.9 MPEG2TSPCRInfoBox Syntax
aligned(8) class MPEG2TSPCRInfoBox extends Box(‘pcrb’, 0) { 
unsigned int(32) subsegment_count; 
for( i=1; i <= subsegment_count; i++){ 
unsigned int(42) pcr; 
unsigned int(6) pad = 0; 
}
}
4ISAP is the index of the Stream Access Point (SAP). SAP is the ‘position in a Representation
enabling playback of a media stream to be started using only the information contained in Rep-
resentation data starting from that position onward’.
5
‘ISAU is the index of the first access unit that follows ISAP’ [8]. Stream Access Unit (SAU).
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When the Index Segment is present, then the MPEG2TSPCRInfoBox is present
and the PCR information can be reached.
The internal presentation time (TP) should be the PTS value used in the MP2T
stream, and it is related to timestamps of the MPEG-DASH Media Segments in the
Media Presentation Timeline.
Being i the AU index in the media stream, MP2T stream, and PTS the pre-
sentation timestamps of the related AU. TP can be calculated by [8]:
TP ið Þ= PTSA ið Þ−PTS0ð Þ ⋅ S90000
being S the timescale value provided by the Index Segment. When the segment is
present. S is the timescale value from the sidx box [8].
Conditions to convey PTS values in PES packets related to MPEG-DASH
segments are the following [8]:
• ‘PES packet starting at ISAU shall contain only an integral number of access
units and shall contain a PTS.’
• ‘TSAP is defined to be the earliest presentation time of any access unit of the
media stream such that all access units of the media stream with presentation
time greater than or equal to TSAP can be correctly decoded using data in the
Representation starting at byte position ISAP and no data before ISAP.’
• ‘If a media stream contains a discontinuity, the PTSA(i) calculation assumes
relative timing is maintained. Therefore, PTSA(i) will be adjusted by the dif-
ference between the value of PCR of the first PCR-bearing packet after the
discontinuity and its interpolated PCR value (calculated using the pre-discon-
tinuity PCR rate).’
• ‘In case of discontinuities, it is recommended to add a new Period to reset the
value of @presentationTimeOffset.’
• ‘It is recommended that the @timescale attribute in the MPD matches the clock
frequency S of the Elementary Streams.’
Fig. 15.16 DVB/MPEG-2 stream packets distribution [6]
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• ‘If the Segment Index (‘sidx’) box is present, then it is further recommended that
the media stream for which the Segment Index (‘sidx’) box that appears first in
the Index Segment is the Elementary Stream defining the value of the @time-
scale attribute.’
15.6 Time Transmission in DVB Systems
15.6.1 MPEG-2 PSI and DVB SI Tables
The MPEG-2 PSI and the DVB SI tables are two groups of tables that contain
information about the programs and media related to a DVB/MP2T stream, pro-
viding support to the decoder’s tasks.
They are conveyed in the MP2T stream, with each table within an MP2T packet.
In Fig. 15.16, an example of the tables’ distribution within an MP2T stream can be
appreciated. Tables are resent over time within the MP2T stream. The time
restrictions, gathered from different sources [1, 7, 8], are listed in Table 15.10.
Although MPEG-2 PSI and DVB SI are two different groups of information
tables, their program information is linked via the program_number (16-bit) and the
transport_stream_ID (12-bit). This relationship can be seen in Fig. 15.17.
The Program Association Table (PAT) is linked to the Service Description
Table (SDT) via the transport_stream_ID. ‘For each service in the multiplex, the
PAT indicates the location (the Packet Identifier (PID) values of the Transport
Stream (TS) packets for the corresponding Program Map Table (PMT)’ [9];
moreover, ‘the PMT identifies and indicates the locations of the streams that make
up each service and the location of the Program Clock References for a service’
[9].
Table 15.10 Timing in DVB SI and MPEG-2 PSI tables. Information gathered from [1, 9, 10]
TABLE Maximum
interval (s)
Minimum interval (ms)
MPEG-2 PSI Program Association Table PAT 0.5 25
Program Map Table PMT 0.5 25
Conditional Access Table CAT 0.5 25
DVB SI Network Information Table NIT 10
Bouquet Association Table BAT 10
Service Description Table SDT 2
Event Information Table EIT 2
Running Status Table RST –
Time and Date Table TDT 30
Time Offset Table TOT 30
Stuffing Table ST –
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Fig. 15.17 High-level DVB SI and MPEG-2 PSI tables [9]. In blue the time-related tables [6]
Fig. 15.18 High-level example of DVB SI and MPEG-2 PSI structure
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The PCR_id (13-bit) field in the PMT gives the MP2T stream PID of the MP2T
transport packets which contain the clock references, the PCR values for each
program.
The PAT contains the program information. A Program contains multiple
streams of different types. Following the example described in Fig. 15.18, the
service is linked to a Transport Stream via the transport_stream_id field which
connects the service to the related MP2T stream. The PAT table of the MP2T then
provides the link of this Program to the related PMT table which lists the media
streams of the Program. In Fig. 15.18, a Program is shown with one video stream
(PID: 256) and two audio streams (PID: 257/258). The example also shows how the
PMT contains the value of the PID stream containing the PCR values within the
MP2T stream which, in this case, is the video stream (PCR_PID = 256).
15.6.2 Time-Related DVB SI Tables
Time is distributed to end users in an MP2T stream via two different tables: the
Time and Date Table (TDT) and the Time Offset Table (TOT). The function is to
distribute the UTC time from the media server to all end users.
The TDT conveys the UTC time in the UTC_time (40-bit) field using Modified
Julian Date (MJD) format [11]. The TOT also contains the same UTC_time field,
but with the possibility of adding a time offset based on the end user’s location. The
country information is encoded in the country_code (24-bit) and country_region_id
(6-bit). The offset is signalled via the local_time_offset_polarity (1-bit) and the
local_time_offset (16-bit) fields. The time to apply any time update is carried by
time_of_change (40-bit), next_time_offset (16-bit) fields.
As an example, an end user located on Pamplona (Spain) at May 25, 2011,
19:39:25 will have the following values: UTC_time (D9 9A 19 39 25), local_-
time_offset_polarity (1), local_time_offset (1), country_code (ESP).
15.7 MMT: The Latest Media Delivery System
The MPEG Media Transport (MMT) protocol was approved in 2014 [12] and is
designed to provide a tool for media delivery over heterogeneous networks [13] as
well as could be used in broadcast media delivery platforms [13, 14]. MMT pre-
sents a new alternative to media delivery via MP2T media streams delivered using
Real-Time Protocol (RTP) and User Datagram Protocol (UDP) [15].
As such, MMT aims to be the protocol used in multiple media delivery systems,
via broadcast and broadband networks (heterogeneous networks).
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The MMT protocol is an application layer protocol, which aims to provide
streaming services via heterogeneous IP networks. Its main functionalities are [16]:
• A single MMT flow delivering multiple MMT Assets (protocol-level
multiplexing).
• Adaptive to network jitter.
• To provide QoS support.
According to [14], MMT is not only intended for media delivery over hetero-
geneous broadband networks, but also media delivery broadcast systems.
MMT is specially designed for media delivery in heterogeneous IP networks, but
also in broadcast systems. The common functionalities between broadband and
broadcast media delivery are: ‘synchronized delivery, inter-media synchronization,
multiplexing assets into a single flow and buffer management’ [16].
One of the drawbacks of MP2T is that there is no efficient way to insert per-
sonalized advertisements or a personalized audio stream into the MP2T, because it
requires multiplexing, re-multiplexing, and/or splicing [15].
Another drawback from MP2T is the use of MPEG-2 Program Streams, also
defined in [1], as media storage, but the multiple payloads used in the RTP pro-
tocols make the storage of RTP payload complex. As a result, it requires dedicated
process for every payload data. One of the challenges faced by MMT is to provide
an ‘easy conversion between the format for storage and the format for the pack-
etized delivery’ [15].
15.7.1 MMT Architecture
As can be seen in Fig. 15.19, MMT architecture and functionalities are divided into
multiple layers with different functionalities [16, 17]:
• Coding media area (Media Coding Layer).
• Encapsulation function area (Encapsulation Layer).
• Delivery function area (Delivery Layer).
• Signalling or control function area (Signalling or Control Layer).
First, the following operations take place in the Encapsulation Layer: media
packetization, media fragmentation, media synchronization (insertion of times-
tamps), media multiplexing, content protection, insertion of Composition Infor-
mation,6 and formatted content available for storage and delivery. The result of the
Encapsulation Layer is an MMT package [17].
Second, the operations in the Delivery Layer include: network packetization,
network flow multiplexing, insertion of delivery timestamps, QoS operations, and
6
‘This includes spatial and temporal location of media objects in a given scene’ [17].
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error handling. It is segmented into three main areas: D.1 generating the MMT
payload, D.2 generating the MMT transport packet, while D.3 provides informa-
tion, such as flow control (covering also the Transport Protocol Layer), session
management, session monitoring, and error control for cross-layer optimization
(related to QoS) [17]. Finally, in the Signalling Layer the presentation session, S.1,
and the delivery session, S.2, are managed.
15.7.2 Content Model for MMT
MMT shares with the previous MPEG standards a focus on ‘representing structural
relationships of Elementary Streams’ and on ‘carrying information for synchro-
nized playback of multimedia’ [16]. Furthermore, MMT’s logical content model
concentrates on providing all information for the Delivery Layer processing [16].
The elements of the MMT content model are: MMT Assets, Media Processing
Units (MPU), Media Fragment Units (MFU), Composition Information (CI), and,
finally, Asset Delivery Characteristics (ADC). An MMT package is formed by
MMT Assets, CI, and ADC.
‘An MMT Asset defines the logical structure carrying coded media data’ [16]. It
may contain both timed and non-timed data. An example of MMT Asset is an
MP2T stream, an MP4 file, or a JPEG file [16]. An asset is made of a group of
Fig. 15.19 MMT architecture, layers, and functionalities [17] with timing model proposed in [13]
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MPUs (one or multiple AUs), and each MPU is formed by one or multiple MFUs.
‘MFUs carry small fragments of coded media data for which such fragments can be
independently decoded or discarded’ [16]. The structure of an MMT packet can be
seen in Fig. 15.20.
The structure of MPUs and MFUs is the common data unit for MMT storage and
delivery. An MMT package is serialized/instantiated into an MMT file, whereas an
MMT package is packetized into an MMT packet [16]. The structure of an MMT
file is found in the left part of Fig. 15.20 and an MMT packet at the right part of
Fig. 15.20.
Within an MMT packet, the MMT payload has the advantage of being delivered
via RTP or MMT protocol, which can also deliver MMT signalling messages [16].
Information for media delivery and media play-out is provided by MMT sig-
nalling messages. Related to time delivery via MMT, there is an MMT signalling
message called Clock Relation Information (CRI) which ‘provides the relationship
between the MPEG-2 TS and UTC system time clock for synchronized presentation
in a hybrid delivery’ [16].
15.7.3 Timing Model for MMT
A new timing model for MMT is proposed in [13]. This MMT timing model is
based on the timestamping in the MMT Encapsulation Layer. ‘The proposed time
stamping service provides for sender/receiver timing matching for synchronization
of several media sources’ [13].
Fig. 15.20 Relationship of an MMT package’s storage and packetized delivery formats [15, 16]
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The timing model proposes to define sampling_time, decoding_time, and ren-
dering_time at the Encapsulation Layer. Meanwhile, both the delivery_time and
arrival_time are outlined at the Delivery Layer because they are impacted by the
sender_processing_delay and the transmission_delay [13]. The location of the time
information within the MTT architecture can be found in Fig. 15.19.
Sampling_time is the sampling time of the first AU within an MMT packet. The
delivery_time is the time at which the package is ready to be transmitted. The
arrival_time is the MMT packet arrival time at the receiver (affected by network
transmission delay). Decoding_time is the decoding time of the compressed media
stream conveyed in the MMT packets. Rendering_time is the rendering time of the
decoded media to the output devices. In Fig. 15.21, the complete MMT timing
model can be seen [13].
The MMT timing model contemplates support for MP2T streams. Therefore, it
considers that sampling_time should have the same clock resolution as MP2T DTS
and PTS timestamps values, 90 kHz, and also the same bit size (33-bit) [13]. See
Fig. 15.22.
The MMT timing model also contemplates linking to RTP timestamp protocol,
by mapping the sampling_time to the RTP timestamp. Considering that the RTP
timestamp in the RTP header is a 32-bit field, MMT timing model proposes to have
Fig. 15.21 MMTmodel diagram atMMT sender and receiver sides. Figures 15.3 and 15.4 from [13]
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two fields to convey the MMT sampling_time (33-bit), sampling_time_base
(32-bit), and sampling_time_ext (1-bit). Therefore, the sampling_time_base can be
mapped directly into the RTP timestamp [13]. See Fig. 15.22.
15.8 Conclusion
To accomplish the synchronized play-out of multimedia contents, different factors
need to be taken into account, including the delivery platform, the media delivery
protocols, and the media standards in use. The MPEG and DVB are two groups of
the main media standards, although many other can be used.
In this chapter, the timelines, clock references, and timestamps, in the most
common MPEG standards (MPEG-2 Transport Streams, MP2T, and MPEG-4) used
to provide synchronized media play-out, have been described. The time-related
fields and issues in MPEG-DASH and MMT have also been explained. Addi-
tionally, the DVB standard (specially used in broadcast media delivery) tools to
deliver time-related information to receivers have also been presented.
Definitions
MPEG Timeline Time information, clock references and timestamps, to repro-
duce, time-align encoder/source media clock to the decoder/receiver media
clock.
Fig. 15.22 Links between sampling_time and RTP and MP2T timestamps based on MMT timing
model proposed in [13]
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Timestamps A timestamp is used to agree on a specific moment in time, such as
decoding, composing or playing time of an Access Unit (AU) or Media Access
Unit (MDU).
Clock References They are the mechanism to recreate encoder’s clock frequency
at the decoder to guarantee the correct media stream play-out, the means used by
MPEG standards to reproduce encoder’s clock rate at the decoder.
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Chapter 16
Synchronization in MPEG-4 Systems
Jean Le Feuvre and Cyril Concolato
Abstract The MPEG-4 standard was defined in the early days of broadband
Internet, after successful deployments of digital television networks, with the goal
of unifying both broadcast and broadband media architectures and protocols in a
single standard, tackling natural media (audio, video, images) as well as synthetic
2D or 3D graphics and audio. As such MPEG-4 can be seen as one of the first
attempt at building the so-called convergence of Web and TV. Some parts of the
standard have changed the media world forever (AAC audio and AVC|H264 video
compression, MP4 file format), and while other parts have not always met their
markets in successful way, they paved the way for more recent works, including
HTML5 media. In this chapter, we explain how the MPEG-4 standard manages
playback and synchronization of audio-visual streams and graphics animations and
how multiple timelines can be used to provide rich interactive presentation over
broadband and broadcast.
Keywords Interactivity ⋅ Synchronization ⋅ Graphics ⋅ Media
Broadcast
16.1 Introduction
The MPEG-4 standard (ISO/IEC 14496), released by the Moving Picture Experts
Group (MPEG), defines a large standard covering interactive applications, audio
and video compression, advanced 3D graphics, content protection, file formats,
fonts and text delivery [1]. Its application scope ranges from simple linear playback
to full interactive audio-visual applications. As a consequence, MPEG-4 content
can exercise various synchronization features. For instance, multiple media content
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may be presented at the same time and hard synchronization constraints may be
applied. Alternatively, media content may be presented as a result of an interaction.
In this case, the synchronization of this media content with already started media
content may be loose. This differs substantially from its predecessor, MPEG-2
(ISO/IEC 13818) [2], which focused on storage and broadcast delivery of linear
audio-visual content such as TV channels. Due to this ability to describe various
synchronization options, MPEG-4 introduced new synchronization-related tools
that are described in this chapter. These tools are specified in the MPEG-4 Systems
part (14496-1).
In MPEG-4 terminology, a multimedia presentation is organized by a scene. An
MPEG-4 scene consists of any number of media primitives, called objects, clas-
sified by type: visual (image or video), audio (natural or synthesized on the player
side), text (subtitle, ticker), font and animations (2D or 3D graphics). In order to
organize in space and in time these objects and to enable the user to interact with
them, MPEG-4 defines languages to describe a scene: BIFS for “Binary Format for
Scene,” specified in ISO/IEC 14496-11, and LASeR for “Lightweight Application
Scene Representation,” specified in ISO/IEC 14496-20. The required information
for configuring, synchronizing, and decoding the media content associated with
scene objects is delivered by the Object Descriptor Framework, specified in ISO/
IEC 14496-1. The standard also defines an authoring format for the BIFS language
called the eXtensible MPEG-4 textual representation (XMT), using two possible
XML syntaxes: XMT-A, very close to the binary scene structure and compatible
with the X3D format of the Web3D consortium, and XMT-O, a higher-level rep-
resentation of the scene based on the SMIL language [4] from W3C.
In this chapter, we present how the Object Descriptor Framework can be used to
describe various synchronization aspects of interactive media content, in particular
its so-called Sync Layer. We will also present how the MPEG-4 scene descriptions
leverage these aspects when proposing the synchronized playback of multiple
media objects. We illustrate the different tools using an example multimedia pre-
sentation featuring:
• Audio and video media.
• Graphical shapes (rectangles, circles …) overlaid on the video media to high-
light region of interests; clicking on a region opens a display area with more
information such as name of the selected player for a sport event or Web site and
reference of the selected item for a commercial.
• Interaction panel allowing navigation on the media (pause/resume, seeking, and
speed adjustments).
• Image used as background for the control panel.
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16.2 Describing Synchronization of Media Objects
The part of the MPEG-4 Systems standard which covers synchronization is called
the Sync Layer. It is a part of a larger aspect of the standard called the Object
Descriptor Framework. This latter is introduced in the next section, while the
former will be detailed afterward.
16.2.1 MPEG-4 Object Descriptor Framework
The MPEG-4 Object Descriptor Framework provides the tools needed to describe
the media objects used in a scene. Each media object in a presentation is declared
by an Object Descriptor (OD). This descriptor carries various descriptions associ-
ated with an identifier (OD_ID), unique within a presentation. The descriptions
provide the information required by the MPEG-4 player to determine if it can
process the media content (e.g., it has a compatible decoder), to configure its
network and demultiplexing stacks (e.g., source address, protocol options such as
packet loss detection, number and identification of multiplexed streams), to
instantiate an associated decoding pipeline, possibly including a decryption part,
and to synchronize the media content with other media. The Object Descriptor does
not indicate how the media content will be integrated in the presentation. This
information is provided by the scene description. In particular, the Object
Descriptor does not indicate when the media content will be used. For example, a
media may be used only during a given time interval within the presentation, or
only after a user interaction. The Object Descriptor does not indicate either how the
media content will be rendered, i.e., positioned on the screen for visual media or
mixed in final audio output for aural media. The scene describes these aspects and
uses the OD_ID to indicate to the player which media object is used. This sepa-
ration between how a media object is obtained/decoded/synchronized and how it is
used in the presentation is a core concept of MPEG-4 presentations, inherited from
MPEG-2. The intent of the standard is to allow the design of scenes independent
from the media characteristics (network access, compression format…). As an
example, the compression format of the media object used in a scene is not known
to that scene. This allows either providing the same media in two different formats
to adapt for different player capabilities, or re-encoding the media, without
changing the scene. Similarly, a media object may be composed of several layers or
may be modified to add new layers (in a scalable media context where each layer
adds refinement to the lower layer) without the scene having to know about these
layers.
In the Object Descriptor Framework, an object is described as a collection of
elementary streams, which carry media data. Elementary streams are described by
an elementary stream descriptor (ESD), which contain a unique identifier called
ES_ID along with decoder configuration (type, bitrate, maximum buffer size, etc.),
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language information, network settings, and other information. Each elementary
stream can only carry a single type of data (visual, audio, font, text, 3D mesh
animation, BIFS or LASeR, etc.). An Object Descriptor also cannot mix streams of
different types. For example, an object cannot be composed of both video and
audio. In this case, two objects have to be defined. Several streams of the same type
can be described in a single Object Descriptor, in order to address various use cases:
streams with different languages, streams with different compression schemes, or
streams with different bandwidth requirements. The player is in charge of deter-
mining which stream fits its usage conditions and will select only one of these
streams for playback at a given time. A player may also select several streams in
one Object Descriptor in case these streams are dependent upon each other, as
shown in Fig. 16.1, where the stream with ES_ID 3 is a hierarchical enhancement
layer of the stream with ES_ID 2, indicated by means of the dependsOnESID field.
This typically happens when the media is using hierarchical coding schemes (e.g.,
using temporal or resolution scalability), in which case the player will select the
stream carrying the desired quality and all the required streams carrying lower
quality. The description of the hierarchy of streams is provided in the ESD of a
stream indicating the ES_ID of the stream depended on.
Other kinds of elementary streams may be present in any quantity in each object
descriptor, to provide rights management data for different protection systems (as
shown in Fig. 16.1), or content description in various languages.
ObjectDescriptor  
OD_ID 100 
ESDescriptor 
ES_ID 2 
DecoderDescriptor 
 video HEVC 
SyncLayerDescriptor 
ESDescriptor 
ES_ID 3 
DecoderDescriptor 
 video SHVC 
dependsOnESID 2 
SyncLayerDescriptor 
ESDescriptor 
ES_ID 20 
DecoderDescriptor 
IPMP 
SyncLayerDescriptor 
Fig. 16.1 Example object descriptor for a video object composed of two elementary media
streams and one associated stream
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Finally, in order to allow for dynamic modifications of the set of resources used
in a scene, the Object Descriptor Framework defines a new elementary stream type,
specific to MPEG-4 presentation: the Object Descriptor Stream. This stream is
made of a sequence of Object Descriptor commands used to modify, insert or
remove Object Descriptors. The set of commands that should be applied at a given
time are packed into one delivery unit. This feature allows delivering updates of the
media object description, similarly to the use of Program Map Table updates in
MPEG-2.
Our multimedia presentation example will typically have a main object
descriptor, called InitialObjectDescriptor, referencing one BIFS stream carrying the
presentation and one OD stream used to deliver the objects descriptors for that
scene. These objects will be at least one for the video, one for the audio and one for
the panel background image. For the purpose of illustrating this chapter, we assume
that the dynamic position and size of each graphical shape is delivered through a
dedicated BIFS stream, hereafter called BIFS ROI stream, and therefore, an object
for that BIFS stream is also declared (we will see later in this chapter that there are
other possible methods). Since that BIFS streams carries information modifying the
main scene, its successful decoding depends on the proper decoding of the main
scene: This is indicating by setting the dependsOnESID field of the BIFS ROI
stream to the value of the main scene BIFS stream ID.
16.2.2 Synchronization Signaling: The Sync Layer
Regarding synchronization, the most important descriptor of the Object Descriptor
Framework is the Sync Layer Descriptor, present at the elementary stream
descriptor level. It provides information enabling intra-stream and inter-stream
synchronization. Its features are described here.
16.2.2.1 Intra-stream Synchronization: Timestamps and Clocks
In MPEG-4, as in most audio-visual delivery system, stream data is divided into
blocks called Access Unit (AU). Each AU contains the minimal set of data to which
a unique presentation time can be assigned. Typically, an AU corresponds to one
coded video frame, one audio coded frame, one set of Object Descriptor commands
or one set of BIFS or LASeR at a given time. Each AU is assigned a timestamp
delivered by the underlying transport protocol, which expresses the time at which
the media has to be presented to the end user. In MPEG-4, this timestamp is called
the Composition Time Stamp (CTS). Additionally, an AU may have a Decoding
Time Stamp (DTS) assigned, indicating that the AU has to be decoded at a given
time but not presented until its CTS is due. This is mainly used for video streams
using bidirectional prediction. In the MPEG-4 systems theoretical decoder model,
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as in many other multimedia standards, the decoding is considered instantaneous,
i.e., the decode duration is 0.1
In MPEG-4 Systems, both CTS and DTS are represented as integer numbers,
expressed in a resolution called timestamp resolution configured in the Sync Layer
Descriptor. For example, a CTS value of 1000 with a timestamp resolution of 1000
would mean 1 s, while the same CTS in a resolution of 1000000 would mean one
microsecond. The timestamp resolution is usually chosen based on the frequency of
the media data for that stream, e.g., using the sample rate for an audio stream or a
multiple of the frame rate for a video stream. This avoids accuracy loss due to the
necessary rounding associated with the integer representation. For example, taking
a stereo stream sampled at 48000 Hz with 1024 audio samples per AU, the CTS
between two AU would be incremented by 1024/48000 = 0.02133333… s. If a
timestamp resolution of 1000 is picked, this would mean that the integer increment
would correspond to 21 ms for the first and second AU then 22 ms for the third one
to adjust the timing, resulting in loss of precision in the timing. Choosing a reso-
lution of 48000 will give 1024 increments between each AU and avoid this pre-
cision loss. For visual media (video, animations), the timestamp resolution is
typically chosen to be a multiple of the media frame rate (e.g., 25000 for 25 fps,
30000 for 29.97 or 30 fps) while for audio media a multiple of the audio sample rate
is usually chosen.
During the processing of a single stream by a media player, in order to properly
restitute the delays between the frames (referred to as “intra-stream synchroniza-
tion”), the CTS of an AU is compared to a clock. In MPEG-4 Systems, this clock is
associated with the Object declaring this stream and is called the Object Time Base
(OTB), and all incoming AUs are presented when their composition time matches
the OTB. The time on this clock corresponding to the instant at which the first AU
processed is not necessarily zero. The clock may be initialized with a nonzero
value. This case can happen when a user joins a streaming session which started
moments ago. The (initial) clock value can be carried within a special stream, called
Object Clock Reference (OCR) stream, within the same object or within a different
object. To avoid potential drift between the sender’s clock and the player’s clock,
the OCR stream carries updated values on a regular basis (e.g., several times per
seconds). This regular delivery of the server clock information is similar to the use
of the Program Clock Reference (PCR) in MPEG-2 Systems. Figure 16.2 shows a
typical setup for a video stream, using timestamps expressed in 90 kHz timescale
but OCR timestamps expressed in 27 MHz. Upon reception of a value on the OCR
stream, the OTB is adjusted to the indicated value, and then increases at the pace of
the client local clock, until a new value arrives.
The OTB may also be initialized to a value given out-of-band (i.e., outside of the
MPEG-4 Systems data, without relying on OCR streams). For example, the initial
value of the OTB is typically set to the presentation time of the first access unit,
1In practice, it is usually considered bounded by a value less than or equal to the shortest duration
of any media frame for that media profile, in order to guarantee real-time decoding.
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which is usually 0, when playing an ISOBMFF file. When playing a stream of an
RTSP [3] streaming session, the initial value of the OTB is defined to be the RTP
timestamp indicated by the server during the RTSP setup.
16.2.2.2 Inter-stream Synchronization: Clock References
MPEG-4 introduces the ability to embed in a presentation media streams that are
meant to be played together in a synchronous manner, but also streams that are not
meant to be played together and therefore do not have synchronization constraints.
This is the case for instance, when a media stream is started interactively, while
another media stream is already playing: In that case, the content author does not
want to pause the already playing stream until the newly started one reaches the
same time, as would be the case if all streams were synchronized.
For the purpose of grouping streams that must be played synchronously, the
Object Descriptor Framework allows indicating that a stream uses the OTB of
another stream. This is achieved by setting the OCR_ES_ID field, in the stream to
be synchronized, to the ES_ID of the stream the OTB is inherited from. When an
OCR_ES_ID is provided for a stream, playback operations on that stream also
apply to all streams that depend on that same OTB. For example, pausing one
stream pauses all the other streams. This is quite convenient from a scene
description perspective, since only one media has to be controlled. This is illus-
trated in Fig. 16.3, where the audio stream uses the video stream as its OTB: The
audio and video AUs are presented when the OTB time matches their associated
CTS, achieving fine synchronization between the two streams; when the CTS of
both streams match (as is the case for Video AU K + 1 and Audio AU N + 2),
Video 
OD_ID 100 
ESDescriptor 
ES_ID 2 
DecoderDescriptor 
SyncLayerDescriptor 
 
TS_resolu?on 90000 
OCR_resolu?on 27000000 
AU #K 
CTS 208800 Video Stream 
AU #K+1 
CTS 212400 
AU #K+2 
CTS 216000 
OCR 
62370000 
OTB ?me in seconds 
Set OTB 
to 2.310 2.320 2.360 2.400 
… 
Fig. 16.2 Example sync layer setup
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frame-accurate synchronization is achieved. In MPEG-4 applications, there are
cases where an object describes several streams, but where only one stream is
played at a time (e.g., when an object descriptor provides alternate encodings of the
same media such as different bitrates or codecs, or alternate languages of the same
audio object). This makes it difficult to indicate one of the streams as a clock
reference. Only one stream is processed at a time, and the actual stream may change
depending on user interaction (e.g., changing language). In such case, it would be
suboptimal to set the OCR_ES_ID of those streams to one of them. This would
require processing of that stream solely for the purpose of controlling the clock,
even when it is not used in the scene. For such cases, the MPEG-4 Systems allow
defining objects containing a stream dedicated to the carriage of clock references
and no other data. Such streams are called OCR-only streams and are used to carry
the object time base for a set of streams regardless of their playback state. In that
case, the playback control is performed on this object without the scene author
having to understand which actual media stream is selected.
If no OCR_ES_ID is set on a given stream, the stream is assumed to be inde-
pendent, from a synchronization point of view, from any other stream. In other
words, an AU of a stream S1 with a CTS value of X has to be presented with the
AU of another stream S2 that has CTS of X, only if they share the same OTB. If this
is not the case, even if they have the same value of X, there is no guarantee that they
will be processed at the same time. This allows playback operations (pause, resume,
seeking, reverse playback, or fast forward) on one stream without impacting the
playback of other streams.
Video 
 OD_ID 100 
ESDescriptor 
ES_ID 2 
DecoderDescriptor 
SyncLayerDescriptor 
 
TS_resolu?on 90000 
OCR_resolu?on 27000000 
Audio 
 OD_ID 101 
ESDescriptor 
ES_ID 3 
OCR_ES_ID 2 
DecoderDescriptor 
SyncLayerDescriptor 
 
TS_resolu?on 44100 
AU #K 
CTS 208800 Video Stream 
AU #K+1 
CTS 212400 
AU #K+2 
CTS 216000 
AU #N 
CTS 102028 Audio Stream 
AU #N+1 
CTS 103052 
AU #N+2 
CTS 104076 
OCR 
6237000
0 
OTB ?me in seconds 
Set OTB 
to 2.310 
2.313 
2.320 
2.337 
2.360 
2.360 
2.400 
… 
… 
Fig. 16.3 Example of audio-video sync layer setup
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The clock reference assigned to a given stream cannot be changed interactively.
It may however be modified by the server, by updating the stream descriptor
through a command in the OD stream, replacing the value of the OCR_ES_ID for
that stream to use the new desired clock reference. For cases where synchronization
rule adjustments between streams cannot be predicted at authoring time nor mod-
ified by the server but have to be evaluated during playback, the FlexTime model,
described later in this chapter, has to be used.
It should be noted that even if streams are signaled as being synchronized, the
standard leaves some liberty to implementations as to how hard the synchronization
can be, in particular how variable latencies on different synchronized streams are to
be dealt with. For instance, an implementation may decide to pause the processing
of a complete set of synchronized streams, when one of them is late. Another
implementation may decide to keep playing the other streams and seek forward in
the late stream when new data arrives, skipping the late AUs.
In our multimedia presentation example, audio, video, and the BIFS ROI stream
are meant to be displayed synchronously. A typical setup would indicate that the
video stream is self-synchronized (using video OCR_ES_ID equal to video ES_ID)
and that the audio and BIFS ROI streams use the video stream as a clock reference.
The other streams (main BIFS, OD, and image) are also to be synchronized together
but on a different timeline. We will indicate that the main BIFS stream acts as its
own clock reference, and the OD and image streams will use that stream as their
clock reference.
16.3 Time and Synchronization in Scene Descriptions
As seen in the previous sections, the MPEG-4 Systems standard provides tools
within the Object Descriptor Framework to describe how the media streams are
processed from a synchronization point of view. The actual use of these media
streams, in particular with regard to timing, is provided by the Scene Description
streams, such as MPEG-4 BIFS or MPEG-4 LASeR, described in the following
sections.
16.3.1 Timing in MPEG-4 BIFS
MPEG-4 BIFS, or Binary Format for Scene, defines a language in textual and
binary formats for the representation of spatiotemporal relationships between media
objects in 2D and 3D spaces. The standard (ISO/IEC 14496-11) derives from the
Virtual Reality Modeling Language (VRML) standard (ISO/IEC 14772-1) and
extends it in various aspects: 2D graphics and associated effects, advanced 3D
graphics such as face and body animations, various physical effects, data framing
tools for animations and complex scene delivery, and more importantly in terms of
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synchronization by the integration with the Object Description Framework, to drive
the animation and media playback, and by the definition of advanced timeline or
media control primitives. This section focuses on these latter aspects.
16.3.1.1 Time in Animations
An MPEG-4 presentation may contain animations. Animations can be as simple as
the translation of a graphical element on the screen or as complex as a fade-in/
fade-out operation between two videos. These animations can be described in a
BIFS scene in a unified way, with a single timing model. The timing model relies
on OTB, as described by the Object Descriptor Framework, and times, given in the
scene itself. The animation times used in a BIFS scene (i.e., start times, end times)
are expressed with respect to a clock that is unique to the scene. This clock starts
when the BIFS AU carrying the scene is processed (i.e., when the CTS of the
BIFS AU is reached on the OTB associated with the BIFS stream). This clock runs
at the same pace as the OTB.
When the scene OTB is not adjusted by OCR information, the scene time is
simply the time elapsed on the system clock since the initialization of the scene
OTB. However, when the time is adjusted by OCR information, the time in seconds
elapsed since the beginning of the scene is defined as the difference between the
current OCR timestamp and the OCR timestamp when the BIFS AU was processed
divided by the OCR timestamp resolution. Since OCR timestamps are sent at a
lower frequency than the animation frame rates, implementations have to be able to
estimate the OTB between the last received OCR and the next one to arrive. This is
usually done by estimating time elapsed on the system clock since the last received
OCR.
The animation times in a BIFS scene are provided by Timer nodes derived from
VRML. Timer nodes are active during a time interval given by two fields: startTime
and stopTime, whose values refer to the scene time. A timer is active when the
current scene time is in the interval [startTime, stopTime], otherwise it is inactive;
stopTime is ignored if less than startTime, in which case the timer is active once the
scene time becomes greater than startTime. These fields can be updated through
interaction within the scene; however, setting the startTime field to an active timer
is ignored (i.e., the time at which a timer started cannot be modified, the timer has to
be deactivated first in order to evaluate the new startTime value).
In the MPEG-4 BIFS animation model, active timers generate events, which can
be used to compute a corresponding animated value, such as a translation value or a
fade transition coefficient. The time event carries the current scene time in seconds,
as described above. The fraction_changed event indicates the time position relative
to the timer’s duration. For example, if an animation describes a 2 s translation, the
fraction_changed event will carry the value 0.25 when 0.5 s are elapsed in the
animation, 0.5 for 1 s and 1.0 for 2 s. The number of fraction_changed events is
implementation specific, but usually matches the rendering frame rate. For example,
a timer running for 2 s will emit 50 fraction_changed events when the scene is
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rendered at 25 frames per second (fps) or 200 when the scene is rendered at 100 fps.
The number of fraction_changed events is independent from the duration of the
animation, only the value of the fraction_changed is. Timers may be setup to loop,
and will generate a cycleTime event at the end of each cycle, carrying the scene time
at that instant.
To pause the effect of a timer, this timer must be made inactive by setting its
stopTime field to any value less than or equal to the current scene time, and greater
than the startTime. Since timers generate fraction_changed event values based on
their startTime value, relative to the start of the scene, the pause behavior (i.e., the
generation of fraction_changed events carrying always the same value) is achieved
by continuously setting the startTime to the original startTime plus the time elapsed
during the pause period.
There are various ways of building animations using timers. Simple animations
in BIFS are usually done using timers and interpolation techniques. The frac-
tion_changed event of the timer is transmitted to an interpolator, in charge of
converting the [0–1] value of the event into 2D or 3D coordinates, or an angle, a
color, etc. Interpolators are of two kinds in BIFS:
• Linear interpolators: for N fraction keys (Ki) in [0,1] and N associated values
(Vi), the output value for a fraction event f in [Ki, Ki+1] is
Vf = Vi+1 −Við Þ* f −Kið Þ ̸ Ki −Kið Þ+Vi
• Animators defined as extension to interpolators and similar to the animation
elements of SMIL [4], and animators can specify linear, quadratic, cubic, or
Non-Uniform Rational Basis Splines (NURBS) animation path and various
ways of defining the time intervals between each value change:
– Discrete: Value is constant until next value should be output.
– Linear: As with regular interpolators.
– Paced: Value changes are equidistant in time, based on the length of the
animation path.
– Spline: Input fraction is remapped to another input fraction through a cubic
Bezier spline.
In our multimedia presentation example, this timer-based technique will be used
to animate the media control panel (show/hide, animate buttons) or animate the
display area for the ROI information. The timers will be triggered upon interactions
by the user, and the animations will be executed regardless of the synchronization
state of the audio, video, and ROI streams. This technique allows defining most of
the temporal behavior of the user interface independently from the media streams
used in the presentation.
Another approach for animations with timers is the frame-based approach. It is
used most of the time when animations are too complex to be described only by
interpolation rules. This is the case for animating subtitles or advanced geometrical
shapes (2D cartoons, 3D meshes animations). In this case, the different frames of
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the animation are all described in the main scene but are not visible. The actual
frame to be displayed is then selected based on the scene time. This is illustrated in
Fig. 16.4: The timer starts startTime seconds after the CTS of the scene, and the
timer fraction value is interpolated into an integer ranging from first frame to last
frame of the animation, used to trigger visibility of each frame. This technique
works fine when the frame rate of the animation is constant, but requires more
tuning for non-constant frame rate animations.
One of the drawbacks of this technique is that each frame is fully loaded in
memory at the player side from the scene start, which can be quite expensive. BIFS
provides a more memory efficient alternative to this approach. Each frame is binary
encoded as a BIFS command, and the command is only executed at a specific
instant. This instant can be provided using two approaches. In the first approach, the
command is executed when a specific event is triggered. This event can be the result
of the user interacting with the scene (e.g., click on a button). The event can also be
the start of a timer. This event-based approach has the advantage of storing the
compressed animation frames in memory, and having only the active frame fully
loaded in memory.
Scene 
Rendering Switch 
Subtree 1 
Subtree 2 
Subtree 3 
Subtree... 
Timer 
startTime 2 
Discrete interpolator 
Scene Stream AU1 (CTS1) 
Compressed 
Domain 
Uncompressed 
Domain 
OTB 1 
Triggers frac?on_changed 
events star?ng from 2s 
Fig. 16.4 Timer-based BIFS
animations
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In our multimedia presentation example, animating the ROI using this technique
would imply having each of its AUs embedded in the main BIFS scene, and
monitoring the playback of the video stream to trigger the right command. Such
logic is quite heavy to author (multiple events routing and BIFS command storages
have to be described) and will require a new scene whenever some animation data
changes, since all animation data is in the BIFS scene. For complex, live, or
media-related animations, this technique is usually rejected in favor of the second
approach relying on Animation streams.
Animation streams in BIFS are additional elementary streams carrying BIFS
commands and depending on a main BIFS stream for decoding. Animation streams
typically carry commands modifying parts of the scene that are relatively inde-
pendent from the rest of the scene, usually in such a way that the modifications do
not impact the logic of the scene. Animation streams and the associated main BIFS
stream may have different synchronization settings. It is possible to indicate that
these streams are not synchronized, by explicitly indicating different OTBs for the
main stream and the animation stream(s). As indicated previously, this is achieved
by indicating different OCR_ES_ID in the elementary stream descriptor for these
streams. In this case, the playback of the animation may be controlled (paused/
resumed/stopped) without having any impact on the rest of the scene. However in
such case, the animation streams may drift from the main scene. This mode is useful
for looping animations, such as waiting animations. Figure 16.5 illustrates how the
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startTime 2 
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 Stream ID=2 
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State 1 
Scene  Stream ID=1 
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State N … 
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Triggers stream 
playback at 2s 
Fig. 16.5 Stream-based BIFS animations
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setup of Fig. 16.4 can be achieved with stream-based animation: an Anima-
tionStream node triggers, startTime seconds after the CTS of the scene, the play-
back of a secondary self-synchronized BIFS stream whose AUs directly modify a
subpart of the scene graph. In this setup, only the current scene state of the ani-
mation is decompressed, the other states are compressed AUs of the animation
stream. Animation streams playback can be controlled within the scene using a
node called AnimationStream. This node indicates the OD_ID of the object carrying
the animation stream(s) and is capable of receiving events to start and stop the
stream and control speed as well as looping versus single playback. This is the
technique we chose to deliver the ROI data in our multimedia presentation example.
It is also possible to indicate that these streams are synchronized, by explicitly
indicating a single OTB for all streams. This is achieved by indicating the same
OCR_ES_ID in the associated elementary stream descriptors. When all streams are
synchronized, it is no longer possible to control the playback of the animation
streams from inside the scene, since that would pause the main scene timeline as
well. That scene can still be paused by means outside of the scene, such as the
player user interface. This mode is useful for scenes without local interactivity, such
as cartoons or pure animations.
16.3.1.2 Time in Media Handling
Media synchronization in BIFS is very similar to the handling of animations as seen
previously. The same principles are found. Media nodes (AudioSource,
MovieTexture, AudioClip) used to link a set of streams with a target rendering
operation (i.e., audio mixing or video/image texturing) and provide simple playback
control (play/pause/stop). OTB indications are used to indicate if the media are
synchronized to the main scene or not.
A typical audio-visual scene in BIFS will have one BIFS and one Object
Descriptor streams, one Object Descriptor for audio and one Object Descriptor for
video. The audio and video streams, if they are synchronized, will share the same
OTB, indicated through OCR_ES_ID of the video and/or audio streams. This
implies that the composition timestamps of all audio and video AUs will be
compared with the same OTB in order to properly synchronize the playback of the
streams.
The BIFS scene and the audio/video streams may share the same OTB, in which
case no playback control of the video can be done within the scene. This is used for
most common use cases where animations have to be synchronized with the audio
and video, such as subtitles, annotations, or logos, but without any need for
playback control. Alternatively, they can have different OTBs, in which case the
video can be started/stopped and paused/resumed from within the scene. This is
typically used for video portals, interactive video navigations, etc. The control will
be done using one of the media nodes on only one of the objects to control, audio,
or video. The standard mandates implementations to automatically apply the same
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time control operations on all streams sharing the same OTB, including the one
initially receiving the operation request.
Figure 16.6 illustrates a scene with two audio-visual streams from the same
content is synchronized through OCR_ES_ID indications. The two couples (Audio,
Video) are not synchronized together, allowing independent playback; in that
example, one media playback is triggered after 25 s, while the other media play-
back is triggered upon a user interaction.
BIFS media nodes, inherited from VRML, only had the ability to control when
an object (i.e., a (set of) stream(s)) is active, but assumed that the playback of that
object would always start from the beginning of the media. To overcome this
limitation, media handling in BIFS has been extended with two nodes: Media
Control and Media Sensor. The MediaControl node provides the tools needed to
start/stop/pause/resume streams at any given media time, to enable looping of full or
part of the streams and to mute the stream. A MediaControl can control the
playback of any media object in the scene, provided that it does not share the same
OTB as the main scene. This gives the possibility to control the playback of another
sub-scene included in the presentation. TheMedia Sensor node is used to access the
media time of the streams it monitors. It can be used to trigger events in the scene
based on this media time (trigger events, send fraction events to interpolators, etc.).
Both Media Control and MediaSensor nodes may act on the complete media object
identified by its OD_ID, or on one or more parts of that media object. In that case,
the associated object descriptor contains a description of the various parts, called
media segments, through a SegmentDescriptor structure, indicating the name of the
segment, its start time and its duration. Segments may overlap in time, only their
name shall be unique. This allows designing scenes with simple chaptering,
repeating of parts of a media object without having to know the timing of the
segment at authoring time. When playing an entire media streams with defined
segments, the MediaSensor node enables retrieving the name, duration and start
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OCR_ES_ID 1 
AU1 (CTS1) OTB 1 
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Fig. 16.6 Synchronization groups for a scene with multiple AV content
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time of the active media segment. The control panel in our multimedia presentation
example would feature both a MediaControl node, to allow navigation in the video
stream, and a MediaSensor node, to give feedback on the current media payback
position. If chapters were to be added to simplify navigation, the video Object
Descriptor would include a list of SegmentDescriptor (one per chapter), the panel
would display the list of chapters and user selection of one chapter would result in
replacing the MediaControl target media URL by “od://VIDEO_OD_ID#Chap-
terName”; the media would then start playback from the media time associated with
“Chapter Name” in the video.
16.3.1.3 Multiple Scene Timelines and Timeline Manipulations
A multimedia scene may typically present media streams coming from different
locations, with different, variable network behaviors (round-trip time, bandwidth).
In most common cases, a media player will pause all the streams declared as
synchronized as soon as one of the stream buffer requirements is no longer met.
While this is interesting for some content, such as simple audio-visual only play-
back, an author may sometime tolerate a delay on one of the media stream, as long
as that delay is not too important. In order to help authors synchronize such streams
without any knowledge of the underlying network conditions, MPEG-4 BIFS
defines a model called FlexTime, inspired by SMIL and its syncTolerance attribute.
The FlexTime model lets an author define how a media player should behave when
media streams targeted for synchronous playback (through OCR sharing) suffer
different delivery latencies. It defines constraints on how much each media play-
back rate can be stretched or shrunk. These constraints may be applied even on
streams with different duration, for example to ensure an animation normally lasting
60 s will begin and end at the same times than a 70 s video. The model is based on
two nodes, TemporalTransform and TemporalGroup. It allows an author to
express, through a TemporalTransform node, a set of constraints on children nodes
or on a media object: maximum shrink and stretch ratio, how the stretching can be
done: freeze of the rendering of the stream, linear decrease of rendering rate or
repeat of the frame(s) and how the shrinking can be done (stop of the rendering or
linear increase of the rendering rate).
The TemporalGroup node controls the rendering of its children Tempo-
ralTransform nodes by specifying how the different timelines of each Tempo-
ralTransform should be played together: start at the same time, end at the same time
(with or without starting at the same time), or meet each other, i.e., the end of one
TemporalTransform timeline triggers the beginning of the following Tempo-
ralTransform listed in the children nodes.
An optional list of priorities is also given for each child. The child with the
highest priority is the one selected as the anchor. For example, if the Tempo-
ralTransform nodes are specified to end at the same time, the one with the highest
priority will be used as indicating the reference end time, and the other timelines
will be shrunk or stretched accordingly to meet the end time constraint.
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In our presentation example, FlexTime could be used to allow some drifting of
the ROI compared to audio and video: if the ROI is bigger than the tracked object in
the video, it may be displayed with some delay or advance; if the ROI stream comes
from a different location and suffers different latency than the audio and video
streams, enforcing strict synchronization in the case would trigger unneeded
re-buffering. Using FlexTime would let the author specify the sync tolerance for the
ROI stream and prevent those re-buffering.
The main complexity of the FlexTime model is that it overrides the original
notion of scene time of the former model, which consists of a single timeline, with a
collection of multiple loosely synchronized timelines. In the former model, all
events triggered at a certain rendering frame have the same associated time (the
scene time at that frame), while in FlexTime each event has a time which depends
on the TemporalTransform associated with the node triggering the event. FlexTime
therefore introduces complex behaviors when time values are transmitted between
nodes belonging to different TemporalTransform timelines.
16.3.2 Timing in MPEG-4 LASeR
MPEG-4 Lightweight Application Scene Representation (LASeR) [5] is a language
in textural and binary formats for the representation of spatiotemporal relationships
of media objects in 2D space only. The standard (ISO/IEC 14496-20) derives from
the Scalable Vector Graphics (SVG) Tiny 1.2 specification [6] and extends it fol-
lowing the BIFS design (binary format, additional graphical primitives, etc.). More
importantly for synchronization, it defines of set of commands to modify the
attributes of the SVG nodes, insert or remove nodes at given times. Just like for
BIFS, commands can be carried in a main LASeR stream, or in secondary LASeR
streams for controllable animations.
A LASeR stream may be carried as any other MPEG-4 Systems streams,
referring to other media streams, through their OD_ ID and the Object Descriptor
Framework, as seen in the previous sections. The standard also defines a format
specifically for LASeR use cases, called Simple Aggregation Format (SAF). This
format can be described as a simple multiplexing of LASeR and media AUs, which
can be delivered over various existing protocols such as HTTP [7], RTP [8], or
MPEG-2 Transport Stream. One particularity of the SAF format is its support for
player cache pre-fill of any kind of AUs, such as images or small animation streams.
This helps pushing data to the player before their consumption, which may reduce
lags in interactions with the content. Note however that the LASeR player cannot
discard the sending of the cached as would be the case with HTTP/2 PUSH features
[9].
The animation model in MPEG-4 LASeR is the same as the SVG Tiny 1.2 model,
which can be seen as a restriction of the SMIL timing model covered in [4]. The main
restriction is that an SVG document is driven by a single timeline. The timeline can
be started when the document loads or when it has finished loading. SVG
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Animations are started based on either absolute times on that timeline, or based on
times of events occurring on other object, such as click or mouse over events. The
underlying buffer and clock management model is the MPEG-4 systems model. The
main difference is that indication of clock references is done in the scene for each
media element (audio, video, or updateSource) through the syncReference attribute
indicating the stream acting as the clock reference. The synchronization properties
(not synchronized, strict synchronization or synchronization with drift allowed)
between the media stream is defined by the SMIL attributes syncTolerance and
syncBehaviour. Another difference with the general MPEG-4 Systems model is that
a SAF stream does not carry any OCR; therefore, the timeline of a stream in the
multiplex is initialized at the first decoded frame, starting at the decoding timestamp
of that frame and running at the same rate as the system clock.
16.3.3 Scene Timing in Broadcast Environment:
The MPEG-4 Carousel
In unidirectional point-to-multipoint delivery scenario, such as broadcast or mul-
ticast delivery, some streams may not have a high enough frequency of random
access points, i.e., of independently decodable data frames, and this can be prob-
lematic for bootstrap information. For example, if the streams configuration
information (number of streams, types, locations) is sent once every 4 s, a client
joining the broadcast or multicast session may have to wait up to 4 s before being
able to setup and start decoding. It is therefore often needed to repeat random access
point information for such streams. Moreover, such information may change over
time, for example when a video stream switches from one codec to another, as can
be the case in current broadcast. Without explicit signaling, a client would then
need to understand if the newly received information is the same as the previous
one used for initialization, which could be quite time consuming. It is therefore
common in broadcast protocols to define a mechanism for sending in a cyclic
fashion the same information over a period of time, and for signaling when the
information changes. This is usually done through version numbering in the headers
of the containing data structure (transport packet or higher-level application packet).
This mechanism is called carousel or data carousel and is present in broadcast
protocols such as MPEG-2 Transport Stream or file multicast protocols [10, 11].
MPEG-4 Systems define new types of streams that typically have a low frame
rate, such as BIFS, OD, or LASeR streams. It is possible to use traditional carousel
but MPEG-4 defines a slightly different carousel from traditional ones. This is due
to the nature of these new types of streams. The main difference between streaming
of scene description data and audio or video data is the handling of random access
points. In both cases, random access points allow the decoder to start processing the
stream from that point on. In audio and video streams, the following random access
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points are decoded like any other AUs. But, in scene description streams, random
access points usually carry, and therefore replace, the complete scene. If interac-
tivity features were present in the content, decoding subsequent random access
points would reset the interactivity state, hence losing all local interactivity at the
client side. In our example, this could mean that when the user has selected an ROI
to view its information, this ROI would be deselected and the ROI information area
hidden upon loading the following random access point AU of the main BIFS
scene, since the initial state of the scene is with no ROI selected. In order to avoid
this issue, random access points access units for scene description streams follow
carousel techniques: All consecutive random access points corresponding to the
same scene state are marked with the same sequence number, allowing a client
already connected to discard subsequent random access points while enabling new
clients to tune in, as described in the upper part of Fig. 16.7.
Usually, when detecting a packet loss in a stream carrying scene description
data, a decoder cannot know if the information loss results in part of the scene being
lost, and consequently whether future updates on the scene would be decodable. For
example, if a packet carrying a new part of the scene is lost, and the following
packet containing an update to this new part is received, the processing of the
second packet will fail. However, if both packets were only replacing some
properties, such as replacing text content or changing a color, the second packet
would be decodable even if the first one were lost. Without explicit signaling of
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Fig. 16.7 MPEG-4 carousel example
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such packets, a decoder would always reload the first random access point received
after the loss, potentially reloading all interactivity information. The MPEG-4
carousel uses the sequence number to distinguish those cases: If consecutive
non-random access points of AU have the same sequence number, they correspond
to the same scene state and can be safely decoded, regardless of how many AUs
were lost in-between them. This is illustrated in the bottom part of Fig. 16.7.
Processing of random access points in MPEG-4 BIFS may have an impact on the
synchronization of media streams. As seen previously, startTime and stopTime
fields drive time activation; in MPEG-4 BIFS, the values (i.e., in BIFS commands)
for these fields are encoded relative to the composition time of the AU carrying
them. For example, a startTime field coded value of 2 s carried in a command
executed at CTS 30000 s will result in a startTime value of 30002. This behavior
allows for two use cases in broadcast environments:
• Animation cycles starts from their beginning immediately when the client
connects. In this case, each random access point AU in the carousel will have its
CTS corresponding to the current scene time. A good example for that is a
welcome animation.
• Animation cycles starts from the same point in time regardless of the client
connection time, in order to ensure client display is always identical. In this
case, all random access points AUs in the carousel will have the same CTS
corresponding to the scene time at which the animation was starting. A good
example for such use case is a timer displaying the amount of time still available
in a live event (game, voting, etc.).
The MPEG-4 carousel can be used on any transport layer supporting the carriage
of streams using the MPEG-4 Sync Layer and is mainly used for carriage over
MPEG-2 Transport Stream or RTP.
16.4 Deployments
Initially published in 1998, the MPEG-4 Systems standard provides a modern
infrastructure for authoring complex multimedia presentations, designed for con-
strained, low-capacity devices. Some of its features have since then been addressed
by other standards, such as HTML5 Media, CSS Animations, or HbbTV 2.0, not
without inspiration from the MPEG-4 model.
In current interactive media distribution chains, HTML has been overtaking
most of the languages designed for TV and mobile in the past decades, such as
MHEG-5 [12], MHP [13], MPEG-4, or 3GPP Dynamic and Interactive Multimedia
Scenes (DIMS). With the rapid increase of browser capacities, and powerful
JavaScript interfaces enabling control of various part of the audio and video media
pipeline, latest interactive media systems deployments now move to
HTML-5-based systems. While most of the functionalities of MPEG-4 systems can
currently be reproduced in a HTML + JavaScript-based environment, as is also the
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case with VRML, browsers still lack support for the fine-grain possibilities offered
by MPEG-4 systems as far as synchronization is concerned. Frame-accurate control
from JavaScript of the media rendering chain is not guaranteed, which makes the
task of frame-accurate synchronization of overlay (HTML or SVG) graphics with
media currently impossible. Additionally, frame-accurate (or sample-accurate)
synchronization of multiple media streams is still not supported in most browsers;
this can be explained by a strong focus on mainstream (single audio–video–subtitle
content) media consumption tools in browser developments, covering the needs for
most common media applications.
While HTML-5 is seen as a key standard in online multimedia, it still suffers
from a high implementation complexity and footprint, as well as potential security
risks due to the heavy usage of JavaScript in application design. The MPEG-4 BIFS
and LASeR standards were designed to provide lightweight multimedia scene
descriptions, without any need for programmatic code to be embedded in the
content. The MPEG-4 Systems standard and its BIFS scene format have been
deployed in the Terrestrial Digital Multimedia Broadcasting (T-DMB) standard
used for mobile television and radio broadcast, providing interactive applications
and media synchronization for advanced TV and radio services. The MPEG-4
LASeR standard was also used as the base for 3GPP Dynamic and Interactive
Multimedia Scenes (DIMS); however, neither standards have reached mass-market
and long-running deployments.
16.5 Conclusion
In this chapter, we have presented the media synchronization tools defined in the
MPEG-4 Systems standard, which can be classified in two categories:
• Intra- and inter-stream synchronization descriptions, handled at the Object
Descriptor framework level,
• Animation tools and media timeline tools handled at the scene description level.
The MPEG-4 Systems standard defines a powerful architecture for interactive
multimedia, allowing mixing streams from different sources such as broadcast and
broadband ones, providing frame-accurate media playback control and a unified
layout and animation model for 2D and 3D content. Designed for constrained
devices before the advent of smartphones and smart TVs, its principles can still be
observed in more recent standards such as HTML-5 Media. Successfully deployed
as part of T-DMB, the standard yet suffered in its adoption by the industry from
being too ambitious in the early years and too far from current media development
practices, mostly based on HTML. Reference code for the standard can be freely
downloaded from the ISO Website [14], and a more complete, open-source
implementation of the standard is provided by the GPAC project [15].
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Definitions
Timestamp time label assigned to a block of data in a media delivery system;
timestamps are usually integer numbers, converted back to seconds using a
timescale or timestamp resolution value expressing the number of integers in a
second; for example, a timestamp of 180000 in a timescale of 90000 indicates a
time of 2 s.
Decoding Time Stamp time at which a media frame has to be available for the
decoder.
Composition Time Stamp (or Presentation Time Stamp) time at which a media
frame must be presented to the user; composition and decoding times usually
only differ for video stream using bi-directional motion estimation schemes,
hence requiring a coding order different from the display order.
Intra-stream Synchronization process and signaling required to reproduce a
time-accurate, jitter-free playback of a given media stream; for example, sig-
naling and maintaining the exact time lapse between successive video frames in
a fixed or variable frame rate stream.
Inter-stream Synchronization process and signaling required to reproduce a
time-accurate playback of multiple media streams; for example, signaling and
maintaining stream timestamps for achieve lip synchronization between an audio
and a video stream.
Clock Reference value against which decoding (resp. composition) timestamps
are compared to trigger the decoding (resp. display) process; depending on the
delivery systems, the clock reference may be delivered together with the content,
as is the case in broadcast environments, derived from the wall-clock time
another time source such as internet time, or derived from any other local system
clock/counter (CPU cycle count, audio output sample rate, etc.).
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Chapter 17
Media Synchronization on the Web
Ingar M. Arntzen, Njål T. Borch and François Daoust
Abstract The Web is a natural platform for multimedia, with universal reach, pow-
erful backend services, and a rich selection of components for capture, interactivity,
and presentation. In addition, with a strong commitment to modularity, composi-
tion, and interoperability, the Web should allow advanced media experiences to be
constructed by harnessing the combined power of simpler components. Unfortu-
nately, with timed media this may be complicated, as media components require
synchronization to provide a consistent experience. This is particularly the case for
distributed media experiences. In this chapter we focus on temporal interoperability
on the Web, how to allow heterogeneous media components to operate consistently
together, synchronized to a common timeline and subject to shared media control.
A programming model based on external timing is presented, enabling modularity,
interoperability, and precise timing among media components, in single-device as
well as multi-device media experiences. The model has been proposed within the
W3C Multi-device Timing Community Group as a new standard, and this could
establish temporal interoperability as one of the foundations of the Web platform.
Keywords Media synchronization ⋅Media orchestration ⋅Motion model
Timing object ⋅Multi-device
17.1 Introduction
The Web is all about modularity, composition, and interoperability, and this applies
across the board, from layout and styling defined in Hypertext Markup Language
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(HTML) to JavaScript-based tools and frameworks. Unfortunately, there is a notable
exception to this rule. Composing presentations from multiple, timed media com-
ponents is far from easy. For example, consider a Web page covering motor sport,
using Web Audio [43] for sound effects and visuals made from HTML5 [18] videos,
a map with timed GPS data, WebGL [45] for timed infographics, a timed Twitter [38]
widget for social integration, and finally an ad banner for paid advertisements timed
to the race.
In this chapter we focus on media synchronization challenges of this kind, making
multiple, heterogeneous media components operate consistently with reference to a
common timeline, as well as common media control. We call this temporal inter-
operability. Lack of support for temporal interoperability represents a significant
deviation from the core principles of the Web. Harnessing the combined powers of
timed media components constitutes a tremendous potential for Web-based media
experiences, both in single-device and multi-device scenarios.
The key to temporal interoperability is finding the right approach to media syn-
chronization. There are two basic approaches: internal timing or external timing.
Internal timing is the familiar approach, where media components are coordinated
by manipulating their control primitives. External timing is the opposite approach,
where media components are explicitly designed to be parts of a bigger experience,
by accepting direction from an external timing source.
Though internal timing is currently the predominant approach in Web-based
media, external timing is the key to temporal interoperability. If multiple media com-
ponents are connected to the same source of external timing, synchronized behavior
across media components follows by implication. This simplifies media synchroniza-
tion for application developers. Furthermore, by allowing external timing sources to
be synchronized and shared across a network, external timing is also a gateway to
precise, distributed multimedia playback and orchestration on the Web platform.
This chapter provides an introduction to external timing as well as the flexible
media model and programming model that follow from this approach. The program-
ming model is proposed for standardization within the W3C Multi-device Timing
Community Group (MTCG) [32] to encourage temporal interoperability on the Web
platform. The timing object is the central concept in this initiative, defining a com-
mon interface to external timing and control for the Web. The MTCG has published
a draft specification for the timing object [7] and also maintains Timingsrc [3], an
open source JavaScript implementation of the timing object programming model.
The chapter also describes the motion model, which provides online synchroniza-
tion of timing objects.
The chapter is structured as follows: Sect. 17.3 defines media synchronization as
a term and briefly presents common challenges for synchronization on the Web. The
motion model is presented in Sect. 17.4 followed by an introduction to temporal inter-
operability and external timing in Sect. 17.5. Section 17.6 surveys the abilities and
limitations of Web technologies with respect to media synchronization. Section 17.7
gives a more detailed presentation of the motion model, including online motion syn-
chronization, synchronization of AV media and timed data. Evaluation is presented
in Sect. 17.9. Section 17.10 briefly references the standardization initiative before
conclusions are given in Sect. 17.11.
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17.2 Central Terms
This section lists central terms used in this chapter.
Timeline: Logical axis for media presentation. Values on the timeline are usually
associated with a unit, e.g., seconds, milliseconds, frame count, or slide number.
Timelines may be infinite or bounded by a range (i.e., minimum and maximum
values).
Clock: A point moving predictably along a timeline, at a fixed, positive rate. Hard-
ware clocks ultimately depend on a crystal oscillator. System clocks typically count
seconds or milliseconds from epoch (i.e., Jan 1, 1970 UTC) and may be corrected
by clock synchronization protocols (e.g., NTP [27], PTP [13]). From the perspective
of application developers, the value of a clock may be read, but not altered.
Motion: A unifying concept for media playback and media control. Motion repre-
sents a point moving predictably along a timeline, with added support for flexibility
in movement and interactive control. Motions support discrete jumps on the time-
line, as well as a variety of continuous movements expressed through velocity and
acceleration. Not moving (i.e., paused) is considered a special case of movement.
Motion is a generalization over classical concepts in multimedia, such as clocks,
media clocks, timers, playback controls, progress. Motions are implemented by an
internal clock and a vector describing current movement (position, velocity, acceler-
ation), timestamped relative to the internal clock. Application developers may update
the movement vector of a motion at any time.
Timed data: Data whose temporal validity is defined in reference to a timeline. For
instance, the temporal validity of subtitles is typically expressed in terms of points
or intervals on a media timeline. Similarly, the temporal validity of video frames
essentially maps to frame-length intervals. Timed scripts are a special case of timed
data where data represents functions, operations, or commands to be executed.
Continuous media: Typically audio or video data. More formally, a subset of timed
data where media objects cover the timeline without gaps.
Media component: Essentially a player for some kind of timed data. Media compo-
nents are based on two basic types of resources: timed data and motion. The timeline
of timed data must be mapped to the timeline of motion. This way, motion defines the
temporal validity of timed data. At all times, the media component works to produce
correct media output in the UI, given the current state of timed data and motion. A
media component may be anything from a simple text animation in the Document
Object Model (DOM), to a highly sophisticated media framework.
User agent: Any software that retrieves, renders, and facilitates end user interaction
with Web content, or whose user interface is implemented using Web technologies.
Browsing context: JavaScript runtime associated with Web document. Browser
windows, tabs, or iframes each have their own browsing context.
478 I. M. Arntzen et al.
Iframe: Web document nested within a Web document, with its own browsing
context.
17.3 Media Synchronization
Dictionary definitions of media synchronization typically refer to presentation of
multiple instances of media at the same moment in time. Related terms are media
orchestration and media timing, possibly emphasizing more the importance of media
control and timed scheduling of capture and playback. In this chapter we use the term
media synchronization in a broad sense, as a synonym to media orchestration and
media timing. We also limit the definition in a few regards:
∙ Media synchronization on the Web is client-side and clock-based. The latencies
and heterogeneity of the Web environment require a clock-based approach for
acceptable synchronization.
∙ Media synchronization involves a media component and a clock. The term relative
synchronization is reserved for comparisons between two or more synchronized
media components.
17.3.1 Challenges
Media synchronization has a wide range of use cases on the Web, as illustrated by
Table 17.1. Well known use cases for synchronization within a single Web page
include multi-angle video, accessibility features for video, ad insertion, as well as
media experiences spanning different media types, media frameworks, or iframe
boundaries. Synchronization across Web pages allows Web pages to present alterna-
tive views into a single experience, dividing or duplicating media experiences across
devices. Popular use cases in the home environment involve collaborative viewing,
Table 17.1 Common challenges for media synchronization on the Web
Synchronization challenges Use cases
Across media sources Multi-angle video, ad insertion
Across media types Video, WebAudio, animated map
Across iframes Video, timed ad banner
Across tabs, browsers, devices Split content, interaction
Across platforms Web, native, broadcast
Across people and groups Collaboration, social
Across Internet Global media experiences
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multi-speaker audio, or big screen video synchronized with related content on hand-
held devices. The last use cases on the list target global scenarios, such as distributed
capture and synchronized Web visualizations for a global audience.
17.3.2 Approach
The challenges posed by all these use cases may be very different in terms of
complexity, requirements for precision, scale, infrastructure, and more. Still, we
argue that a single, common solution would be beneficial. Implementing specific
solutions for specific use cases is very expensive and time-consuming and lays
heavy restrictions on reusability. Even worse, circumstances regarding synchroniza-
tion may change dynamically during a media session. For instance, a smartphone
involved in synchronization over the local network will have to change its approach
to media synchronization once the user leaves the house, or switches from WiFi to the
mobile network. Crucially though, by solving media synchronization across Internet,
all challenges listed above are solved by implication. For instance, if video synchro-
nization is possible across Web pages on the Internet, then synchronizing two videos
within the same Web page is just a special case. It follows that the general solution to
media synchronization on the Web is distributed and global in nature. Locality may
be exploited for synchronization, yet only as optimization.
17.4 The Motion Model
The primary objectives of the motion model are global synchronization, Web avail-
ability, and simplicity for Web developers. Global synchronization implies media
synchronization across the Internet. Web availability means that no additional
assumptions can be introduced for media synchronization. If a Web browser is able to
load an online Web page, it should also be able to synchronize correctly. The model
proposed for this can be outlined in three simple steps:
∙ Media clock and media controls are encapsulated in one concept and represented
as a stateful resource. This chapter uses the term motion1 for this concept.
∙ A motion is an online resource, implying that it is hosted by a server and identifi-
able by a Universal Resource Locator (URL).
∙ Media components2 synchronize themselves relative to online motions.
1Motion as in motion pictures. Moving through media still remains a good way to conceptualize
media experiences, not least as media experiences become virtual and immersive.
2Media component: anything from a simple DOM element with text, to a highly sophisticated media
player or multimedia framework.
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According to the model, media synchronization should be a consequence of con-
necting multiple media components to the same online motion. This way, rich syn-
chronized multi-device presentation may be crafted by connecting relevant media
components to the same online motion, as illustrated in Fig. 17.1.
Importantly, the practicality of the motion model depends on Web developers
being shielded from the complexities of distributed synchronization. This is achieved
by having a timing object locally in the Web browser. The timing object acts as
an intermediary between media components and online motions, as illustrated in
Fig. 17.2. This way, the challenge of media synchronization is divided into two parts.
∙ motion synchronization: timing object precisely synchronized with online motion
(Internet problem).
∙ component synchronization: media component precisely synchronized with
timing object (local problem).
Fig. 17.1 Media components on three different devices (A, B, C), all connected to an online motion
(red circle). Media control requests (e.g., pause/resume) target the online motion and are transmitted
across the Internet (light blue cloud). The corresponding state change is communicated back to all
connected media components. Each media component adjusts its behavior independently
Fig. 17.2 Timing objects
(red unfilled circles) mediate
access to online motion.
Timing objects may be
shared by independent media
components within the same
browsing context
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Motion synchronization ensures that timing objects connected to the same online
motion are kept precisely synchronized. The logic required for motion synchroniza-
tion could be supported by Web browsers natively (if standardized) or imported into
Web pages as a third-party JavaScript library. Motion synchronization is outlined in
Sect. 17.7.3.
Component synchronization implies that a media component continuously strives
to synchronize its activity relative to a timing object. As such, component synchro-
nization is a local problem. Media components always interface with timing objects
through a well-defined Application Programmer Interface (API) (see Sect. 17.7.1).
Examples of component synchronization are provided in Sects. 17.7.4 and 17.7.5.
17.5 Temporal Interoperability
Temporal interoperability implies that multiple, possibly heterogeneous media com-
ponents may easily be combined into a single, consistently timed media experi-
ence [5]. We argue that temporal interoperability must be promoted as a principal
feature of the Web, and finding the right approach to media synchronization is key to
achieving this. In this section we distinguish two basic approaches, internal timing
and external timing, and explain why external timing is better suited as a basis for
temporal interoperability. Note that external timing is provided by motions
3
accord-
ing to the motion model.
17.5.1 Internal Timing
Internal timing (Fig. 17.3—left) is the most familiar approach, where media compo-
nents are typically media players or frameworks internalizing aspects of timing and
control. Synchronizing such media components is an external process, utilizing the
control primitives provided by each component.
Internal timing means that media components implement timed operations inter-
nally, based on the system clock or some other (hardware) timer and state repre-
senting motion. Timed operations may also be affected by other internal factors,
such as the buffering of timed data, time consumption in processing, or delays in UI
pipelines. The outside world is typically given access to the internal motion of the
media component via interactive elements in the User Interface (UI) or program-
matically through control primitives defined in the component API. For example,
the HTML5 media element allows media playback to be requested by clicking the
play button or invoking the play method. The media element then organizes media
playback in its own time, subject to delays in initialization procedures, buffering,
decoding, and AV subsystems.
3
Mediated by timing objects.
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Fig. 17.3 Blue rectangles represent media components, red symbols represent motion, and green
symbols represent the process of media synchronization. To the left: internal timing and external
media synchronization. To the right: external timing and internal media synchronization
17.5.2 External Timing
External timing (Fig. 17.3—right) is the opposite approach, where media compo-
nents consider themselves parts of a bigger experience. Such media components are
explicitly designed to take direction from an external motion and always do their
best to synchronize their own behavior accordingly. If multiple media components
are connected to the same external motion, synchronized behavior across media com-
ponents follows by implication. In this approach, media synchronization is redefined
as an internal challenge, to be addressed by each media component independently.
Media control: The external timing approach implies that control over the media
component is exercised indirectly, by manipulating the external motion instead of
the media component. For instance, if the external motion is paused or time-shifted,
the media component must react accordingly. Appropriate controls for the media
component may still be exposed through the UI or API of the component. However,
such control requests must be routed to the external motion. This ensures that con-
trol applies to all media components connected to the same external motion. It also
ensures that media components may process control requests without regard to the
origin of the request. Media components directed by external motions may still make
use of an internal clock. Importantly though, the external motion takes precedence,
so deviations must be compensated for by adjusting the internal clock.
Precision: Precision is a key ambition in media synchronization. With internal tim-
ing, synchronization with other media is performed using the control primitives that
each media component defines. In the Web environment, such control primitives
have typically not been designed with precise timing in mind (see Sect. 17.6.1). This
makes high-quality synchronization hard to achieve. In this model, media synchro-
nization generally gets more difficult as the number of components increases. Hetero-
geneity in media types and control interfaces complicate matters further. For precise
synchronization, external timing appears to be a better approach. Media synchro-
nization is solved internally in media components, where it can be implemented with
unrestricted access to the internal state and capabilities of the component. Further-
more, the synchronization task is shifted from external application developers to the
author of the media component. This makes sense, as the author likely has better
17 Media Synchronization on the Web 483
understanding of how the media component works. It also ensures that the problem
may be solved once, instead of repeatedly by different application developers.
Buffering: Another distinctive feature of the external motion approach is that motion
is not sensitive to the internal state (e.g., data availability) of any media compo-
nent. For instance, external motion might describe playback while a particular media
component still lacks data. In the external motion approach, media components
must always align themselves with the external motion, to the best of their abili-
ties. For example, media components may adapt by buffering data further ahead,
changing to a different data source (e.g., lower bitrate) or even changing to a differ-
ent presentation mode (e.g., audio only). This way, playback may continue undis-
turbed and media components join in as soon as they are able to. This is par-
ticularly important in multi-device scenarios, where a single device with limited
bandwidth might otherwise hold back the entire presentation. On the other hand,
if the readiness of a particular media component is indeed essential to the experi-
ence, this may be solved in application code, by pausing and resuming the external
motion.
Master–Slave: Asymmetric master–slave synchronization is a common pattern in
media synchronization. The pattern implies that internal motion of a master media
component is used as external motion for slave media components. However, with
multiple media components all but one must be a slave. In the external timing
approach all media components are slaves, and the external motion itself is the
master. This avoids added complexities of the master–slave pattern and provides a
symmetric model where each media component may request control via the exter-
nal motion. On the other hand, if asymmetry is indeed appropriate for a given
application, this may easily be emulated. For instance, applications may ensure
that only one specific media component may issue control requests to the external
motion.
Live and On-demand: Solutions for live media often target minimized transport
latency for real-time presentation. In other words, the internal motion of live media
components is tied to data arrival. This may be problematic in some applications,
as differences in transport latency imply that media components will be out of sync.
For example, live Web-based streaming solutions may be seconds apart, even on the
same network. Timing issues with live media are even more evident in rich media
productions involving multiple live feeds with very different production chains and
transport mechanisms. The external timing approach provides the control and flex-
ibility needed for applications to deal with these realities in appropriate ways. With
an external motion representing the official live motion, multiple live media sources
may be presented in a time-consistent way across components and screens. Such
a live motion could be selected to cover at least a majority of viewers. Further-
more, inability to follow the official live motion would be detected by media compo-
nents internally, potentially triggering application-specific reactions. For instance,
the viewer could be prompted to switch to a private, slightly time-shifted motion
suitable for his or her specific environment.
484 I. M. Arntzen et al.
17.6 State of the Web
With temporal interoperability established as a goal for the Web, this section sur-
veys current abilities and limitations of the Web with respect to media synchroniza-
tion. The Web platform
4
is composed of a series of technologies centered around the
Hypertext Markup Language (HTML). These technologies have been developed over
the years and have grown steadily since the advent of HTML5 [18], allowing Web
applications to access an ever-increasing pool of features such as local storage, geo-
location, peer-to-peer communications, notifications, background execution, media
capture, and more. This section focuses on Web technologies that produce or con-
sume timed data and highlights issues that arise when these technologies are used or
combined with others for synchronization purposes. These issues are classified and
summarized at the end of the section. Please note that this section is written early
2017, and references technologies that are still under development.
17.6.1 HTML
First versions of the HTML specification (including HTML3.2 [17]) were targeting
static documents and did not have any particular support for timed playback. HTML5
introduced the Audio and Video media elements to add support for audio and video
data playback. Web applications may control the playback of media elements using
commands such as play or pause as well as properties such as currentTime (the cur-
rent media offset) and playbackRate (the playback speed). In theory, this should be
enough to harness media element playback to any synchronization logic that authors
may be willing to implement. However, there are practical issues:
1. The playback offset of the media element is measured against a media clock,
which the specification defines as: user-agent defined, and may be media resource-
dependent, but [which] should approximate the user’s wall clock. In other words,
HTML5 does not impose any particular clock for media playback. One second on
the wall clock may not correspond to one second of playback, and the relationship
between the two may not be linear. Two media elements playing at once on the
same page may also follow different clocks, and thus media offset of these two
media elements may diverge over time even if playback was initiated at precisely
the same time.
2. HTML5 gives no guarantee about the latency that the software and the hardware
may introduce when the play button is pressed, and no compensation is done to
resorb that time afterward.
3. The media clock in HTML5 automatically pauses when the user agent needs
to fetch more data before it may resume playback. This behavior matches the
4
In this chapter, the Web is seen through the eyes of an end user browsing the Web with his/her
favorite user agent in 2017.
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expectations of authors formost simplemedia use cases. However, more advanced
scenarios where media playback is just a part of a larger and potentially cross-
device orchestration would likely require that the media clock keeps ticking no
matter what.
4. The playbackRate property was motivated by the fast forward and rewind features
of Digital Video Disc (DVD) players and previously Videocassette Recorders
(VCR). It was not meant for precise control of playback velocity on the media
timeline.
To address use cases that would require synchronized playback of media elements
within a single page, for instance, to play a sign language track as an overlay video
on top of the video it describes, HTML5 introduced the concept of a media con-
troller [21]. Each media element can be associated with a media controller, and all
the media elements that share the same media controller use the same media clock,
allowing synchronized playback. In practice though, browser vendors did not imple-
ment media controllers and the feature was dropped in HTML5.1 [20]. It is also
worth noting that this mechanism was restricted to media elements and could not be
used to orchestrate scenarios that involved other types of timed data.
While sometimes incorrectly viewed as a property of the JavaScript language,
the setTimeout, setInterval, and other related timer functions, which allow apps to
schedule timeouts, are actually methods of the window interface, defined in HTML5.
These methods take a timeout counter in milliseconds, but the specification only
mandates that Web browsers wait until at least this number of milliseconds have
passed (and only provided the Web page has had the focus during that time). In par-
ticular, Web browsers may choose to wait a further arbitrary length of time. This
allows browsers to optimize power consumption on devices that are in low-power
mode. Even if browsers do not wait any further, the event loop may introduce fur-
ther delays (see Sect. 17.6.4). Surprisingly, browsers also fire timers too early on
occasion. All in all, the precision of timeouts is not guaranteed on the Web, although
experience shows that timeouts are relatively reliable in practice.
17.6.2 SMIL and Animations
Interestingly, one of the first specifications to have been published as a Web stan-
dard after HTML3.2 [17], and as early as 1998, was the Synchronized Multime-
dia Integration Language (SMIL) 1.0 specification [35]. SMIL allowed integrating
a set of independent multimedia objects into a synchronized multimedia presenta-
tion. SMIL 1.0 was the first Web standard to embed a notion of timeline (although it
was only implicitly defined). The specification did not mandate precise synchroniza-
tion requirements: The accuracy of synchronization between the children in a paral-
lel group is implementation-dependent. Support for precise timing has improved in
subsequent revisions of SMIL, now in version 3.0 [36].
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No matter how close to HTML it may be, SMIL appears to Web application devel-
opers as a format on its own. It cannot simply be added to an existing Web appli-
cation to synchronize some of its components. SMIL has also never been properly
supported by browsers, requiring plug-ins such as RealPlayer [33]. With the disap-
pearance of plug-ins in Web browsers, authors are left without any simple way to
unleash the power of SMIL in their Web applications.
That said, SMIL 1.0 sparked the SMIL Animation specification [37] in 2001,
which builds on the SMIL 1.0 timing model to describe an animation framework
suitable for integration with Extensible Markup Language (XML) documents. SMIL
Animation has notably been incorporated in the Scalable Vector Graphics (SVG) 1.0
specification [34], published as a Web standard immediately afterward. It took many
years for SVG to take over Flash [1] and become supported across browsers, with the
notable exception of SMIL Animations, which Microsoft [26] never implemented,
and which Google [14] now intends to drop in favor of CSS Animations and of the
Web Animations specification.
While still a draft when this book is written, Web Animations [42] appears as a
good candidate specification to unite all Web Animation frameworks into one, with
solid support from Mozilla [29], Google, and now Microsoft. It introduces the notion
of a global clock:
a source of monotonically increasing time values unaffected by adjustments to the system
clock. The time values produced by the global clock represent wall-clock milliseconds from
an unspecified historical moment.
The specification also defines the notion of a document timeline that provides time
values tied to the global clock for a particular document. It is easy to relate the global
clock of Web Animations with other clocks available to a Web application (e.g., the
High Resolution Time clock mentioned in Sect. 17.6.5). However, the specification
acknowledges that the setup of some animations may incur some setup overhead,
for instance when the user agent delegates the animation to specialized graphics
hardware. In other words, the exact start time of an animation cannot be known a
priori.
17.6.3 DOM Events
The ability to use scripting to dynamically access and update the content, structure
and style of documents was developed in parallel to HTML, with ECMAScript (com-
monly known as JavaScript), and the publication of the Document Object Model
(DOM) Level 1 standard in 1998 [10]. This first level did not define any event model
for HTML documents, but was quickly followed by DOM Level 2 [11] and in par-
ticular the DOM Level 2 Events standard [12] in 2000. This specification defines:
a platform- and language-neutral interface that gives to programs and scripts a
generic event system.
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DOM events feature a timeStamp property used to specify the time relative to
the epoch at which the event was created. DOM Level 2 Events did not mandate
that property on all events. Nowadays, DOM Events, now defined in the DOM4
standard [41], all have a timestamp value, evaluated against the system clock.
The precision of the timestamp value is currently limited to milliseconds, but
Google has now switched to using higher resolution timestamps associated with the
high resolution clock (see Sect. 17.6.5). On top of improving the precision down to a
few microseconds, this change also means that the monotonicity of timestamp values
can now be guaranteed. Monotonicity means that clock values are never decreasing.
This change will hopefully be included in a future revision of the DOM standard and
implemented across browsers.
17.6.4 The Event Loop
On the Web, all activities (including events, user interactions, scripts, rendering,
networking) are coordinated through the use of an event loop,5 composed of a queue
of tasks that are run in sequence. For instance, when the user clicks a button, the user
agent queues a task on the event loop to dispatch the click event onto the document.
The user agent cannot interrupt a running task in particular, meaning that, on the
Web; all scripts run to completion before further tasks may be processed.
The event loop may explain why a task scheduled to run in 2 s from now through
a call to the setTimeout function may actually run in 2.5 s from now, depending on
the number of tasks that need to run to completion before this last task may run. In
practice, HTML5 has been carefully designed to optimize and prioritize the tasks
added to the event loop, and the scheduled task is unlikely to be delayed by much,
unless the Web application contains a script that needs to run for a long period of
time, which would effectively freeze the event loop.
Starting in 2009, the Web Workers specification [44] was developed to allow Web
authors to run scripts in the background, in parallel with the scripts attached to the
main document page, and thus without blocking the user interface and the main event
loop. Coordination between the main page and its workers uses message passing,
which triggers a message event on the event loop.
Any synchronization scenario that involves timed data exposed by some script
or event logic will de facto be constrained by the event loop. In turn, this probably
restricts the maximum level of precision that may be achieved for such scenarios.
Roughly speaking, it does not seem possible to achieve less than 1milliseconds pre-
cision on the Web today if the event loop is involved.
5
There may be more than one event loop, more than one queue of tasks per event loop, and event
loops also have a micro-task queue that helps prioritizing some of the tasks added by HTML
algorithms, but this does not change the gist of the comments contained in this section.
488 I. M. Arntzen et al.
17.6.5 High Resolution Time
In JavaScript, the Date class exposes the system clock to Web applications. An
instance of this class represents a number of milliseconds since January 1, 1970
UTC. In many cases, this clock is a good enough reference. It has a couple of draw-
backs though:
1. The system clock is not monotonic, and it is subject to adjustments. There is no
guarantee that a further reading of the system clock will yield a greater result than
a previous one. Most synchronization scenarios need to rely on the monotonicity
of the clock.
2. Sub-millisecond resolution may be needed in some cases, e.g., to compute the
frame rate of a script-based animation or to precisely schedule audio cues at the
right point in an animation.
As focus on the Web platform shifted away from documents to applications and
as the need to improve and measure performance arose, a need for a better clock for
the Web that would not have these restrictions emerged. The High Resolution Time
specification [15] defines a new clock, Performance.now(), that is both guaranteed to
be monotonic and accurate to 5microseconds, unless the user agent cannot achieve
that accuracy due to software or hardware constraints. The specification defines the
time origin of the clock, which is basically the time when the browsing context (i.e.,
browser window, tab, or iframe) is first created. The very recent High Resolution
Time Level 2 specification [16] aims to expose a similar clock to background workers
and provides a mechanism to relate times between the browsing context and workers.
It seems useful to point out that the 5microseconds accuracy was not chosen
because of hardware limitations. It was rather triggered by privacy concerns as a
way to mitigate so-called cache attacks, whereby a malicious Web site uses high-
resolution timing data to fingerprint a particular user. In particular, this sets a hard
limit to precision on the Web, that will likely remain stable over time.
17.6.6 Web Audio API
At about the same time that people started to work on the High Resolution Time spec-
ification, Mozilla and Google pushed for the development of an API for processing
and synthesizing audio in Web applications. The Web Audio API draft specifica-
tion [43] is already available across browsers. It builds upon an audio routing graph
paradigm where audio nodes are connected to define the audio rendering.
Sample frames exposed by the Web Audio API have a currentTime property that
represents the position on the Audio timeline, according to the hardware clock of
the underlying sound card. As alluded to in the specification, this clock may not be
synchronized with other clocks in the system. In particular, there is little chance that
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this clock be synchronized with the High Resolution Time clock, the global clock of
Web Animations, or the media clock of a media element.
The group that develops the Web Audio API at W3C investigated technical solu-
tions to overcome these limitations. The API now exposes the relationship between
the audio clock and the high-resolution clock, coupled with the latency introduced
by the software and hardware, so that Web applications may compute the exact times
at which a sound will be heard. This is particularly valuable for cross-device audio
scenarios, but also allows audio to be output on multiple sound cards at once on a
single device.
17.6.7 Media Capture
W3C started to work on the Media Capture and Streams specification [23] in 2011.
This specification defines the notions of MediaStreamTrack, which represents media
of a single type that originates from one media source (typically video produced by a
local camera) and of MediaStream, which is a group of loosely synchronized Medi-
aStreamTracks. The specification also describes an API to generate MediaStreams
and make them available for rendering in a media element in HTML5.
The production of a MediaStreamTrack depends on the underlying hardware and
software, which may introduce some latency between the time when the data is
detected to the time when it is made available to the Web application. The speci-
fication requires user agents to expose the target latency for each track.
The playback of a MediaStream is subject to the same considerations as those
raised above when discussing media support in HTML5. The media clock is
implementation-dependent in particular. Moreover, a MediaStream is a live element
and is not seekable. The currentTime and playbackRate properties of the media ele-
ment that renders a MediaStream are read-only (i.e., media controls do not apply),
and thus cannot be adjusted for synchronization.
6
17.6.8 WebRTC
Work on Web Real-Time Communication (WebRTC) and its first specification, the
WebRTC 1.0: Real-time Communication Between Browsers specification [46],
started at the same time as the work on media capture, in 2011. As the name sug-
gests, the specification allows media and data to be sent to and received from another
browser. There is no fixed timing defined, and the goal is to minimize latency.
6
In the future, it may be possible to re-create a seekable stream out of a MediaStream, thanks to the
MediaRecorder interface defined in the MediaStream Recording specification [25]. This specifica-
tion is not yet stable when this book is written.
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How this is achieved in practice is up to the underlying protocols, which have been
designed to reduce latency and allow peer-to-peer communications between devices.
The WebRTC API builds on top of the Media Capture and Streams specification
and allows the exchange of MediaStreams. On top of the synchronization restric-
tions noted above, a remote peer does not have any way to relate the media time-
line of the MediaStream it receives with the clock of the local peer that sent it. The
WebRTC API does not expose synchronization primitives. This is up to Web appli-
cations, which may for instance exchange synchronization parameters over a peer-
to-peer data channel. Also, the MediaStreamTracks that compose a MediaStream
are essentially treated independently and realigned for rendering on the remote peer,
when possible. In case of transmission errors or delays, loss of synchronization, e.g.,
between audio and video tracks, is often preferred in WebRTC scenarios to avoid
accumulation of delays and glitches.
17.6.9 Summary
While the High Resolution Time clock is a step in the right direction, the adoption
is still incomplete. As of early 2017, given an arbitrary set of timed data composed
of audio/video content, animations, synthesized audio, events, and more there are
several issues Web developers need to face to synchronize the presentation:
1. Clocks used by media components or media subsystems may be different and
may not follow the system clock. This is typically the case for media elements in
HTML5 and for the Web Audio API.
2. The clock used by a media component or a media subsystem may not be mono-
tonic or sufficiently precise.
3. Additionally, specifications may leave some leeway to implementers on the accu-
racy of timed operations, leading to notable differences in behavior across
browsers.
4. Operations may introduce latencies that cannot easily be accounted for. This
includes running Web Animations, playing/resuming/capturing media, or
scheduling events on the event loop.
5. Standards may require browsers to pause for buffering, as typically happens for
media playback in HTML5. This behavior does not play well with the orchestra-
tion of video with other types of timed data that do not pause for
buffering.
6. The ability to relate clocks is often lost during the transmission of timestamps
from one place to another, either because different time origins are used, as hap-
pens between an application and its workers, or because the latency of the trans-
mission is not accounted for, e.g., between WebRTC peers. At best, applications
developers need to use an out-of-band mechanism to convert timestamps and
account for the transport latency.
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7. When they exist, controls exposed to harness media components may not be suf-
ficiently fine-grained. For example, the playbackRate property of media elements
in HTML5 was not designed for precise adjustments, and setting the start time of
a Web Animation to a specific time value may result in a significant jump between
the first and second frames of the animation.
Small improvements to Web technologies should resolve some of these issues,
and discussions are underway in relevant standardization groups at W3C when this
book is written. For example, timestamps in DOM Events may switch to using the
same Performance.now() clock. This is all good news for media synchronization,
although it may still take time before the situation improves.
We believe that a shift of paradigm is also needed. The Web is all about modular-
ity, composition, and interoperability. Temporal aspects have remained an internal
issue specific to each technology until now. In the rest of this chapter, a programming
model is presented to work around the restrictions mentioned above, allowing media
to be precisely orchestrated on the Web, even across devices.
17.7 Motion
Motion is a simple concept representing playback state (media clock), as well as
functions for accessing and manipulating this state (media controls). As such, similar
constructs are found in most multimedia frameworks.
As illustrated in Fig. 17.4, motion represents movement (in real time) of a point,
along an axis (timeline). At any moment the point has well-defined position, velocity,
and acceleration.
7
Velocity and acceleration describe continuous movements. Veloc-
ity is defined as position change per second, whereas acceleration is defined as posi-
tion change per second squared. Discrete jumps on the timeline are also supported,
simply by modifying the position of the motion. A discrete jump from position A
to C implies that the transition took no time and that no position B (between A and
C) was visited. Not moving (i.e., zero velocity and acceleration) is a special case of
movement.
Internal State. Motion is defined by an internal clock and a vector (position, veloc-
ity, acceleration, timestamp). The vector describes the initial state of the current
movement, timestamped relative to the internal clock. This way, future states of the
motion may be calculated precisely from the initial vector and elapsed time. Further-
more, application programmers may control the motion simply by supplying a new
initial vector. The motion concept was first published under the name Media State
Vector (MSV) [6].
7
Some animation frameworks support acceleration. Acceleration broadens the utility of motions,
yet will likely be ignored in common use cases in classical media (see Sect. 17.7.2).
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Fig. 17.4 Motion: point moving along an axis. The current position is marked with a red circle
(dashed), and forward velocity of 3 units per second is indicated by the red arrow (dashed)
17.7.1 Timing Object API
Timing objects provide access to motions. Timing objects may be constructed with
a URL to an online motion. If the URL is omitted, it will represent a local motion
instead.
var URL = "...";
var timingObject = new TimingObject(URL);
Listing 1 Constructing a timing object.
The Timing object API defines two operations, query and update, and emits a
change event as well as a periodic timeupdate event.
query(): The query operation returns a vector representing the current state of the
motion. This vector includes position, velocity, and acceleration, as well as a times-
tamp. For instance, if a query returns position 4.0 and velocity 1.0 and no accelera-
tion, a new query one second later will return position 5.0.
var v = timingObject.query();
console.log("pos:" + v.position);
console.log("vel:" + v.velocity);
console.log("acc:" + v.acceleration);
Listing 2 Querying the timing object to get a snapshot vector.
update(vector): The update operation accepts a vector parameter specifying new
values for position, velocity, and acceleration. This initiates a new movement for the
motion. For instance, omitting position implies that the current position will be used.
So, an update with velocity 0 pauses the motion at the current position.
// play , resume
timingObject.update({ velocity: 1.0 });
// pause
timingObject.update({ velocity: 0.0 });
// jump and play from 10
timingObject.update({ position: 10.0, velocity: 1.0});
// jump to position 10, keeping the current velocity
timingObject.update({ position: 10.0 });
Listing 3 Updating the timing object.
timeupdate event: For compatibility with existing HTML5 media elements and an
easy way to update graphical elements, a timeupdate event is emitted periodically.
change event: Whenever a motion is updated, event listeners on the timing object
(i.e., media components) will immediately be invoked. Note that the change event
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is not emitted periodically like the timeupdate event of HTML5 media elements.
The change event signifies the start of a new movement, not the continuation of a
movement.
timingObject.on("change", function (e) {
var v = motion.query();
if (v.velocity === 0.0 && v.acceleration === 0.0) {
console.log("I’m not moving!");
} else {
console.log("I’m moving!");
}
});
Listing 4 Monitoring changes to the motion through the change event.
17.7.2 Programming with Motions
Using motions: Motions are resources used by Web applications, and the developer
may define as many as required. What purposes they serve in the application is up to
the programmer. If the motion should represent media offset in milliseconds, just set
the velocity to 1000 (advances the position of the motion by 1000milliseconds per
second). Or, for certain musical applications it may be practical to let the motion
represent beats per second.
Timing converters: A common challenge in media synchronization is that differ-
ent sources of media content may reference different timelines. For instance, one
media stream may have a logical timeline starting with 0, whereas another is times-
tamped with epoch values. If the relation between these timelines is known (i.e.,
relative skew), it may be practical to create a skewed timing object for one of the
media components, connected to the motion. This is supported by timing convert-
ers. Multiple timing converters may be connected to a motion, each implementing
different transformations such as scaling and looping. Timing converters may also
be chained. Timing converters implement the timing object API, so media compo-
nents cannot distinguish between a timing object and a timing converter. A number
of timing converters are implemented in the Timingsrc programming model [3].
Flexibility: The mathematical nature of the motion concept makes it flexible; yet
for a particular media component some of this flexibility may be unnecessary or
even unwanted. For instance, the HTML5 media player will typically not be able
to operate well with negative velocities, very high velocities, or with acceleration.
Fortunately, it does not have to. Instead, the media player may define alternative
modes of operation as long as the motion is in an unsupported state. It could show a
still image every second for high velocity or simply stop operation altogether (e.g.,
black screen with relevant message). Later, when motion reenters a supported state,
normal operation may be resumed for the media player.
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17.7.3 Online Motion
The timing object API is particularly designed to mediate access to online motions,
as illustrated in Fig. 17.5. Update operations are forwarded to the online motion, and
will not take effect until notification is received from the online motion. After this,
a change event will be emitted by the timimg object. In contrast, query is a local
(and cheap) operation. This ensures that media components may sample the motion
frequently if needed. So, through the Timing Object API, online motions are made
available to Web developers as local objects. Only the latency of the update operation
should be evidence of a distributed nature.
To support this abstraction, precise, distributed motion synchronization is
required. In particular, the internal clock of the motion must be precisely synchro-
nized with the clock at the online motion server. Synchronized system clocks (e.g.,
Network Time Protocol (NTP) [27] or Precision Time Protocol (PTP) [13]) are gen-
erally not a valid assumption in the Web domain. As a consequence, an alternative
method of estimating a shared clock needs to be used, for example by sampling an
online clock directly. In addition, low latency is important for user experiences. Web
agents should be able to join synchronization quickly on page load or after page
reload. To achieve this, joining agents must quickly obtain the current vector and the
synchronized clock. For some applications, the user experience might also benefit
from motion updates being disseminated quickly to all agents. Web agents should
also be able to join and leave synchronization at any time, or fail, without affecting
the synchronization of other agents. Motion synchronization is discussed in more
detail in [6].
InMotion is a hosting service for online motions, built by the Motion Corpo-
ration [28]. A dedicated online service supporting online motions is likely key to
achieving nonfunctional goals, such as high availability, reliability, and scalability.
Evaluation of motion synchronization is presented in Sect. 17.9.
Finally, the timing object API emphasizes an attractive programming model for
multi-device media applications. In particular, by making online motions available
under the same API as local motions (see Sect. 17.7.1), media components may be
used in single page as well as multi-device media experiences, without modification.
Also, by hiding the complexity of distributed motion synchronization, application
Fig. 17.5 (Fig. 17.2
repeated for convenience.)
Timing objects (red unfilled
circles) mediate access to
online motion. Timing
objects may be shared by
independent media
components within the same
browsing context
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developers may focus on building great media components using the timing object
API. As such, the timing object API provides much needed separation of concern in
multi-device media.
17.7.4 Synchronizing Audio and Video
On the Web, playback of audio and video is supported by HTML5 media ele-
ments [19]. Synchronizing media elements relative to a timing object means that
the currentTime property (i.e., media offset) must be kept equal to the position of
the timing object at all times, at least to a good approximation. The basic approach
is to monitor the media element continuously and try to rectify whenever the syn-
chronization error grows beyond a certain threshold. For larger errors seekTo is used.
This is typically the case on page load, or after timing object change events. Smaller
errors are rectified gradually by manipulating playbackrate. SeekTo is quite disrup-
tive to the user experience, so support for variable playbackrate is currently required
for high-quality synchronization.
MediaSync is a JavaScript library allowing HTML5 media elements to be syn-
chronized by timing objects. The MediaSync library targets usage across the most
common Web browsers, so it is not optimized for any particular scenario. Though
synchronization of HTML5 media is simple in theory, it involves a few practical
challenges, as indicated in Sect. 17.6.1. First, currentTime is only a coarse represen-
tation of the media offset, and it fluctuates considerably when compared to the system
clock. The MediaSync library solves this by collecting a backlog of samples, from
which a value of currentTime can be estimated. Building up this backlog requires
some samples, so it may take more than a second for estimates to stabilize. Another
issue relates to unpredictable time consumption in media control operations. In par-
ticular, seekTo(X) will change currentTime to X, but it will require a non-negligible
amount of time to do so. In the context of synchronization, it aims for a fixed target
when it should be aiming for a moving target. The MediaSync library compensates
for this by overshooting the target. Furthermore, in order to overshoot by the correct
amount, the algorithm collects statistics from every seekTo operation. Surprisingly
perhaps, this strategy works reasonably well. Evaluation for the MediaSync library
is presented in Sect. 17.9.
17.7.5 Synchronizing Timed Data
Synchronization of timed data using timing objects is an important challenge. Timed
data such as subtitles, tracks, scripts, logs, or time series typically include items tied
to points or intervals on the timeline. Synchronization then involves activating and
deactivating such items at the correct time, in reference to a timing object. To sim-
plify programming of media components based on timed data, a generic Sequencer
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Fig. 17.6 Sequencing five data sources of timed data, with items tied to intervals on the timeline.
Motion along the same timeline defines which items are active (vertical dotted line) and precisely
when items will be activated or deactivated
is defined (Fig. 17.6). The sequencer is similar to the HTML5 track element [22],
but is directed by the timing object instead of a HTML5 media element [19]. Web
developers register cues associated with intervals on the timeline and receive event
upcalls whenever a cue is activated or deactivated. The sequencer fully supports the
timing object, including skipping, reverse playback, and acceleration. It may be used
for any data type and supports dynamic changes to cues during playback.
The sequencer is implemented as a JavaScript library and made available as part
of the open-source Timingsrc [3] programming model (see Sect. 17.10). In the inter-
est of precisely synchronized activation and deactivation and low CPU consumption,
the sequencer implementation is not based on frequent polling. Instead, the determin-
istic nature of the timing object allows events to be calculated and scheduled using
setTimeout, the timeout mechanism available in Web browsers. Though this mech-
anism is not optimized for precision, Web browsers may be precise down to a few
milliseconds. The sequencer is presented in further detail in [4].
17.8 Flexibility and Extensibility
Modern multimedia increasingly demands high flexibility and extensibility. This is
driven by a number of strong trends: device proliferation, new sensors, new data
types (e.g., sensor data, 3D, 360 degree video), multiple data sources, live data, per-
sonalization, interactivity, responsiveness, and multi-device support. On top of all
this, there are also rising expectations to UI design, integration with social networks,
and more.
In an attempt to meet such demands, new features have been added to media
frameworks allowing programmers to customize the media player to a larger extent.
For example, the Flash [1] framework has grown increasingly feature-rich over time,
even having partially overlapping features with the Web platform itself.
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Media Source Extensions (MSE) [24] in HTML5 provide a way to manipulate the
video stream client-side. It is also common for media players to expose events and
timed cues, allowing custom functionality to be implemented in application code.
The text track system of HTML5 is an example of this. MPEG-4 [30] adds support
for synchronization and composition of multiple media streams, including timed data
such as graphical objects (2D and 3D). In particular, the MPEG-4 systems part [31]
defines an architecture for media clients (terminals) integrating a variety of media
formats, delivery methods, interactivity, and rendering.
In short, the need for extensibility has driven a development toward standardiza-
tion of new data formats and features, leading media players to become increasingly
sophisticated, yet alsomore complicated and heavyweight. We call this the big player
approach to flexibility and extensibility in multimedia.
17.8.1 Multiple Small Players
The motion model presents an attractive alternative to the big player approach. The
key idea is that a big player may be replaced by multiple smaller players, with pre-
cisely synchronized playback. As illustrated in Fig. 17.7, the flexibility of the motion
model allows a variety of specialized media components to be coupled together,
forming custom and complex media experiences from simpler parts. We use the term
Composite Media [2] for media experiences built in this way.
17.8.2 Dedicated Media Components
The motion model typically encourages a pattern where each media component is
dedicated to solving a small and well-defined challenge: Given timed data and a
motion, the media component must generate the correct presentation at all times.
Such custom media components are implemented in application code, and an appro-
priate delivery method may be selected for the particular media type and the task
at hand. This way, application-specific data formats may be integrated into a pre-
sentation, as well as standardized formats. Importantly, timed data sources may be
dynamic and live, implying that presentations may interact directly with live backend
systems and update their presentations during playback.
Media components may also be dedicated with respect to UI. For instance, a sin-
gle media component may implement interactive controls for the motion, thereby
relieving other media components from this added complexity. This encourages a
pattern where media components are designed for specific roles in an application,
e.g., controllers, viewers, and editors, and combined to form the full functionality.
Of course, the fact that these media components are independent may be hidden for
end users with appropriate layout and styling, giving the impression of a tightly inte-
grated product. In any case, dedicated media components may be reusable across
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Fig. 17.7 A single media experience made from multiple media components (blue), possibly dis-
tributed across multiple devices. Each media component is connected to motion (red) and a source
of timed data (black). There are different types of timed data: an AV container, a subtitle track,
photographs, comments, and two extra audio tracks. The motion defines the timeline for the pre-
sentation, and timed data is mapped to this timeline by each media component. Since all the media
components are connected to the same motion, they will operate in precise synchrony. One particu-
lar media component (bottom media element) provides interactive controls for the presentation and
connects only with motion
different views, applications, devices, or data sets, as long as APIs to data model and
motions remain unchanged.
17.8.3 Flexible Coupling
The motion model allows modularity and flexibility by loose coupling of media com-
ponents. In fact, media components may be coupled only indirectly through shared
motions and shared data sources. This ensures that media components can be added
or removed dynamically during playback, or even fail, without disrupting the rest
of the presentation. This flexibility is also valuable in development, as media com-
ponents may be coded and tested in isolation or with other components. New com-
ponents may always be added without introducing any additional increase in com-
plexity, naturally supporting an incremental development process. Also, the model
does not impose restrictions on how motions and timed data sources are connected
with media components. A single data source may be shared between multiple media
components, or conversely, a single media component may use multiple data sources.
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The same flexibility goes for motions. There might be multiple aspects of timing and
control in an application, requiring multiple motions to be shared between media
components.
17.8.4 Client-Side Synthesis
Client-side synthesis is core design principle of the Web platform and central to key
properties such as flexibility, extensibility, reusability, and scalability. This principle
may now be fully exploited in the context of timed media applications. With the
motion model, timed media experiences may be synthesized in real time within the
browsing context (client-side), by independent media components working directly
on live data sources and motions.
Interestingly, client-side synthesis is not the established approach to linear media,
not even in the Web context. With media frameworks such as Flash [1] or MPEG-
4 [30], media is typically assembled in a media file or a media container, before being
downloaded or streamed to a client-side media player. Essentially, this is server-side
synthesis (and client-side playback). While server-side synthesis may have certain
advantages (e.g., robustness and simplicity), the disadvantages are also evident. By
assembling data within media files and container formats, data is decoupled from its
source and effectively flattened into an immutable copy. Introduction of new media
types may also be inconvenient, as this must be addressed through standardization
of new media and container formats, and support must be implemented by media
players. This may be a time-consuming process. That said, server-side synthesis may
still be an appropriate choice for a wide range of media products.
Importantly though, in the motion model the choice between client-side synthesis
and server-side synthesis is left to application programmers. Established container-
based media frameworks are still usable, provided only that the framework can be
integrated and controlled by external motion. Ideally, this integration should be per-
formed internally by the framework. If this is done, frameworks can easily be used
in conjunction with native media elements, other frameworks or components that
support external motion. If not, integration may also be done externally, subject to
the limitations of the framework API. In any case, the motion model relieves media
frameworks from the challenge of doing everything and highlights their value as
dedicated, reusable components.
17.9 Evaluation
The evaluation is concerned with feasibility of the motion model and simplicity for
Web developers.
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17.9.1 Motion Synchronization
We have used motion synchronization for a wide range of technical demonstration
since 2010. An early evaluation of the research prototype is discussed in the paper
titled The Media State Vector [6]. Though the interpretations of the experiments
are conservative, early findings indicated that motion synchronization could provide
frame rate levels of accuracy (33milliseconds). A few years later, a production ready
service called InMotion was built by spin-off company Motion Corporation [28].
With the introduction of WebSockets [39], results improved significantly. Synchro-
nization errors are in the order of a few milliseconds on all major browsers and most
operating systems (including Android). Typically we observe 0-1milliseconds errors
for desktop browsers, compared to a system clock synchronized by NTP. The InMo-
tion service has also been running continuously for years, supporting a wide range
of technical demonstrations, at any time, at any place, and across a wide range of
devices. As such, the value of a production grade online service is also confirmed.
Furthermore, the precision of motion synchronization degrades well with poor
network conditions. For instance, experiments with video synchronization in
EDGE connectivity Enhanced Data rates for GSM Evolution have not been visibly
worse, except for longer update latency. In this instance, video data was fetched from
local files. Conferences are also notorious hot spots for bad connectivity. In these cir-
cumstances, availability of media data consistently fails before synchronization.
17.9.2 Synchronization of HTML5 Media Elements
Two technical reports [8, 9] document the abilities and limitations of HTML5 media
elements with respect to media synchronization, as well the quality of synchroniza-
tion achieved by the MediaSync library (Fig. 17.8). Synchronization errors of about
7milliseconds are reported for both audio and video, on desktops, laptops, and high-
end smartphones. This corresponds to echoless audio playback. Smartphones and
embedded devices such as ChromeCast can be expected to provide frame accurate
synchronization.
These results have been consistently confirmed by day-to-day usage over several
years. The user experience of multi-device video synchronization is also very good,
to the point that errors are hardly visible, as demonstrated by this video [40]. Echoless
synchronization with the MediaSync library may also produce various audio effects,
like failing to hear one audio source, until volume levels are changed and only the
other audio source can be heard. Since these effects are also achieved across browser
types and architectures, this is a strong indication that external timing is feasible and
already at a useful level.
Synchronization has also been maintained for hours and days at end, without accu-
mulated errors. Loading speeds are also acceptable. Even though the MediaSync
library requires about 3 seconds to reach echoless, the experience is perceived as
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Fig. 17.8 The figure illustrates an experiment with video (mp4) synchronization on Android using
Chrome browser. The plot shows currentTime compared to the ideal playback position defined
by motion. The X-axis denotes the timeline of the experiment (seconds). The left Y-axis denotes
difference Diff (milliseconds) between currentTime and motion. The green band (echoless) is
±10milliseconds and the yellow (frame accurate is) ±25milliseconds. This is achieved using vari-
able playbackrate. No skips were performed in this experiment. The right Y-axis denotes the value
of playbackrate (seconds per second). The media element was muted until playbackrate stabilized
acceptable much before this. A variety of video demonstrations have been published
at the Multi-device Timing Community Group Website [32].
Though echoless synchronization is generally achievable, a lack of standardiza-
tion and common tests makes it impossible to provide any guarantees. The experi-
ence might also be improved or become broken across software updates. To be able
to support echoless synchronization reliably across browsers and devices, standards
must include requirements for synchronization, and testing suites must be developed
to ensure that those requirements are met. Ideally though, media synchronization
should be implemented natively in media elements.
17.9.3 Summary
Interestingly, the results for motion synchronization and HTML5 media synchro-
nization are well aligned with current limitations of the Web platform. For instance,
the precision of timed operation in JavaScript is about 1milliseconds, and a 60Hz
screen refresh rate corresponds to 16milliseconds. Furthermore, these results also
match limitations in human sensitivity to synchronization errors.
Finally, programming synchronized media experiences in the motion model is
both easy and rewarding. In our experience, motions and sequencers are effective
thinking tools as well as programming tools. A globally synchronized video experi-
ence essentially requires three code statements.
With this, we argue that the feasibility of the motion model is confirmed. It
is also clear that synchronization errors in online synchronization are currently
502 I. M. Arntzen et al.
dominated by errors in synchronization in HTML5 media elements. Future stan-
dardization efforts and optimizations would likely yield significant improvements.
17.10 Standardization
The Web is widely regarded as a universal multimedia platform although it lacks
a common model for timing and media control. The motion model promises to fill
this gap and indicates a significant potential for the Web as a platform for globally
synchronized capture and playback of timed multimedia. To bring these possibilities
to the attention of the Web community, the motion model has been proposed for
Web standardization. The Multi-device Timing Community Group (MTCG) [32]
has been created to attract support for this initiative. The MTCG has published the
draft specification for the TimingObject [7]. It has also published Timingsrc [3], an
open source JavaScript implementation of the TimingObject specification, including
timing objects, timing converters, sequencers, and the MediaSync library.
Though the ideas promoted by the MTCG have been received with enthusiasm
by members within the W3C and within the wider Web community, at present the
MTCG proposal has not been evaluated by the W3C.
17.11 Conclusions
We have explored media synchronization between heterogeneous media components
and highlighted the need for temporal interoperability on the Web platform. While
internal timing is the popular approach to Web-based media, external timing is the
key to temporal interoperability.
This chapter provided an introduction to external timing as well as the media
model and the programming model that follows from this approach. By focusing
on modularity, loose coupling, and client-side synthesis, this media model is well
aligned with key design principles of the Web, thereby fully extending the flexibility
and extensibility of the Web platform to timed Web applications. Equally impor-
tant, the external timing approach promises precise distributed playback and media
orchestration, enabling precise timing and control also in multi-device Web-based
media experiences.
To encourage temporal interoperability on the Web platform, the W3C Multi-
device Timing Community Group (MTCG) [32] advocates standardization of the
timing object [7] as a common interface to external timing and control. Using the
external timing approach, we have demonstrated that the Web is already a strong
platform for timed, multi-device media, though it was not designed for it. With stan-
dardization it will become even better, likely unleashing a new wave of Web-based
creativity across a variety of application domains.
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Finally, as the external timing approach to media synchronization works on the
Web, it may also be ported to other native applications in the IP environment. This
provides a simple mechanism for making distributed media from a mixture of native
and Web-based media components.
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Chapter 18
Media Synchronisation for Television
Services Through HbbTV
M. Oskar van Deventer, Michael Probst and Christoph Ziegler
Abstract Media synchronisation is getting renewed attention with ecosystems of
smart televisions and connected devices enabling novel media consumption para-
digms. Social TV, hybrid TV and companion screens are examples that are enabling
people to consume multiple media streams on multiple devices together. These
novel use cases place a number of demands on the synchronisation architecture.
The systems for media synchronisation have to cope with delay differences between
various distribution channels for television broadcast (terrestrial, cable, satellite)
and Internet-delivered streaming media. Also they need to handle different content
formats in use. Broadcasters have started using proprietary solutions for
over-the-top media synchronisation, such as media fingerprinting or media water-
marking technologies. Given the commercial interest in media synchronisation and
the disadvantages of proprietary technologies, consumer equipment manufacturers,
broadcasters, as well as telecom and cable operators have started developing a new
wave of television products, services and international standards that support media
synchronisation from multiple sources. This chapter provides an overview of media
synchronisation in a television context as specified the Hybrid Broadcast Broad-
band Television (HbbTV) specification version 2 and based upon specifications by
the Digital Video Broadcasting (DVB) group Companion Screens and Streams
(CSS). In addition, we discuss solutions compliant with legacy HbbTV devices.
Use cases include synchronisation of audio, video and data streams from multiple
sources composed on a TV or on multiple devices including other consumer
devices like smartphones.
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18.1 Introduction
18.1.1 Media Synchronisation
Media synchronisation is especially relevant whenever two or more associated
media streams are played back together. The classic example is synchronisation of
audio and video for a television broadcast to achieve lip synchronisation (lip-sync).
More recent examples are social television (TV), hybrid TV and services for
companion screens. Social TV, also known as “watching apart together”, has
multiple users watching the same TV broadcast while communicating with each
other by voice, chat or other social media. Hybrid TV converges multiple media
streams from different channels (broadcast, Internet) into one single TV programme
experience (e.g. broadcast video with subtitles or alternative audio received via the
Internet). Services for companion screens like tablets and smartphones provide user
interaction or media consumption on tablet devices associated with a television
broadcast (e.g. a play-along quiz, alternative audio or alternative camera views).
Requirements on synchronicity differ per use case. Social TV is the least
demanding case. If there is no audio crosstalk, users would not notice delay dif-
ferences of less than a second, and often they do not even notice a four-second
difference [1]. Hybrid TV is the strictest case, since lip-sync requires audio and
video to be synchronised within 40 ms [2]. A non-lip-sync companion screen case
may be between those two extremes, adding the challenge of achieving synchro-
nisation between two separate devices where communication latency must be
compensated for.
Even the least demanding requirement cannot be met by today’s media delivery
technologies. There can be up to six seconds difference in delivery of a single
broadcast channel in a single country via different providers [3]. Transcoding
buffers are a major contribution to those delay differences. Transmission delays are
also significant. For example, a single satellite hop introduces over a quarter of a
second delay due to the non-infinite speed of light. Internet delivery using Content
Delivery Networks (CDNs) is by far the slowest delivery technology. When using
adaptive streaming, it can easily take thirty seconds to perform all required delivery
steps, from transcoding and segmentation to segment buffering at the media player
client. A recent test showed a delay of seventy-two seconds between a UK
broadcaster’s origination of a television channel and its delivery via the Internet
outside the UK [3].
Broadcasters have started using over-the-top (OTT) media synchronisation
technologies based on audio fingerprinting or audio watermarking for offering
synchronised companion screen content, as these technologies are relatively easy to
deploy, even in the absence of standards. However, they fail when the audio level is
low or if there is background sound in the viewing environment, and considerable
confusion may occur when a clip from a programme is being reused in another
programme. Any system must make a compromise between factors such as
recognition speed, robustness and perceptibility of any changes to the audio or
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ability to discriminate across a volume of audio material [4]. Both fingerprinting
and watermarking poorly handle user interactions like pause, seek, rewind and fast
forward. Another concern is cost. There is the cost for changing the workflow to get
the watermark into the audio of a broadcast before the encoder. Licensing fees for
commercial solutions typically scale with the number of channels, the amount of
content on those services being watermarked and/or the amount of activity from
client applications (e.g. searches of an audio fingerprinting database). Finally, the
lack of standards may result in high vendor switching costs.
Media synchronisation has re-emerged as an active field of standardisation
during the last few years [5]. A set of complementary standards on media syn-
chronisation was produced by various standards bodies [6]. This chapter overviews
a set of technologies for media synchronisation in the context of Hybrid Broadcast
Broadband Television, as well as relevant standards. This includes DVB-CSS
which is part of version 2 of the HbbTV specification and approaches based on time
information and additional signalling which can be accessed via application pro-
gramming interfaces (APIs) also with implementations of older versions of the
HbbTV specification, like DSM-CC stream events.
18.1.2 HbbTV—Evolution and Market Role
HbbTV—Hybrid Broadcast Broadband Television—is an industry consortium [7],
including consumer equipment manufacturers, broadcasters and operators, that
publishes specifications and test materials for OTT broadband Internet services that
can be linked with traditional broadcast services based on the requirements of its
members.
The first release, HbbTV 1.0, was developed in a cooperation of French and
German broadcasters with TV manufacturers and the satellite operator ASTRA in
2010. The majority of today’s HbbTV services in Germany are based on this
version of the specification. The first update, usually called HbbTV 1.5 and released
in 2012, is the basis for many other deployments today, reaching from France to
Australia and New Zealand. The main difference of these two versions is the
support of adaptive streaming using MPEG DASH (Moving Picture Experts Group
—Dynamic Adaptive Streaming over HTTP) and MPEG CENC (common
encryption) for supporting various proprietary Digital Rights Management
(DRM) systems efficiently.
With the latest version, HbbTV 2.0.1 published in 2016, broadcasters from the
UK and Italy started to migrate to HbbTV from their previous MHEG (Multimedia
and Hypermedia information coding Expert Group) [8] and DVB MHP (Multi-
media Home Platform) [9] solutions, which have similar concepts as HbbTV but
were based on different run-time environments which are not used in modern
Internet times anywhere else. In contrast, HbbTV is based on standard Web browser
technologies like Hypertext Markup Language (HTML), Cascading Style Sheets
(CSS) and JavaScript with extensions for including the DVB broadcast world.
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The map in Fig. 18.1 shows where HbbTV is deployed or considered for market
introduction at the time of writing this text.
HbbTV provides a technical platform for broadcasters to use broadband Internet
for distributing additional content as well as for providers of Internet-only services.
Technically, there are two types of HbbTV applications.
Broadcast-related applications are signalled as part of a broadcast service
(television channel) in an Application Information Table (AIT) [10]. Such an
application runs in the context of this service and can include the video and audio
components of this service, e.g. to provide an interactive overlay for adding a game
to a TV programme. The application data, i.e. HTML pages etc., can be included in
the broadcast in a cyclic transmission using the object carousel [10] or simply
delivered from a Web server with HTTP(S).
Broadcast-independent applications are not started in the context of a broadcast
service, but they can use all broadband features of HbbTV. Typical examples are
video-on-demand applications. If a broadcast-independent application wants to use
broadcast content, the provider of the broadcast has to reference the application in
the AIT of the respective broadcast service. This way such an application can
transition to a broadcast-related state. The AIT signal ensures there is a commercial
agreement with the broadcaster before third parties can integrate broadcast streams
into their HbbTV applications. With HbbTV version 1.0 and 1.5,
broadcast-independent applications were not widely used. Since HbbTV 2.0 it is
possible to launch such applications via the home network, e.g. from a smartphone
application, which offers new opportunities for third parties to make use of HbbTV.
Beside the normal evolution of the specification, HbbTV started to define a set of
specifications which are complementary to the main specification and fulfil specific
Fig. 18.1 Worldwide deployments of HbbTV, status May 2017 [7]
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requirements. This includes Internet Protocol television (IPTV) services and
operator applications.
The HbbTV platform today is mainly used to offer content produced for
broadcast also as on-demand via broadband in a standardised environment.
Broadcasters signal several applications on every service such as programme guide,
catch-up TV and news applications which include content originally created for
teletext, enhanced by graphics and video footage. For commercial broadcasters,
HbbTV offers new opportunities to sell targeted advertising. This can be unrelated
to the actual broadcast content, e.g. when the user switches to the broadcast
channel, or even synchronised, e.g. for linking a micro Web page of an adver-
tisement customer with his ad clips during the standard ad breaks. Means to syn-
chronise HbbTV applications are discussed later in this chapter.
New service types that will be possible with HbbTV 2.0 are mainly based on the
new companion screen APIs, allowing applications to discover TV devices or
special companion screen applications in the home network, start and communicate
with applications and to synchronise media presentation from multiple streams on
multiple devices. This enables service providers to create true multi-screen appli-
cations, which of course is the main topic of this chapter.
In the following sections, the different aspects for media synchronisation using
HbbTV and related standards are presented, and multiple approaches for imple-
menting media synchronisation are discussed.
18.1.3 Use Cases
HbbTV enables use cases for synchronisation which fall into two domains. The first
is synchronisation of media presentations on the TV device, which we refer to as
intra-device synchronisation. The second is synchronisation of media presentations
on the TV and a companion screen device, which we refer to as inter-device
synchronisation.
We distinguish between two types of intra-device synchronisation. The first type
is App-to-A/V synchronisation, which refers to scenarios where HTML-based
content is synchronised to the broadcast content. This can be used, for example, to
present interactive information graphics alongside a football match. Another
example is pictured in Fig. 18.2, where a popup notifies a viewer of additional
information on a product, announced during an advertisement clip. The user can
query the additional information by pressing the red button on the remote.
The second type of intra-device synchronisation is multi-stream synchronisation.
This refers to situations where distinct media streams, potentially transmitted via
different distribution channels, are synchronised on the TV. For example, a video
received via broadcast with an audio or video stream received via Internet. This
allows, for example, offering access services, like on-demand sign-language
interpreters (see Fig. 18.3) or on-demand audio description tracks. Further uses
include presentation of a second video with an alternative camera angle, for
18 Media Synchronisation for Television Services … 509
example, for sports content, or playback of an audio stream with an alternative
language as opposed to the one transmitted in the broadcast stream.
Potential applications for inter-device synchronisation are manifold. They
include, for example, interactive play-along games, presentation of complementary
or supplementary information, presentation of alternative camera angles, presen-
tation of alternative audio or targeted advertisement. Figure 18.4 shows a
Fig. 18.2 Synchronised HbbTV application accompanying an advertisement clip. A flash
notification invites the viewer to press the red button on their remotes to call further information on
the advertised product. HbbTV app built by Teveo
Fig. 18.3 IP video stream with a sign-language interpreter overlaying a news show
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synchronised companion application proposed in [11]. The companion application
is an interactive textbook presented in time with a video recording of a Shakespeare
theatre play on the TV. Text lines in the script are highlighted based on the elo-
cution of lines by characters in the scene.
18.1.4 Outline
The remainder of this chapter introduces different technologies which allow
implementing the above-mentioned use cases. The chapter is structured as follows:
Section 18.2 describes the concepts behind DVB-CSS, a standard for
inter-device synchronisation. It introduces the underlying concepts for wall-clock
synchronisation and timeline modelling.
Section 18.3 describes APIs specified in HbbTV 2.0 for inter-device and
multi-stream synchronisation as well as for access to media-timeline position
information.
Section 18.4 introduces means defined in HbbTV 2.0 for bootstrapping dis-
tributed experiences which make use of inter-device synchronisation features. This
includes APIs and protocols for automatic discovery of devices and protocol
endpoints as well as means for automatic application launch. Also, it discusses
advantages over solutions available for HbbTV 1.X TV devices.
Section 18.5 exemplifies approaches for integrating the different technologies
introduced in the previous sections to implement the above-described use cases.
Section 18.6 describes means to synchronise HTML-based content with the
broadcast video. This includes means introduced by HbbTV 2.0 (i.e. access to
Fig. 18.4 Screenshot of a
synchronised textbook
application on a companion
screen [11]
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media timelines) and means introduced by HbbTV 1.0 (stream events, EIT present
following, receiver/time clock).
Section 18.7 concludes this chapter by summarising key insights.
18.2 Media Synchronisation Based on DVB-CSS
DVB-CSS is a standard [12] to synchronise a media stream (audio/video) on a
companion device with a media stream on a television set. The need for media
synchronisation is that different media streams take different paths, with different
delays due to transmission, routing, encoding, decoding, rendering and other pro-
cessing. Also, the clocks of the different media streams may have different time
bases, with a different clock tick rate, offset, skew, drift and/or jitter. As a result, a
video played out at the TV will typically be out of sync with audio played out from
the companion device. Media synchronisation buffering is needed to delay some of
the media streams in order of all media streams to get in sync with the most laggard
one. The set of protocols specified by DVB-CSS enable the coordination of this
media synchronisation.
The key concepts for media synchronisation are the wall-clock timeline and the
timebase timeline, as specified in the introduction of DVB-CSS [12]. The
wall-clock timeline is a timeline of a common (local) clock that advances steadily,
and the playback of the timed media streams is timed accordingly to achieve a
smooth presentation. To enable this, the media streams are adorned with their own
timebase timeline, which is compared to the wall-clock timeline; see Fig. 18.5.
Extending from this basic model, Fig. 18.6 shows how the playback of two
independent media streams can be controlled on two independent media players in a
coordinated fashion.
The DVB-CSS architecture (Fig. 18.7) has one TV Device (a television (TV) or
a set-top box (STB)) and one or more companion screen applications (CSAs)
running on companion screen devices that are connected via a home network,
typically Wi-fi. Both TV and CSA independently receive media streams from the
broadcaster (not shown). The presentation of the media streams is synchronised by
using a set of new protocols and a new Material Resolution Service (MRS). At least
the companion screen, but possibly also the TV has a media synchronisation buffer
that can delay the playout of the media at that device in order to achieve syn-
chronised playout. The media synchronisation is (at least conceptually) separate
from, e.g. the decoding buffer, the de-jittering buffer or a DASH segment buffer.
A typical media synchronisation scenario is as follows. The user tunes their TV
to a broadcast service. The TV receives the broadcast service, which includes a
broadcast stream and metadata for media synchronisation, including a content
identification that identifies the current programme and the location (URL) of the
MRS. The user pairs their companion device with the TV and starts a CSA. The TV
provides the CSA with content identification and the MRS location via the content
information and other information (CSS-CII) protocol.
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Fig. 18.5 Basic model of time-controlled playback. Source [12], © ETSI (reproduced with
permission from the European Telecommunication Standards Institute. Further use, modification,
copy and/or distribution is strictly prohibited)
Fig. 18.6 Basic model of synchronising playback between devices. Source [12], © ETSI
(reproduced with permission from the European Telecommunication Standards Institute. Further
use, modification, copy and/or distribution is strictly prohibited)
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Next, the CSA queries the Material Resolution Server via the CSS-MRS pro-
tocol and it obtains material information that describes the structure of the broad-
cast, that is composition of materials and sub-materials such as programmes,
sections within programmes and advertisements. It also describes the relationship
between this structure and timelines. DVB-CSS supports several types of timelines,
including MPEG transport stream presentation timestamp (PTS), ISO base media
file format (ISOBMFF) Composition Time and time relative to the start of a period
in an MPEG DASH presentation. It also supports the use of MPEG Timed External
Media Information (TEMI) [13] as a timeline.
This combination of information from the TV and the MRS server enables the
CSA to determine which streams it should present and how its timeline correlates to
that of the media being presented on the TV. However, the CSA manages its own
behaviour and is not directly controlled by the TV.
In parallel, the CSA obtains the IP addresses of the wall clock and the timeline
synchronisation service endpoints in the TV via the CSS-CII protocol. The CSA
synchronises its wall clock with the TV via the CSS-WC protocol. When the user
starts a selected media stream on its companion screen, the CSA synchronises the
stream’s timeline with the timeline of the stream on the TV via the CSS-TS
Fig. 18.7 DVB-CSS architecture. Source [12], © ETSI (reproduced with permission from the
European Telecommunication Standards Institute. Further use, modification, copy and/or
distribution is strictly prohibited)
514 M. O. van Deventer et al.
protocol, as described below. The stream played out on the TV may be a broadcast
service (television channel), but it may also be content received via the Internet (e.g.
video-on-demand) or recorded content (e.g. personal video recorder). The CSA can
also subscribe to trigger events (CSS-TE protocol) that are received by the TV from
the broadcaster as part of the signalling within the broadcast stream.
The Wall-Clock Synchronisation protocol (CSS-WC) is a request-response
UDP-based protocol that enables the client (CSA) to estimate a clock at a server
(the TV) and measure and compensate for network round-trip delay. The protocol
design is similar to the client/server mode of Network Time Protocol (NTP) [14],
but significantly simplified. Although many devices implement NTP to set their
system wide clocks, a CSA running on a companion device cannot always check if
an NTP client process is functioning, or query the accuracy of clock synchroni-
sation. Media synchronisation also does not require the shared clock to be with
reference to absolute real-world time and can therefore avoid complexities such as
leap seconds. Frame-accurate media synchronisation requires accuracy in the order
of milliseconds and the chances of achieving this are improved if the protocol
operates directly between the TV and CSA instead of via a hierarchy of interme-
diate servers on more distant network segments. Ultimately, it is the accuracy of the
CSS-WC protocol that determines how accurate the media synchronisation can
become. Experiments with CSS-WC [15] show that accuracies in the order of 3–
20 ms can be achieved in realistic network conditions (Fig. 18.8).
The Timeline Synchronisation protocol (CSS-TS) is a WebSocket-based pro-
tocol that carries the timing information needed for coordination between the CSA
and TV. Messages conveyed by this protocol describe the relationship between
wall-clock time and timeline position. This enables the CSA to accurately estimate
the current TV timeline position despite possible network transmission delays. The
CSS-TS protocol architecture has synchronisation clients (SC) and a media syn-
chronisation application server (MSAS). An SC measures the timing of the media
playout and reports “earliest presentation timestamps” to the MSAS. Timestamps in
DVB-CSS are the combination of media timestamps, i.e. a value on the media
timeline (e.g. the PTS of a video frame), and the earliest wall-clock time at which it
could have been presented. The delay by the media synchronisation buffer is
subtracted in the calculation of earliest presentation timestamps, as the earliest
presentation time applies to an empty media synchronisation buffer. As an earliest
presentation timestamp is relative to the wall-clock time, the CSS-TS protocol is
Fig. 18.8 DVB-CSS-WC protocol synchronises the wall clock at the CSA with the TV
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insensitive to delays in its message exchange or processing, and only dependent on
the accuracy of the wall clocks at both devices. An SC may also report actual and
latest presentation timestamps. The latter is the latest wall-clock time at which an
identified video frame or audio sample (identified by a media timestamp) could be
presented, given the limited size of the media synchronisation buffer. The MSAS
collects presentation timestamps from multiple SCs in CSAs and the TV, and it
calculates and distributes control timestamps to the SCs. The SC uses a control
timestamp to adjust the delay by the media synchronisation buffer, such that the
actual presentation matches the control timestamp. As different SCs in different
devices perform the same task based on the same control timestamps, timelines are
getting realigned across the different devices.
Whereas DVB-CSS [12] specifies the CSS-TS protocol in detail, only part of it is
mandatory. First of all, the MSAS function could be located anywhere in principle,
but it would be typically integrated with the TV in practice. Also, broadcasters do
not like dynamically adjusting the timing of the playout of a broadcast service at the
TV. Therefore, the TV may ignore earliest presentation timestamps received from
the CSA. This effectively enslaves the playout of media at the CSA to the broadcast
service.
Presentation timestamps and control timestamps provided by the CSA and the
TV are expected to take account of any delays between the point at which they
sample the timeline position in their media pipelines and the presentation of the
media to the user (light, sound). Similarly, if a set-top box and an HDMI-connected
display are used, then the STB is expected to make a best-effort estimate to com-
pensate for the playout delay of the display. HDMI signalling may be used for this
purpose (Figs. 18.9 and 18.10).
As mentioned above, DVB-CSS supports several types of timelines each of
which may have a different clock tick rate. However, even if the timed contents
received at the TV and CSA have the same type of timeline and the same clock tick
rate, there may be an offset between the timestamps and there may be clock drift if
Fig. 18.9 DVB-CSS-TS protocol synchronises media presentation between CSA and TV
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the source clocks are not generator locked (“gen-locked”). To support timeline
synchronisation between timed content with different timeline types, clock tick
rates, offset and/or clock drift, DVB-CSS introduces correlation timestamps.
A correlation timestamp maps a point on one timeline to a point on another
timeline. A correlation n seconds later in time can be calculated by simple linear
extrapolation.
In case of clock drift, the correlation timestamp needs to be revised periodically.
How frequently this is needed depends on how much inaccuracy in the correlation
timestamp can be tolerated and how rapidly the timing relationship between the
timelines drifts (Figs. 18.11 and 18.12).
Fig. 18.10 Reference point for timestamping for the DVB-CSS-TS protocol. Source [12], © ETSI
(reproduced with permission from the European Telecommunication Standards Institute. Further
use, modification, copy and/or distribution is strictly prohibited)
Fig. 18.11 Correlation timestamps map a point on one timeline to a point on another timeline.
Source [12], © ETSI (reproduced with permission from the European Telecommunication
Standards Institute. Further use, modification, copy and/or distribution is strictly prohibited)
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18.3 Multi-stream and Inter-device Media
Synchronisation in HbbTV 2.0
As mentioned earlier, HbbTV is an industry forum that specifies an API for
browser-based applications on TVs based on HTML, CSS and JavaScript. The new
HbbTV 2.0 specification [16] includes features for media synchronisation, both
multi-stream and inter-device. The former is media synchronisation between mul-
tiple streams within the TV where one stream (possibly together with a synchro-
nising subtitle data stream) is received via broadcast and another stream via
broadband Internet. The latter is media synchronisation between the TV and a CSA
or another HbbTV 2.0 TV acting in the role of a CSA.
HbbTV 2.0 contains a profile of DVB-CSS [12] for media synchronisation. It is
activated when an interactive application running on the TV explicitly requests it.
The DVB-defined CSS-CII, CSS-WC and CSS-TS protocols are used in HbbTV
2.0, but TVs are not required to implement the CSS-TE protocol. The CSS-MRS
protocol is not used, as HbbTV applications are downloaded from a broadcaster
Web server, and HbbTV applications stay in contact with their Web server, so they
can directly obtain any material information as needed. The media synchronisation
functionality between TV and CSA is available for most media types that the TV
can be playing, including both broadcast and streamed broadband content.
HbbTV 2.0 specifies a single API that can be used for both single-TV
multi-stream synchronisation and inter-device synchronisation. For the latter, an
HbbTV terminal can both act as “master” and as “slave”, enabling streams on two
TVs to be synchronised with each other. The goal of the API is to control the media
synchronisation processes in the TV, e.g. to programmatically start media syn-
chronisation, to control what media streams are to be synchronised and to introduce
correlation timestamps where needed. The API acts upon the MediaSynchroniser
Fig. 18.12 Revised correlation timestamps to compensate clock drift. Source [12], © ETSI
(reproduced with permission from the European Telecommunication Standards Institute. Further
use, modification, copy and/or distribution is strictly prohibited)
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JavaScript object that represents all media synchronisation processes in the TV.
This object is initialised by the API and populated with media objects, corre-
sponding to to-be-synchronised media streams. The API also has methods to enable
and disable the inter-device protocols explained above.
The HbbTV 2.0 specification includes a set of JavaScript APIs to control the
media synchronisation and to trigger the media synchronisation protocols when
needed. The APIs act on the MediaSynchroniser embedded object in the HbbTV
terminal. The following are the main HbbTV 2.0 JavaScript APIs for media syn-
chronisation (Figs. 18.13 and 18.14).
void initMediaSynchroniser() (Object mediaObject, String
timelineSelector)
This API initialises a MediaSynchroniser object for multi-stream synchroni-
sation and for inter-device synchronisation as a master. mediaObject is the
“master” media object against which all other media objects will be synchronised. It
is typically the broadcast service received at the TV. timelineSelector
specifies the type and details of the synchronisation timeline of the “master” media
object.
void initSlaveMediaSynchroniser (String css_ci_service_
url)
Fig. 18.13 Relationship
between MediaSynchroniser
object and HbbTV application
for multi-stream
synchronisation. (Source [16],
© ETSI (reproduced with
permission from the European
Telecommunication
Standards Institute. Further
use, modification, copy and/or
distribution is strictly
prohibited)). The functions of
the SC and MSAS are the
same as in DVB-CSS
(previous section)
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This API initialises a slave MediaSynchroniser object for inter-device
synchronisation of the presentation of media objects on this TV (“slave”) and
on another TV (“master”). css_ci_service_url is the URL of the
DVB-CSS-CII endpoint at the master TV.
void addMediaObject (Object mediaObject, String time-
lineSelector, CorrelationTimestamp correlationTimes-
tamp, Number tolerance, Boolean multiDecoderMode)
This API adds a media object to the MediaSynchroniser. Once added,
the TV synchronises the added “slave” media object with the “master” media
object. mediaObject is the added “slave” media object. timelineS-
elector specifies the type and details of the timeline of the added “slave”
media object. correlationTimestamp provides the (initial) corre-
lationTimestamp between the “master” media object and the added
“slave” media object. tolerance is an optional synchronisation tolerance in
milliseconds. multiDecoderMode is a Boolean that specifies whether an
additional decoder is needed, e.g. for picture-in-picture.
void removeMediaObject (Object mediaObject)
This API removes a media object to the MediaSynchroniser. med-
iaObject is the to-be-removed “slave” media object.
void updateCorrelationTimestamp (Object mediaObject,
CorrelationTimestamp correlationTimestamp)
Fig. 18.14 Relationship between MediaSynchroniser object and HbbTV application for
inter-device synchronisation with a slave terminal. (Source [16], © ETSI (reproduced with
permission from the European Telecommunication Standards Institute. Further use, modification,
copy and/or distribution is strictly prohibited)). The inter-device sync protocols are CSS-CII,
CSS-WC and CSS-TS; see previous section
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This API updates the correlation timestamp. mediaObject is the “slave”
media object to which the correlation timestamp relates. correla-
tionTimestamp is the new correlation timestamp.
void enableInterDeviceSync (function callback)
This API enables inter-device media synchronisation. It initiates the CSS-CII,
CSS-WC and CSS-TS endpoints. callback is a function that is called when the
endpoints are operable.
void disableInterDeviceSync (function callback)
This API disables inter-device media synchronisation. callback is a function that
is called when the operation is completed.
Correlation timestamps are used in the same way as in DVB-CSS (previous
section). These comprise a value on the timeline used by the MediaSynchro-
niser API for the “master” media object and a value on the timeline of a “slave”
media object that correlates to the former value.
A media synchronisation buffer is optional in HbbTV 2.0. Even without a media
synchronisation buffer in the TV, media synchronisation may be possible. The
broadcaster can preload media streams for the CSA (or a slave HbbTV terminal) on
a CDN. The broadcaster could editorially delay the broadcast stream, additional to
inherent delay from compositing, encoding, packaging, etc., although this is not
typically done for live streams. If any of the media streams is MPEG DASH
(HbbTV only supports this type of standards-based adaptive streaming), then these
are buffered in a CDN anyway. Moreover, the HbbTV 2.0 specification mandates
that even if present, none of the scarce media synchronisation buffer capacity in the
TV can be used for buffering MPEG DASH. If the TV has a media synchronisation
buffer, then it will be at least 30 MB large. This is sufficient to reliably buffer at least
10 s of encoded high-definition television (HDTV) content assuming it consumes a
bandwidth of 15 Mbps.
18.4 Device Discovery, Application Launch
and App-to-App Communication
The above-described protocols for exchange of content and timing information
require direct communication between the TV and the companion screen. This
section explains technological means defined in HbbTV 2.0 for automatic discovery
of the respective communication endpoints. Also, it looks at APIs for the launch of
applications on discovered devices, a mechanism which is essential for bootstrap-
ping a synchronised media experience. In addition, the section explains the tech-
nical concept behind App-to-App communication, which can be used to keep a
consistent state between the TV and the CSA. Figure 18.15 illustrates the three core
components defined in the specification. These are the App-to-App communication
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server, the DIAL server and the HbbTV CS Manager. This section describes the
roles of these components with regard to discovery, application launch and
App-to-App communication. Also, it outlines alternative technologies feasible for
legacy devices.
18.4.1 Discovery
HbbTV 2.0 distinguishes between scenarios where either an application on a TV
terminal or an application on a companion screen initiates the bootstrapping of the
shared experience. Protocols and APIs for discovery and launch differ between
these scenarios. While the protocol and the API for discovery and launch of
applications on HbbTV terminals are based on the open and publicly available
DIAL (DIscovery And Launch) specification, the protocols for discovery of and
launch on companion screens are out of scope of the HbbTV 2.0 specification. The
specification solely describes an API for HbbTV applications to invoke discovery
and launch. The design of the underlying protocols is subject to TV manufacturers.
In most cases, this means that the HbbTV terminal can only discover companion
Fig. 18.15 Component diagram picturing the building blocks and the information exchanged
between them to realise discovery, launch and App-to-App communication as defined in HbbTV
2.0
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screens running a vendor-specific application which implements the proprietary
protocol endpoints.
Discovery of companion screens is handled by the HbbTV CS Manager com-
ponent, which exposes its functionality through the HbbtvCsManager JavaScript
object. Discovery is initiated through the call of discoverCSLaunchers. The
method is passed a callback function, which is called on termination of the dis-
covery process. The callback is passed an array of CsLauncher objects, which
represent discovered companion screens.
Discovery of HbbTV terminals is accomplished through the Simple Service
Discovery Protocol (SSDP) as part of the DIAL specification. Figure 18.16 illus-
trates the discovery process. To advertise itself on the local network and thus to
initiate discovery, the CSA sends a M-SEARCH request to the multicast address
239.255.255.25:1900. The M-SEARCH request is an HTTP request sent via
UDP. The HTTP header specifies search attributes, while the HTTP body remains
empty. The header of the M-SEARCH request is specified in “14.7.3.1 DIAL
Service Discovery” of the HbbTV specification [16].
DIAL servers on available HbbTV terminals respond to the M-SEARCH request
with an SSDP NOTIFY message. The packet header of the NOTIFY message
contains a location field, which contains the device description URL (<DD-URL>).
The CSA sends an HTTP GET request to this resource location to retrieve the
Application-URL header, which specifies the root location of the DIAL service’s
REST interface (<dial-URL>).
Fig. 18.16 Sequence diagram of discovery and device information exchange
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18.4.2 Application Launch
Launch of CSAs: Having discovered a companion screen, the HbbTV application
can launch a CSA on the companion screen. Companion screen applications can be
browser-based applications as well as applications running in the native run-time of
the operation system on the mobile device, for example Android or iOS. For native
run-times, the HbbTV application can also require the companion screen to install
an application, if it is not installed on that device yet. Formats of the payload passed
to the launch command of the HbbtvCSManager object are specified in
Sect. 14.4.2 of the HbbTV specification [16].
Launch of HbbTV apps: HbbTV 2.0 specifies that a DIAL application should be
addressable at location <dial-URL>/HbbTV. Through an HTTP GET request to
this location, a CSA can query if the discovered device supports the HbbTV 2.0
DIAL feature (return code of the response equals 200). The body of the response
from a DIAL-ready HbbTV terminal shall contain an Extensible Markup Language
(XML) document comprising the following information:
• X_HbbTV_App2AppURL: remote endpoint for App-to-App communication.
• X_HbbTV_InterDevSyncURL: location of the CII server to initiate
inter-device synchronisation.
• X_HbbTV_InterDevSyncURL: user agent of the HbbTV terminal.
The XML document shall conform the schema as defined in “14.7.2 Terminal
and service endpoint discovery” of the HbbTV specification [16]. To launch an
application on the HbbTV terminal, the companion application sends an XML
Application Information Table (AIT) via HTTP POST to the HbbTV DIAL
application (<dial-URL>/HbbTV). The AIT contains information on the HbbTV
application including resource location and application identifier (App ID).
The AIT format is specified in “14.6.2 Launching an HbbTV application protocol”
of the HbbTV specification [16]. The return code in the header of the response to
the POST request informs the client on whether the launch process succeeded or
failed and on reasons for failure. Possible return codes are:
• 201 Launch succeeded.
• 403 Launch rejected by the user.
• 404 Application could not be retrieved by the terminal.
• 500 Launch failed for other reason (e.g. invalid XML AIT).
• 503 Launch rejected by the terminal, because of its current state (e.g. executing
channel scan).
Pass protocol endpoints: If the HbbTV application launches a synchronised CSA,
it should pass the DVB-CSS protocol endpoints together with the CSA locator, for
example as query parameters appended to the launch URL. The TV application can
query the address of its CII endpoint as well as the address of its remote endpoint of
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the App-to-App communication service from the HbbtvCSManager object. In
case the experience uses App-to-App communication, the initiator (companion or
TV app) should also submit the App ID together with the launch information (see
Sect. 18.4.3).
18.4.3 App-to-App Communication
The App-to-App communication facilities defined in HbbTV 2.0 provide crucial
means for creating compelling distributed experiences. While DVB-CSS can be
used to synchronise media timelines of two media items, App-to-App communi-
cation can be used to propagate state changes between companion and TV apps, to
keep application states consistent across devices, to invoke expected responses to
user interaction and thus to facilitate a plausible experience.
App-to-App communication is handled by the App-to-App communication
server running on the TV terminal (see Fig. 18.15). The App-to-App communi-
cation server is a WebSocket server which provides endpoints for communication
via the WebSocket protocol [17]. The App-to-App communication comprises a
local endpoint for the TV application and a remote endpoint for the companion
application to connect to. TV application and a Web-based companion application
can make use of the W3C WebSocket API [18] to set up a connection, observe the
state of the communication channel and to send and receive messages.
Before passing it to the constructor method of the WebSocket object, TV and
companion applications need to append the App ID to the respective endpoint
address. This is to prevent other HbbTV or companion screen applications from
unintended interception of messages. The TV application queries the local endpoint
address from the HbbtvCSManager object. If the TV application was launched
by a companion application, it retrieves the App ID from the respective query
parameter in the launch URL. If a companion application has triggered the appli-
cation launch on the TV, it should query the remote WebSocket endpoint from the
<dial-URL>/HbbTV endpoint after the successful application launch, as the
address is only guaranteed to be stable for the lifetime of the TV application. If the
companion application was launched from a TV application, it should retrieve the
remote endpoint address and the App ID from the launch information.
After both applications have instantiated the WebSocket object, they should wait
to receive the ‘pairingcompleted’ message, which is sent by the TV terminal
to both endpoints of the App-to-App communication server once the communica-
tion channel has been set up. Now TV and companion applications are ready to
communicate.
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18.4.4 Alternative Solutions
On HbbTV 1.X devices, App-to-App communication can be realised by means of a
Web-based communication service, as shown in [19]. App-to-App communication
service can also be used for simple inter-device synchronisation mechanisms, where
TV timeline positions are forwarded via the communication channel to the com-
panion. However, accuracy is most likely to be lower compared to inter-device
synchronisation based on DVB-CSS. Sources for errors are mainly the accuracy of
the wall-clock synchronisation and the accuracy of the TV timeline estimation.
Accuracy of the wall-clock synchronisation is mainly limited by the round-trip time
of messages between the companion and TV apps. Among network conditions, the
round-trip time also depends on the implementation of the communication channel,
for example polling [20] versus long polling [21]. Accuracy of the TV timeline
estimation may vary between broadcast and broadband video. While for broadband
video the play position can be queried from the video broadcast object, for
broadcast video there is no API in the HbbTV 1.X specifications to access the
broadcast timeline. Instead DVB stream events can be used to estimate the TV
timeline position, where accuracy is in the order of magnitude of 500 ms (see
Sect. 18.6.3).
The App-to-App communication via a Web service is interoperable with all
legacy HbbTV devices and other Internet-connected TV or on-demand video
platforms. However, it is at disadvantage with regard to a multitude of aspects.
Operation and maintenance of the communication service introduce costs which
increase with the number of users. Also, the Web-based communication has
implications on the User Experience, as there are no means for automatic discovery
of devices on the Web. Instead, user action is required for initialisation of a
communication session, for example by scanning a QR code [22] or manually
entering a session ID. Furthermore, as already outlined above, Web-based com-
munication increases the time messages need to travel between the TV and the
companion application. This reduces responsiveness of the distributed experience,
as it takes more time to propagate state changes or control messages from one
device to the other.
18.5 Application Scenarios, Integration and Deployment
This section gives a few examples of how the tools that have been described in
Sects. 18.3 and 18.4 are used in HbbTV applications. In the application examples, it
is shown how the API from Sect. 18.3 is used to synchronise a broadcast service
with a media stream received from a broadband connection. Another example
illustrates how the different tools are combined to set up media synchronisation
between a TV and a companion screen application. The section is concluded by two
examples elaborating issues and ways for a broadcaster to create and/or maintain
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media timelines for media synchronisation through production, contribution and
distribution networks.
18.5.1 Setting up Media Synchronisation
from a Companion Screen
This section describes an example sequence how a CSA, e.g. on a smartphone, can
use HbbTV to synchronise its media presentation with media on a TV, e.g. for
showing multi-view content like multiple feeds in a sport event.
The sequence diagram in Fig. 18.17 shows the following actors:
Fig. 18.17 Sequence diagram launching an HbbTV app for multi-screen media synchronisation
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• User: the user of a smartphone and an HbbTV enabled TV.
• CSA: an application made available by the service provider. In this example, the
user has installed the CSA on the companion screen.
• TV-CM: the companion screen manager on the TV. It is an aggregation of
components of the HbbTV terminal related to companion screen functionalities
including DIAL, App-to-App communication and the controller for media
synchronisation.
• TV-CII,-TS,-WC: the endpoints provided by the terminal to allow inter-device
synchronisation. CII: content identification, TS: timeline synchronisation, WC:
wall-clock synchronisation.
• AppA: an HbbTV application, launched by the CSA, to control the media
presentation on TV.
When launched and thereafter, the CSA looks for TV sets in the home network
using the DIAL protocol. It then may offer the user an option to connect with the
TV. If the user agrees, the CSA will issue a launch request (part of DIAL) for
AppA. The TV has to ensure that the requested HbbTV application is being
approved, e.g. by asking the user whether he wishes to launch the application. The
HbbTV specification allows for other approval methods, e.g. by the manufacturer
whitelisting applications. The CSA gets a response indicating the launch was
successful or an appropriate error code.
If AppA started successfully, the TV will enable the App-to-App communication
service. This is a WebSocket server with a local and a remote endpoint for passing
messages back and forth. It is not shown in the diagram, but it is assumed that CSA
and AppA establish a communication link, e.g. for the CSA to send a video URL
for playback on TV.
Now AppA can start to set up the actual media synchronisation session. It uses a
standard media element and initialises the HbbTV media synchroniser object with
the media element and the synchronisation timeline. The external synchronisation
endpoints of the TV, i.e. CII, WC and TS, are enabled with a single API call on the
media synchroniser. This instructs the TV to act as a synchronisation master. The
messages received from the CII endpoint, which is signalled in the handshake of the
DIAL discovery process, provide the CSA with information about the current
media controlled by the media synchroniser and the URLs of the WC and TS
endpoints. Via the WC protocol, the CSA estimates an offset of its internal clock
with the TV’s wall clock. In the final step of the setup phase, the CSA sends a
message to the TS endpoint. The TS endpoint responds with a control timestamp,
which contains a timestamp of the synchronisation timeline, a corresponding
sample of the TV’s wall clock and the current timeline speed.
With the estimation of the TV’s wall clock and the control timestamp, the CSA
can synchronise its media presentation(s) to the media on the TV. From time to
time, wall-clock synchronisation should be repeated, e.g. to compensate for
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potential clock drifts. The protocols also provide sufficient information to calculate
a dispersion value that allows the CSA to make judgments about the synchroni-
sation accuracy.
This example shows how HbbTV 2.0 is used when starting the user journey
from a companion device; see Sect. 18.4.2 for how HbbTV applications running on
the TV can connect to and launch apps on companion screens.
18.5.2 Generating and Maintaining Media Timelines
HbbTV is a terminal specification and as such large parts of this section are
terminal-centric. However, the new features for media synchronisation also require
a few adaptations at the broadcaster’s content contribution and distribution net-
works. To allow resynchronisation of streams delivered through different routes, the
correlation of media timelines needs to be carried and maintained from the point of
production to the end-user devices.
This section illustrates two scenarios that show how HbbTV 2.0 media syn-
chronisation can be utilised and what is required by broadcasters on the production
and playout side, as well in the content distribution networks involving one or more
network operators.
It should be noted that different timelines for broadcast services, i.e. TEMI and
PTS, are used for specific use cases in these examples. However, the approach to
media synchronisation in HbbTV is designed such that timelines can be replaced
easily by timelines of a different format. For example, a TEMI timeline could be
generated from the PTS values, and instead of introducing a TEMI timeline, PTS
could be used in conjunction with suitable correlation timestamps that are passed to
the terminal through the MediaSynchroniser API.
18.5.2.1 Scenario 1—Using TEMI with Pre-produced Programmes
In scenario 1, we assume the broadcaster has pre-produced programmes, including
a number of additional streams like audio description, clean sound and subtitles.
Technically it is no problem to deliver these components over broadcast, but to
reduce costs on the delivery path, it can be beneficial to use broadband Internet
delivery for those components that are required by only a limited number of
viewers. The broadcaster may also want to offer the additional service components
for playback on companion screens that typically only support Internet connectivity
and have no broadcast reception.
As the programme is pre-produced, the broadcaster can upload media clips with
the additional components to its CDN provider in advance using the formats sup-
ported by HbbTV in case the components shall be rendered on the TV.
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The timestamps used for A/V synchronisation of those media clips will be
different from the corresponding broadcast service, so the broadcaster will have to
deliver the relation between the start of a programme and the start of such additional
components to the end-user devices. From the previous sections, we learned about
the concept of media and synchronisation timelines. The media timeline for DASH
is counted in ticks per second, the timescale is defined by the application and could
be related to the underlying media streams. The timescale starts with zero at one of
the DASH periods defined for the presentation. This is why the timeline is called
DASH-period-relative timeline (DASH-PR). For our scenario, this timeline is fixed
when the broadcaster uploads the file to the CDN and starts with the media pre-
sentation, which is the first period of it.
For the broadcast part of the service, which is based on DVB transport stream
(i.e. not MPEG DASH), there are two alternative methods available to define the
media timeline. One is directly based on the presentation timestamps (PTSs) and the
programme clock (PCR) of the service and the other uses additional packets to carry
a content-related timeline based on MPEG TEMI [13].
PCR/PTS samples are generated at the broadcast encoder, usually the last step
before content distribution, and the TEMI packets are inserted there as well.
Fig. 18.18 Typical but simplified content flow from production to end-user
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Determining the correlation between the media timeline of the broadcast service
at the receiver and the media timelines of the content in a CDN is challenging for
both types of timelines PCR/PTS and TEMI (Fig. 18.18).
During recording, production and post-production content is usually handled
using timecodes, for example, based on the specification of the Society of Motion
Picture and Television Engineers (SMPTE) ST 12-2:2014 [23]. Every frame has a
timecode which is expressed in hours, minutes, seconds and frames. When single
component is extracted at this stage to be delivered via broadband, the logical and
the timing relations need to be maintained and stored in metadata that is exchanged
between different systems of the broadcaster.
When it is time to distribute a programme in a linear TV channel, the content is
played out from a storage system and transferred via the broadcaster’s contribution
networks to an encoding facility that encodes and multiplexes TV services for
distribution, e.g. via a satellite network. The relevant standards for content
exchange are (HD)-SDI (Serial Digital Interface) [24] for uncompressed and MPEG
transport stream for compressed transfer. Playout servers stream the timecode-based
content via SDI to the next component. Timecodes will not be transferred over SDI.
Without any modifications, the timing as well as the logical relations to any CDN
stored components would be lost. A solution is to use data fields in the SDI signal to
carry timing and logical information. From analogue TV times SDI inherited the
Vertical Blanking Interval (VBI) that allows to transfer frame-based data as Vertical
Ancillary Data (VANC). SCTE-104 [25] is a specification that defines data struc-
tures carried over VANC. As it is connected to individual frames, timing relations
can be maintained with frame accuracy. The BBC defined a concept [26] based on
SCTE-104 to deliver timeline data that is identical to the format defined by
MPEG TEMI for MPEG transport streams; i.e. it carries the timeline id and
timestamps with a timescale. In the exchange of content from the playout, the
SMPTE timecodes are translated into an MPEG TEMI compatible timeline. If there
is a change from uncompressed SDI transmission to a compressed transport stream,
e.g. for distribution encoding, the timeline can simply be maintained by copying the
timeline ID, the timestamps and the timescale carried in the VANC of the SDI
signal to the TEMI packets carried in the adaptation field extension of transport
stream packets carrying the same video frame, and vice versa if needed.
When the terminal receives the service directly from the distribution network
that got the multiplex from the broadcaster, the user can enjoy the extra components
offered via the Internet by using the broadcasters HbbTV application. Problematic
will be cases where another network operator is involved and broadcast services are
redistributed, e.g. from a satellite network to a cable network. The satellite multi-
plexes usually are rearranged by transcoding or separate decoding and encoding
steps, so with existing equipment a TEMI timeline will be lost afterwards.
A technical solution could be built on the BBC approach [26] if the decoder and
encoder are connected via SDI, assuming the network operator cooperates with the
broadcaster which otherwise would block a technical solution based on the timeline
approach.
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18.5.2.2 Scenario 2—Live Productions
While the approach that is described in scenario 1 is well suited for pre-produced
content as well as for collaborations with third parties, e.g. to provide accessibility
services, it requires updates within contribution networks of broadcasters. If mul-
tiple broadcasters are connected to a network having individual and common ser-
vices, a common technical solution has to be agreed and be implemented on
equipment from a number of different vendors. Scenario 2 describes a solution that
reduces the impact on broadcasters’ existing deployments and also has advantages
for live productions like sports.
In this scenario, the broadband stream will use the same timeline as the broadcast
service. In terms of DVB-CSS, both delivery routes use PTS timelines. The com-
ponents delivered via broadband are extracted after the broadcast encoder. The PTS
of the broadband stream is locked to the PCR of the broadcast service. Hence, no
correlation information is needed at the terminal side. The implementation on the
terminal only needs to care about the gap in reception of the various streams which
is likely to be multiple seconds. The concept has been showcased in the
HBB-NEXT project on a standard set-top box hardware and was shown in Ams-
terdam 2014 at the IBC trade fair [27].
As far as production, playout and contribution-side components are concerned,
components distributed via broadband are handled as if they were distributed via
broadcast, except that there may be some metadata specifying that the component is
delivered via broadband, and where it will be available from.
Fig. 18.19 Modified content flow for HTTP streaming of service components
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As shown in Fig. 18.19, the broadband content is extracted from the compressed
stream encoded for distribution. The components for broadband delivery are sent to
an HTTP proxy which delivers them directly to HbbTV terminals on request. This
transport has been defined for HbbTV 1.0 and is used for live streaming of events
and also linear TV channels [28].
As delivery of live MPEG-2 transport streams via progressive download is not
supported by big CDNs like Akamai, some providers have implemented specific
solutions for individual broadcasters.
One advantageous side effect of this method is that it does not have a big delay
in the reception of the corresponding component relative to the rest of the service
received via broadcast. If the broadcast is redistributed via cable or terrestrial, it
might well happen that it is actually later than the broadband components. Delivery
of individual components also does not require high bandwidths; e.g. audio typi-
cally is encoded at 200 kbit/s.
However, it should be noted that there are efforts to standardise optimisations for
adaptive streaming technologies like MPEG DASH to allow for broadcast com-
parable end-to-end delays.
On the terminal side, an additional buffer, large enough to compensate for the
delivery delay, is needed. This buffer is defined in HbbTV 2.0 but not mandatory.
For inter-device synchronisation, the buffer in the TV may not be necessary if
broadcast is received later than the broadband streams by the companion device.
As with the TEMI timeline in scenario 1, there is as well the issue of maintaining
the timing relation if the broadcast service is transcoded for redistribution to another
network. The clock of the encoder has to be locked to the clock of the decoder, and
PTS of individual frames have to be preserved. If PTS cannot be preserved, the
broadcaster would have to identify the new relation between the PTS of the
broadcast stream and the broadband components. That relation is then passed on to
the companion screen application that is presenting the broadband streams or to the
terminal by configuring the MediaSynchroniser object if the TV shall synchronise
the broadband component to the broadcast stream.
As there are potentially many different cable or terrestrial networks in a larger
area that is covered by a broadcaster, it is necessary to identify the distribution
network from within the HbbTV application to adapt to the specific timeline
modification. Without the help of the network operator, determining the correlation
between the PTS timeline of the transcoded broadcast service and the original
timeline would mean extra efforts for the broadcaster for each single network where
the content is redistributed.
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18.6 Synchronisation of HbbTV Applications
with Broadcast and Broadband Media
This section describes various ways, including pros and cons, to synchronise an
HbbTV application with broadcast services and broadband streams. Applications
running on a companion device may use the methods to some extent by combining
them with communication channels like the App-to-App communication service
that is introduced in Sect. 18.4.3.
The HbbTV standard provides facilities for the creation of programme-related
interactive TV applications. However, only few applications available today take
advantage of the full potential of HbbTV. Existing applications are often static,
TV-tailored websites, such as video-on-demand portals or news apps. While these
kinds of applications offer a useful and popular service, they do not utilise the
possibilities of HbbTV to engage the viewer with a broadcast programme. Potential
use cases range from presenting additional information related to the current event
or scene to participation of the viewer in TV shows. An example use case is shown
in Sect. 18.1.3.
The HbbTV specification includes a number of solutions for media synchroni-
sation. The best choice depends on the required accuracy and on how the content is
distributed: broadcast vs. on-demand vs. broadband live stream. This section will
discuss different approaches and their potential timing accuracy.
The two methods discussed first, EIT (Event Information Table) and receiver
clock, are less accurate but sufficient for applications looking for some coarse
synchronisation, e.g. an application offering background information on guests in a
talk show. If there are higher demands for synchronisation as in an interactive show
like a quiz or interactive advertisement, stream events or media timelines should be
used, which are the methods discussed later in this section.
18.6.1 EIT Present/Following
Digital broadcast services contain signalling for receiver’s Electronic Program
Guide (EPG), delivered in the Event Information Table (EIT). In DVB, there is
signalling for the programme schedule for up to 4 weeks (EIT schedule). More
interesting for the purpose of synchronising is the EIT p/f (“present/following”),
which includes the current running event (EIT present) and the immediately fol-
lowing television programme. EIT p/f can be used to signal the actual start of an
event by the change of the event that is signalled as present; this can be different to
the schedule by a couple of minutes to several hours if the broadcaster decides to
change the schedule in the short term, e.g. if there are breaking news in case of
catastrophes.
An HbbTV application can receive the EIT p/f of a broadcast service via the
video broadcast (“v/b”) object that is bound to that service. The v/b object allows an
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application to control the presentation of the broadcast service, i.e. size, position of
the TV picture and selected components, but also to receive DVB service infor-
mation like the EIT. The programme property of the v/b object will return two
programme objects, if EIT p/f is present for the service. The onPro-
grammesChanged event on the v/b object informs the application on a pro-
gramme switch, i.e. when the EIT following becomes the new EIT present.
Broadcasters can use this change in the EIT p/f to allow accurate recordings of
broadcast events. The event start time that can be received through the start-
Time property of an object representing the programme, the TV terminal is cur-
rently tuned to, usually contains the scheduled time not the actual air time.
Depending on the required accuracy, the end-to-end delay of the broadcast distri-
bution needs to be considered as well.
The following sample code shows how to get an event when a new programme
starts:
Further details of the application programming interface (API) can be found in
Sects. 7.13.3 and 7.16.2 of the OIPF DAE specification [29]. The actual event can
be identified by its event id, start time or event name.
The accuracy of this method largely depends on how accurate the broadcaster
keeps the start time in the EIT p/f and how a receiver sets its internal clock, which
could be set by the time signalled in broadcast streams (Time Date Table or TDT)
or by using Internet time servers via NTP [30].
For live streaming with MPEG DASH, DVB defined an equivalent signalling of
programme information in the DVB DASH [31] specification. The API is defined in
clause 9.3.2 of HbbTV 2.0 [16].
The achievable accuracy for application-to-A/V synchronisation using the EIT p/
f mainly depends on the following factors:
• Accuracy of EIT signalling itself—some broadcasters just use the schedule
which does not include short-term programme changes. The start time of an
event can be expressed in seconds.
• Accuracy of receiver clock as reported by the JavaScript Date object; see also
next paragraph.
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18.6.2 Receiver Time/Clock
JavaScript provides the Date object, which gives access to the system clock of the
host device and in HbbTV of the receiver. Nowadays, computers synchronise time
using the NTP [30] with a few servers available on the Internet. Performed on
broadband connections the protocol is accurate enough for
application-to-audio-video synchronisation.
Although TV broadcast receivers have an alternative means to receive the cur-
rent time, they can parse the Time Date Table (TDT) and the Time Offset
Table (TOT) which give the current time of the broadcast signal and the time zone
of it. The problem with TDT is that it may differ between broadcast streams of
different providers. Moreover, there are vendor-specific differences in terminal
implementations, as some devices read the time only during start-up or on every
channel change.
All these different implementations are valid from an HbbTV perspective as it is
not defined from where time is taken. Additionally, some implementations are not
handling time zones correctly. The Date object has a set of methods to return the
UTC time and a corresponding set for local time. It may happen that the time zone
setting of the receiver is not reflected in the values returned by that API; i.e. the
local time is the same as UTC.
The only way to handle this situation properly is to calculate the offset of the
local time with a server with an NTP-like protocol.
To improve synchronisation accuracy, applications may need to compensate for
the delivery delay of the broadcast. Measurements [3, 32] show a span of 15 s
between the fastest and the slowest broadcast network—e.g. from analogue to
IPTV. It should be noted that these measurements are snapshots and may vary over
time when network operators change their infrastructure. To determine the actual
broadcast network, HbbTV applications can check the type of network, i.e. satellite,
cable or terrestrial and since HbbTV 1.5 also the Network Identifier (NID) which
allows to some extent to identify the operator and region of the broadcast.
18.6.3 Stream Events
Stream events in HbbTV are available for broadcast services and for MPEG DASH
streams. This subsection will discuss the broadcast events in more detail.
The DASH events have been added in HbbTV version 2.0. They are either
carried in the DASH manifest file (“Media Presentation Description”, MPD) or in
an ISOBMFF-based structure that is referenced from the MPD. Access to the events
from an application level is provided by HTML5 text cues via the HTML5 media
elements.
Stream events for broadcast are defined in DSM-CC (Digital Storage Media
Command and Control) [33]. DSM-CC specifies a set of protocols that are profiled
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by standard bodies like DVB [10] to deliver data and events via broadcast networks.
HbbTV uses only the do-it-now stream events. A do-it-now event does not have a
presentation timestamp: it is passed to the application on reception by the terminal.
So its accuracy depends mainly on its position in the broadcast stream and the
processing delay in the receiver.
Stream events are carried as stream event descriptors using the MPEG section
syntax. A descriptor contains an event id, a version number and some bytes of
payload. A stream event object, carried along with the application, maps event ids
to names and identifies the component that carries the descriptors. Applications
register for stream events by an API call which passes an event name, the location
of the stream event object and a callback function. The access rules defined in
HbbTV require the application to be signalled on the broadcast service.
The accuracy of stream events for app-to-A/V synchronisation depends on a
number of factors. The following list overviews the main causes for delays intro-
duced by the playout system as well as by the receiver of the broadcast service.
• Accuracy of event information at the broadcast playout centre—Stream events
are usually inserted after encoding for content distribution. The challenge for the
broadcaster is to synchronise the events with broadcast the content before dis-
tribution. As there are usually fixed end-to-end delays, systems are designed to
manually adjust for these delays.
• Accuracy of adding a stream event to a transport stream—As the stream event
sections have no defined timing, i.e. they carry no presentation timestamp, it is
impossible to keep an exact synchronisation of an event with the broadcast A/V
content.
• Maintaining stream events while transcoding broadcast streams—Many cable
networks receive content through satellites and rearrange content which requires
transcoding to efficiently use the available bandwidth. First of all, the cable
operator has to take care to also redistribute the stream events and not just drop
them. This is a minor technical issue, but may be influenced by business con-
siderations. Secondly, the relative position of the stream event must be pre-
served, as the transcoding of the A/V content will add an additional delay. If the
events are simply passed through unchanged, they will arrive too early.
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• Delivery of stream events to the HbbTV application—The accuracy of a stream
event also depends on the processing in the TV terminal. The HbbTV specifi-
cation requires execution of the actions associated with a stream event to the
immediately when it is received, irrespective of the A/V content currently
presented. In practice, there is also the observation that events have large delays
of multiple seconds if the terminal is busy with other tasks, especially after a
channel change.
• The time the device needs to actually perform requests for a change of the user
interface. This is not directly related to the accuracy of the stream event, but it
has to be considered for the use case of application-to-A/V synchronisation. For
instance, if an application wants to present a red button, it will modify the
HTML DOM (Document Object Model). This is asynchronous and the browser
will do it at the next occasion, i.e. when it has a time slot to do that. Depending
on the performance of the device, this time difference could be notable.
DSM-CC stream events in HbbTV have no constraints defining their accuracy.
Applications using stream events have shown that they are suitable for presenting
subtitles or notifications such as a red button for an ad clip.
Fig. 18.20 presents results of an experiment conducted at IRT to quantify how
reliably stream events are processed at devices from different vendors and different
models of the same vendor. The experiment evaluates the influence of the last two
factors of the bullets list above, namely the processing of stream events in the
terminal and how fast changes made by an application are visible to the user.
The test stream for the experiment was pre-recorded with a number of stream
events and played out in a loop to all devices. This ensures that every device during
each loop gets an identical input signal. Additionally, the video of the stream
includes a frame counter. An HbbTV application signalled in the stream receives
the stream events and immediately changes the graphical overlay on the screen. The
counter of the first frame in the video when the change in the overlay can be
Fig. 18.20 Deviation of stream event triggers on different HbbTV terminals
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detected is recorded. For each stream event in the stream, all measurement points
give an average value across all tested devices. For each tested device, the average
and the maximum deviation in milliseconds from the overall average are calculated.
The diagram in Fig. 18.20 shows these two values for 13 different devices from 5
vendors. On the devices in the test field, the maximum deviation in this experiment
was 500 ms from the average value.
The first experiment was performed when the HbbTV application was idle
except for listening to the events. In a second experiment, the influence of other
running tasks in the terminal was evaluated. The testing application included an
animation of an image using a JavaScript library. Results are very similar to the first
experiment except for two devices from the same manufacturer where the maxi-
mum deviation was about 2 s.
To summarise, the accuracy of stream events is usually in the range of a second,
but in cases where the terminal is busy with other tasks, which can happen directly
after a channel change or when a HbbTV application is consuming a lot of
resources, the accuracy cannot be guaranteed.
18.6.4 DVB-CSS Media Timelines
HbbTV version 2.0 adds a new set of features for media synchronisation. While
their main purpose is enabling multi-stream and inter-device synchronisation as
discussed in the subsequent sections, they also improve synchronisation of HTML
applications with media streams, e.g. a broadcast service or on-demand clips.
The concept of the media synchronisation that is defined by DVB-CSS builds on
timelines which are associated with every single media stream or broadcast service.
HbbTV 2.0 defines an API that allows applications to access the media timeline
of the currently presented media.
In addition, it defines the constraints for the returned value of a timeline and the
play position of a media stream. Play position is usually the time span from the start
of playback and is available on devices implementing version of the HbbTV spec-
ification. But it is not defined where in the media processing the current playback
position is measured, nor how accurate the value shall be and how often it needs to
be updated. For details of the HbbTV 2.0 constraints; see clause 13.11 in [16]:
• Play position and values on a timeline are measured at the point where appli-
cation graphics and video are composed, which is different to inter-device
synchronisation that defines the display or speaker output as the reference point.
• The value shall be updated each time the application reads it, at least for the A/V
object. The accuracy of this measurement shall be 100 ms.
• The accuracy of a measurement relates to the frame rate of a video stream or the
sample rate of the audio, i.e. between 20 ms and 42 ms for media supported by
HbbTV 2.0.
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While the play position will be sufficient for on-demand media, where the play
position relates to the media timeline, this is not possible for live streams, where the
play position is not related to the absolute media timeline. Applications can achieve
much more accurate synchronisation via the MediaSynchroniser object of the
HbbTV JavaScript API; see also Sect. 18.3. Supported timelines are the following:
• Presentation timestamps (PTSs) that are carried with timed media in MPEG-2
transport streams and TEMI [34] timestamps that define a content timeline
which actually is based on PCR/PTS for MPEG-2 TS-based media. These
timelines are available for broadcast services and broadband streams using the
transport stream format.
• The MPEG DASH-period-relative timeline, which defines a timeline based on
the start of a DASH period, e.g. the start of a live stream if there is only one
period.
• Composition Time for the ISOBMFF. The format also known as MP4 files is
mainly used for on-demand content. Note that the DASH profile of HbbTV is
based on the ISOBMFF, but the Composition Time timeline is only used for
non-DASH content.
As discussed in Sect. 18.5.2, timelines for broadcast content, i.e. TEMI and PTS,
require special care if broadcast services are being transcoded in the delivery chain.
The following pseudocode shows how an application can access the TEMI timeline
of a broadcast service;
The example above assumes the broadcaster included a TEMI-based timeline on
the current service. The timeline is delivered by means of TEMI descriptors which
are carried in the adaptation field (extension) of transport stream packets. The
component can be any which uses the Packetised Elementary Stream (PES) format,
i.e. video, audio or specific timeline components. The component is identified by
the timeline identifier, e.g. “urn:dvb:css:timeline:temi:8:1”. In this example, the
component has a component tag “8” and a timeline id of “1”. The component tag is
specified in the Programme Map Table (PMT) and the timeline id in the timeline
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descriptors. This means a service can have multiple components with multiple
timelines. The TEMI timeline is synchronised with the PCR by the PTS of the
packet carrying the timeline descriptor and will be re-calculated by the client. It can
run continuously or could be restarted with every broadcast programme and paused
for ad breaks depending on the needs of the broadcaster.
18.6.5 Summary
See Table 18.1.
18.7 Conclusion
This chapter has presented media synchronisation approaches for television services
through HbbTV. HbbTV (Hybrid Broadcast Broadband Television) provides
broadcaster-controlled browser overlay applications over television channels, where
the television channels are received via regular broadcast and the HbbTV appli-
cations (Internet). The new HbbTV 2.0 standard [16] introduces support for media
synchronisation, as well as support of tablet devices (“companion screens”) that are
used in conjunction with the television. This combination enables new use cases
like playing out alternative audio on the tablet device synchronously with a
broadcast video stream on the television. The new HbbTV standard uses some of
the media synchronisation protocol suite specified by the new DVB-CSS standard
[12] and augments this with an API to make these protocols usable in the HbbTV
context. As a result, frame-accurate media synchronisation is enabled.
Table 18.1 Comparison between different time sources for App-to-A/V synchronisation
Approach PRO CON
EIT p/f Reuse of existing broadcast signalling
Used to enable accurate recording; i.e. app
can detect programme switch quite
precisely
Cannot be used to reliably
calculate position in a broadcast
programme
Receiver
time
Does not rely on broadcast signalling Most inaccurate approach
Stream
events
Good accuracy for most use cases
Available in all HbbTV devices, playout
solutions exist in the market
Accuracy is not defined, hence not
part of test suite
Not robust for transcoding, e.g.
redistribution in cable networks
Media
timelines
Well-defined accuracy, that is tested by
HbbTV test suite
Not robust for transcoding, e.g.
redistribution in cable networks
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The chapter also describes other HbbTV functionalities that are needed to make
a media synchronisation application fully work with a companion screen, including
companion screen application discovery and launch and application-to-application
communication between the television and the companion screen. Two deployment
scenarios show how media timelines are generated and maintained for pre-produced
programmes and live productions. Finally, additional tools from the HbbTV toolkit
are discussed for the synchronisation between HbbTV applications and a television
broadcast.
Successful standardisation efforts are key for the industrial partners. Vendors in
HbbTV have already committed to implement at least the mandatory aspects of
HbbTV 2.0 (including the profile of DVB-CSS) in their new TV products, with the
expectation of seeing compliant products in 2017. Meanwhile broadcasters,
including the BBC [35], are already exploring the services that media synchroni-
sation will enable. The main remaining challenge will be the creation of compelling
media content and applications that can effectively use the new media synchroni-
sation features provided by HbbTV and to integrate these into the workflows and
business models of television broadcasters.
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Definitions
Media synchronisation the process of synchronisation of the presentation of
media streams received via two or more paths, e.g. broadcast and Internet.
Inter-device media synchronisation the process of synchronisation of the pre-
sentation of media streams on two or more devices
Multistream media synchronisation synchronisation of the presentation of media
streams received via two or more paths (e.g. broadcast and broadband) on a
single device
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Part V
Algorithms, Protocols and Techniques
Chapter 19
Video Delivery and Challenges: TV,
Broadcast and Over The Top
Tim Stevens and Stephen Appleby
Abstract The TV production and broadcasting industry predates the ubiquitous
computing and IP technologies of today. However, just as these advances have rev-
olutionised other industries, they are also causing production and broadcasting to
change. Here, we outline the opportunities that general computing and IP delivery
offer this industry, and discuss how the precise synchronisation required by TV ser-
vices could be implemented using these more generic technologies, and how this in
turn could lead to newer ways of delivering TV-like services. We first discuss how
today’s TV industry has been shaped by its analogue roots, and that the terminology
and working practices still in some ways reflect the analogue world. We briefly cover
TV history from the 1950s and the evolution of Public-Sector Broadcasting in the
UK, before considering how newer services such as digital TV, satellite and video
streaming have enabled services, but also throw up new issues around delay and
synchronisation. We propose that some of these issues could be mitigated by mov-
ing to an IP delivery model, with media elements composed at the client device, and
not globally time-locked to precise, system-wide clocks. Finally, we discuss some
of the IP delivery technologies such as multicast, adaptive streaming and the newer
protocols that are replacing traditional HTTP.
Keywords Broadcast TV ⋅ Asynchronous infrastructure ⋅ Future IP transport
protocols
19.1 Introduction
In many industries, specialist appliances are being replaced by generic computing
and network infrastructure running software to provide the specialist capabilities.
There are many obvious examples of this over previous decades, including word
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processors, calculators, etc. In general, generic capabilities have a much larger mar-
ket than specialist appliances and so receive much larger investment.
Here, we examine the impact of the trend towards generic infrastructure in the
delivery of TV-like services from several perspectives, and the implications of this
trend on synchronisation.
In the production and broadcast domain, despite a partial move to digital technol-
ogy, analogue working practices are still the norm. Studios and broadcasters make
heavy use of specialist TV and video equipment, and the lingua franca of intercon-
nection is the Serial Digital Interface (SDI). SDI [1] is a point-to-point connection,
which, despite being digital, mimics an analogue interconnection. SDI’s core task
is to carry video, with all other media and metadata being carried as ancillary data.
SDI preserves analogue timing; in particular, the Vertical Blanking Interval
1
(VBI)
is maintained, as if video was still raster scanned. The whole production environ-
ment synchronises around the VBI. For example, in the analogue days, switching
from one camera to another had to happen during the VBI, otherwise there would
be visible artefacts in the output picture. SDI switches are of course digital, but they
still operate on the VBI for consistency with analogue ways of working. The migra-
tion towards generic IT in TV production has been slow, in part due to the very tight
time constraints imposed to maintain this synchronisation.
However, practices are changing, clearing the path for IP and Ethernet to replace
SDI, and perhaps more importantly, for proprietary appliances to be replaced by
generic computing capability. This would result in a shake-up in the broadcast and
production industry, not only changing working practices, but potentially changing
the ecosystem dramatically.
Arguably, the most critical aspect of migration to an all IP infrastructure in the
broadcast and production industries is the preservation of timing. Indeed, despite the
fact that current production standards maintain the VBI, the concept really no longer
exists—that is, screen displays no longer perform a raster scan which requires a pause
in the video signal to allow the raster to move from the bottom back to the top of the
screen. However, the desire to preserve this concept in current working practices
imposes major constraints on networking and video processing technology, which
pose a major barrier to the adoption of generic IT systems in broadcast.
Here, we argue instead that accurate timestamping of source signals is required
and that synchronised generation of video frames may also be required. With this
approach, the delivery infrastructure no longer needs to maintain precise synchroni-
sation around the VBI. Instead, the timestamps associated with the media are used
to decide when to switch between streams, rather than using the system-wide wall
clock. We refer to this as an asynchronous approach, since media delivery is not
synchronised to the media timestamps. It is worth emphasising the difference, since
with the conventional approach, the complete chain from camera to glass requires
1
The Vertical Blanking Interval is a concept from the time when displays used a raster scan. It is
the time allowed in the video signal for the scan to jump from the bottom back to the top of the
screen. Screens of course no longer work this way.
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complete synchronisation. In the IP world, this is no longer the case, as long as accu-
rate timestamps are provided for all the elements that comprise the media.
We next introduce broadcast TV from a service perspective, since this forms the
benchmark against which other services are judged, and discuss how it differs from
newer IP-based technologies. Following this, we discuss sources and values of delay,
and how these vary with network technology, which leads us to consider synchroni-
sation and timing. We then suggest that IP would allow us to change the synchroni-
sation model to an asynchronous one. The chapter concludes with an introduction to
newer IP-based protocols that may displace HTTP for media streaming.
19.2 Broadcast as a Benchmark
From the early days of TV transmission, the UK has operated a Public-Sector Broad-
casting (PSB) model, which we discuss below. The BBC was originally the sole UK
broadcaster of TV and radio, funded from an annual licence fee. The licence model
means that the BBC does not carry commercial advertising and has obligations to
maintain political neutrality (unsurprisingly, a difficulty balance to strike), and to
cover regional and minority interests. From the mid-1950s, commercial broadcasters
began to operate alongside the BBC and were subject to similar obligations. Whilst
the BBC remains a world-renowned institution (particularly for its news reporting),
there is significant competition from Over-The-Top (OTT) providers, such as Netflix
and pay-per-view channels. There are also perennial demands from certain sectors
to abolish the BBC’s licence fee altogether and to force the BBC to compete on a
purely commercial footing.
The whole PSB model is certainly being stress-tested in the Internet age; however,
it seems likely to continue in something like its current form for the foreseeable
future.
Digital Terrestrial Television (DTT) remains the dominant mechanism for deliv-
ering the UK’s PSB obligation. The UK PSB model (which is de facto adopted by
many other countries [2]) for programming may be defined as:
∙ Universal geographic accessibility
∙ Universal appeal
∙ Attention to minorities
∙ Contribution to national identity and sense of community
∙ Distance from vested interests
∙ Direct funding and universality of payment
∙ Competition in good programming rather than numbers
∙ Guidelines that liberate rather than restrict
DTT differs from IP, satellite and mobile TV delivery in several respects:
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∙ DTT is a specialised, broadcast-only technology. Generally, DTT receivers (TVs
and STBs
2
) are really only optimised for that one purpose. In contrast, IP technol-
ogy is application-agnostic and bidirectional.
∙ DTT (having evolved from decades of analogue TV) is a relatively simple plug-
and-play experience. All DTT-TVs are able to receive the DTT service and the in-
home wiring is standard, simple, and more than one TV or STB can be driven from
a single aerial. IP delivery uses standard Ethernet cabling, or Wi-Fi in situations
where there is good connectivity. Satellite connection is less straightforward, since
it requires separate cabling for each TV or STB, because the STB needs to send
command information back to the receiver dish.
∙ DTT as a service has a standard programme guide User Interface (UI), regardless
of which brand or type of TV is connected, and viewers do not have to learn a
new UI when changing TV. The satellite experience is different from DTT, but is
at least consistent across a supplier’s products (Sky, the UK’s Freesat, etc.). How-
ever, adding Internet Protocol Television (IPTV) (either via apps on the TV, or
additional devices or dongles) breaks this simplicity, with each device and app
having different UIs and behaviour, making the experience more confusing for
the viewer. Perhaps surprisingly, successive model-year TVs from the same man-
ufacturer may have completely different app UIs. In this discussion, when we refer
to IPTV, we include both multicast and also OTT unicast in the loose definition.
As well as the technical differences between the two, there is also the service-
level distinction, in that with multicast, the IPTV provider is also the broadband
provider. In contrast, OTT is a more general Internet service, with programmes
available in principal from any IP source: the TV (or STB) is less tightly bound to
their ISP.
∙ DTT (along with satellite) is a monolithic environment: there is effectively a sin-
gle provider, and whilst the content on the individual channels may be vying for
viewers’ attention, the platform as a whole is not. IP delivery, however, is more
of a free-for-all, with apps and providers in more open competition; a programme
may be available on the same TV from more than one source.
19.2.1 End-to-End Delay
When a live event is being broadcast, there is a desire to keep the customer experience
as near to real time as possible. The most extreme form is where large screens are
used at concerts and events to show the performance to people who can also see the
actual performers at the same time. Here, virtually any delay will be apparent since
the audience will be able to see both the live performers in the distance, and at the
same time one or more large live screens. There is the further complication at large
venues of the sound reaching the back of the audience later than the light. Given
2
STBs (Set-Top Boxes), although of course modern TV design makes it impossible to place them
on top!
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that those at the back may see the action more clearly on the screens than the stage,
the optimum for screen delay could in fact be equal to the sound delay, a tricky act
to manage! People are more sensitive to non-causal delays where the sound arrives
before the light, since in nature, this can never happen, whereas having the sound lag
the pictures is more subjectively acceptable.
Leaving aside the edge case of live-at-event screening, “live” broadcast will
typically mean trying to keep end-to-end delay to around 4–6 s. Our own ad hoc
laboratory experiments suggest that the glass-to-glass delay of a linear broadcast is
typically 3–4 s for over-air distribution and is approximately 40 s for streaming ser-
vices such as iPlayer (the latter may be easily observed where the same channel is
available via both iPlayer and DTT or satellite), and published experiments tend to
corroborate these numbers, e.g. [3, 4]. Other streaming services can be a minute
or more behind “live”, and this delay may also vary slightly depending on network
conditions.
Despite the span of delays, all of these are often described as “live” services. As
an aside, some of us remember being in the audience at sporting events and listening
to the commentary on analogue, long-wave radio whilst watching the action, with
one complementing the other. Trying this with Digital Audio Broadcasting (DAB)
radio is somewhat less satisfactory, since the digital radio commentary lags the live
action by at least a couple of seconds.
As well as overall delay, the relative delays for different viewers watching the
same content are important, particularly so for time-sensitive, popular events such
as sport. It would be most unsatisfactory on a warm summer’s evening to hear the
cheering of your neighbours through your open windows just before you yourself
see the goal (or miss).
With “catch-up” content, the delay relative to live is of course less important,
since the viewer is, by definition, watching it at a potentially much later time of their
own choosing. Delivery is further simplified since synchronisation between viewers
is no longer important; the only synchronisation-related parameters in the catch-
up case are start-up delay, and to prevent buffer underruns during playback. The
types of delivery, latency and synchronisation are summarised in the Table 19.1, with
illustrative values, although note that implementation details in the TV or STB could
introduce further delays or reduce multiviewer or inter-destination synchronisation.
Note that “complete” in the table implies that all viewers perceive the same frame
at the same instant, although there will of course be end-to-end delay. Also in the
table, “fast-pull” means that HAS and VoD mechanisms generally pull media as seg-
ments, in bursts and gaps, with the bursts pulled as fast as the network will allow.
They are buffered on the client and played out at the correct average rate. This pre-
buffering allows network variations to be smoothed out, and the buffer fill state
allows throughput to be more accurately estimated. The pre-buffering potentially
facilitates faster channel change.
Various components in the contribution chain introduce delays. The typical pro-
cessing pipeline for video transfer in a live event includes multiple compression/
decompression and other media processing functions. The event location and stu-
dio are likely to be in different places, and the video from both is spliced at a
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Table 19.1 Minimum illustrative latencies for types of delivery
Concert (big
screen)
Over-air
(DTT/satellite)
IP (multicast) IP (linear,
unicast)
IP (VoD)
Delay from “live” ∼500ms ∼4 s ∼5 s ∼40 s+ Not
applicable
Synchronisation
between screens
Complete Complete Complete From
complete to 1
segment
duration
None
Channel change
or stream
start-up time
0 ∼200ms to
switch,
however
STB/TV
performance
typically ∼5 s
∼1 s to join
stream,
however
STB/TV
performance
typically ∼5 s
∼1 s,
providing
sufficient
bandwidth
available to
fast-pull first
segments
∼1 s,
providing
sufficient
bandwidth
available to
fast-pull first
segments
(third) location for playout where it is passed on for final end-consumer distribution
encoding and delivery. An end-to-end chain can often include up to three encode–
deliver–decode stages. At the contribution side (where the final edit and composition
is made), the video is kept as high a quality as possible whilst overlays, fades and
mixes are added, then passed on to a final distribution compression stage. It is worth
noting here that dynamic advertising may be inserted into the stream after this stage,
and this can be performed at the client application or close to the network edge.
For over-air broadcast via DTT or satellite, we would typically like to stay within
an end-to-end delay budget of around 4 or 6 s. 1–2 s of this budget will be used by
the encoding and multiplexing for broadcast, which leaves of the order of 1–2 s for
images to get from the cameras to the broadcast encoders. There will also necessarily
be some buffering in the STB or TV of at least a couple of seconds.
19.2.1.1 IP Multicast
A similar delay budget is achievable with IP multicast. In this context, IP multicast
refers to an IP network that is capable of sending copies of User Datagram Proto-
col/Internet Protocol (UDP/IP) packets to multiple clients simultaneously. At a ser-
vice level, this allows a server to send a single byte stream, and this stream could
potentially be distributed to a single client, or to millions, with no additional over-
head for the server. To perform the stream distribution, multicast-capable network
switches detect multicast UDP packets and associated signalling, and, providing that
a downstream switch or device has registered its interest in a particular stream, the
upstream switch will replicate the multicast packets and forward them to the down-
stream device. This is a simplified explanation; there are several variants of mul-
ticast, operating at International Standards Organisation (ISO) layer 2 and also at
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layer 3. There is also the concept of Application Layer Multicast (ALM), where the
replication and management is performed by the application software, using conven-
tional unicast UDP for transmission. Although this requires more complex applica-
tion software, it does allow the applications to work on non-multicast networks.
Client devices register their interest in receiving multicast by using specific pro-
tocols. The most common of these are the ISO layer 3 Internet Group Management
Protocol (IGMP) for IPv4 and Multicast Listener Discovery (MLD) with IPv6. There
are several other protocols associated with management of multicast, and discussion
of these is beyond the scope of this chapter. Further information may be found in
RFC 4604 and associated standards [5].
Multicast is however not generally supported on the open Internet and is therefore
mostly restricted to Internet Service Provider (ISP)-controlled networks. There are
two key technical reasons for this.
Firstly, being UDP, there is no inherent Quality of Service (QoS), important for
live video that has little buffering. Whilst UDP packets are likely to get through at
the expense of Transmission Control Protocol (TCP), this cannot be guaranteed (nor
can the packet ordering), and so to ensure a reliable TV service, multicast would
typically be carried in a dedicated Virtual Local Area Network (VLAN) providing
prioritisation and control. ISPs may also operate Active Queue Management (AQM)
[6], where the network routers attempt to reduce congestion by pre-emptively dis-
carding packets before the internal queues actually become full. There are various
approaches available, some of which may impose rate-limiting on UDP traffic, there-
fore reducing UDPs inherent tendency to dominate TCP-based protocols.
Secondly, without management, multicast could swamp the network. This is
mainly because, since it is point-to-multipoint, the switches in the network will repli-
cate the packets to any downstream node that requests them via an IGMP join mes-
sage. Furthermore, being UDP which lacks flow control, the packets will generally
get through at the expense of other protocols such as TCP. This could be exploited
by malicious clients, or defective software for Denial of Service (DoS) attacks; for
example, a rogue application installed on home computers could join a multicast
stream from thousands or millions of locations and, by joining a specific multi-
cast, could flood the entire network with copies of that stream. Multicast is therefore
blocked by most Internet switches and, if used at all, tends to be used within an ISPs
own network, where the ISP has control over the nodes that can send, replicate and
request multicast.
It is however a powerful and useful technology for distributing linear IPTV, and
for example, BT in the UK delivers their linear TV using multicast in a QoS-enabled
VLAN, with the bandwidth reserved through to the Residential Gateway (RG) such
that when a client joins a channel, the network prevents that bandwidth from being
used by other traffic. Multicast will have small additional intrinsic setup delays com-
pared to unicast, since client STBs will need to issue IGMP join requests [5] to their
upstream router. Depending on the complexity of the router tree, this may require
further upstream requests and possibly other configuration changes before the multi-
cast packets begin to arrive. To increase reliability, some multicast implementations
employ Retransmission (RET) servers, which cache typically 3 s of programme data.
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Multicast is usually encapsulated inside Real-Time Transport Protocol (RTP) [7]
packets, and a multicast client can detect missing multicast packets by parsing the
RTP headers for gaps in the sequence number contained in these packets. Upon find-
ing a gap, the client may make a unicast request to the RET server for the missing
packet, and (providing the loss can be recovered before playout time) can insert the
packet from the RET server into the playout stream. Some clients may exploit RET
servers to try to reduce the join delay by making immediate RET requests for packets
at the same time as they issue the IGMP join request. The client can then stitch the
multicast packets to the RET packets as the system stabilises. The additional traffic
generated with this approach may however not be popular with the RET provider!
A further complication arises if the content is protected by encryption. In this case,
the STB must make an HTTP request to a server for the decryption keys, and we
have observed channel change delays of approximately 6 s, attributable to this key
retrieval and processing period. So whilst multicast is in principal able to change
channel as quickly as DTT, there may be additional delays of a few seconds caused
by the key acquisition.
19.2.2 OTT Streaming
OTT Internet streaming has more relaxed timing expectations, where a few 10 s of
seconds’ end-to-end delay is common. Much of this is introduced by the use of HTTP
Adaptive Streaming (HAS) over TCP, where the client devices will often buffer 20–
30 s of content. Whilst TCP guarantees delivery, it cannot reserve bandwidth, and
this can vary dramatically. Having many seconds of buffering allows the media seg-
ments to be pulled by the client in advance of playout, and short-term restrictions in
bandwidth can therefore be accommodated. HAS generally makes several versions
of the same content available, encoded at different bitrates and qualities, in short seg-
ments of typically 10 s length. As segments are pulled by the client, it can measure
the time taken to download them and the state of its buffers, and use this information
to request higher or lower rate segments. Short-term bandwidth fluctuations can thus
be handled with buffering, and longer-lasting ones by varying quality.
19.3 Standards and Timing
Both terrestrial and satellite TV services deliver programmes inside MPEG-2
Transport Stream (TS) [8]. These transport streams are designed specifically for
broadcast TV requirements, although they can also deliver supplemental non-media
payloads, such as electronic programme guide (EPG) data. TS is well-suited to
broadcast because the important signalling, timing and othermetadata are distributed
and repeated throughout the stream at intervals of less than a second. This helps with
fast channel join; a receiver can begin to decode the TS packets that comprise a pro-
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gramme’s video, audio and other data streams almost immediately. Data is carried
in small 188-byte packets, with each video, audio or other type of information form-
ing a distinct Packetized Elementary Stream (PES) series of packets. A programme
comprises one or more PES streams; for example, a programme with one video and
one audio track would have two PES streams. Within a TS, there may be multiple
programmes, and there will be other metadata tables, plus in general, Forward Error
Correction (FEC) packets. All these are interleaved, and since the key tables are fre-
quently repeated, a receiver can join mid-stream and quickly determine the state and
begin to decode a specific programme.
Timing is of course crucial for this to operate correctly, and TS sends a Pro-
gramme Clock Reference (PCR) regularly in the stream [8], Sarginson. The PCR
allows receivers to correctly align their timing with the sender and to correct for drift.
Two other key timing elements are the presentation timestamp (PTS) and Decoding
Timestamp (DTS), which are carried in the payload of TS packets. The PTS speci-
fies the time at which an element should be presented to the viewer. The specification
assumes that this can be performed instantaneously, although in practice, the trans-
fer of data into the decoder and the decoding process itself is certain to take a finite
time, and the decoder must compensate for this. For streams that carry video, fur-
ther timing information is needed, and this is provided by the DTS. For efficiency,
some MPEG video elements (known as Bidirectional (B) frames) may be deltas of
previous and of subsequent other elements, and so we may not be able to decode
a certain element until we have received others. This means that picture elements
may be transmitted in a different order from their display order. The DTS tells the
decoder which time (and therefore order) to extract the elements from the stream, so
that they can be correctly decoded. If a stream contains B frames, then the DTS and
PTS will differ, and the DTS will always be earlier than the PTS.
The discussion above focuses on the transport of encoded media, and its play-
out, essentially ensuring that elements come out of the pipeline in the correct order,
and at the correct time. With TS, we are not simply dealing with individual frames
of images, since the nature of the encoding causes image data to be spread across
multiple frames, and it is this that the PTS/DTS timestamps are designed to handle.
More details about timing issues in MPEG2-TS and other MPEG standards can be
found in Chap. 10.
19.4 Timing and Asynchronous Production
19.4.1 Media Source Synchronisation
In a broadcast environment, a common Generator Locking (genlock) signal is pro-
vided to ensure that all cameras produce video frames synchronously. Synchronis-
ing sources in this way meets several requirements when switching from one video
source to another:
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∙ The inter-frame interval is preserved
∙ The frame on which switching occurs suffers little or no distortion
∙ All video media streams are switched at the same time (although other types of
media, if present, would require additional synchronisation mechanisms)
Although these features appear very similar, it is worth bearing in mind that they
are different, as when migrating to generic IT, they could be achieved by separate
means.
19.4.2 Responsiveness
Responsiveness is the delay between making a control decision and seeing the result
of it happen so that the system appears interactive. Typically, response delays of
up to 100ms are unlikely to be perceptible [10]. Latency for communications and
other duplex links will be important; ideally, this should be kept below 150ms (for
example, ITU-T G.114 recommends a maximum of 150ms one-way latency [11]).
19.4.3 Playout Synchronisation
Playout involves switching between various sources to make a complete channel.
The channel could then be broadcast over air, or made available over the Internet.
Timing within playout will involve mixing linear and nonlinear sources, each with its
own clock. For each media source, playout will need to map from a media-specific
clock reference to a global clock reference.
19.5 Asynchronous Infrastructure
We have seen that digital media timing operates on the concept of presenting ele-
mentary media samples at given times via the PTS timestamp, where, each media
sample has a presentation timestamp (PTS) associated with it and is presented at
this time according to a master PCR clock. Each elementary stream renderer would
have access to this master clock in order to ensure rendering synchronisation over
the different elementary streams.
In the asynchronous case, different elementary streams can arrive at different
times at the various rendering devices. The rendering devices could even be phys-
ically separate, providing that they agree on the common clock. Synchronised ren-
dering is achieved in this case by buffering those samples which arrive early.
This TS-based approach is a fundamentally different technique to use low
latency as a means to achieve global synchronisation. Since elementary stream
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synchronisation is achieved at the renderers, there is less need to be as concerned
about latency, since synchronisation of the processing and switching elements is
not necessary. It is still necessary to be concerned about end-to-end delay, but this
is very different to the precision required to achieve VBI synchronisation through-
out the delivery infrastructure, which, according to SMPTE-168, is of the order
of 10 s.
Once we are released from concerns over maintaining intermediate synchronicity,
we have the flexibility to allow different media streams to follow different paths, each
possibly with a different latency.
It is fundamental to the design of packet networks that they introduce latency: the
basic node architecture is of a queue of packets waiting to be dispatched. Latency
can of course be kept extremely low by ensuring that this queue is kept empty, or that
traffic requiring low latency bypasses other traffic using multiple queues or AQM,
in conjunction with high-performance processing. However, this will require much
higher performance networks with more complex management systems than would
a higher latency network.
We now revisit some of the timing requirements to interpret them in the context
of an asynchronous timing model.
Media Source Timestamps
This is even more critical in the asynchronous timing model than in the synchronous
model. Unlike in the synchronous model where media passes through every compo-
nent of the system close to real time, we cannot make the assumption that there is
any useful relationship between capture time and real time at any of the intermediate
nodes.
Media Source Synchronisation
In addition to assigning accurate timestamps, media source synchronisation requires
that frames of video are produced synchronously. If this were not the case, then
when switching from one source to another, the inter-frame interval could change
for the two frames either side of the switch point. In principle, as long as each sam-
ple had an accurate timestamp assigned, it may be possible to work with variable
inter-frame intervals and not require source synchronisation. However, this is likely
to significantly increase the complexity of processing and rendering, so source syn-
chronisation will still be necessary with an asynchronous timing model.
The IEEE-1588 Precision Time Protocol (PTP) [12] can be used to synchronise
sources. For this to work accurately, the Ethernet switches involved must be PTP-
aware. PTP data is very low bandwidth, relative to the bandwidth required to carry
the media packets themselves, and PTP can be confined to just that part of the net-
work required for synchronised sources. The latency requirements of PTP need not
be imposed on the high bandwidth media streams.
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Responsiveness
The delay between an action being taken and the effect of that action being seen
needs to be kept below approximately 100ms for it to appear instantaneous. The
introduction of a few milliseconds of latency in the asynchronous model is therefore
not significant, since other factors, such as the responsiveness of software involved
are likely to dominate. Actions such as frame switching require waiting for a frame
boundary. Since the interval between frames (at 50 fps) is 20ms, the average frame
switching delay must be at least 10ms (half the inter-frame interval).
Playout Synchronisation
This will take place in a similar way to rendering. The playout engine will need to
have a clock which runs at the same speed as the clock used to generate the media
source timestamps. The playout engine could introduce a fixed delay between the
source timestamps and the playout time. This would allow media samples with sim-
ilar timestamps to be dispatched at similar times. This would reduce the rendering
buffering that needed to be added.
When mixing different assets with different timestamps, the playout engine will
need to modify these to allow the renderer to play them out smoothly. For example,
archive assets will have timestamps which bear no relationship with real time. These
will need to be adjusted to be consistent with the main playout stream.
End-to-End Delay
End-to-end delay is important from a user experience point of view. In the asyn-
chronous model, delays are introduced intentionally to allow re-synchronisation of
media streams at points where this is important (e.g. on the client device). The vari-
ous components en route must work within a delay budget to ensure that end-to-end
delay is kept acceptable.
19.6 An Asynchronous Future?
The truly asynchronous model sounds attractive, although whether or not it is
adopted depends on many technical and commercial factors. Step change in any
industry is disruptive, and the production and broadcast industries have vast experi-
ence with the status quo: there will need to be significant external reasons to move
from the current, well-understood approach. The TV broadcast industry demands
very high levels of reliability, and this tends to make them averse to any change that
might compromise this. Change is threatening to domain experts!
Assuming the perceived threats can be overcome, allowing the infrastructure to
be asynchronous reduces the requirements on networking equipment so that generic
Ethernet switches and routers can be used. Equally importantly, the more relaxed
timing constraints of an asynchronous infrastructure allow software to be used for
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processing and manipulation, as an asynchronous infrastructure can deal with the rel-
ative unpredictability of execution time in most software services. The key require-
ment is that timestamps are preserved.
Therefore, a timing-tolerant system is a key enabler to allowing processes to run
in software, and this in turn begins to pave the way for the greater use of cloud
technologies and hosting some services by third parties. This has the potential to
dramatically change the media distribution industry.
One of these changes will be the ability to produce more flexible media assets
easily. In the asynchronous IP world, all the elementary media streams that constitute
an asset would share a common timing system, but would not have to be delivered
together, that is, they do not all have to pass over the same SDI cables. Subtitles,
metadata, etc., can all be sourced and distributed relatively independently.
An asynchronous infrastructure would also allow the standards for the different
media types to evolve independently, since it would no longer be a requirement that
every new piece of data also has a SMPTE standard to specify how it would be
encapsulated in SDI and sit alongside all other ancillary data.
19.7 Future Transport Protocols
Ideally, we should be able to carry data (which may be video) over any network;
fixed or mobile, as multicast or unicast, and be able to handle dynamic handover
from one to another. This should be an internal network decision, not one that the
Content Service Provider should be directly concerned with.
Currently, terrestrial and satellite TV services deliver MPEG-2 TS as the lowest
layer of their protocol stack. These transport streams are designed specifically for
broadcast TV requirements and whilst it is possible to deliver non-media payloads
such as EPG data, these are intended to supplement the TV service.
In contrast to this, Internet protocols tend to be generic. HTTP now dominates as
the protocol of choice for non-conversational services. Even services such as video
streaming which would previously have used a specialised protocol now use HTTP.
However, HTTP is designed for downloading files, and its underlying TCP transport
protocol means that although the files are guaranteed to arrive intact, the bitrate and
delay are highly unpredictable, and this unpredictability does not make HTTP a good
candidate for a video streaming protocol. It is possible to argue that, whilst HTTP
can be used for almost all (non-conversational) services, it is also sub-optimal in
most cases.
So why is HTTP ubiquitous? It is attractive because it is generic and reusable.
Content Delivery Networks (CDNs) need only implement the one protocol stack,
and, whilst performance may be tuned according to the mix of services, fundamen-
tally the use of HTTP dramatically simplifies network infrastructure. Further, reuse
of the single protocol stack means that all services benefit from its capabilities. For
example, Transport Layer Security (TLS), caching, etc., can be used “for free” by any
service that uses HTTP. Additionally, HTTP-based protocols will traverse standard
560 T. Stevens and S. Appleby
firewalls and survive Network Address Translation (NAT), whereas more esoteric
protocols may not by default.
The unpredictable throughput and the concatenation of files that represent the
media segments into a single stream are dealt with at the connection end points.
For video streaming, for example, a combination of increased buffering on the client
devices and adaptive bitrate streaming reduces the occurrence of stalling and there-
fore permits a sufficient degree of quality control. The question then arises: is there
a wider advantage to replacing specialised TV and video distribution protocols with
Internet-type protocols, and how could this be done? There are a number of advan-
tages to using a non-specialised protocol stack:
∙ It is much easier to carry any data efficiently, not just media.
∙ The same protocol stack could be used for different network types (fixed, mobile,
over-air broadcast).
∙ A common protocol stack will facilitate multicast carriage of otherwise unicast
data and will facilitate dynamic switching between multicast and unicast.
∙ A common protocol stack will facilitate switching between network types (e.g.
between fixed and mobile).
∙ If the protocol is designed to carry HTTP-like data, then it can easily interface
with content service providers, end devices and network caches or CDNs.
HTTP is of course a bidirectional, unicast protocol and relies on a reliable trans-
port protocol underneath. One-to-many networks are not inherently reliable, and
some such as terrestrial broadcast have no associated upstream path. The key emerg-
ing technical challenge for mass delivery of media is to make a non-specialised pro-
tocol stack work over both multicast and broadcast networks, as well as IP and mobile
ones. It is not cost-effective to put relatively complex CDN nodes at or close to the
edges of the fixed network, and with mobile radio-based networks, we need over-air
broadcast for high-volume efficiency. Therefore some form of multicast or broad-
cast will always be required for efficient, simultaneous delivery of data in the access
network.
It is worth stressing here that HTTP is a client-based and pull-based protocol,
whereas multicast is really server-based and push-based. If we are to use an HTTP-
like protocol for broadcast, then we need to somehow aggregate the multiple client-
pull requests. This is important for two main reasons: firstly, from a service delivery
perspective, it is less efficient to handle many simultaneous requests for the same
data than it is to serve one copy that is subsequently replicated within the network.
Secondly, people understand the term broadcast to mean that everyone receives the
same material at the same instant, and we therefore want all clients to receive the
same bytes at the same time.
It is worth reflecting here that as broadcast has moved from terrestrial analogue
TV over air, through digital terrestrial TV over air, the reception has generally
become less instantaneous because of encoding, transmission and decoding delays.
Similarly, satellite TV adds additional delay. However in these cases, all receivers
using the same generation of technology will receive the same pictures at the same
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instant (at least as far as viewers can perceive), since the signal between transmit-
ter and receiver travels at the speed of light and arrives at the same instant at all
receivers, and two neighbouring houses will see the event at exactly the same time.
It is of course possible for different suppliers STBs or TVs to implement internal
buffering that introduces small variation.
However when moving to IPTV, this is no longer guaranteed, since the infor-
mation is now carried over IP networks, with varying numbers of nodes, switches
and congestion. Multicast over IP will be completely synchronised for receivers in
adjacent houses; however, unicast HTTP will not unless additional steps are taken.
It is certainly possible to aggregate multiple requests by using network caching;
however, doing so introduces synchronisation delay. There will be commercial impli-
cations here, since the content provider may be unwilling to accept this additional
delay without some incentive such as lower costs.
In summary, there are separate protocols and different networks that are optimised
for their specific domains, without an overarching single scheme, and IP appears
to be the natural underlying protocol if we are to unify these differences. We now
briefly discuss technology and standards which can contribute to a solution to these
challenges. In particular, we introduce two newer IP protocols that are interesting in
this area, since they build on the strengths of IP and help to reduce some of the issues
around traditional HTTP.
19.7.1 HTTP/2
The HTTP/2 protocol has been developed as RFC-7540 [13] to address some of the
perceived shortfalls of HTTP. HTTP/2 is now supported in the common browsers and
Web servers, and as of May 2017, approximately 14% of Web site traffic is HTTP/2
[14]. At a high level, HTTP/2 compared to HTTP/1.1:
∙ Is binary, instead of textual.
∙ Is fully multiplexed, instead of ordered and blocking (and streams can be priori-
tised).
∙ Can therefore use one connection for parallelism.
∙ Uses header compression to reduce overhead.
∙ Allows servers to “push” responses proactively into client caches.
It is therefore more efficient in its use of the network, and its push support is con-
ceptually nearer the multicast “push” model. Its multiplexing allows media elements
to be prioritised within a single TCP connection, and therefore, providing the bytes
themselves arrive at the client, the server can ensure that important control and lay-
out information should arrive at the client before less-important data. In a Web page,
for example, it is better to receive the CSS and layout code before the images and so
allow the layout engine in the client the opportunity to arrange the page, rather than
possibly having to wait with buffered images until the layout instructions arrive.
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From our video distribution perspective, there are no disadvantages with HTTP/2
compared to HTTP/1,
3
and (whilst still not being directly multicast-compatible) it is
a better scaling candidate than HTTP/1. It is also being adopted now, and the trends
indicate that it will overtake HTTP/1 within a few years.
19.7.2 QUIC
Google and the IETF are developing their Quick UDP Internet Connection (QUIC)
protocol [15] which, although using UDP instead of TCP, shares many of the design
philosophies of HTTP/2. Both HTTP/2 and QUIC are growing in popularity and
are likely to become mainstream, and looking forward, these will displace HTTP/1.
QUIC is UDP-based, and therefore, packet dispatch and congestion are handled in
user-mode QUIC software rather than in the operating system kernel, since UDP
does not itself provide these dispatch, queue and reassembly functions. Since the
behaviour of the packet delivery is handled in application code, it becomes much
easier (in principle) to take into account application requirements, such as latency.
This is because kernel-mode software such as the TCP stack has, by its nature, to
support all applications equitably and is unable to take account of the specific deliv-
ery requirements of sensitive ones such as video delivery. Furthermore, kernel-mode
components are complex and slow to evolve, and absolute reliability is the top prior-
ity, since failure in the kernel will crash the whole machine. User-mode code lacks
this reliability, but the consequence of failure is generally just a single application
crash. Being in user-mode, the application developers can tune their QUIC/UDP
stack to optimise it to meet the needs of their specific application, and the code itself
can be modified in much shorter timescales than if it were part of the kernel.
Both of these newer protocols are particularly interesting for media delivery since
they enhance the server-push model with the PUSH_PROMISE option. This allows
the server to tell the client in advance about important elements; the client can allo-
cate resources and may be able to make more reasoned decisions about its subse-
quent element requests if it’s told of their impending arrival. The client is free to
either accept the promised elements or can decide to tell the server not to actually
send them.
Stream prioritisation is another important component, since it allows the server to
send the more vital parts, such as Cascading Style Sheet (CSS) elements and scripts,
before the presentation components such as images or video. Once again, this can
benefit the client since it can decide what to do before the content elements arrive, as
opposed to receiving them and then having to wait to decide what to do with them. As
of 2017 however, there are unanswered questions around how these newer protocols
will evolve. QUIC, for example, uses a connection ID rather than the lower-level
3
HTTP/2 strongly recommends encrypting the payload, which might displease network operators
wishing to perform packet inspection or traffic shaping. However, HTTP/1 traffic is increasingly
being carried over encrypted TLS links in any case, so this point may be moot.
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IP address/port combination to identify endpoints (the rationale being that a session
could handoff from one network to another, changing IP address but maintaining
higher-level state). This connection ID is defined by the client, not by the server.
Unfortunately, this is the wrong way round for multicast, where the server pushes
data to clients that may or may not exist. QUIC will need to develop some technique
to address this, allowing a server to specify the connection ID, if it is to be truly
capable of delivering multicast.
Another area ripe for study is how video will be delivered over 5G mobile net-
works (and at the time of writing, it is far from clear what a 5G network actually
will be). 5G will support both multicast and unicast delivery of high-bitrate video
and, like fixed networking, proposes significant challenges in unifying them. Perhaps
the ultimate synchronisation opportunity is to define formats and technologies that
would allow compelling programming to be sent over both fixed and mobile net-
works, by either unicast or multicast, with all these routing decisions left wholly to
the network, and with the viewer being unaware of any changes in delivery.
19.8 Conclusion
Traditional TV production and distribution has been refined over several decades
to deliver excellent programming, both creatively and technically. The story is one
of evolution, first from black & white to colour, and later from analogue to digi-
tal. However, these changes are also disruptive: the traditional benevolent broad-
caster has largely given way to content from newer commercial organisations, and
technological evolution has allowed terrestrial, satellite, and then IP and latterly
mobile to all become carriers for similar TV-like services, using different underlying
technologies.
Evolution does not stand still: IP is still being refined, and the standards for broad-
cast over mobile/5G, in particular, are currently immature. The techniques used in
traditional TV are bespoke and expensive. Emerging IP-based protocols and the
lower costs of generic computing are enablers for a future where programmes can
be produced, distributed and repurposed more simply and cheaply. In a world where
the content must be delivered to many types of devices, over fundamentally differ-
ent kinds of networks, and when the distinction between live and catch-up is blurred,
generic protocols that support precise timing synchronisation present interesting and
in some cases compelling alternatives. Furthermore, developing these protocols for
diverse types of networks and at the same time reducing costs provides major chal-
lenges and, of course, significant opportunity.
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Chapter 20
Camera Synchronization
for Panoramic Videos
Vamsidhar R. Gaddam, Ragnar Langseth, Håkon K. Stensland,
Carsten Griwodz, Michael Riegler, Tomas Kupka, Håvard Espeland,
Dag Johansen, Håvard D. Johansen and Pål Halvorsen
Abstract Multi-camera systems are frequently used in applications such as
panorama videos creation, free-viewpoint rendering, and 3D reconstruction. A criti-
cal aspect for visual quality in these systems is that the cameras are closely synchro-
nized. In our research, we require high-definition panorama videos generated in real
time using several cameras in parallel. This is an essential part of our sports ana-
lytics system called Bagadus, which has several synchronization requirements. The
system is currently in use for soccer games at the Alfheim stadium for Tromsø IL
and at the Ullevaal stadium for the Norwegian national soccer team. Each Bagadus
installation is capable of combining the video from five 2K cameras into a single
50 fps cylindrical panorama video. Due to proper camera synchronization, the pro-
duced panoramas exhibit neither ghosting effects nor other visual inconsistencies at
the seams. Our panorama videos are designed to support several members of the
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trainer team at the same time. Using our system, they are able to pan, tilt, and zoom
interactively, independently over the entire field, from an overview shot to close-
ups of individual players in arbitrary locations. To create such panoramas, each of
our cameras covers one part of the field with small overlapping regions, where the
individual frames are transformed and stitched together into a single view. We faced
two main synchronization challenges in the panorama generation process. First, to
stitch frames together without visual artifacts and inconsistencies due to motion, the
shutters in the cameras had to be synchronized with sub-millisecond accuracy. Sec-
ond, to circumvent the need for software readjustment of color and brightness around
the seams between cameras, the exposure settings were synchronized. This chapter
describes these synchronization mechanisms that were designed, implemented, eval-
uated, and integrated in the Bagadus system.
Keywords Camera array ⋅ Panorama video ⋅ Frame stitching ⋅ Shutter
synchronization ⋅ Exposure synchronization
20.1 Introduction
Media synchronization is certainly not a new research area. Over the last decades,
various mechanisms have been proposed, covering a wide span of usage scenarios.
In our research on the Bagadus system [1], we developed a camera array system for
real-time video panorama recording. To generate high-quality wide field-of-view
panoramas, Bagadus ensures that multiple components between the back-end pro-
cessing machines and cameras are accurately synchronized in various ways. For
instance, frame-accurate synchronization is required to avoid errors around mov-
ing objects, different colors, and luminances. As Bagadus aims at running live in
real-world scenarios, real-time performance and a perceptually good video quality
are key requirements. This chapter addresses mainly the challenges we faced related
to synchronization of cameras to achieve our video quality goals.
Our first challenge was related to performance and image consistency issues when
handing camera synchronization in software. As Bagadus was developed to cap-
ture soccer games, the objects it records often move at speeds that demand accu-
rate camera trigger synchronization. To avoid parallax errors and ghosting effects
due to moving objects captured in the seam region by several cameras, the cam-
eras must be shutter-synchronized with sub-millisecond accuracy. In this respect, the
fairly widespread software approach to handling camera synchronization, which con-
sists of measuring the cameras’ temporal drift to sort the drift-compensated frames
before panorama rendering, fails to solve the consistency problem. Experience with
software-triggered exposure suffered from operating system scheduler limitations.
Our solution was to add an external trigger signal that is broadcast synchronously to
all cameras.
20 Camera Synchronization for Panoramic Videos 567
Our second challenge was related to the inconsistent visual quality we initially
observed across different cameras. It is important for the visual quality of panorama
videos that there is a consistent brightness and color balance across the pixels that
are captured by the individual cameras. We can install identical color lookup tables
on all cameras, but we cannot fix exposure. Since Bagadus is deployed outdoors
in a geographic region with unstable weather conditions, a constant exposure setting
would yield intervals of over- or underexposed frames. Likewise, we cannot use auto-
exposure on all cameras. Since auto-exposure relies on a brightness histogram, and
all cameras see different parts of the field without a common overlap, each camera
will make independent and different exposure decisions, both in case of a full-frame
histogram and a histogram for a region of interest (ROI). For Bagadus, we therefore
developed a solution where the cameras use one pilot camera that performs auto-
exposure. Its exposure settings are then read by host software and copied to all other
cameras. This achieves very good exposure synchronization while adapting to most
external conditions.
20.2 The Bagadus Sport Analysis System
Bagadus [1–3] is a sports analysis systems for real-time panorama video presenta-
tion of sport events. The system is currently installed in two stadiums in Norway:
Alfheim stadium in Tromsø (Tromsø IL) and Ullevaal stadium in Oslo (the Norwe-
gian national soccer team). An overview of the architecture and interaction of the
different components is given in Fig. 20.1. As shown in the figure, Bagadus consists
of three main sub-systems: a player tracking system, a coach annotation system, and
a video system.
Using these sub-systems, Bagadus implements and integrates many well-known
components to support the selected sport application scenario where the combina-
tion of different technologies raises requirements on both spatial synchronization
and temporal synchronization of multiple signals from independent sources. The
novelty lies in the combination and integration of components enabling automatic
presentation of video events based on the positional sensor and analytics data that
are synchronized with the video system. For example, Bagadus supports automatic
presentation of video clips of all the situations where a given player runs faster than
10 miles per hour or when all the defenders were located in the 18-yard penalty
box [4]. Furthermore, we can select and follow single players and groups of play-
ers in the video, and retrieve and repeat the events annotated by expert users. Thus,
where people earlier used a huge amount of time for analyzing the game manually,
generating video summaries, and making long reports, Bagadus serves as an inte-
grated system where the required operations and the synchronization with video are
managed automatically.
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Fig. 20.1 Architectural overview of the Bagadus system
20.2.1 Player Tracking System
There exist several player tracking systems based on, for example, GPS, radio, or
optical technologies. Bagadus potentially can use any type of tracking, but in the cur-
rent installation, the player tracking system imports player positions from the ZXY
Sport Tracking system [5]. ZXY is designed for fixed installations using advanced
radio technology for both its positioning and data communication, and it collects
several objective data elements including the players’ positions typically at 20 or
40 Hz.
In Bagadus, the player positions are used not only to gather player movement
statistics, but also to highlight players in the videos and to extract video clips based
on player movement. For this, the time stamps of the video clips and the time stamps
of the sensor data must be synchronized. Fortunately, this is not a very hard syn-
chronization problem since the clocks on all machines are synchronized using the
network time protocol (NTP) [6]. The clock synchronization accuracy provided by
NTP is sufficient for aligning positional data with video clips. This synchronization
issue will therefore not be covered further in this chapter.
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20.2.2 Coach Annotation System
The coach annotation system [7] replaces the traditional pen-and-paper annotations
that coaches previously had to (and still) rely on for annotating soccer games. Using
the Bagadus mobile app, coaches can annotate the video quickly with a press of a
button. The system is based on hindsight recording where the end of the event is
marked, and the system then captures video prior to this mark. Furthermore, the
registered events are stored in an analytics database that can later be shown along
with the corresponding video of the event. Here, the time of the tagged event and the
video must be synchronized, and the mobile device therefore synchronizes its local
time with the NTP machines. However, it is only a fairly loose second-granularity
time-sync requirements, and hence, it is not further discussed here.
20.2.3 Video System
The video system consists of multiple small shutter and exposure synchronized cam-
eras that record high-resolution video of the soccer field. The cameras are set up to
cover the full field with sufficient overlap to identify common features necessary for
camera calibration and panorama frame stitching. The frame stitching is based on a
homographic mapping of each camera image into the panorama. The mapping matri-
ces for each camera are statically generated through an offline calibration process.
Nevertheless, the shutters and exposures of each camera must still be coordinated
and dynamically adjusted.
20.2.3.1 Camera Setup
To capture the entire soccer field, Bagadus uses five 2K Basler industry vision cam-
eras [8], each delivering a maximum resolution of 2046 × 1086 pixels at 50 frames
per second (fps) over Gigabit Ethernet. We use an 8-mm lens [9] with virtually no
image distortion and avoided having to apply lossy debarreling operations. To max-
imize the panorama resolution, the cameras are rotated by 90◦, giving a per-camera
field-of-view of 66◦.
The cameras are statically mounted in a circular pattern, each covering a different
part of the soccer field, as shown in Fig. 20.2. The cameras are pitched, yawed, and
rolled to look directly through a common point about 5 cm in front of the lenses in an
attempt to reduce parallax effects. As a result, only minor adjustments are required
before the images can be stitched together into the panorama frame.
570 V. R. Gaddam et al.
(a) Camera rig (b) Overlapping camera capture regions
Fig. 20.2 Camera setup at the stadiums
20.2.3.2 Video Processing Pipeline
To support live video feeds, our camera output is processed through a custom real-
time video pipeline [10, 11]. In its basic configuration, Bagadus’ video pipeline
consists of a background subtractor, a warper, a color corrector, a stitcher, and an
encoder. The pipeline can also be configured to include YUV and RGB converters,
Bayering modules [12], a debarreler, and a high dynamic range (HDR) module [13].
Most pipeline components can utilize both the central processing unit (CPU) and
the graphics processing unit (GPU) [14, 15] for high-performance data process-
ing. Figure 20.3 illustrates the data processing used in our two Bagadus deploy-
ments, with samples of individual recorded video frames as shown in Fig. 20.3a.
Figure 20.3b depicts how these frames are stitched together in the overlapping regions
by a dynamically calculated seam. The final panorama video (see Fig. 20.3c) has a
frame resolution of 4096×1680 pixels and is encoded and compressed with the x264
encoder [16] into the H.264/MPEG-4 Advanced Video Coding (AVC) compression
format.
20.2.3.3 Interactive Pan-Tilt-Zoom
When encoding video, we prioritize video quality over compression. As this leads
to high demands on available network bandwidth to transfer the full-resolution
panorama video, we explored the use of personalized views to reduce bandwidth
requirements. Personalized interactive Pan-Tilt-Zoom (PTZ) operations that lead
to server-sided encoding achieve lower bandwidth consumption by transcoding the
panorama to a final view at a resolution appropriate for the receiver [17]. Moreover,
personalized views for a large number of interactive receivers can be constructed
from tiles that are stored in several representations of different quality, allowing each
receiver to stream high-quality sub-streams (tiling) only for a region of interest [18,
19]. This means that a client only retrieves the video streams (tiles) at high resolu-
tions that are relevant to the user experience. The other tiles can be either retrieved
in low quality or omitted completely. Such tiling is also possible using the Spatial
Relationship Description (SRD) extension [20] of the Dynamic Adaptive Streaming
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(a) Alfheim stadium individual camera frames
(b) Alfheim stadium stitching areas
(c) Alfheim stadium generated panorama
(d) Ullevaal stadium generated panorama
Fig. 20.3 Panorama examples from Alfheim stadium and Ullevaal stadium
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over HTTP (DASH) standard, and combined with the new tiling feature of the High
Efficiency Video Coding (HEVC) standard [21], a tiled video can be stitched in the
compressed domain and decoded on a single CPU while switching tile quality based
on the active region of interest. Nevertheless, the quality (an invisible seam) of the
original panorama, tiled or not, is of high importance as the users may dynamically
move their regions of interest across the seams between the cameras.
20.2.4 Synchronization Challenges
As outlined in this section, we encountered several synchronization issues while
building and deploying Bagadus in order to ensure a high-quality panorama video.
Synchronization of video frames with data from the positional and event annotation
systems was trivially overcome by having hardware clocks synchronized using NTP.
The sub-second accuracy provided by NTP [22] is sufficient for this purpose. We did,
however, also encounter two additional and non-trivial synchronization challenges,
both directly related to the visual quality of the final panorama video. These were:
(1) shutter synchronization, which is required to avoid that moving objects appear
at different positions in the corresponding frames from different cameras; and (2)
exposure synchronization, as the cameras have different metering points for auto-
exposure potentially resulting in mismatching lighting levels in the various cameras.
In the remainder of this chapter, we focus on how Bagadus overcomes these two
challenges.
20.3 Camera Shutter Synchronization
To ensure an errorless generation of panorama frames with respect to parallax errors
stemming from moving objects, we need a synchronization signal that triggers the
camera shutters. In this section, we show the potential problems of parallax errors
stemming from lack of camera trigger synchronization. We then describe our solu-
tion and show how we have solved the problem using external trigger signals.
The initial processing stages of the Bagadus pipeline are processed independently,
making use of three computers and multiple threads on each of them. This is nec-
essary to deal with the bandwidth of five gigabit Ethernet-connected cameras. The
three machines are running in the same local area network and synchronized by NTP
to the same time server, which ensures a fairly accurate clock synchronization and
suppresses drift [22]. To keep track of frames from different streams that contribute
to the same panorama frame, we write a local Unix time stamp into the header of
each frame as it is retrieved from the camera. This time stamp is maintained through-
out the processing modules, but otherwise ignored until the frame is rendered into
the panorama. At that point, we read the time stamps and use them as a barrier before
writing the panorama. We consider two time stamps t1 and t2 equivalent if they are
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(a) (b)
Fig. 20.4 Ghosting effects using different stitching techniques
closer in time relative to the video’s frame rate. Given a video with an f Hz frame
rate, we have that:
t1 ≡ t2 ⟹ |t2 − t1| <
1
2 × f
To ensure that all moving objects are located in the same place when different
cameras record corresponding frames, the camera shutters need to be synchronized.
If they are not, the frames can be captured any time within the time interval for a
given frame set, and even small deviations can be seen when soccer players move
through the stitching seam. As an example, consider an athlete running 100 m in
10 s. If we are running our video recorder at 25 fps, the maximum time shift between
frames is 40ms, and the athlete would move 40 cm per frame.
1
At that speed, there
will be a highly visible ghosting effect in the generated panorama frames, as shown
in Fig. 20.4. In particular, Fig. 20.4a depicts a stitch where we have used a sim-
ple weighted average between the two overlapping images which are out of sync.
Figure 20.4b shows a similar example where the player is visible on both sides of the
seam.
To create a smooth transition between the stitched frames in the panorama, each
source frame must be captured at the exact same time. Even small deviations can, as
we illustrated above, be seen when soccer players move through the stitching seam.
An important part of the frame synchronization operation is therefore to make sure
that the frames are captured simultaneously. After evaluating existing approaches, we
ended up with a solution where the cameras are triggered externally. The approaches
for this can be divided into two main classes: software-based triggers and hardware-
based triggers.
1
This is slightly slower than the 100-m sprint world record from 2009 by Usain Bolt of 9.58 s [23].
Bolt’s movement between frames would be approximately 42 cm. The speed of the Ronny Heber-
son’s free kick [24] was clocked at a whooping 221 km/h, which would result in a difference of
2.5m between frames from different cameras.
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20.3.1 Software-Based Triggers
Earlier work on shutter synchronization has to a large extent focused on extracting
the temporal relation of frames in a software post-processing step and using those
relations to recreate a temporally consistent scene. Hasler et al. [25] rely on the cam-
eras’ built-in microphone to capture sound and use the audio signal to align video
frames. An important problem is that audio samples are usually not time-aligned to
sample accuracy but only roughly to frame accuracy. Pourcelot et al. [26] consid-
ered post-processing based on the timing of a flickering light source recorded with
a shutter speed of 1000Hz. Also, Shrestha et al. [27, 28] use flashes to synchronize
individual camera timelines. Ruttle et al.’s approach of a spinning disk [29] provides
high accuracy with less visual disturbance. Bradley et al. [30] go far beyond this
by even removing motion blur by lighting a scene up with stroboscopic light. We
found this kind of method not applicable in practice in a soccer stadium because
light sources are either obstructing the field-of-view, overexpose the entire frame,
or become indiscernible from lighting change in the recorded scene. In the litera-
ture, the accuracy achieved by rough clock synchronization is frequently considered
acceptable for both panorama stitching and 3D reconstruction. Duckworth et al. [31]
and Moore et al. [32] have illustrated the inaccuracy that is introduced if a 3D recon-
struction is undertaken from unsynchronized frames. Consequently, synchronization
should be the first step in 3D reconstruction. Synchronization from silhouettes has
received quite a bit of attention [33–36]. Haufmann et al. [37] integrate synchroniza-
tion into 3D volume carving by minimizing variations in epipolar geometry. Nischt
and Swaminathan [38] extract 3D points and minimize the variation in the funda-
mental matrix between cameras. Shankar et al. [39, 40] sort frames by minimizing
the variance between trajectories of scale-invariant feature transform (SIFT) feature
points, Tao et al. [41] use point triplets, and Velipasalar and Wolf [42] use the tra-
jectories of bounding boxes around extracted objects, while Whitehead et al. [43]
use textured objects. These approaches are not compatible with the Bagadus camera
setup. All of them require camera positions that allow reasonably accurate 3D local-
ization of points. Our cameras, however, are arranged to allow panorama creation
by 2D homographic transformation only, which requires (roughly) identical camera
centers (i.e., a baseline of zero). Obviously, that voids all attempts of 3D reconstruc-
tion.
20.3.2 Hardware-Based Triggers
After evaluating existing software-based trigger solutions for Bagadus, we selected
a hardware approach where the cameras are triggered externally. In this respect, sev-
eral existing systems use hardware triggers. Genlock [44] is a classical method for
synchronizing cameras in the world of broadcast entertainment; i.e., the video out-
put of one source, or a specific reference signal from a signal generator, is used to
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synchronize other television picture sources together. Smith [45] listed it as a basic
requirement for video support in athlete training. Collins et al. [46] used it to acquire
multi-view video. Alternatively, a shutter synchronization circuit for stereoscopic
systems (RS232) was proposed [47] where the switching of the LCD shutter and the
vertical synchronization scanning signal of the VGA graphic card can be synchro-
nized. Blue-C used an unspecified hardware synchronization method [48]. Wilburn
et al. [49] carry the synchronization signal over Firewire to an array of camera sen-
sors and redistribute it via Ethernet (CAT5) cables in the array. A non-standardized
method uses the transmission of the Society of Motion Picture and Television Engi-
neers (SMPTE) time codes over wireless networks such as Wi-fi [50]. Litos et al. [51]
constructed a PCB to refine the NTP-based rough synchronization of computers with
Firewire cameras by recording and evaluating a high-resolution clock constructed
from LEDs. Obviously, this yields very accurate knowledge of synchronicity, but
it relies on the computer’s operating system and camera implementation for syn-
chronous recording. Sousa et al. [52] use the power supply itself to synchronize self-
timed cameras attached to a single field-programmable gate array (FPGA) platform.
Nguyen et al. [53] built a triggering circuit using an Arduino board to synchronize a
structured light projector with a camera. Such hardware triggers seem to be the best
solution for Bagadus, and we therefore built our own similar solution to meet the
system requirements.
20.3.3 The Bagadus Shutter Synchronization
For Bagadus’ intended deployment scenarios, the easiest approach was to directly
connect the recording machines to the cameras and send trigger signals from the
machines. Here, the challenge is the synchronization accuracy of the signals sent to
the cameras. If the recording machines send signals to their own cameras, the trigger
signal processes must compete for the CPU on highly loaded machines. Furthermore,
for a perfectly stitched frame, we need machine synchronization at a more accurate
level than NTP can deliver. An improvement would be to use one single process on
only one of themachines, but the process is still competing for the resources. Our first
approach was to develop a fairly generic hardware synchronization box for industry
vision cameras, as shown in Fig. 20.5a. This box was powered and generated trigger
signals for up to eight cameras over a dedicated cable. Furthermore, the user could set
a frame rate for the box, with multipliers for every individual camera port. The box
provided power to the cameras as well, because the cameras’ 6-pin Hirose connector
is used for both synchronization and power. This box worked fine, but due to own
hardware design, the need for own power supply, a large box size, and a small clock
drift varying with the large Norwegian temperature changes, we opted for a system
using off-the-shelf equipment (Fig. 20.5b). It has a simpler operation in software,
supports an arbitrary number of cameras, can draw power from an Ethernet cable,
and provides synchronization with the recording machine to avoid drift. Figure 20.5c
shows the box installed at Ullevaal stadium.
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(a) Building trigger box, V1 (b) Trigger box, V2 (c) V2 in use
Fig. 20.5 Bagadus trigger boxes
Fig. 20.6 Camera shutter synchronization in Bagadus. We have one timer running on one of the
NTP synchronized recording machines syncing the trigger box once a second, and a shutter trigger
box sending a signal every 1/fps second
As shown in Fig. 20.6, our trigger box
2
is divided into two parts, where we both
ensure that the trigger signal is generated without interrupts (the shutter trigger) and
avoid clock drift between the trigger box and the recording machines (the timer). One
of the recording machines is synchronized with an NTP server and runs a process
that maintains a timer. This process ensures that the clock of the synchronization box
does not drift from the recording machines that is synchronized with the trigger box.
The timer process sends a signal once a second to restart the timer on the synchro-
nization box; i.e., it is synchronized once every second. In order to ensure resource
availability, the process runs with the highest scheduling priority on Linux using the
SCHED_FIFO class. Furthermore, we use an external trigger box that sends a sig-
nal to all the cameras to capture an image. Here, we use an Arduino device which
uses its local clock to send a broadcast shutter trigger signal every 1∕fps seconds. It
divides the number of CPU cycles per second to the frame rate and counts the cycles
between each signal.
2
The Bagadus trigger box design and code are available here: https://bitbucket.org/mpg_code/
micro-trigger-box.
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Our approach ensures that all the cameras capture a new frame at exactly the
same time, with an accurate frame rate. It also means that the frames will typically
be either completely synchronized, or one trigger interval off, making it easier to
identify when a camera falls behind and loses a frame.
20.4 Camera Exposure Synchronization
Another challenge when capturing synchronized frames from cameras having a dif-
ferent field-of-view is contrasting lighting conditions between these cameras. In this
section, we evaluate approaches for creating a completely automatic camera array
capture system with a particular focus on dynamic camera settings. There are other
settings that also might be synchronized. For example, in the current scenario using
several cameras to generate a panorama video, the aperture must be kept constant
to avoid changing the depth of the field. This means that the only parameters that
one can (or should) control are the exposure time and the gain. However, we do not
have full freedom in controlling both these parameters. The electric gain introduces
noise in the system, so the highest image quality is achieved when the gain is as low
as possible. The exposure time has an upper limit both because it can cause motion
blur during the game and also because there is a hard limit set by the frame rate. So,
a priority-based estimation must be used which changes the exposure time until it
reaches the threshold and then modify the gain if the exposure needs more compen-
sation.
The cameras in our setup allow for both continuous automatic and manual expo-
sure configuration. In an outdoor setting, lighting conditions can change quite rapidly,
and we found that some form of adaptive exposure control was required. One of the
main challenges in building such a system is that there is no common area of the
soccer pitch visible to all the cameras (see Fig. 20.2b) that can be used for metering
the light in order to set the appropriate camera parameters. The video camera is able
to determine the optimal automatic exposure. However, that will be independently
set for each camera. Due to different fields of view, it causes potentially large expo-
sure differences, which becomes a visual annoyance when the images are stitched
together. That can, for example, be a major problem if some cameras contain areas
that are particularly bright or dark, e.g., strong sun, bright snow, or strong shadows.
Examples of some of the experienced visual effects due to different exposure settings
in the camera array are shown in Fig. 20.7a and b.
When doing any form of image mosaicking, color correction generally needs to be
applied on all individual source images. In an earlier version of Bagadus, this oper-
ation was part of the panorama processing pipeline [11]. However, we later adapted
an approach where Bagadus controls the image exposure by broadcasting one iden-
tical configuration to all cameras [54]. For this to work, however, the cameras must
have identical physical configurations to ensure that the cameras produce combin-
able results. Our setup with identical cameras, lenses, and capture software proved
to work well with an identical exposure setting on every camera. This can be seen
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(a) Panorama with independent auto exposure. There is snow around the field, and the metering
system has to compensate for this and make a good choice of exposure values. Here, we have used a
flat panorama with static (vertical) seams. One can clearly see the differences between the cameras
(b) Panorama with independent auto exposure. Here, we have used a cylindrical panorama with
dynamic seams, and the differences between the cameras are again very visible
(c) Panorama with identical camera exposure values, i.e., all cameras use the same exposure setting.
The visual improvement is huge, and the seams are already very hard to identify
Fig. 20.7 Panorama with independent auto-exposure versus identical exposure
in Fig. 20.7c, which shows a panorama generated from cameras with identical expo-
sure settings. The individual auto-exposure sometimes produces a good result, e.g.,
the two rightmost images in Fig. 20.7b, but often, the automatic (non-synchronized)
exposure results in very different exposure times. The effects of this is even greater
on sunny days, as the differences increase.
Setting the exposure manually is, however, not always sufficient. The lighting
conditions often change during a game due to the weather and the movement of the
sun. We therefore present an approach where the time between two temporal frames
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is exploited to communicate the exposures among the cameras where we achieve
a perfectly synchronized array. An analysis of the system and some experimental
results are presented. In summary, a pilot camera approach running in auto-exposure
mode and then distributing the used exposure values to the other cameras seems to
give best visual results.
20.4.1 Existing Exposure Approaches
When an array of multiple cameras produces images that are not captured using
similar exposure parameters, there will be visual differences between adjacent cam-
era images. Often, it can be solved by color correction approaches that handle the
images post-recording [55]. Tian et al. [56] highlight challenges with color dis-
tortion in panoramic imaging and introduce a new approach for color correction.
Another way for color matching is also proposed by Doutre and Nasiopoulos [57].
Xu et al. [58] provide a good performance evaluation of several color correction
approaches. Xiong et al. [59] proposed an elegant color correction approach which
applies a color transformation that is optimized over all the images to minimize dras-
tic changes per image. Ibrahim et al. [60] provide an interesting approach for select-
ing the reference for color correction.
Nevertheless, even though color correction approaches can provide good results
in panorama images, they can introduce artifacts like flicker and unnatural colors
when it comes to the stitched videos. Furthermore, a better solution would be to
attack the problem at the source rather than correcting for the error afterward; i.e.,
this problem can be handled even before the recording of the videos in a constrained
space like a sports stadium.
20.4.2 The Bagadus Automatic Exposure Approaches
From our initial experiments and existing work in the field, we conclude that we need
some kind of dynamic automatic exposure control synchronizing the camera settings
across the camera array. In this respect, we use the cameras’ internal metering mech-
anism to estimate the exposure parameters. The region of interest that is considered
for metering can be modified for each camera. We make use of this functionality
in the three exposure setting approaches described here (for a quick overview, see
Table 20.1). Furthermore, we also present some experimental results showing the
visual differences between the approaches and the importance of a synchronized
exposure when generating panorama images or video frames. Finally, we present
two other related approaches to improve the image quality, i.e., high dynamic range
(HDR) and seam blending (see Table 20.1).
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Table 20.1 Overview of the implemented automatic exposure approaches (independent metering,
pairs metering, and pilot camera), high dynamic range, and seam blending in Bagadus
Approach Description Region selection Visual output
Independent
metering
Use a same colored, but not the
exact same, area (the green grass)
as a suited surface for metering to
perform individual auto-exposure.
The internal mechanism decides on
a specific exposure for each
individual camera
Manual Fig. 20.7a, b
Pairs metering As shown in Fig. 20.2b, adjacent
cameras have an overlapping
region of pixels which is used for
metering to perform pairwise
synchronized auto-exposure
Manual Fig. 20.8
Pilot camera One pilot camera functions in fully
auto-exposure mode where the
pilot camera’s exposure parameters
are transferred to all the other
cameras
Automatic Figs. 20.3d, 20.7c,
20.10
High dynamic
range
Capturing the initial video frames
with alternating exposure,
switching between high (bright)
and low (dark) exposure times
which is combined using radiance
and tone mappers
Manual Fig. 20.14
Seam blending A simple feathering approach
where a weighted average between
the two overlapping areas of the
images is performed
– Fig. 20.16
20.4.2.1 Independent Metering
The most trivial approach for an automatic exposure system is independent meter-
ing. Since our target space is a soccer stadium, we can use the green surface of the
soccer field, which is a well-suited surface for metering, to evaluate the exposure
parameters. Initially, a manual selection of metering region is selected per camera,
and the cameras are configured to make an automatic exposure. The internal mech-
anism decides on a specific exposure value and gain to achieve a pre-defined gray
value for the average of all the pixels from the metering region. An upper limit can
be imposed on the exposure time to force the camera to use a higher gain in case of
low light, instead of increasing the exposure time.
We already demonstrated the effects of such an approach in the beginning of this
section where Fig. 20.7a depicts a scenario where snow is on the soccer field. The
metering system has to compensate for this and make a good choice of exposure
values. The influence of snow can also be observed in the independent metering
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approach. Figure 20.7b shows another example using a different panorama genera-
tion approach also in a contrasting lighting setting with less snow. Again, we can
observe differences between the cameras. The problem is that the exposures are dif-
ferent in each of the cameras, and even though each image is well exposed, they are
not synchronized, i.e., introducing large visual differences in the generated panorama
image.
20.4.2.2 Pairs Metering
This approach can be considered as an improvement of, but still a special case of, the
independent metering presented above. In this approach, we exploit the fact that the
adjacent cameras have an overlapping region. Therefore, camera pairs are formed
which have defined regions of interest that point to the same physical space on the
field. The selection of the regions of interest is performed manually to minimize the
effect from the players or other elements on the field. Then, the cameras are run
independently to perform automatic exposure, but metering based on the selected
patches that are overlapped. Since the camera pairs are physically close to each other,
the directional reflections will have minimum effect on the exposure. However, the
first camera pair and the second pair are at a distance of 4m from each other in this
experiment (tested only on an early version of the pipeline [11]).
Figure 20.8 shows the pairs metering approach in one of the possible light condi-
tions, i.e., when the sky is partially cloudy. In this approach, a clear difference can
be seen at the center of the field due to the pairwise exposure settings. However, the
left and the right camera pairs (using the same region of interest for metering) of the
panorama are perfectly seamless. Nevertheless, our goal is to have a perfect setting
for the entire panorama, and this approach was therefore early abandoned.
20.4.2.3 Pilot Camera
The pairs metering approach shows the potential of synchronizing the camera set-
ting, but we need an automatic solution that is camera array wide. The idea here is
therefore to use a pilot camera that functions in auto-exposure mode where the pilot
camera’s exposure parameters are transferred to the other cameras. Here, let the m
Fig. 20.8 Panorama generated using the pairs metering approach under a partially cloudy sky
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cameras be named Cj, where j ∈ [1,m], and Cp be the pilot camera. Let ej and gj
be the exposure time and gain of camera Cj. Then, given ep and gp from the pilot
camera which operates in auto-exposure mode, we need to compute ej and gj for the
rest of the cameras. Furthermore, let Tj be the transformation function from the pilot
camera to camera Cj. Then,
(ej, gj) = Tj(ep, gp). (20.1)
The transformation function depends on the relation of camera Cj to the camera Cp.
In an ideal situation where the cameras are all identical and have exactly the same
settings for aperture and focal length, Tj will be identity function. However, this is not
the general case because physically different cameras do not have identical spectral
response curves thus leading to difference in exposures. Other factors that can cause
differences are the imperfections in adjustment of the aperture size. Generally, the
cameras need a prior calibration step to estimate the corresponding transformation
functions.
Fig. 20.9 The pilot camera approach. For frames n and n + 1, the colors of the frames indicate
different exposure values (ej and gj). Camera Cpilot gets a signal from the controlling machine to
read the auto-exposure values for frame n + 1. The values are sent back to the controlling machine,
which again broadcasts the exposure values to the other cameras. Once received by all cameras,
they all use the same exposure
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The general processing flow is shown in Fig. 20.9. There are two types of threads
that are running concurrently: one for controlling and communicating with the pilot
camera and the others for the other cameras. All threads have a synchronization bar-
rier at the end of every frame. Periodically, the pilot camera thread sends a trigger
to the pilot camera to make an auto-exposure signal and lock the exposure until the
next trigger. In Fig. 20.9, this can be seen before acquisition of frame n. After the
exposure, the exposure parameters ep and gp are transferred back to the controlling
machine. These parameters are communicated to other threads which in turn transfer
these individually to the other cameras applying the appropriate transformation.
It can be observed that the frames n of the other cameras are not synchronized
in exposure with the pilot camera, but we have observed empirically that the light
conditions change slowly over the period of the exposure updating trigger. One more
important detail is that the frame rate sets a hard upper bound on the execution time
and thus on exposure time too. The formulation of transformation function cannot
guarantee this because one of the transformations can demand a higher exposure time
than the upper limit, especially when the cameras have lower response to light than
the pilot camera. This problem can be handled in two ways. One way is to embed this
property into the transformation function by placing an upper bound. The other way
is to handle it in the driver before setting the camera parameters. We experienced
that the driver solution is safer and more robust to further changes in the algorithm.
Figure 20.10 shows the pilot camera approach when there is an overcast sky, and
using the flat panorama pipeline. Here, it can be observed from the figure that the
exposure in the whole of the panorama is perfectly synchronized as there are no
visual differences between the different parts in the stitched image. There is no spe-
cific color correction applied when stitching the panorama. Similar results can be
observed for the later cylindrical panorama in Fig. 20.11c where the colors are the
same and the stitches are hardly visible.
We therefore allow a single pilot camera to use automatic exposure. Then, at
a given interval, for example, every ten seconds, we read this camera’s automatic
exposure values and broadcast these values to all the other cameras. This is done
asynchronously by sending an exposure event message to the system server, i.e., the
processing machine, which further broadcasts the message to all connected camera
modules over the Transmission Control Protocol (TCP). This is not a time critical
operation and can be done through a best effort approach on each individual cam-
era stream. Figure 20.11 shows an extreme case, where each camera asynchronously
receives the first exposure update. Once the recording is up and running, there are
typically only minor changes on each update.
Fig. 20.10 Panorama generated using the pilot camera approach under an overcast sky
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(a) Initial metering (frame k)
(b) The exposure update did not reach all cameras (frame k+1)
(c) All cameras’ exposures are updated (frame k+2)
Fig. 20.11 Panoramas during an exposure synchronization. Initially, the frames are dark, and we
here display how the exposure for different cameras changes during the metering process. Three
frames are captured 20ms apart at 50 fps. Usually, updated exposure settings are received by all
machines between two frames
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20.4.2.4 High Dynamic Range
In Bagadus, as mentioned above, we also have support for HDR in order to deal with
the challenging lighting conditions of a large outside environment in the presence of
strong sun. This mechanism is achieved by capturing the initial video frames with
alternating exposure, switching between high (bright) and low (dark) exposure times.
However, in the case of exposure synchronization, the inclusion of the HDR module
complicates the operation as the cameras must alternately switch between high and
low synchronized exposure values. In order to generate a usable panorama, the two
exposure times to use must be selected with care. Figure 20.12 shows an example
output, with the low and high exposure images stitched together (displaying only
parts of the entire panorama). Note how the two images complement each other by
(a) Low exposure set (b) High exposure set
(c) Low exposure set (cropped) (d) High exposure set (cropped)
Fig. 20.12 Sample exposure sets, used by the HDR module, showing the low and high exposure
frames. Note that these have been stitched for visual purposes, though in the actual module, they
are computed on the raw input image set, before stitching
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showing details in different regions. This is vital to the success of the HDR process.
By selecting exposure values that are too close together, we see less gain from the
HDR module, and we may see a lot of noise in dark areas, as these are boosted.
This is especially challenging aswe still wish to utilize dynamic exposures, setting
automatic exposure on a single camera and allowing the other streams to duplicate
the configuration. Setting automatic exposure in our system takes two or three frames
when operating at 50 fps before the values are successfully updated. In this period, we
decide to drop the frames causing a small hiccup of 50 ms. However, we experienced
that the automatic exposure updates can be fairly infrequent; i.e., every 10 or 20 s is
sufficient.
The actual low and high exposure times can be determined in several ways. One
approach is to use two regions of interest: one positioned in the sunlight and one posi-
tioned in the shadow. This works well, although the resulting exposure values tend
to be too far apart for the HDR module to handle it well. However, we learned that
this was difficult to do in real-time updates, because changing this region of interest
in the camera is extremely slow. Another approach is to perform auto-exposure with
a single region of interest, preferably solely in the sun as this is more sensitive to
changing light conditions, and then set the other exposure time as a static offset or
a static percentage increase/decrease. This can work well in many situations, but we
do not necessarily know the difference between the two regions, as this scales with
brightness of the scene. We could also set a few static values and use whichever is
closest based on the result of the auto-exposure.
We chose to use a mixture of these two approaches, by first defining the two
regions as shown in Fig. 20.13. Then, we spend a few seconds at the beginning of the
recording to estimate the optimal exposure times in each of these two regions. This
Fig. 20.13 Regions of
interest used for determining
auto-exposure for HDR
20 Camera Synchronization for Panoramic Videos 587
gives us the relative difference between the two regions. This difference is typically
way too large, and we adjust the high exposure time Ehigh by:
Ehigh = Elow +
Ehigh − Elow
2
(20.2)
Then, we use the low exposure region of interest, i.e., sunny region, to determine
the automatic exposure of Elow throughout the recording, updated as aforementioned.
The high exposure time is determined by:
Ehigh = Ehigh +
(Eupdated − Elow) × Elow
Ehigh
(20.3)
where Eupdated is the new low exposure time. This way, we maintain a correlation
between the two exposure times. This assumes that the initial correlation was accu-
rate, however, which may not be the case if the weather conditions move from cloudy
to sunny during the recording.
Figure 20.14 shows example outputs of the HDR module using the images in
Fig. 20.12c and d as input. There are multiple ways to combine the low and high
exposure frames (see more examples in [13]), but here we have used the Debevec
radiance mapper [61] combined with the Larson [62] and Reinhard [63] tone map-
pers. We believe that using the Debevec radiance mapper paired with the Larson tone
mapper is a good solution taking the visual quality and the execution overhead into
account. Although Reinhard’s tone mapper also shows promising results, we could
not make it pass the real-time requirements, and it also consumed a lot of memory
on the GPU, thus affecting other components of the pipeline.
(a) Debevec - Larson (b) Debevec - Reinhard
Fig. 20.14 Visual quality after HDR using different radiance and tone mapping algorithms using
the input images in Fig. 20.12c and d
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20.4.2.5 Seam Blending
Even though we believe the pilot camera exposure synchronization approach is suf-
ficient, we can occasionally, primarily in very bright weather, see some vignetting
effects from the camera, i.e., a reduced brightness near the edges of the image com-
pared to the center. An example with an artificially enhanced effect for the illustration
is shown in Fig. 20.15a.
A frequently used solution is seam blending. Traditional solutions include Gaus-
sian filtering and pyramid blending [64]. These are, however, too computational
expensive for our real-time pipeline. Therefore, we use the simple feathering
approach that performs a weighted average between the two overlapping images:
OutPixel(x, y) = i
imax
× imga(x, y) +
(
1 − i
imax
)
× imgb(x, y)
where imax represents the size of the blending region and i the indexwithin the region.
Furthermore, we also perform a selective blend, where we ignore the pixels that are
widely different, we filter out pixels that have a high edge cost in the stitch, and if
not enough samples are found, we use the non-blended seam (more details are found
in [65]). Finally, we experienced that it sufficient to perform the blending only in
the luminosity component, as we primarily want to focus on removing very slight
differences in exposure in the two images. Thus, the blending is performed by finding
the average difference in luminosity between all the homogeneous pixels within a
blending region of 40 × 20 pixels, around the original seam. The final result is visible
in Fig. 20.16 where we can observe a panorama frame from a recording process,
(a) Stitch without blending (b) Stitch with blending
Fig. 20.15 Example of two images with large color differences, showing the effect of performing a
post-stitch blending. Note that in the system large differences are very rare, and the images presented
have been modified to increase the lighting difference for the illustration
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Fig. 20.16 Panorama with pilot camera exposure synchronization and seam blending
implemented and running on a GPU using the compute unified device architecture
(CUDA), with pilot camera exposure synchronization and stitch blending.
20.5 Conclusions
In our Bagadus system, the users expect a nice visual experience using the gener-
ated videos for sport analysis. In order to generate the high-resolution panorama
covering the entire field-of-view of a soccer stadium, we have presented a camera
array recording system which requires frame-by-frame synchronization, both with
respect to shutter synchrony and camera exposure. The shutter synchrony is required
to avoid ghosting effects, and this is solved using a hardware trigger where our trig-
ger box sends shutter trigger signals at 1/fps using its local clock, and the trigger box
itself is synchronized with the controlling machine to avoid clock drift. The camera
exposure synchronization is required to minimize the visibility of the seams when
stitching the individual frames into a full field-of-view panorama video. Our solution
to this problem is to use a pilot camera that operates in fully auto-exposure mode,
and its captured exposure parameters are transferred to and used by all the other
cameras. We presented different approaches, and as shown in Figs. 20.3c and 20.16
for Alfheim stadium and Fig. 20.3d for Ullevaal stadium, the visual output of the
proposed solutions is good.
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Chapter 21
Merge and Forward: A Self-Organized
Inter-Destination Media Synchronization
Scheme for Adaptive Media Streaming
over HTTP
Benjamin Rainer, Stefan Petscharnig and Christian Timmerer
Abstract In this chapter, we present Merge and Forward, an IDMS scheme for
adaptive HTTP streaming as a distributed control scheme and adopting the MPEG-
DASH standard as representation format. We introduce so-called IDMS sessions and
describe how an unstructured peer-to-peer overlay can be created using the session
information using MPEG-DASH. We objectively assess the performance of Merge
and Forward with respect to convergence time (time needed until all clients hold
the same reference time stamp) and scalability. After the negotiation on a reference
time stamp, the clients have to synchronize their multimedia playback to the agreed
reference time stamp. In order to achieve this, we propose a new adaptive media
playout approach minimizing the impact of playback synchronization on the QoE.
The proposed adaptive media playout is assessed subjectively using crowd sourcing.
We further propose a crowd sourcing methodology for conducting subjective quality
assessments in the field of IDMS by utilizing GWAP. We validate the applicability
of our methodology by investigating the lower asynchronism threshold for IDMS in
scenarios like online quiz games.
Keywords IDMS ⋅ Distributed algorithm ⋅ Distributed systems ⋅ Crowd
sourcing ⋅Multimedia streaming ⋅MPEG-DASH
21.1 Introduction
Over the past decade, leisure time communication has evolved extensively through
appearance of social platforms, such as Facebook, Twitter, and Google+. These
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cutting-edge forms of social interaction help us to create, distribute, and view
multimedia content, but also they impose new requirements on the underlying tech-
nologies. The traditional TV scenario as we know it, watching TV with friends and
family, is becoming increasingly location independent with people wanting to expe-
rience multimedia together even if they are geographically distributed. This new
form of togetherness utilizes real-time communication channels such as text, voice,
or even video telephony in order to share the experience.
The presence of a real-time communication channel requires a synchronized play-
back of the multimedia content among the participating users. Asynchronous play-
back may lead to an unpleasant viewing experience and may diminish the feeling of
togetherness of the users [1]. For example, consider a group of friends watching a
soccer game together using multiple devices at multiple locations. Some users may
experience that the media playback is a few seconds ahead of the others. This behav-
ior may lead to a low system acceptance. Thus, playback synchronization must be a
key feature of such systems. In general, the synchronization of the playback among
geographically distributed users is termed IDMS [2]. IDMS includes both the syn-
chronization on network level which is about determining a reference time stamp and
the synchronization on playback level which is actually adjusting the current play-
back to the reference. The technical challenges of IDMS can be summarized based on
the type of streaming technology employed (e.g., pull- or push-based), the selection
of an appropriate synchronization point, and a smooth and imperceptible synchro-
nization of the multimedia playback at the individual clients. An IDMS system trying
to tackle the aforementioned challenges relies on the following mechanisms:
1. Session management: responsible for mapping clients to sessions.
2. Information signaling: allows the exchange of timing information and, if nec-
essary, control information between clients.
3. Reference playback time stamp negotiation: deals with the selection of a play-
back time stamp within a session. Clients have to synchronize their playback
according to that reference time stamp.
4. Playback synchronization mechanism: overcomes the identified asynchronism
by altering the multimedia playback of the concerned clients.
Thus, IDMS has to provide two synchronization mechanisms one on the network
level (agreeing on a reference time stamp) and one on the actual playback level (syn-
chronizing the playback of each client to the reference playback time stamp). In this
chapter, we will first discuss the synchronization on the network level and introduce
a novel distributed algorithm. Second, we will discuss how the playback itself can
be synchronized while considering the user’s QoE. This means that we try to imper-
ceptibly synchronize the playback of each client to the reference.
Regarding the synchronization on the network level, we distinguish between three
major schemes, MS, SMS, and DCS. The common assumption of most IDMS solu-
tions is that clocks are already synchronized using, i.e., the network time protocol
(NTP) [3] or the precision time protocol (PTP) [4].
Master/Slave scheme (MS) (cf. Fig. 21.1a): This scheme uses a dedicated master
for signaling timing information. Figure 21.1a depicts a MS with a master (red node),
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the media source (green node), and two clients. The master may be elected among
the participating clients or determined by the media source. If the selected master
leaves the session, a new master has to be selected or elected among the clients. Fur-
thermore, the clients have to trust the master whether control and timing information
received by it is correct and valid. The advantage of this scheme is that the instance
which is responsible for signaling timing information is elected among the partici-
pating clients. An approach that follows the Master/Slave scheme was first proposed
in [5]. The approach presented in [5] builds on top of multicast, and the synchroniza-
tion protocol employed also maintains intra- and inter-stream synchronization. The
Master/Slave scheme suffers from scalability issues because timing information is
exchanged between each peer and the selected master which may lead to bandwidth
shortages using unicast and a certain number of clients. Therefore, most solutions
that implement on a MS will require multicast.
Synchronization Master Scheme (SMS) (cf. Fig. 21.1b): It is a centralized
approach where the synchronization is controlled by a synchronization master which
may be the media source or a dedicated synchronization node (not a client that con-
sumes multimedia content). Figure 21.1b depicts the SMS with three clients and a
media source (green node) that has the additional task of being the synchronization
master. The synchronization master collects timing information and sends timing
and control information to which the clients have to adhere. This approach suffers
from scalability issues because a central instance can only handle a certain number
of clients. Furthermore, if more than one synchronization master is used, there has
to be dedicated communication between them in order to gain consensus about the
synchronization information send to the clients. The advantage compared to the MS
is that the clients can trust the synchronization master because it is in control of the
content provider. A SMS is presented in [6], which adopts the local lag and time
warp algorithm compensating for media playback inconsistencies [7]. Further SMS
solutions are presented in [8, 9]. Both approaches extend the Receiver and Sender
(a) (b) (c)
Fig. 21.1 IDMS schemes: Master/Slave scheme, Synchronization Master scheme, and Distributed
Control scheme
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Reports (RR and SR) defined within the RTP/RTCP in order to carry the necessary
timing and control information [10]. Furthermore, the extensions to the RTP/RTCP
protocol are standardized under RFC 7272 [11]. RFC 7272 supports multicast and
unicast.
Distributed Control Scheme (DCS) (cf. Fig. 21.1c): It uses distributed proto-
cols to determine a reference playback time stamp to which the clients may synchro-
nize their actual media playback. Therefore, timing information is exchanged in a
peer-to-peer manner among the clients. This scheme has the highest robustness in
terms of overall failure probability. Figure 21.1c depicts a DCS with a media source
(green node) and three clients which exchange only timing information in order to
agree on a reference playback time stamp. The content provider has only to provide
the multimedia content. Nevertheless, the clients have to trust each other in terms
of faulty behavior. Furthermore, NAT may cause problems, especially if the clients
are behind symmetric NATs. Hesselman et al. [12] presents the iNEM4U approach
where a DCS is used to achieve IDMS among heterogeneous network infrastructures.
Furthermore, it introduces iSession for the session management, which provides an
XML description of each session including the users and/or clients, content source,
and other service-specific data. A very recent DCS for achieving IDMS which uses
an extended version of RTCP messages is presented in [13]. The proposed DCS is
designed on top of RTP/RTCP, and clients are assigned to a specific cluster. Within
a cluster, the clients regularly exchange RTCP RR packets including playback times-
tamps in order to achieve intra-cluster synchronization. This solution uses multicast
for exchanging the RTCP RR packets (following the principles introduced by RFC
7272) between the clients. Another DCS is presented in [14] which uses multicast
and provides intra-stream synchronization.
Most solutions which follow one of the listed schemes are built on top of the
employed streaming protocol (e.g., RTP/RTCP). Therefore, the actual synchroniza-
tion on the network level cannot be decoupled from the employed streaming pro-
tocol. In contrast to RTP/RTCP which is a purely server-driven (or push-based)
streaming protocol, adaptive HTTP streaming such as MPEG-DASH [15] adopts
a pure client-centric (or pull-based) approach. Hence, it migrates the needed stream-
ing mechanisms (such as adaptation decisions) to the client. This facilitates simple
HTTP servers that provide content in an MPEG-DASH compliant format (e.g., seg-
mented ISO Base Media File Format or MPEG-2 Transport Stream). Furthermore,
MPEG-DASH provides a MPD which describes the various spatial, temporal, and
quality dimensions of the content as well as different encodings. The MPD also con-
tains information on the location of the content with support for multiple content
servers [15]. During the course of this chapter, we introduce Merge and Forward a
self-organized pull-based IDMS approach adopting MPEG-DASH for session man-
agement and constructing a peer-to-peer overlay among the participating clients.
Please note that although we adopt MPEG-DASH as the main representation format,
the approach presented in this chapter can also be adopted for other formats sharing
the same design principles (e.g., Apple HLS or Microsoft Smooth Streaming). In
the next section, we will discuss a DCS that can be decoupled from the employed
streaming protocol.
21 Merge and Forward: A Self-Organized Inter-Destination Media . . . 597
Besides the communication between the clients using a centralized or decentral-
ized scheme, another very important decision in IDMS systems, specifically in dis-
tributed systems, is the calculation of the reference playback time stamp to which the
clients synchronize their media playback. In [16], three different reference selection
policies are discussed:
∙ Synchronization to the slowest client, i.e., the client that is displaying the lowest
frame number among the group of clients;
∙ Synchronization to the fastest client, i.e., the client that is displaying the highest
frame number; and
∙ Synchronization to the average, i.e., to the average frame number among a group
of clients.
Each of these policies has its advantages and disadvantages, e.g., synchronizing to
the slowest client will cause all clients that are far ahead the reference to pause the
playback. The average (X) is the fairest selection among these three policies from
a mathematical point of view because if we aim on minimizing the squared error
𝜀 between the reference playback time stamp and all current playback time stamps
of the clients expressed by 𝜀 = 1
2
∑N
i=1(xi − X)
2
, N denotes the number of clients
participating in an IDMS session and xi denotes the current playback time stamp of
client i, where ∀ xi, 1 ≤ i ≤ N ∶ xi ∈ ℝ+. With
𝜕𝜀
𝜕X
=
∑N
i=1(xi − X)
!
= 0, it trivially
follows that X = 1
N
⋅
∑N
i=1 xi. Therefore, the average as reference point implies the
lowest error (with respect to the least square error).
Picking up again the actual playback synchronization, there is ongoing research
how the playback has to be altered in order to reach the reference playback time stamp
provided by the network-level synchronization. Currently, the common denominator
of the discussed IDMS solutions is that compensating the identified asynchronism is
done by skipping or pausing the multimedia playback. However, stalling the media
playback has a negative impact on the viewing experience/quality of experience of
the user shown in [17]. In order to provide a possibility to have a smooth transition
instead of abrupt pausing or skipping during the media playback, AMP has been
introduced [18]. Here, we increase or decrease the media playback rate of, e.g., video
and audio simultaneously until the client’s playback reaches the reference playback
time stamp. Historically, AMP was introduced to compensate for buffer underflows
or overflows by decreasing or increasing the media playback rate to allow the sta-
bilization of the playback buffer in multimedia streaming [19]. We will investigate
how AMP can be used to achieve synchronization of the media playback of a group
of clients with respect to the QoE by utilizing media content features.
The remainder of the chapter is as follows. Section 21.2 discusses a DCS using
MPEG-DASH as streaming technology [20]. This includes the inclusion of session
information in MPEG-DASH (Sect. 21.2.1), building and maintaining the peer-to-
peer overlay and the actual synchronization (Sect. 21.2.2), and the synchronization
on playback level (Sect. 21.2.3). Section 21.3 picks up the principles of GWAP sub-
jectively evaluating IDMS using crowd sourcing.
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21.2 Merge and Forward—A Self-Organized IDMS
Scheme
Figure 21.2 illustrates our IDMS approach for pull-based streaming and, in par-
ticular, for MPEG-DASH. Rather than modifying the server side for IDMS, we
introduce session management by defining ISO. ISOs are referenced from within
the MPD and are stored at the server providing the MPD (i.e., MPD Server). We
assume that there is a dedicatedMPDServer that handles MPD requests from clients.
The Application Layer Peer-to-Peer Overlay is implicitly built by our distributed
synchronization protocol that utilizes the information contained in an ISO. In order
to create the Application Peer-to-Peer Overlay, STUN [21] and its relay extensions
specified in [22] have to be utilized. These methods allow for a peer-to-peer con-
nection even if clients are behind a NAT. Therefore, our IDMS architecture fore-
sees a separate STUN Instance which provides the clients the possibility of detecting
the nature of their NAT. The distributed synchronization protocol consists of a
two-stage protocol. First, it provides a coarse synchronization that is introduced
on behalf of how multimedia content is segmented using MPEG-DASH. Second, it
provides the fine-grained synchronization that finally yields a reference playback
time stamp for synchronizing the multimedia playback of the clients.
21.2.1 Session Management for MPEG-DASH
Pull-based streaming such asMPEG-DASH representsmultimedia content as equally
sized, self-contained time units (e.g., 2, 4, 10 s) which are referred to as segments.
These segments may be stored as separate files or are indexed by byte ranges in a
contiguous file. Additionally, the multimedia content may be provided in different
representations—described by the MPD —offering various scalability possibilities
(e.g., spatial, temporal, quality) of the multimedia content. The adaptation between
representations takes place at segment boundaries. We refer to an IDMS session as
a collection of users/clients (family, friends) who want to experience the same mul-
Content Provider
Application Layer
Peer-to-Peer Overlay
Content Servers
HTTP/HTTPS
Geographically 
Distributed Clients 
MPD Server
HTTP/HTTPS
MPD
MPD Provides MPDs enriched 
with Session Information
Fig. 21.2 Architecture of IDMS for adaptive media streaming over HTTP adopting MPEG-DASH
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timedia together despite being geographically distributed. In order to keep track of
how many clients are currently involved in an IDMS session, we utilize the MPD
of MPEG-DASH to store session relevant information. Therefore, we extend the
MPD of MPEG-DASH [15] with so-called ISOs which are matched against a session
key provided by users. Nevertheless, our solution remains compliant to the MPEG-
DASH standard because non-IDMS clients will just ignore the additional session
description when parsing the MPD.
Definition 1 (IDMS Session Object) An ISO is a time-bounded entity to which
a set of n clients is assigned to. Let C be the set of clients, then an ISO I is
I ∈ C n ×ℝ+ × ℕ. Each ISO shall have an unique identifier ∈ ℕ for a certain mul-
timedia content and a time-to-live ∈ ℝ+ . Furthermore, it shall allow for a unique
numbering of the clients that shall be addressable uniquely. Therefore, let Ik be the
k-th component of I , then 0 ≤ i, j ≤ n it holds that Ii ≠ Ij, i ≠ j.
Invalid ISOs may be deleted without any caution. According to Definition 1, we
assume that an ISO is identified by an unique session key which is provided by the
application (using a centralized instance or a distributed protocol to agree upon a
unique key) or the content provider. The session key identifies an ISO uniquely. The
session key is signaled by adding it to the HTTP GET message that requests a MPD
from the MPD Server along with the public IP (IPv4 or IPv6) address, port number,
and type of the client’s NAT. The response to such a HTTP GET request includes
the MPD extended by the requested session information corresponding to the pro-
vided session key. Alternatively, the MPD server generates a temporary MPD that
includes the corresponding session information and redirects the client to this tem-
porary MPD. As clients may be behind a NAT, STUN is employed to determine
the public IP address and port number to be used during the synchronization. Every
client has to follow a certain procedure before it requests a MPD containing session
information. We use the same ports for STUN negotiation with the separate STUN
instance (cf. Fig. 21.2) as we do for our synchronization protocol.
The public IP (IPv4 or IPv6) address, port number, and NAT type are added
along with the session key as URL parameters to the initial HTTP GET message
that requests the MPD from the MPD server. The initiation of an IDMS session and
the provisioning of the session key are out of scope. Let us assume that the user or
the application provides the session key. With the initiation of an IDMS session, an
ISO with a specific session key is created. The MPD server adds clients that request
a certain MPD with a specific session key to the corresponding ISO. When a client
requests a MPD, the MPD server adds the client to the ISO associated with the ses-
sion key and returns both. As clients may join the session at different points in time,
each client may only have partial information about the actual number of clients in
an IDMS session.
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1 <xs:schema xmlns:xs=”http://www.w3.org/2001/XMLSchema” xmlns=”http://www.aau.at/
DASH/Session” targetNamespace=”http://www.aau.at/DASH/Session” xmlns:xlink=”http
://www.w3.org/1999/xlink”>
2 <xs:import namespace=”http://www.w3.org/1999/xlink” schemaLocation=”xlink.xsd”/>
3 <xs:element name=”IDMSSessionObject”>
4 <xs:complexType>
5 <xs:sequence>
6 <xs:element name=”PeerList” type=”PeerListType” minOccurs=”0”
maxOccurs=”unbounded”/>
7 <xs:element name=”TTL” type=”xs:dateTime” minOccurs=”1” maxOccurs=”
1”/>
8 </xs:sequence>
9 <xs:attribute ref=”xlink:href”/>
10 <xs:attribute ref=”xlink:actuate” default=”onLoad”/>
11 </xs:complexType>
12 </xs:element>
13 <xs:complexType name=”PeerListType”>
14 <xs:sequence>
15 <xs:element name=”Peer” type=”PeerType” minOccurs=”0” maxOccurs=”
unbounded”/>
16 </xs:sequence>
17 </xs:complexType>
18 <xs:complexType name=”PeerType”>
19 <xs:sequence>
20 <xs:element name=”Identifier” type=”PeerIdentifierType” minOccurs=”1”
21 maxOccurs=”unbounded”/>
22 </xs:sequence>
23 </xs:complexType>
24 <xs:complexType name=”PeerIdentifierType”>
25 <xs:sequence>
26 <xs:element name=”IP” type=”xs:string”/>
27 <xs:element name=”Port” type=”xs:integer”/>
28 </xs:sequence>
29 <xs:attribute name=”nat” type=”xs:string”/>
30 </xs:complexType>
31 </xs:schema>
Listing 21.1 IDMS session object for MPEG-DASH
Listing 21.1 depicts the XML schema for an ISO. As the definition of the ISO
demands that an ISO shall allow an unique numbering of the clients in an IDMS
session, the XML schema foresees a list of clients (represented by @PeerListType).
The definition of the ISO further states that an ISO shall be a time-bounded entity.
Therefore, we introduce a TTL element (represented by @TTL). The maximum TTL
for an IDMS session is the duration of the requested multimedia content which may
be in case of a live stream an estimated duration of an IDMS session (e.g., the esti-
mated end time of a soccer match). The @PeerIdentifierType contains the public IP
address, port number, and the NAT type of a specific client. Note that a client may
have more than one identifier if it has several network interfaces that are connected
to different networks.
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1 <MPD xmlns=”urn:mpeg:dash:schema:mpd:2011” xmlns:iso=”http://www.aau.at/DASH/
Session” type=”static” mediaPresentationDuration=”PT3256S” minBufferTime=”PT1.2S”
profiles=”urn:mpeg:dash:profile:isoff−on−demand:2011”>
2 <BaseURL>http://www.example.com/</BaseURL>
3 <Period>
4 <AdaptationSet>
5 <Representation id=”0” mimeType=”video/mp4” codecs=”avc1.42c01f,mp4a.40.02”
startWithSAP=”1” bandwidth=”251674”>
6 <SegmentList timescale=”1000” duration=”10000”>
7 <Initialization sourceURL=”init0.mp4”/>
8 <SegmentURL media=”seg0−1.m4s”/>
9 <!−− ... further segments −−>
10 </SegmentList>
11 </Representation>
12 <Representation id=”1” mimeType=”video/mp4” codecs=”avc1.42c01f,mp4a.40.02”
startWithSAP=”1” bandwidth=”380974”>
13 <SegmentList timescale=”1000” duration=”10000”>
14 <Initialization sourceURL=”init1.mp4”/>
15 <SegmentURL media=”seg1−1.m4s”/>
16 <!−− ... further segments −−>
17 </SegmentList>
18 </Representation>
19 <Representation id=”2” mimeType=”video/mp4” codecs=”avc1.42c01f,mp4a.40.02”
startWithSAP=”1” bandwidth=”666666”>
20 <SegmentList timescale=”1000” duration=”10000”>
21 <Initialization sourceURL=”init2.mp4”/>
22 <SegmentURL media=”seg2−1.m4s”/>
23 <!−− ... further segments −−>
24 </SegmentList>
25 </Representation>
26 <!−− ... more representations −−>
27 </AdaptationSet>
28 </Period>
29 <iso:IDMSSessionObject>
30 <iso:PeerList>
31 <iso:Peer>
32 <iso:Identifier nat=”NoNAT”>
33 <iso:IP>143.205.122.242</iso:IP>
34 <iso:Port>8029</iso:Port>
35 </iso:Identifier>
36 <iso:Identifier nat=”FullCone”>
37 <iso:IP>143.205.199.149</iso:IP>
38 <iso:Port>8030</iso:Port>
39 </iso:Identifier>
40 </iso:Peer>
41 <iso:Peer>
42 <iso:Identifier nat=”PortRestricted”>
43 <iso:IP>10.0.0.5</iso:IP>
44 <iso:Port>8029</iso:Port>
45 </iso:Identifier>
46 </iso:Peer>
47 <!−− ... more peers −−>
48 </iso:PeerList>
49 <iso:TTL>2014−07−26T21:32:52</iso:TTL>
50 </iso:IDMSSessionObject>
51 </MPD>
Listing 21.2 Excerpt of an example MPD
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Listing 21.2 shows an excerpt of a MPD comprising an ISO. Clients requesting
the MPD will be added to the corresponding ISO. The process of adding clients to
the ISO induces an implicit ordering of the clients which is used by the subsequent
peer-to-peer synchronization algorithms. Every client numbers the clients in the ISO
strict monotonically increasing beginning at one. Even if clients leave the peer-to-
peer overlay, their entry in the ISO is not deleted, otherwise removing clients that
leave would violate the total order on the clients.
21.2.2 Unstructured Peer-to-Peer Overlay Construction and
Synchronization
The information contained in the ISO is used to create a peer-to-peer overlay. As
mentioned before, clients may be behind NATs which have to be traversed in order
to create a peer-to-peer overlay network and to communicate in a peer-to-peer man-
ner. Therefore, each client communicates with a STUN instance in order to determine
whether the client is behind a NAT and, if available, the type of the NAT. We differ-
entiate between the following types of NAT: no NAT, symmetric firewall, full-cone
NAT, restricted-cone NAT, port-restricted NAT, and symmetric NAT. In the case of
a full-cone NAT, where the mapping is done statically by the NAT such that any
address is allowed to send packets by using the public IP address and port number
to a client, the communication with the STUN instance has already registered the
necessary ports at the client’s NAT (for a detailed explanation how STUN is used to
identify the NAT types, the interested reader is referred to [21]). If the client detects
that its NAT is a restricted-cone NAT or port-restricted NAT, the client’s NAT allows
only incoming packets from an address if the client has already sent a packet to this
address. Therefore, we add a relaying function to the STUN instance which is used
by clients with a restricted-cone NAT or port-restricted NAT. The procedure for a
client with a restricted-cone or port-restricted NAT is as follows (cf. Fig. 21.3):
1. The client sends a UDP packet to the address with which it wants to communi-
cate using the IP and port signaled by the ISO. This tells the NAT that incoming
packets from the destination address are allowed.
2. In case the other client has one of the aforementioned NATs, it uses the relaying
function of the STUN instance to signal the other client that it shall send a packet
to the given public IP and port.
3. The other client uses the signaled information to open its NAT. After this hand-
shake, the peer-to-peer synchronization protocol can be carried out.
This allows to have more than a single client behind the same NAT. If there is no
NAT but a symmetric firewall or a symmetric NAT, there is no peer-to-peer commu-
nication possible. If the router which hides the clients supports UPNP, it is possible
to add forwarding rules for the ports used by the synchronization [23].
UDP is used as the transport protocol between the clients because reliable com-
munication is not essential. Using TCP would require the clients to maintain
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Fig. 21.4 Message structure for the coarse synchronization
connections to other clients which implying unnecessary communication overhead.
Our algorithms are designed for the use with an unreliable communication (UDP).
The only requirement for their correctness is a connected network (no network parti-
tions). Figure 21.4 depicts the message structure for the coarse synchronization. This
message structure is used for both response and request as specified by the Type field.
For requests, the fields IP and Port are set to the public IP address and port number
of the requesting client—other fields are empty—which indicates that the receiving
client shall respond with its current playback time stamp. The responding client sets
its own IP address (field IP) and port number (field Port) allowing clients to track
which clients responded to which requests. The field PTS is set to the current play-
back time stamp, and the field NTP TS is the corresponding NTP time stamp. The
NTP time stamp is used to align all received time stamps to the same point in time.
As the list of clients in the ISO grows over time, clients joining the session early will
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only have a subset of available clients. Therefore, if a client is asked for its playback
time stamp by an yet unknown client, it adds the associated IP address and port to
the list of known clients. Hence, the coarse synchronization has two purposes:
1. perform a coarse synchronization and
2. update the peer-to-peer overlay structure.
Algorithm 1 Coarse Synchronization
1: function request_timestamps
2: for all p ∈ peers do
3: sendPacket(Type.Request, p.IP, p.Port,myIP,myPort, null, null)
4: end for
5: wait(TC) ∨ receivedTS.size() = peers.size()
6: if receivedTS.size() = 0 then
7: request_timestamps()
8: else
9: calculateSegment()
10: end if
11: end function
12: function receive_request(pt ∶ packet)
13: if isPeerKnown(pt.srcIP, pt.srcPort) ≠ true then
14: addPeer(pt.srcIP, pt.srcPort)
15: end if
16: sendPacket(Type.Response, pt.srcIP, pt.srcPort,myIP,myPort,PTS,NTPTS)
17: end function
18: function receive_timestamp(pt ∶ packet)
19: receivedTS.add(pt.PTS, pt.NTP)
20: end function
Algorithm 1 implements the coarse synchronization. Each client that receives
the ISO requests the current playback time stamp from all clients listed in the ISO.
In general, we assume that the clocks of the clients are synchronized (e.g., using
NTP [3] or PTP [4]). MPEG-DASH provides the possibility to signal the synchro-
nization method within the MPD by using the @UTCTiming descriptor. This can be
used to signal the clients which protocol and servers they should use to synchronize
their clock. The client requesting (i.e., request_timestamps) the playback time stamps
waits until either all requests have been satisfied or until a given time period TC has
elapsed. If no time stamp arrives during TC, the client starts over by requesting play-
back time stamps from the known clients. Each client that receives a request (i.e.,
receive_request) responds with its IP address, port number, playback time stamp,
and the corresponding NTP time stamp. The time stamps from the responses may
be combined to calculate the start segment using one of four strategies, namely the
(i) maximum, (ii) minimum, (iii) average, and (iv) weighted average of the received
time stamps. The selection of the strategy depends on the application and may be
influenced by QoS parameters like bandwidth, delay, and maximum selectable bit
rate of the multimedia content. In our application, we determine the start segment
using the average of the received playback time stamps. This procedure provides a
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first educated guess on the reference time stamp calculated later on and allows the
newly joined client(s) to start streaming multimedia content without waiting until a
reference time stamp has been calculated.
Let Tref be the time stamp resulting from such a strategy. We calculate the segment
to start with by ⌈
Tref
Ts
⌉, where Ts is the segment size in seconds (e.g., 1, 2, 3, 4 s, ...).
Suppose that M is the theoretical reference time stamp to which all clients will adjust
their playback. Therefore, without loss of generality, the asynchronism 𝜉j for the j-
th client that joins the peer-to-peer overlay after asking the other clients for their
playback time stamp and downloading N segments until the playback starts is given
by:
0 ≤ |𝜉j| ≤ |M +
N∑
i=1
gj(i + ⌈
Tref
Ts
⌉)
bcj (i + ⌈
Tref
Ts
⌉)
− ⌈
Tref
Ts
⌉ ⋅ Ts|, (21.1)
where bcj (⋅) is the bit rate (bps) of the transmission channel in bit/s for the ⌈
Tref
Ts
⌉+i-th
segment and gj(⋅) is the file size (bits) of the ⌈
Tref
Ts
⌉+ i-th segment of the multimedia
content of the j-th client. The fraction gj(i)
bcj (i)
provides the time needed for downloading
the i-th segment. Summing up the time needed for downloadingN segments provides
the initial start-up time of the j-client. The client will start its playback at ⌈ Tref
Ts
⌉ but we
have to account for the time the client needs to fetch enough initial DASH segments.
The coarse synchronization ensures that if a client joins an IDMS session, it starts
with a segment that is as closest as possible to the segment the other clients are
currently playing, especially if the other clients have not yet agreed on a reference
playback time stamp.
Algorithm 2 Merge and Forward—Broadcast to Neighbors
Bi,Li,BLi,Pi,NTPi, IMi , I
m
i , Si,Ci ← 1
1: update(Pi,NTPi)
2: for all p ∈ peers do
3: sendPacket(Pi,NTPi, IMi , I
m
i , Si,Ci,Bi)
4: end for
The fine synchronization phase starts once playback commences at the segment
determined by the coarse synchronization. Fine synchronization pursues the goal of
an agreement on a reference time stamp for a IDMS session. We propose Merge and
Forward, a flooding-based (periodically sending information to a selected subset of
direct neighbors) algorithm calculating the (weighted) average playback time stamp
among the clients in a distributed and self-organized manner. The average playback
time stamp is utilized because of fairness considerations: The average neither favors
the clients already in a IDMS session nor those that have just joined. Selecting the
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Algorithm 3 Merge and Forward—Receive Bloom Filter
Bi,Li,BLi,Pi,NTPi, IMi , I
m
i , Si,Ci ⟵ 1
1: if Sj > Si then
2: Li ← ∅, Si ← Sj, Ci ← 1
3: Bi ← H(i)
4: end if
5: if bits(Bj) > bits(Bi) then
6: increaseSize(Bi, bits(Bj))
7: end if
8: update(Pi,NTPi)
9: update(Pj,NTPj)
10: if Bi ⊕ Bj ≠ 0 ∧ Bi ∩ Bj = ∅ ∧ Bj ∉ Li then
11: Bi ← Bi + Bj, Pi ←
Pi⋅Ci+Pj⋅Cj
Ci+Cj
12: IMi ← max{I
M
i , I
M
j }
13: Imi ← min{I
m
i , I
m
j }
14: Ci ← Ci + Cj
15: end if
16: if Bi ⊕ Bj ≠ 0 ∧ Bi ∩ Bj ≠ ∅ ∧ Bj ∉ Li then
17: if Cj ≥ Ci ∧ i ∈ Bi ∩ Bj then
18: Bi ← Bj, Pi ← Pj, Ci ← Cj
19: else if Cj ≥ Ci then
20: Bi ← Bj + H(i)
21: Pi ←
Pj⋅Cj+Pj
Cj+1
22: Ci ← Cj + 1
23: end if
24: IMi ← max{I
M
i , I
M
j }
25: Imi ← min{I
m
i , I
m
j }
26: end if
27: if #Bi − Ci > 0 then
28: increaseSizeAndTest(Bi,BLi,Ci, IMi , I
m
i )
29: return
30: end if
31: Li ← {Bj} ∪ Li
32: BLi ← {Bi,Ci,Pi,NTPi}
minimum would privilege clients that recently joined an IDMS session, and it will
force all other clients to synchronize to this playback time stamp. Clients that join an
IDMS session are likely to start playback at a lower time stamp (due to initially down-
loading N segments) while the playback time stamps of the other clients increase
gradually. The maximum will have the opposite effect. Merge and Forward focuses
on reducing the overhead introduced when exchanging playback time stamps using
unicast between all clients in contrast to other algorithms which use multicast [13]
or even broadcast. Furthermore, by avoiding pure flooding (sending information to
all neighbors), it maintains media throughput and thus the QoE.
In order to track the clients which have already contributed to the average times-
tamp, one may simply use a bit field with the bit positions mapped to the (unique)
client identifiers. However, if clients leave or (many) new clients join the IDMS
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session, bits may be unused or the bit field may be too small. In order to overcome
this shortcoming, we suggest to use a Bloom filter. Using a Bloom filter allows us to
use packets of fixed length for communication contributing to the scalability of our
peer-to-peer approach. Nevertheless, the drawback of Bloom filters is that they are
probabilistic data structures. A Bloom filter uses hash functions h1(x), ..., hk(x) for
calculating which bits have to be set for a client with id x [24]. We suggest to use
hash functions with a low collision probability (e.g., Murmur Hash, SHA-1, SHA-2).
For our purpose, we used the Secure Hash Algorithm-1 (SHA-1) as hash function.
Figure 21.5 depicts the message structure for the peer-to-peer communication once
the overlay has been constructed having the following semantics:
∙ ATS: the current average playback time stamp (of the peers in the Bloom filter)
calculated by this client.
∙ NTP TS: NTP time stamp for aligning the playback time stamp.
∙ Lowest PeerID: lowest PeerID seen by the sending client according to the ISO.
∙ Highest PeerID: highest PeerID seen by the sending client according to the ISO.
∙ Sequence Number: number of current synchronization round.
∙ Cumulative Count: number of clients that contributed to the reference playback
time stamp.
∙ Bloom filter: fixed length Bloom filter with a length of m bits.
The PeerID fields are used for determining how many clients are in a certain Bloom
filter. The Sequence Number allows the clients to trigger a re-synchronization by
increasing the sequence number (e.g., due to asynchronism or MPD update). Other
clients receiving a message with a higher sequence number than their own sequence
number will reset to the initial condition and start over. The overall size of such a
message is 32 + m
8
bytes. The peer-to-peer algorithm making use of this message
structure is shown in Algorithm 2 and Algorithm 3 and referred to as Merge and
Forward (M&F).Merge and Forward is named after its operations because itmerges
incoming Bloom filters and forwards them to its neighbors. Each client i maintains
the following variables and lists (cf. Algorithms 2 and 3):
∙ Bi denotes the Bloom filter, each client initially inserts itself with its own PeerID
according to the indices obtained by the use of a common set of k hash functions
h1(x), ..., hk(x), and the actual index is then determined by fn(x) = hn(x) MOD size,
1 ≤ n ≤ k, where MOD denotes the modulo operation and size denotes the actual
size of the Bloom filter in bit (henceforth we use hn(x) interchangeably to fn(x)).
∙ Li denotes the list of already seen Bloom filters.
∙ Pi denotes the PTS.
∙ NTPi denotes the NTP time stamps.
∙ Si denotes the current sequence number (Si ∈ ℕ, initially set to zero).
∙ Ci denotes the cumulative count which is initially set to zero.
∙ Imi denotes the lowest PeerID seen by the i-client.
∙ IMi denotes the highest PeerID seen by the i-client.
∙ H(x) denotes the function that generates the bit sequence for the x-client by apply-
ing h1(x), ..., hk(x).
608 B. Rainer et al.
Fig. 21.5 Message structure for the fine synchronization
Each client forwards Bi, Pi, IMi , Imi , and Ci periodically to its neighbors depicted
by the function broadcastToNeighbors, with period 𝜏 (cf. Algorithm 2 Line 1 to 4).
Please note that the period must not be the same for every client. If client i receives a
message from one of its neighbors, it first checks whether the sequence number Sj is
greater than Si. If this is the case, the ith client clears its Bloom filter and re-initializes
all variables and sets its sequence number to the received one (cf. Algorithm 3 Line
1 to 4).
If client i receives a Bloom filter from one of its neighbors j, it first compares
the size of its Bloom filter and the received Bloom filter and increases the size of
its Bloom filter to the size of the received Bloom filter if the received one is bigger
(cf. Algorithm 3 Line 5 to 7). Furthermore, client i checks whether it can merge the
Bloom filters (cf. Algorithm 3 Line 10 to 26). The Bloom filters can only be merged
if they are disjoint avoiding introducing a bias to the resulting weighted average. If
the Bloom filters Bi and Bj are distinct in terms of Bi ∩ Bj = ∅ (cf. Algorithm 3
Line 10), then the Bloom filters can be merged using the bit-wise OR depicted by
+ and we calculate the weighted average between Pi and Pj (cf. Algorithm 3 Line
11). Ci denotes how many clients already contributed to the average playback time
stamp and in the case, if two distinct Bloom filters are merged, the cumulative count
is calculated according to Algorithm 3 Line 14. If the Bloom filters are not disjoint
and if we have not seen the received Bloom filter yet, we have two further cases (cf.
Algorithm 3 Line 10). First, if Cj ≥ Ci and if client i is already in both of the Bloom
filters Bi and Bj, we store the more recent one (cf. Algorithm 3 Line 17 and Line
18). If Ci ≥ Cj but i ∉ Bi ∩ Bj, client i adds itself to Bj and calculates the weighted
average (cf. Algorithm 3 Line 19 to Line 22).
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The highest PeerID IMi is set to the maximum of I
M
i and I
M
j , and I
m
i is set to the
minimum of Imi and I
m
j (cf. Algorithm 3 Line 12 to 13 and Line 24 to 25). After
a synchronization round has finished (all clients hold the same reference playback
time stamp), a client may trigger a new synchronization round by increasing Si. The
re-synchronization may be triggered if a client has paused the playback of the multi-
media content or if it is unable to synchronize its playback to the negotiated reference.
In the latter case, the client may increase the importance of its time stamp by intro-
ducing a weight (e.g., PTS = wi ⋅PTS, wi ≥ 1). Ci depicts the number of clients that
have already contributed to Pi. BLi denotes the backlog where the Bloom filters that
have not caused any false positives are stored (cf. Algorithm 3 Line 39).
In order to calculate the overlap or the intersection of two Bloom filters (Bi ∩
Bj), Merge and Forward has to know which clients have already been inserted. Due
to the nature of Bloom filters, the calculation of the number of clients in a Bloom
filter may identify clients that were not inserted (so-called false positives). Consider
a test function test(B, x) that returns true if client x was inserted into the Bloom
filter. Let us assume we know that client x is not in Bloom filter B and that when we
receive the Bloom filter of size m, s bits are set by the use of k hash functions. If we
test whether client x was inserted into the Bloom filter and if this test returns true,
we have encountered a false positive. Furthermore, we assume that the probability
that a bit is set by a hash function is distributed uniformly and independently with
p = 1
m
. The probability that an already set bit is set by hi(x) assuming that s bits
are set is
∑s
t=1
1
m
= s
m
. If we receive a Bloom filter with s bits set and if we test the
existence of a specific client, the probability to encounter a false positive is pfalse ∶=
P(
⋂k
i=1 hi(x)) =
∏k
i=1
s
m
= ( s
m
)k [24]. For reducing the probability of encountering
a false positive, we have introduced IMj and I
m
j . Especially if a client receives the
Bloom filter containing only a single client, then IMj − I
m
j = 0 and, therefore, only
the client with id IMj or I
m
j is in the Bloom filter. Figure 21.6 depicts a simplified
example of how Merge and Forward converges. The arrows only indicate messages
1
2
3
Initial state:
{Bloom Filter, Lowest ID, Highest ID, 
Count, ATS}
1: {{1}, 1, 1, 1, P1}
2: {{2}, 2, 2, 1, P2}
3: {{3}, 3, 3, 1, P3}
1
2
3
1: {{1,2}, 1, 2, 2, (P1+P2)/2}
2.1: {{1,2}, 1, 2, 2, (P1+P2)/2}  
3: {{2,3}, 2, 3, 2, (P2+P3)/2}
1
2
3
1: {{1,2}, 1, 2, 2, (P1+P2)/2}
2: {{1,2,3}, 1, 3, 3, (P3+2*(P1+P2/)/2)/3}
3: {{2,3}, 2, 3, 2, (P2+P3)/2}
1
2
3
1: {{1,2,3}, 1, 3, 3, (P1+P2+P3)/3} 
2: {{1,2,3}, 1, 3, 3, (P1+P2+P3)/3} 
3: {{1,2,3}, 1, 3, 3, (P1+P2+P3)/3} 
Period 3
Period 1
Period 2
Fig. 21.6 Simplified example on how Merge and Forward converges
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that cause an effective change in the clients data structures according to Algorithm 3.
Assume that in the first period only clients with id 1 and 2 are sending messages to
their neighbors. Since the Bloom filters are disjoint, both nodes add the received
Bloom filter to their existing one and they further calculate the average playback
time stamp, set the highest and lowest peer ID, and calculate the cumulative count.
After the second period, the only message that causes a change is the message sent
from client 3 to client 2. Client 2merges the Bloom filters and is able to calculate the
average playback time stamp. In the third period, clients 1 and 3 accept the Bloom
filter send by client 2 because it contains more clients than their current Bloom filter.
21.2.3 Dynamic Adaptive Media Playout for IDMS
Having the synchronization on the network level in place leaves us with the ques-
tion how we can carry out the synchronization of the playback. Related work [17] has
shown that pausing/skipping has a tremendous negative impact on the QoE. Thus, we
want to avoid pausing/skipping multimedia content at all costs with only one impor-
tant exception. That is when there is no audio and black frames where we could easily
skip the frames or pause the playback such that the user would not notice it. We want
to find those sections of the multimedia content where we can alter the playback rate
with the lowest impact on the QoE. In order to quantify the distortion caused by
altering the playback rate, we use content features such as the motion intensity for
the video domain and the volume of the audio domain. Therefore, we define a metric
dv ∶ ℝ3 × ℝ3 → ℝ that allows measuring the playback rate variations with respect
to the (visual) motion intensity and the (audio) spectral energy. We derive the visual
feature (motion intensity) from the average length of the motion vectors between two
consecutive frames, whereas the audio feature is extracted from the spectral energy
of the audio frames (for each channel). We compare these audiovisual (AV) features
from a given content section with a given duration (e.g., 2s) for the increased/de-
creased playback rate and the nominal playback rate. As the length of the asynchro-
nism is known, both the target playback rate and the duration of the playback rate
change can be calculated. Importantly, introducing an increase/decrease in the play-
back rate will alter the duration of the respective content section which may or may
not be perceived by the user. In order to measure the distortion in the video domain,
we use the difference of the motion intensity between the altered playback and the
unmodified playback defined in Eq. 21.2. The proof that the metrics introduced here
follow the definition of a metric is left to the interested reader as exercise.
dv(𝐱, 𝐲) = |
x1+⌊(x2−x1)⋅x3⌋∑
j=x1
fv(j) −
y1+⌊(y2−y1)⋅y3⌋∑
j=y1
fv(j)| (21.2)
where x1 denotes the number of the first frame of the content section for which the
playback rate should be changed. x1 + ⌊(x2 − x1) ⋅ 𝛥𝜇⌋ is the index of the last frame
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when using the increased/decreased playback rate 𝛥𝜇, x2 denotes the last frame of
the selected content section, and fv denotes the average motion intensity. For our
purpose we set 𝐲 = (x1, x2, 1)T . This compares the standard playback to the altered
playback (increased/decreased playback rate) in the video domain. The audio metric
da ∶ ℝ3 ×ℝ3 → ℝ is defined in Eq. 21.3.
da(𝐱, 𝐲) = |
C∑
c=1
((
x1+⌊(x2−x1)⋅x3⌋∑
j=x1
Sf∑
k=0
|âcu(k)| −
y1+⌊(y2−y1)⋅y3⌋∑
j=y1
Sf∑
k=0
|âcu(k)|))| (21.3)
where C denotes the number of available audio channels and Sf denotes the highest
frequency. x1, x2, and x3 are defined in the same way as for the video metric. We set
again 𝐲 = (x1, x2, 1)T . The Fourier-transformed audio frames are denoted by âc (we
use a half overlapping Hamming window) for a given audio channel c. We further
define the two transform functions hv, ha ∶ ℝ3 → ℝ3 which transform time stamps
into frame numbers for the video (hv) and the audio (ha) domains as follows. For
the video domain, we define hv(𝐱) = (x1 ⋅ fpsv, x2 ⋅ fpsv, x3)T , where fpsv denotes the
frames per second of the video content. For the audio domain, we define ha(𝐱) =
(x1 ⋅ fpsa, x2 ⋅ fpsa, x3)T , where fpsa denotes the frames/samples per second of the
audio content. The combined AV metric is defined in Eq. 21.4.
g(𝐱, 𝐲) =
√
dv(hv(𝐱), hv(𝐲))2 + da(ha(𝐱), ha(𝐲))2 (21.4)
g(𝐱, 𝐲) is neither convex nor continuous because it depends on the features which are
derived from the actual content.
Since we have now a possibility to quantify distortion in the perceptual domain
using content features, the question arises how do we find appropriate content sec-
tions using the given metric and adding some constraints. Finding only the content
section that provides the lowest distortion is not constructive because the content
section could be located at the end of the movie while the users just started watching
it. Our goal is it to synchronize playback as soon as possible with the lowest distor-
tion as possible. Therefore, we present at first a generalized problem formulation:
argmin
𝐱
f (𝐱) (21.5a)
x2 ⋅ (x
sign(𝜉)
3 − 1) ⋅ sign(𝜉) = |𝜉| (21.5b)
L ≤ B − x2 ⋅ x3 + x2 ⋅
bc
br
(21.5c)
x1 ≤ T (21.5d)
x2 ≤ tmax (21.5e)
where 𝐱 ∈ ℝ3 is our vector with (x1, x2, x3)T , x1 denotes the starting time of the
playback rate change relative to the current buffer, x2 denotes the duration of the
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playback rate change, and x3 denotes the target playback rate. Our aim is to find
values for 𝐱 such that 𝐱∗ is a minimizer for f (𝐱) (∀𝐱 ∈ ℝ3 ∶ f (𝐱∗) ≤ f (𝐱)). f (𝐱) can
be any function that models the impact of changing the playback rate for the given
duration on the QoE. Furthermore, we define constraints that reduce the set of fea-
sible points. First, we introduce the constraint as depicted by Eq. 21.5b which states
that the given asynchronism should be compensated for by selecting appropriate val-
ues for x2 and x3, respectively. 𝜉 denotes the asynchronism identified by comparing
the current playback time stamp to the reference time stamp. If 𝜉 < 0 the playback
rate is reduced and if 𝜉 > 0 the playback rate is increased. Equation 21.5c avoids
buffer underflows and, thus, stalls in the multimedia playback. This constraint only
applies if the playback rate is increased. In particular, L denotes the lower buffer
threshold in seconds, B the current buffer fill state in seconds, bc the client’s band-
width, and br the bit rate of the selected representation. Furthermore, we constrain
the starting time (T) of the playback rate variation by bounding x1 (cf. Eq. 21.5d).
Equation 21.5e limits the duration (tmax) of the playback variation.
The highest asynchronism in our IDMS system is given by Eq. 21.1. The ini-
tial asynchronism of a newly joined client depends on the time the client requires
for downloading sufficient segments such that it can start the playback. If the asyn-
chronism is greater than the current buffer fill state, the client will not be able to
compensate the asynchronism. In such cases, the synchronization process must be
partitioned into a number of smaller synchronization processes. Therefore, we define
the asynchronism for each synchronization process as 𝛿k+1 = min(𝜉 − 𝛿k,B − L),
starting with 𝛿0 = min(𝜉,B − L). This has no effect if 𝜉 is lower than zero because
reducing the playback rate does not affect the buffer fill state. Using the sequential
unrestricted minimization technique, we transform the general optimization problem
given in Eq. 21.5 into the following optimization problem:
argmin
𝐱
f (𝐱) =
{
g(𝐱, (x1, x2, 1)T ) + 𝛾 ⋅
∑3
i=1 pi(𝐱) if 𝜉 ≥ 0
g(𝐱, (x1, x2, 1)T ) + 𝛾 ⋅
∑3
i=2 pi(𝐱) if 𝜉 < 0
(21.6a)
p1(𝐱) = min{0,B − x2 ⋅ x3 + x2 ⋅
bc
br
− L}2 (21.6b)
p2(𝐱) = min{0,T − x1}2 (21.6c)
p3(𝐱) = min{0, tmax − x2}2 (21.6d)
Equation 21.6a shows the transformed cost function. To reduce the set of feasi-
ble points, we use the constraint given in Eq. 21.5b and apply the implicit func-
tion theorem, reducing x2 to a function of x3 by u(x3) = sign(𝛿k) ⋅
|𝛿k|
xsign(𝛿k )3 −1
for
x3 ≠ 1 [Proof : by application of the implicit function theorem on f (x3, x2) =
x2 ⋅ (x
sign(𝛿k)
3 − 1) ⋅ sign(𝛿k) − |𝛿k|]. Thus, we try to find values x1 and x3 that mini-
mize f (𝐱). The penalty function p1(𝐱) (cf. Eq. 21.6b) states that the buffer fill state
shall not be drained below the threshold L when increasing the playback rate. p2(𝐱)
(cf. Eq. 21.6c) depicts the costs that depend on the starting point of the playback
rate variation. p3(𝐱) (cf. Eq. 21.6d) states that a client should be synchronized within
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tmax seconds. 𝛾 denotes the penalty factor for the transformed constraints (𝛾 > 0).
For 𝛾 → ∞ the solution found will be exact. Since we run into numerical prob-
lems when setting 𝛾 → ∞, we have to find a trade-off between exactness and ful-
filling the constraints. For solving the optimization problem during the multimedia
playback, we use multiple instances of the Nelder–Mead algorithm with different
starting points (equally distributed) which yields a set of local minima E [25]. There
may be more than a single optimal solution that minimizes the impact on the QoE
because f (𝐱) is not convex since different values for 𝐱 may yield the same values for
da(𝐱) and dv(𝐱) depending on the multimedia content and it is not continuous, and
this can be easily verified because the features used are not continuous in time. We
then select 𝐱∗ = argmin
𝐱
{E} as a minimizer of f (𝐱). Our dynamic AMP approach
overcomes asynchronism by searching for content sections where the playback rate
may be increased or decreased having the least impacting on the QoE.
21.2.4 Evaluation of Merge and Forward
To evaluate the performance of Merge and Forward, we compare our algorithm to an
approach that is similar to the one described in [13]. As this approach uses multicast,
we modify it such that each client aggregates all received playback time stamps into
a single message and sends them periodically to its neighbors using unicast because
we do not assume that multicast is in place. We call this approach Aggregate. We
compare the two algorithms based on the overhead produced by clients agreeing on
the average playback time stamp and the duration of the process. The evaluation
scenario foresees that a certain number of clients will join the peer-to-peer overlay
over the lifetime of the session. If the clients join one by one after the existing peers
have already synchronized, the time required by Merge and Forward to synchronize
is the same as Aggregate. Furthermore, clients may leave the peer-to-peer overlay
during the negotiation process as any reference time stamp they have contributed
persists until a re-synchronization is triggered. We simulated the algorithms on Erdös
Rényi random networks [26] implemented using OMNeT++ [27]. A period 𝜏 of
250 ms was used for both algorithms, with the round trip time set to 300 ms and
a maximum clock skew of 30 ms randomly (uniformly) chosen from an interval of
[−15, 15]. For Merge and Forward, we set the size of the Bloom filter to 512 bits.
We generate random networks for the following number of clients: 40, 60, and 80
with following probabilities for creating a connection between two clients: 0.1–0.9
increased in 0.1 steps. We use these numbers of clients and connectivities in order
to show how the algorithms scale when increasing the number of clients and their
connectivity. For each of the parameter settings, we conducted 30 simulation runs
and take the average of the results.
Figure 21.7 illustrates the average network traffic (in kbit) generated at each client
by both algorithms during the agreement phase with respect to the overall connectiv-
ity of the network. The connectivity is given by the ratio of the average node degree
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Fig. 21.7 Traffic overhead per client until all peers have the same reference playback time stamp
using Merge and Forward (M&F) and Aggregate (95% CI)
and the number of clients in the network (c =
1
|V|
∑|V|
i=1 dG(v)
|V|−1
, V is the set of vertices and
dG(v) is the degree of node v ∈ V). The x-axis represents connectivity in intervals
which increase in 0.1 steps. With low connectivity, Merge and Forward generates
more traffic than Aggregate, but this is due to the time required to compute the aver-
age playback time stamp among all clients. If the connectivity increases, the fixed
length messages of Merge and Forward start to pay off and it subsequently outper-
forms the Aggregate algorithm.
Figure 21.8 depicts the time for the distributed calculation of the average play-
back time stamp. Here, Aggregate represents the optimum case because lists of time
stamps can be merged even if they overlap because the contribution of each client
can be clearly identified. Using Bloom filters and only a single field for the average
playback time stamp, the contribution of a single client cannot be uniquely identified
anymore. If a peer receives a Bloom filter where a subset of the clients contributed
to the received one and to one that the clients holds, calculating the weighted aver-
age would yield a skewed weighted averaged compared to the real weighted average
without the overlap. However, with an increase in the connectivity, the time needed
by Merge and Forward converges to the time needed by Aggregate. This shows that
the negotiation time required by Merge and Forward does not solely depend on the
number of clients in the overlay.
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Fig. 21.8 Time needed for the distributed calculation of the average playback time stamp
using Merge and Forward (M&F) and Aggregate (95% CI)
Combining Figs. 21.7 and 21.8 yields the average traffic in kbit/s generated at
each client by both algorithms during the agreement phase, Merge and Forward
always outperforms Aggregate. If a client does join an IDMS session, the whole
process of calculating the reference playback time stamp is restarted. Compared
to Merge and Forward, using Aggregate or any other pure flooding algorithm will
generate more overhead as the number of clients or connectivity increases. The
assumption that Merge and Forward has to calculate the average among all play-
back time stamps and the low overhead results in an increase in the time until all
clients hold the same time stamp.
21.2.5 Evaluation of the Dynamic Adaptive Media Playout
In order to validate whether our approach introduced in Sect. 21.2.3 reflects the QoE,
we evaluate our dynamic AMP approach by conducting a subjective quality assess-
ment using crowd sourcing [28]. The aim is to determine how the AV metrics intro-
duced in Eqs. 21.2, 21.3, and 21.4 reflect the actual impact on the QoEwhen increas-
ing or decreasing the playback rate.
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In order to conduct the user study, we used the Microworkers [29] crowd sourc-
ing platform which hosts so-called campaigns to which users (microworkers) can
subscribe. These campaigns include a detailed description of the task and require
participants to submit proof that they participated in the campaign. The user study
was designed with a duration of 15 min and offered US$0.25 as a reward, slightly
more than the typical US$0.20 paid for such a campaign. The design of our study
is as follows: (1) We present an introduction where we explain the task and the test
procedure in detail. (2) A pre-questionnaire is presented to the subject which asks for
demographic data. (3) A short training phase is conducted in order to mitigate the
surprise effect. (4) The main evaluation takes place using a single stimulus method
as defined in [30]. (5) At the end, a post-questionnaire is presented which allows for
comments. (6) A unique token is provided as proof for a successful participation.
For the training phase, we selected a short video sequence from Babylon A.
D. The training sequence is presented with three different media playback rates
𝜇 ∈ {1, 0.5, 2} in order to introduce AMP to the subject and the corresponding
effect on the playback. A playback rate of one depicts the nominal playback rate
of the video sequence (e.g., 25 fps). A playback rate of 2 is twice as fast as the
nominal playback rate, and 0.5 is half the nominal playback rate. The stimulus for
the main evaluation is the first 51 s of Big Buck Bunny (http://www.bigbuckbunny.
org). This content provides high and low motion scenes as well as scenes with high
and low audio volume. We introduce four content sections for which the playback
rates are increase and decreased. The playback time stamps for the selected con-
tent sections in seconds are as follows (start-end): 6.4–7.2, 9–10, 16–18, 35–38, and
46–49. These content sections are presented with following playback rates: 0.5, 0.6,
0.8, 1, 1.2, 1.4, 1.6, 1.8, 2. The multimedia player that is employed uses the Wave-
form Similarity-based Overlap-Add algorithm [31] that tries to preserve pitch for
the audio domain while increasing or decreasing the playback rate. For rating the
QoE, we use a continuous rating scale [0, 100] displayed as a slider. Furthermore,
we randomly insert a control question after a stimulus which asks the participants
what they have seen in the previous video sequence.
For the statistical analysis of the results, we screened the subjects according to
[30] and specifically removed participants who failed to correctly answer to the
control question. This yielded 55 (48 males and 7 females) subjects for the statis-
tical analysis out of a total of 80 participants. The QoE ratings for each stimulus
were subject to a Shapiro–Wilk test to assess whether the ratings were normally dis-
tributed. The null hypothesis (H0), stating that no normal distribution is present,
was rejected for each configuration of playback rates. Furthermore, we calculate the
average distortion g(𝐱, (x1, x2, 1)T ) for each stimulus. Figure 21.9 depicts the assessed
Mean Opinion Score (MOS) for each tuple (g(𝐱, (x1, x2, 1)T ), 𝜇). The hidden refer-
ence condition is given by 𝜇 = 1. The results state that playback rates below (i.e.,
𝜇 = 0.8) and above (i.e., 𝜇 ∈ {1.2, 1.4, 1.6, 1.8}) the nominal playback rate have
no significant impact on the QoE. This confirmed a Student’s t-test for equal sam-
ple variances which showed no significant difference in MOS between the reference
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Fig. 21.9 MOS and 95% CI for (g(𝐱, (x1, x2, 1)T ), 𝜇)
condition and the playback rates.
1
These results indicate that the subjects could not
notice a significant difference for playback rates within the range of [0.8, 1.8]. For
the other playback rates, the QoE significantly degrades. A Student’s t-test revealed
that there is a statistical significant difference between the MOS of the reference
condition and the playback rates.
2
Finally, we investigated how well our distortion metric defined in Eq. 21.4 corre-
lates with the assessed MOS. For playback rates greater than the nominal playback
rate, the Pearson correlation coefficient is 𝜌 = 0.975 with the probability of encoun-
tering a false positive being p = 0.0009. Playback rates lower than the nominal
playback rate exhibit a high negative correlation with 𝜌 = −0.995 and p = 0.0047.
This indicates a strong linear correlation between our distortion metric and the MOS
assessed by the subjective quality assessment, supporting our approach to the opti-
mization problem as stated in Sect. 21.2.3. Furthermore, such an optimizer will
always perform equal or better than skipping or pausing the multimedia playback
in terms of QoE.
1
𝜇 = 0.8 ∶ p = 0.93, t = −0.083;𝜇 = 1.2 ∶ p = 0.92, t = 0.096;𝜇 = 1.4 ∶ p = 0.81, t = 0.42;𝜇 =
1.6 ∶ p = 0.22, t = 1.23;𝜇 = 1.8 ∶ p = 0.16, t = 1.41 for 𝛼 = 5%.
2
𝜇 = 0.5 ∶ p = 0.00, t = 4.5217;𝜇 = 0.6 ∶ p = 0.002, t = 3.2;𝜇 = 2 ∶ p = 0.03, t = 2.19 for
𝛼 = 5%.
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21.3 Crowd Sourcing IDMS User Studies
Evaluating the influence of asynchronism on the QoE can be a tough task as pointed
out in [1]. This is especially the case for in-lab subjective evaluations. The test
setup needs careful planning, and minor deviations may result in huge influence fac-
tors. Therefore, we introduce and discuss a methodology that employs the concepts
of games with a purpose for conducting subjective quality assessments in the field
of IDMS using crowd sourcing. We will discuss how such a game with a purpose
for IDMS could look like and to which design principles one should adhere. We will
validate this new methodology by conducting a subjective quality evaluation and
investigating the following research question:
What is the lower threshold on asynchronism for IDMS?
In order to answer this research question, we adopt concepts from human computa-
tion to develop a reaction game which allows us to conduct a crowd-sourced SQA.
We will introduce and describe the design of the reaction game that provides the
possibility to mimic the scenario of online quiz shows. Using this game, we evaluate
the impact of asynchronism on the overall QoE, togetherness, fairness, and annoy-
ance. Quality of Experience denotes the overall delight of the users with the game.
Togetherness refers to the perceived quality of being together. Fairness aims at mea-
suring the users’ perception whether they are treated equally. Annoyance refers to
the users’ state of being annoyed [1]. These are subjective measures and shall reflect
the opinion of the users, and they are measured on a scale from 0 to 100. The results
of the SQA indicate the lower asynchronism threshold for which the QoE decreases
significantly. The novelty in this approach is the adoption of human computation—
specifically, GWAP—for evaluating the QoE of IDMS use cases.
21.3.1 Assessment Methodology, Stimuli, and Reaction Game
For the assessment of the asynchronism threshold for IDMS, we introduce a reac-
tion game following the GWAP principle. The game design was refined based on an
in-lab study. This section describes the game design, SQA methodology (incl. stim-
uli), and the platform used for the SQA. The reaction game which has been designed
for conducting the SQA follows a simple principle such as quiz shows do. In our
game, two players have to collaborate in order to achieve the highest possible score.
Therefore, we introduce time-bounded events during which both players have to click
onto the canvas that is displaying the video sequence. Figure 21.10 depicts the time
sequence beginning by the start of a video sequence, occurrence of an event, and
the different possibilities to click during a given time window. An event is signaled
by displaying an attention symbol in the upper left corner of the video sequence
(cf. Fig. 21.11). If the multimedia playback of both players is synchronous, the time
window for being awarded with additional (bonus points) score equals to the total
duration of the occurred event. With an increase in asynchronism, the time window
21 Merge and Forward: A Self-Organized Inter-Destination Media . . . 619
Fig. 21.10 Temporal sequence of the game events
(a) (b)
(c) (d)
Fig. 21.11 a A game event occurs and is indicated in the upper left corner. b Provide feedback if
the player has not passed the event but did miss the bonus time window. c Indicate that both players
clicked within the bonus time window. d The player missed an event or clicked even if no event has
occurred
for the bonus score decreases and introduces a certain level of difficulty as it would
be the case in online quiz shows. In the case that the multimedia playback of both
players is not synchronous and, therefore, the occurrence of the events differs in time,
the bonus time window shrinks according to the amount of introduced asynchronism
(total time window—asynchronism). If a player clicks too early or too late (depend-
ing on the player and the sign of the asynchronism) but still in the time window of
the event, the player is awarded 100 points. If both players manage to click during the
bonus window, they are awarded double score. The game provides visual feedback
for achieving bonus score (cf. Fig. 21.11c), achieve score (cf. Fig. 21.11b), and for
no reaction during the time window (cf. Fig. 21.11d). If players miss (reaction too
soon or too late) or react even if no event has occurred, penalty scores are given.
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(a) (b)
(c) (d)
Fig. 21.12 a MOS and 95% CI for the overall QoE (higher is better). b MOS and 95% CI for
fairness (higher is better). c MOS and 95% CI for annoyance (lower is better). d MOS and 95% CI
for togetherness (higher is better)
Since pairing participants online may introduce unpleasant waiting times, we
decided to introduce an AI as the second player. In order to provide an AI that mim-
ics the behavior of a real player, we invited students to take part in an in-lab SQA
where they played together in pairs. With the gathered statistics from this SQA, we
simulate the other player in the SQA using crowd sourcing. Since we have gathered
real user data, we were able to use a simple algorithm for the simulated player. The
underlying assumption was that the opposite player always clicks if an event occurs.
We parsed the reaction times of the successful clicks and built a knowledge base
of reaction times. At every event, one of these reaction times is picked at random
(uniformly) and acts as second input for the original two-player game. In order to
assess the impact of asynchronism on QoE, fairness, togetherness, and annoyance,
we selected a single stimulus with hidden reference as recommended by the ITU [30,
32]. We further used Microworkers [33] to hire participants for the SQA from the
USA, Canada, Australia, New Zealand, West Europe, and East Europe. The duration
of the whole SQA is about 15 min. For each successful participation, we pay $0.50.
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Fig. 21.13 Average score achieved by a participant with 95% confidence interval
Table 21.1 Videos used for evaluation
Video name Length (mm:ss) #events
Training 00:54 3
Knack 01:50 4
Famson 1 01:46 6
Famson 2 01:58 8
In order to gather appropriate multimedia content that allows for assessing IDMS
using a reaction game, the multimedia content should provide enough possibilities
to introduce game events. Therefore, we recorded in-game scenes of video games.
We selected non-violent in-game scenes from the two games inFAMOUS Second
Son [34] (henceforth denoted by Famson) and Knack [35] (henceforth denoted by
Knack). Table 21.1 depicts the length and the number of events for the selected video
sequences. All the video sequences comprise audio. The SQA is split into the follow-
ing five parts: Introduction. In the beginning, an introduction is presented to each
participant which explains in detail the experiment and the actual task. In particular
the introduction explicitly states that the audio devices should be turned on and the
audio volume should be adjusted accordingly. We further instruct the participants
to switch off their mobile devices. The reaction game and the rating possibility are
explained in detail such that no questions are left open, including figures that show
how events are indicated. At the end of the introduction and before the actual SQA
starts, each participant has to agree to a disclaimer.
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Pre-Questionnaire. After agreeing to the disclaimer, the participants have to fill
out a pre-questionnaire. The pre-questionnaire is used to gather demographic infor-
mation about the participants, i.e., age, gender, nationality, and country of residence.
The data is used to cross-check the preferred regions from which participants are
hired for the SQA using crowd sourcing. During the pre-questionnaire, the video
sequence is cached. Only if the video sequences are cached successfully, the partic-
ipants are allowed to pass on to the training and main evaluation.
Training. In order to provide the participants the possibility to become familiar
with the reaction game, we introduce a training phase to the SQA. For the training
phase, we use an in-game scene from Famson with a duration of approximately 54 s
(cf. Table 21.1). We further use the opportunity of a training phase to present the vot-
ing possibilities to the participants which are used to assess the following variables:
overall QoE, fairness, togetherness, and annoyance. The voting is done by adjusting
a slider on a numerical scale from 0 to 100 for each of the variables, where 0 indi-
cates a very low QoE, togetherness, fairness, or annoyance and 100 indicates a very
high QoE, togetherness, fairness, or annoyance. We do not restrict the duration of
the voting phase. We asks the participants for the same variables as in [1].
Main Evaluation. As already mentioned, the main evaluation adopts a single
stimulus with hidden reference as recommended by the ITU [30, 32]. We selected a
single stimulus with hidden reference because the participants shall not know which
one is the reference condition during the SQA. This allows to investigate whether
there is a significant difference between the reference (in our case both players are
synchronous) and the cases where we introduce asynchronism. For the main evalu-
ation, we present the video sequences randomly (uniform) assigned to the test cases
and each participant has to play the reaction game using the test cases depicted in
Table 21.2. The main evaluation comprises only test cases one to four. The first test
case (cf. Table 21.2 case 1) depicts the hidden reference. The second test case (cf.
Table 21.2 case 2) introduces an asynchronism of 400 ms which results in a bonus
time window for each event of 1600 ms. The third test case (cf. Table 21.2 case 3)
introduces an asynchronism of 750 ms which corresponds to a bonus window of
1250 ms. The fourth test case (cf. Table 21.2 case 4) introduces an asynchronism of
1500 ms which corresponds to a bonus window of 500 ms. We selected these test
Table 21.2 Test cases for the crowd-sourced evaluation
Case Description Asynchronism
(ms)
Window length
(ms)
Bonus window
length (ms)
0 Training video 0 2000 2000
1 Synchronous 0 2000 2000
2 Small
asynchronism
400 2000 1600
3 Medium
asynchronism
750 2000 1250
4 Big asynchronism 1500 2000 500
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cases in order to see whether the assumptions deduced in [1] hold and to assess if the
threshold lies below one second. The test cases and the assigned video sequences are
randomly presented to the participants during the main evaluation. After each stim-
ulus presentation, the participants are asked to vote the overall QoE, togetherness,
fairness, and annoyance as discussed before.
Post-Questionnaire. Finally, in the end of the SQA, the participants are asked to
fill out a post-questionnaire. This provides the participants the possibility of provid-
ing general feedback. We further ask if the participants have already participated in
a similar SQA.
For conducting the SQA using crowd souring, we use a Web-based quality assess-
ment platform provided by [36]. Besides the possibility of selecting the assessment
methodology, the platform allows to easily extend the stimulus presentation. In addi-
tion to the stimulus presentation time, we measure some more variable regarding the
reaction game in order to investigate the behavior of every participant. This is done to
identify participants that do not honestly take part in the SQA, to identify participants
that did not understand the actual task, or to identify participants that try to cheat by
reducing the stimulus presentation time [37]. Therefore, we measure the following
variables regarding the reaction game: reaction time (time between the occurrence
of an event and the first click after it occurred), number of stalls or pauses of the
multimedia playback, number of browser window focus changes, the audio volume,
the number of clicks during time window, and the total amount of clicks during a
video sequence. By the use of these statistics, we filter the participants. How many
participants are filtered is given in Sect. 21.3.2.
21.3.2 Statistical Analysis of the Results
In total 89 persons participated in the SQA. After the screening, 44 participants were
accepted for the final statistical analysis. The participants have been screened accord-
ingly to the following rules: (i)Browser focus change, 27 participants were screened
because they changed the Browser focus during the stimulus; presentation. (ii) Total
number of clicks, 16 participants were screened because they did not click a single
time during a stimulus; presentation. (iii) Number of clicks during an event, two
participants were screened because they never clicked during an event. Figure 21.12
depicts the results for the overall QoE (cf. Fig. 21.12a), fairness (cf. Fig. 21.12b),
annoyance (cf. Fig. 21.12c), and togetherness (cf. Fig. 21.12d) for each test case (cf.
Table 21.2). For all the test cases, we assume that the samples follow a normal distri-
bution according to Shapiro–Wilk tests [38] and by investigating Q-Q plots. Before
conducting a Student’s t-test, we verified homogeneity of the variance by conducting
F-tests.
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Figure 21.12a depicts the MOS for the overall QoE for an asynchronism of 0,
400, 750, and 1500 ms. The test pairs (400, 750 ms)
3
and (400, 1500 ms)
4
show
a significant difference. This indicates that the threshold for asynchronism lies in
between 400 and 750 ms.
Figure 21.12b depicts the MOS for fairness. The participants had to vote how fair
(in their opinion) each test case was with respect to the reaction game. Again the
pairs (400, 750 ms)
5
and (400, 1500 ms)
6
showed a significant difference.
Figure 21.12c depicts theMOS for annoyance. The annoyance states how annoyed
the participants were after the test cases. As the figure indicates, there is a clear
increasing tendency in annoyance of the subjects with an increase in asynchronism.
For the test case (400, 750 ms)
7
, we found a statistical significant difference in annoy-
ance.
The last variable we measured is the togetherness. Figure 21.12d depicts the MOS
for togetherness. The results for this variable follow the same principle as the other
three. A Student’s t-test revealed the following significant difference between the
means of the following test cases: (0, 750 ms)
8
and (400, 750 ms).
9
Finally, we report the average score a participant has achieved for each of the test
cases. Figure 21.13 depicts the average score with 95% confidence interval. Again,
the same tendencies can be observed. For the test cases below an asynchronism of
750ms, the participants are able to achieve high scores. If the asynchronism increases
to 750 ms, the scores suddenly drop below 400 points on average.
21.4 Conclusion
In this chapter, we introduced IDMS for pull-based streaming by using a Distributed
Control scheme to negotiate a reference playback time stamp among the clients par-
ticipating in an IDMS session. Specifically, we introduced the notion of an IDMS
session for pull-based streaming and showed how MPEG-DASH can be adopted to
incorporate these IDMS sessions in the MPD. Following this, we described a Dis-
tributed Control scheme for negotiating a reference playback time stamp among the
clients in an IDMS Session. The proposed algorithm was evaluated with respect
to scalability and the time required to synchronize a certain number of peers. The
results show that our proposed approach Merge and Forward scales very well with
the number of clients. Furthermore, the overhead saved may allow the clients to
request higher quality streams which can improve the overall QoE of the IDMS sys-
3t = 1.73 p-value = 0.087 𝛼 = 0.1.
4t = 2.1 p-value = 0.039 𝛼 = 0.05.
5t = 2.51 p-value = 0.014 𝛼 = 0.05.
6t = 1.93 p-value = 0.057 𝛼 = 0.1.
7t = −1.31 p-value = 0.049 𝛼 = 0.05.
8t = 1.68 p-value = 0.096 𝛼 = 0.1.
9t = 2.08 p-value = 0.03988 𝛼 = 0.05.
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tem. The selection of the average playback time stamp as the reference has the poten-
tial drawback that certain peers may be unable to synchronize to it due to a shortage
of bandwidth. Therefore, we introduce a re-synchronization method that allows a
peer to influence the calculation of the reference playback time stamp, such that all
peers are able to synchronize their multimedia playback.
The synchronization of an IDMS system is crucial, because it directly impacts
the QoE as skipping and pausing leading to an undesirable degradation. As a result,
we adopt adaptive media playout and formulate an optimization problem selecting
appropriate parameters, such that the impact of the resulting playback rate adjust-
ment on the QoE is minimized while avoiding asynchronism. We use a distortion
metric as the objective function whose validity for modeling the impact of playback
rate adjustments on the QoE is supported by the results of a subjective quality assess-
ment.
We further investigated and proposed a methodology on how subjective qual-
ity assessments in the field of IDMS can be conducted using crowd sourcing. The
proposed methodology using games for a purpose was exemplified by investigating
the lower asynchronism threshold for IDMS. [1] assume the lower asynchronism
threshold for active voice chatters in social TV scenarios to be about one to two sec-
onds. The presented results of the subjective quality assessment clearly show that
one second as the lower asynchronism threshold is not enough in more complex
scenarios such as collaborative games or online quiz shows. The results show that
all the measured variables significantly decrease (QoE, togetherness, fairness) or
increase (annoyance) if the asynchronism reaches 750 ms. Thus, we may expect the
lower threshold on asynchronism between 400 and 750 ms. The results provide even
more insights. By taking a look at the subfigures of Fig. 21.12, it can be observed
that there is a strong relationship between fairness, togetherness, annoyance, and the
overall QoE. Indeed, the QoE may be modeled by the other three variables.
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Chapter 22
Watermarking and Fingerprinting
Rolf Bardeli
Abstract An important task in media synchronisation is to find out the playback
position of a running media stream. Only based on this information, it is possible
to provide additional information or additional streams synchronised to that run-
ning stream. This chapter gives an overview of two techniques for solving this basic
task: watermarking and fingerprinting. In the former, synchronisation information is
embedded imperceptibly in the media stream. In the latter, an excerpt of the media
stream is identified based on an index of compact representations of known media
content. In both cases, there are specific approaches for audio, image, and video sig-
nals. In all cases, the robustness of the methods may be increased by using error
correcting codes.
Keywords Fingerprinting ⋅Watermarking ⋅ Error correcting codes ⋅ Second
screen ⋅ Content-based indexing
22.1 Introduction
A basic task in media synchronisation is to identify multimedia content and find
out the current playback position. This is necessary to make the connection to other
material related to the given playback position. In this chapter, we explain two widely
used techniques for deducing this information. The first technique, watermarking,
aims at embedding information about the identity and time position of a multimedia
document into that document without interfering with its contents. The second tech-
nique, fingerprinting, leaves the original material untouched but creates a compact
representation of the primary material that allows fast and robust identification.
Figure 22.1 gives an overview of how these two techniques are applied in media
synchronisation. Both techniques allow finding both the identity and the playback
position of the media stream a user is currently watching. This information can
be used to present secondary content that is tailored to a specific media context.
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Fig. 22.1 The role of watermarking and fingerprinting in media synchronisation. In watermarking,
information about the identity and playback position of a media stream is embedded in the stream
in a way that it can be extracted again. Fingerprinting leaves the media stream untouched and uses a
database of features from streams to be synchronised in order to find identity and playback position
based on a feature matching process. In both cases, the identity of the media stream and its playback
position are used to present secondary content tailored to the current media context
The two techniques differ, however, in the way they achieve to obtain this informa-
tion. By watermarking, it is embedded directly into the media stream and can be
inferred without an external source of information. Fingerprinting leaves the media
stream unmodified. Rather, a database of features and their positions in the media
streams to be synchronised is prepared and at playback time, the identification of
media and playback position is obtained as the result of a feature matching process.
As both techniques can be used for synchronisation, the question is which method
to use for which application. For some users in the broadcasting industry, the answer
is clear: do not tamper with the broadcasting signal. In such a case, using watermark-
ing is not applicable and therefore one has to resort to fingerprinting. In general,
watermarking is the more local technique in the sense that the signal to be synchro-
nised is all that is needed to find basic synchronisation information. For fingerprint-
ing, there is always a lot of additional infrastructure that is necessary to maintain and
update fingerprint databases. Moreover, when the amount of material the user could
synchronise with is large or when the number of users is high, the use of watermark-
ing makes it easier to use the computing devices of end-users to allow scaling with
the number of users.
In general, both watermarking and fingerprinting have a wide field of applica-
tions which lead to possibly quite different requirements on the algorithms. Classical
applications, in addition to synchronisation, include copy protection, digital rights
management, and duplicate detection.
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Watermarking and fingerprinting approaches both need to be robust. Which kind
of robustness is needed, however, depends very much on the application. Where
watermarks need to be highly robust to tampering in copy protection applications,
this plays almost no role for media synchronisation.
In the next sections, we will explain techniques for both watermarking (Sect. 22.2)
and fingerprinting (Sect. 22.3). We will concentrate on those approaches which are
most suitable for media synchronisation and discuss the specific requirements and
how they are met as we go along.
Finally, Sect. 22.4 will give an overview of the role of error correcting codes in
watermarking and in fingerprinting.
22.2 Watermarking
Fewer and fewer people today encounter paper with a watermark. Therefore, we
have to allude to banknotes in order to have a picture of what a watermark means
classically. Now, fetch a bank note and have a look at it; first against a background
and then against the light. You will notice (depending on the note and currency) a
translucent image appearing when checked against the light. This can be interpreted
as extra information embedded in the banknote which is not noticed during typical
use.
For multimedia content, the goal of watermarking is similar to that of watermark-
ing paper: embed information into a multimedia document such that this informa-
tion can be easily extracted by the right means. In particular, when this information
describes the identity of the content and a timestamp, it gives all the information that
is necessary for media synchronisation.
When watermarking is applied for media synchronisation, there are four central
requirements:
1. Robustness: The information embedded in a signal must remain intact when typ-
ical distortions such as cropping, noise, or lossy compression occur.
2. Imperceptibility: Users should not notice the difference between the original
signal and watermarked versions.
3. Extractability: The information embedded in a signal must be easy to extract.
4. Data sufficiency: The watermark must provide a data rate that is high enough
to enable embedding synchronisation information such as unique identifiers and
timestamps.
The basis for watermarking is psychoacoustic and psychovisual effects which
allow modifying parts of the primary material such that the modified (watermarked)
version contains additional information that is either inaudible (in the case of audio)
or invisible (in the case of images and videos) to the human ear or eye. Therefore,
they are specific to these different modalities and we will discuss techniques per
modality.
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22.2.1 Audio Watermarking
In many domains of audio signal processing, a first categorisation of methods can
be based on whether they are working with the time-domain signal or with its time–
frequency representation given by the windowed Fourier transform or similar trans-
forms. This is also true for audio watermarking. In this section, we roughly follow
the presentation in the more extensive survey [19]. However, we will leave out the
topic of attacks and countermeasures—the questions of how adversaries might try
to remove a watermark or make it unrecoverable and how to make this hard or
impossible—because they relate mainly to the use-case of watermarking for dig-
ital rights management. The only form of attack to a watermarking scheme that is
relevant in the context of media synchronisation is given by what may be called unin-
tentional (yet unavoidable) attacks like the introduction of noise or low bit-rate lossy
compression. Moreover, we concentrate on a specific time-domain approach which
will allow us to introduce most of the central aspects in audio watermarking.
One important aspect of watermarking for incorporating information into an
audio signal is that such systems should allow blind watermark detection. This means
that it must be possible to extract the watermarks without knowing the exact water-
marking signal. This is in contrast to digital rights management applications where
it is only import to robustly decide whether or not a known watermark is embedded
in a given signal.
As an example for a time-domain approach along these lines, we will discuss the
algorithm proposed in [3]. It will also allow illustrating the use of a psychoacoustic
model to achieve inaudibility of the watermark.
We start with a discrete-time audio signal x(n) where n denotes the discrete-time
variable. Assume that the information to be embedded is given by a sequence of
L characters c0, c1,… , cL−1 from a fixed-size alphabet {0, 1,… ,M − 1}. The first
step is to translate this character sequence into a watermark signal. The basis for
this step is the choice of M audio signals S = (s0, s1,… , sM−1) of a fixed length N
representing the M available characters. This is known as the embedding codebook.
The watermark signal is then simply the concatenation v of the signals sc𝓁 for the
characters c𝓁 given by
v(n) =
L−1∑
𝓁=0
sc𝓁 (n − 𝓁N).
This watermark v is embedded into the audio signal x to obtain the watermarked
signal y as follows:
y(n) = x(n) + 𝛼 ⋅ h(n) ∗ v(n) (22.1)
Here, h(n) is a shaping filter determining in which frequency bands the watermark
signal should be embedded, 𝛼 determines the embedding strength, and ∗ denotes
convolution. The choice of h and 𝛼 is based on a psychoacoustic model and needs to
be made in a way that ensures that the watermark has both enough power that it can
be extracted and that it is inaudible.
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Psychoacoustic models [13] are based on the fact that in certain conditions,
sounds are not perceived even though they are clearly present. For example, in the
presence of a loud tone, a tone in a related frequency band cannot be heard unless
its power is greater than a threshold depending on the first tone. This effect is called
masking. Such effects do not only apply to simultaneous tones but also to ones shortly
after the first one (forward masking) or even shortly before it (backward masking).
The task of a psychoacoustic model is to estimate the so-called masking threshold
which is both time and frequency dependent. This means that at each time and for
each frequency band, the model gives a power threshold below which a tone at that
time and in that frequency band is inaudible. Watermark information can be embed-
ded in a given time–frequency bin with a power that is below the threshold given by
the psychoacoustic model.
The shaping filter h in Eq. 22.1 is designed adaptively such that it distributes the
watermarking signal v over the whole frequency range in a way that ensures that the
embedded watermark is of sufficient power to be detectable yet in each frequency
band is of low enough power to be below the masking threshold and therefore inaudi-
ble.
The data rate R that can be achieved by this approach is given by R = log2(M)
Fx
N
when the sample rate of the original signal x is Fx. If a typical sample rate Fx = 44.1
kHz is assumed, as well as an alphabet size of M = 4 and a watermark signal length
N = 441, this results in a data rate of 200 bits per second.
The watermark can be extracted from a disturbed watermarked signal using a
maximum likelihood approach based on a discrete-time random process model for
the original signal x (see [3] for details).
Transform domain methods, as their name suggests, work by embedding a water-
mark into a transformed version of the signal like its windowed Fourier transfor-
mation. This may allow a better control of inaudibility by avoiding to embed the
watermark in parts of the signal (e.g. parts of its spectrum) which are either silent or
contain rich sound [21].
22.2.2 Image Watermarking
Image watermarking is usually performed in a transform domain. In this section,
we showcase two of the most popular transforms in this context: the discrete cosine
transform (DCT) and the discrete wavelet transform (DWT). The former is well-
known from early image compression algorithms and is therefore an immediate
candidate for other image processing tasks as well. The latter has many intrinsic
advantages such as its space–frequency localisation, its inbuilt multi-resolution rep-
resentation, and its low computational complexity. It also makes it comparatively
easy to design algorithms adapted to the human visual system which is important
where invisible watermarks are concerned.
The discrete cosine transform expresses an image as a weighted sum of cosine
functions of different frequencies. This implies a frequency interpretation of the
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coefficients of the transform which is exploited in image compression where fewer
bits are reserved to encode small high-frequency coefficients. Similarly, the distri-
bution of watermark energy over different DCT coefficients can be designed in this
fashion.
Often, watermarks are encrypted before embedding them in an image. This is
important in digital rights management applications where only the watermark
owner is supposed to be able to reconstruct it. For synchronisation purposes, this
is not necessary.
The colour channels for red, green, and blue in RGB images are highly corre-
lated. This can be clearly seen when comparing the individual channels as greyscale
images. Therefore, watermarking is either performed on greyscale images or in a
different colour space such as the YUV colour space. This is also similar to the case
of image compression.
The DCT is usually applied to 8× 8-pixel blocks of an image (again as in JPEG
compression). After that, there are two aspects of deciding how to embed the water-
mark. First, the blocks in which the watermark is embedded are selected. This is
done such that the invisibility of the watermark is optimised. This means that the
most complex blocks of an image are selected. Then, on a similar basis, the DCT
coefficients in each block are selected in which the watermark information will be
embedded. A simple strategy for these choices is to select blocks in the descending
order of the number of nonzero DCT coefficients in the block. Then, the watermark
is embedded in the low-frequency coefficients of the selected blocks [25]. The num-
ber of blocks to be selected depends on the number of watermark bits embedded
in each block and on the length of the watermark. To further reduce visibility, the
luminance (Y channel in the YUV colour space) may be adjusted towards the origi-
nal luminance. A quality factor can be introduced to govern how much weight is put
on invisibility as compared to easy extraction of the watermark.
In the embedding process, DCT coefficients can be modified such that their mod-
ulus with respect to a fixed divisor is more than half the divisor if the watermark
bit 1 is embedded and less than half the divisor otherwise. Hence, the watermark
can be extracted by first computing the block-wise DCT of the luminance channel
of an image. Then, the blocks in which the watermark is embedded are found in the
same way as during watermark embedding. Finally, the watermark bits can be found
by computing the remainders with respect to the fixed divisor and thresholding the
result.
The discrete wavelet transform can be understood as a cascading sequence of low-
pass and high-pass filters in which the low-pass signal is understood as a coarser
level of resolution. The filter outputs are down-sampled and in turn analysed by low-
pass and high-pass filters. Wavelet coefficients at the different levels of the transform
correspond to different scales and detail levels.
In the DWT of an image, energy is not distributed uniformly in those coeffi-
cients corresponding to the high-pass filter outputs. Image information from edges
and texture is concentrated in a few coefficients. Hence, in DWT-based watermark-
ing approaches [27], a similar strategy as in audio watermarking can be pursued
by distributing the watermark power adaptively depending on the size of the DWT
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coefficients. This leads to an implicit exploitation of psychovisual effects because it
leads to placing more watermark energy in image regions to which human vision is
less sensitive. It is however important to keep in mind that those parts of an image
to which the visual system is least sensitive may well be distorted considerably by
lossy image compression algorithms exploiting exactly this fact.
22.2.3 Video Watermarking
A straightforward way of implementing video watermarking is to apply the tech-
niques of the previous sections to the images of a video, to its audio tracks, or both.
However, videos are usually stored and transmitted in compressed form. In partic-
ular, only some of the frames are stored as compressed images (I-frames). The rest
are stored in differential form, being predicted from previous (P-frames) and/or fol-
lowing frames (B-frames) based on block motion. It is therefore adequate to devise
special techniques adapted to this situation.
Most video watermarking approaches target I-frames and are quite similar to
image watermarking approaches. However, I-frames may be relatively sparse within
a video stream and hence, their applicability for synchronisation purposes is limited.
P-frames in videos are highly compressed and therefore do not carry enough
bandwidth to allow applying psychovisual masking techniques which would result
in selecting a lower number of DCT coefficients in which to embed the watermark.
Moreover, changing theDCT coefficients corresponding to frequency zero (dc coeffi-
cients) leads to visible effects and is therefore avoided. Consequently, the watermark
is distributed over all the DCT coefficients except for the dc coefficients.
An approach that is based fully on spatio-temporal information is given by using
the three-dimensional Fourier transform of a sequence of video frames to embed a
watermark [12]. Here, videos are divided into consecutive chunks of a fixed number
of frames resulting in a three-dimensional signal with two spatial and one temporal
dimension. The three-dimensional Fourier transform has similar favourable invari-
ance properties as the lower dimensional versions with respect to linearity, scaling
and translation in all three variables, and rotation in the spatial variables. Also in this
approach, the watermark is encoded for two reasons. First, for cryptological reasons
because this is making the watermark robust to attacks. Second, because of the error
correction properties (see Sect. 22.4).
Watermark embedding is similar to embedding in the two-dimensional case. As
the Fourier transform is separable—it can be computed one dimension after the
other—it makes sense to consider spatial frequencies. The watermark information is
then embedded in the magnitudes of Fourier coefficients from the medium frequency
band. This leads to a compromise between invisibility and robustness to lossy encod-
ing. Some care has to be taken to modify the Fourier coefficients without destroying
the symmetry of the coefficients characteristic for real-valued input signals.
The shift invariance of the Fourier transform makes it possible to ignore syn-
chronisation issues when extracting the watermark if the same watermark is used in
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several consecutive chunks. Each bit of the watermark is encoded in a pair of Fourier
coefficients using opposite signs. In this way, the watermark can be extracted by com-
puting differences of coefficient pairs.
22.3 Fingerprinting
The idea of fingerprinting is derived from the following property of the human fin-
gerprint: it is a compact unique identifier for a human being. To stretch the analogy
a little further, it is often possible to identify a person from only a partial fingerprint.
For multimedia data, fingerprints are designed to be compact bit strings which
allow the unique identification of excerpts of documents. The identification should
still be possible if the query document is distorted by transformations typical for the
application domain. For example, fingerprints should be robust with respect to lossy
encoding, noise, and cropping. For synchronisation purposes, it is important to use
fingerprinting techniques which not only allow identifying a partial document but
also find its position within the complete document.
Recognition of media based on fingerprinting is often reduced to point cloud
matching. This is because fingerprints are often derived from points of interest, e.g.
in a spectrogram or in an image. To get an idea of the matching task behind many
fingerprinting approaches, we make use of the following analogy. Let us try finding
a specific star constellation in the sky. Figure 22.2 shows some of the stars of the
constellation of the Plough. It also shows stars from the star field surrounding this
constellation. Try finding the constellation within the star field before looking at the
solution in Fig. 22.3. This is more or less the same problem that has to be solved to
match a fingerprint to all the fingerprints in a database. Several approaches to fin-
gerprinting make use of constellations of interest points to speed up the matching
process. This is illustrated by adding constellation lines as shown in Fig. 22.3.
Fig. 22.2 Finding a constellation in the sky. Try finding the stars of the Plough given as a query (in
red) within the star field on the right-hand side (black) before looking at the solution in Fig. 22.3.
This task gives an analogy to fingerprint matching
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Fig. 22.3 Solution to the matching task from Fig. 22.2. Adding constellation lines can greatly
speed up the matching task
In this section, we will first give an introduction to fingerprinting for audio,
images, and videos (Sects. 22.3.1–22.3.3). Then, we will discuss how audio finger-
printing has been adapted tomusic fingerprinting in an application synchronising live
piano performances to sheet music (Sect. 22.3.4). We will close this section with a
look at different requirements for efficiency in fingerprinting applications for media
synchronisation (Sect. 22.3.5).
22.3.1 Audio Fingerprinting
Audio fingerprinting is by now a well-researched topic and a fully commercialised
tool that has been used for well over a decade. With the advent of a number of, by
now, classical techniques, the problem of efficient audio identification based on a
recording of an excerpt of the same piece of audio was regarded as solved. An early
review of such techniques can be found in [8].
In the AudioID system [1], clustering is at the centre of its indexing and search
algorithms. Feature vectors calculated from each audio signal are clustered, and the
results are employed to represent the audio file as a codebook based on the cluster
centres. Thus, a search index is given by a sequence of codebooks. Queries are per-
formed by finding the codebook in the index which produces the smallest error when
approximating the query features.
The audio hashing approach [16] is based on mapping spectral feature vectors
to 32-bit feature vectors. In the indexing process, occurrences of feature vectors are
stored in a hash table. Queries are resolved by using this hash table to retrieve all
occurrences of consecutive feature vectors in the database signals. For each such
occurrence, a post-processing step is required to compare successive 32-bit vectors
of the query and the candidate match, to compute a final match probability.
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In contrast to these approaches, Cano et al. [7] explicitly design their algorithm
with robustness towards timescale changes in mind. Pre-trained hidden Markov mod-
els (HMMs) are used to assign labels to the segments of an audio signal. The resulting
label sequences are referred to as AudioGenes. A query is then given as a sequence
of AudioGenes. It is resolved by a fault tolerant string matching algorithm. In a lat-
ter implementation, string matching is replaced by modelling the search index as a
single composite HMM and queries are resolved using Viterbi decoding.
A beautiful general approach to multimedia retrieval is used in [9] to derive an
audio fingerprinting algorithm. The general approach is based on group theory to
model the invariance properties desired for matching. For example, the group of
translations along the time axis can be used to model the invariance property needed
to identify excerpts of audio. This approach automatically leads to a fast matching
algorithm. It has to be tailored to a specific application like audio fingerprinting by
specifying the invariance group and by designing a feature extractor which is at least
approximately a group homomorphism (in particular, it should commute with the
action of the invariance group).
From the classical techniques, the original Shazam audio fingerprinting approach
[38] stands out because of its commercial success and wide publicity. It is also easy
to understand and illustrates some general principles in audio fingerprinting. We will
therefore use it as a showcase to explain audio fingerprinting.
Figure 22.4 gives an overview of this approach. The upper half of the figure illus-
trates the indexing process. All audio files which are meant to be recognised by the
fingerprinting system are processed during indexing. First, fingerprints are extracted,
leading to a sequence of hash-values for each file. They are stored in a fingerprint
database. In parallel, metadata for each file is stored in a metadata database and of
course, these data are connected via unique identifiers. When a query is posed in
the form of an audio file, it first undergoes the same process of fingerprint extrac-
tion. The resulting query fingerprints are then matched against the fingerprints in
the database giving a ranked list of matching audio files including the exact play-
back position at which the query matches. In the following, we look in more detail
at both the fingerprint extraction process and at an efficient matching algorithm.
A central idea, leading to fast matching, is that of creating constellations as fin-
gerprints (Fig. 22.5). This is similar to what has been discussed in the introduction.
A first step is to find points of interest in the spectrogram. These points of inter-
est are simply found as local maxima in the spectrogram. More precisely, for each
time–frequency point in the spectrogram, this point is marked as a point of inter-
est if the value of the spectrogram at that point is larger than any value in a fixed
neighbourhood (e.g. a 5× 5 array around the point of interest).
Constellations are then formed using the points of interest. For each such point
p at time tp and frequency fp, all points of interest in a so-called target zone are
considered. This zone consists of all time–frequency positions (t, f ) with t ≥ tp + 𝜏0,
t ≤ tp + 𝜏1, fp ≥ f + 𝜔0, and fp ≤ f + 𝜔1. Hence, it has the shape of a box of width
𝜏1 − 𝜏0 and height 𝜔1 − 𝜔0 placed relative to the each point of interest. The values
𝜏0, 𝜏1, 𝜔0, 𝜔1 are fixed design parameters influencing the number of constellations
and thus the size of the fingerprint. Given a point of interest at position (t1, f1) and
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Fig. 22.4 An overview of the Shazam audio fingerprinting approach. The upper half of the figure
illustrates the indexing process for audio files that are meant to be recognised. The lower half reflects
query processing including efficient matching of fingerprints
spectrogram local maxima constellations
Fig. 22.5 An overview of fingerprint extraction in the Shazam audio fingerprinting approach. Fin-
gerprints are extracted from the spectrogram, a representation of audio given time on the horizontal
axis and frequency on the vertical axis. Intensity is colour-coded, and deeper shades of blue indicate
stronger contribution of the given frequency at the given time to the audio signal. Local maxima
are extracted and marked as points of interest (red dots). Each point of interest is then paired with
each point in a so-called target zone (red box) positioned relative to the point of interest. This leads
to constellations (green lines) to be indexed
a point (t2, f2) in its target zone, a fingerprint is created from the values f1, f2, and
t2 − t1. This can be encoded as a 32-bit integer. The integer value is called a hash-
value and is stored in the fingerprint database. At the same time, side information is
stored for this hash-value. It is given by the time t1 and by the unique identifier of
the audio file under consideration. The side information will be used in the matching
process to identify both the file in which a match was found and the time position at
which the match was found.
Figure 22.6 gives an example of the matching process. Once fingerprints have
been extracted from a query, these can be matched to the database as follows. (For
illustration, we ignore the fact that there are several files in the database. We can
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query: (110011, 0.5), (100101, 1.5), (001001, 2.5)
database:
(001001, 6), (001001, 1), (001001, 8),
(100101, 7), (100101, 5),
(110011, 9), (110011, 3), (110011, 4)
0 1 2 3 4 5 6 7 8 9 10
0
1
2
3
match
database time
qu
er
y
ti
m
e
Fig. 22.6 Fingerprint matching in the Shazam audio fingerprinting approach. This example gives
three hashes extracted from a query at time 0.5, 1.5, and 2.5 and hashes for only one audio file in the
database. These are matched to hashes in the fingerprint database. Whenever a query hash at time
tq matches a hash-value at time td in the database, the point (td , tq) is added to a so-called matching
table. This is illustrated in red for the first query element (and in black for all others). A match can
be found as a diagonal in the matching table (blue)
either assume that the database contains only one very long file: the concatenation
of all files in the database or that the following process is performed once per file in
the database.) Assume that the query contains q elements (h1, t1),… , (hq, tq), each
consisting of a hash-value hi and a time position ti. For each such element, all match-
ing hashes (hdi , t
d
i ) with h
d
i = hi in the database are found. For each such match, the
pair of times (tdi , ti) is stored in a so-called matching table. Once the matching table is
filled, actual matches can be found as diagonals in the table. A diagonal indicates that
the matches in the database show the same time progression as the query elements.
Finding the diagonal can be reduced to finding peaks by accumulating histograms
of the values tdi − ti. Geometrically, this means stacking all points along a diagonal
on top of each other.
Audio fingerprinting has many applications. One which has received a lot of
attention recently is second screen synchronisation. For example, the fingerprint-
ing approach described in [5] was used to provide audio-based synchronisation of
first and second screen devices. A parallelisation based on Amazon Web services
was used to scale the retrieval engine to varying numbers of users.
If audio fingerprinting has been seen as a solved problem for several years, then
what do recent developments target as open points still meriting further research?
Audio fingerprinting seems to be driven by the same technological foci as other
areas: these include devising approaches which are particularly suited for mobile
devices [20] and speeding up retrieval by making use of the vast parallel processing
capacity of GPUs [30].
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22.3.2 Image Fingerprinting
An obvious application of finding an excerpt of an image in a large database is in
biometrics, in particular in fingerprint matching [14, 15], the godfather of our topic.
However, this field is both vast and very far from the topic of synchronisation. Let
us therefore turn to modern children’s books for motivation.
In recent years, many books are published as augmented reality editions. These
come in two versions. One is closer to the watermarking domain: specialised hard-
ware is used to recognise minute patterns printed on a book’s pages and can then
play back audio related to the position in the book. A second version is a direct
application of image fingerprinting: the camera of a mobile device is used to take
an image of the book at hand which is in turn recognised. In this case, the material
can be enhanced both acoustically and visually. Here, we are in a typical media syn-
chronisation scenario where media is recognised in order to deliver context-based
additional content.
We will see in Sect. 22.3.3 that the techniques discussed in this section also apply
to the frames of videos.
A simple way to design an image fingerprint is a representation that retains a
rough description of the contents of an image. For example, colour histograms in
various colour systems provide such representations.
Many applications need image fingerprints that are robust with respect to typical
image transformations. A basic idea to incorporate invariance towards such transfor-
mations is to apply a transformation with the respective invariance properties to the
image.
A good illustration for this approach is the Radon transform which has been
applied to image fingerprinting in [34]. For a given image f (x, y), the Radon trans-
form R[f ](s, 𝜃) is given by a line integral along a line at an angle 𝜃 to the y-axis and
at a distance s from the origin:
R[f ](s, 𝜃) =
∫
∞
−∞
f (s cos 𝜃 + t sin 𝜃, t sin 𝜃 − s cos 𝜃)dt
Translation, scaling, and rotation of the image f have the following effects on the
transform g:
∙ Translation: The Radon transform of a translated function is given by
R[f (⋅ − x0, ⋅ − y0)](s, 𝜃) = R[f ](s − x0 cos 𝜃 − y0 sin 𝜃, 𝜃),
showing that the angle variable is unaffected by translation.
∙ Scaling: For a scaled function, we get
R[f ( ⋅
sx
,
⋅
sy
)](s, 𝜃) = |sx|R[f ](s
sx
sy
,
𝜃
sy
).
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In particular, if sx = sy =∶ 𝜎, then
R[f ( ⋅
𝜎
,
⋅
𝜎
)](s, 𝜃) = |𝜎|R[f ](s, 𝜃
𝜎
).
∙ Rotation: Finally, for a rotated function
R[f (𝜌
𝜃0
)(⋅, ⋅)] = R[f ](s, 𝜃0 − 𝜃).
Here, 𝜌
𝜃0
denotes rotation around the origin by the angle 𝜃0. This shows that rota-
tion in the image domain leads to a translation of the angle variable.
These properties can be exploited to obtain a fully invariant transform with respect
to these three effects by using the autocorrelation function of the Radon transform
(translation invariance), followed by the logarithm mapping and the 2d Fourier trans-
form (scaling and rotation invariance).
Another way to think about such invariance properties is to consider key points in
images. The idea is to find a way of extracting such interest points which have a high
likelihood of also being extracted from the same image after applying a transform.
The most popular approaches along these lines are the scale-invariant feature trans-
form (SIFT, [26]) and its descendants. Key points are extracted as local maxima in a
multi-scale representation of the image giving both location and scale information.
These are enhanced by features vectors giving local directivity information which is
obtained from histograms of local directivity vectors in a neighbourhood of each key
point. Rotation invariance is obtained by normalising these histograms with respect
to the local directivity at the key point. The key points can either be indexed by them-
selves or in the form of so-called visual words. The latter are defined as histograms of
features computed by counting how often features belonging to a fixed set of clusters
obtained by clustering a large set of images occur.
Fast fingerprint matching is facilitated by spatial indexing techniques such as kd-
trees and locality sensitive hashing.
A recent trend in signal processing is sparse coding. This can also be applied to
image fingerprinting [28]. In this context, image features are represented in terms of
an over-complete dictionary D of features which is just a finite set of feature vectors.
A feature vector x is then represented by solving the minimisation
min
y
‖x − Dy‖2
subject to the condition that as many entries as possible of the representation y are
zero, i.e. ‖y‖0 ≤ T where T is a threshold on the number of nonzero entries. Fin-
gerprints can then be defined as histograms of representation coefficients (entries of
vectors y as given above) for a selected subset of the most representative elements
of the dictionary D.
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22.3.3 Video Fingerprinting
The techniques discussed in the previous sections can be applied directly also to
videos. Audio fingerprinting can be applied to the audio tracks of a video and image
fingerprinting can be applied to individual frames. The latter may address either all
frames or only keyframes.
In this section, we focus on techniques which are on the one hand suited for syn-
chronisation purposes. This rules out any techniques based on statistics collected
over the whole of a video and not allowing to identify the temporal location of a
frame or an excerpt within a video. On the other hand, we focus on such approaches
taking into account the temporal dimension of videos and thus going beyond frame-
wise application of image-based techniques.
The most basic temporal structure of a video is given by its sequence of shots.
By shot detection, a video can be segmented into a sequence of relatively homoge-
neous parts. The lengths of these parts can then be used as a comparatively rough
fingerprint [36]. A more content-based approach is to incorporate difference infor-
mation from consecutive frames [29, 31], block motion vectors such as used in video
compression [18], or point of interest tracking [24].
As seen in the previous sections, transform domain methods are particularly pop-
ular because of their invariance properties with respect to such effects as translation,
rotation, and scaling. For this reason, they are also found in video fingerprinting
approaches. In particular, three-dimensional transforms extend over both the spa-
tial and the temporal domain of a video and can therefore cover both aspects in an
integrated way. Examples are given by the three-dimensional discrete cosine trans-
form [11] and the three-dimensional random bases transform [10]. Another approach
is based on moment invariants extracted from circular regions directly incorporating
motion information into the fingerprint [32].
Due to their data size, videos are in most cases stored and transmitted in com-
pressed form. For two reasons, it is very desirable to extract fingerprints directly from
the compressed data stream [37]. First, decompression is computationally expensive
and hence slows down both indexing and retrieval. Second, a lot of video analy-
sis such as motion estimation is performed in the compression process and can be
repurposed for fingerprinting.
22.3.4 Music Fingerprinting
This section shows how fingerprinting is used in a beautiful example of the synthe-
sis of many music information retrieval techniques. Music can be encountered in
very different forms: as a live performance, as an audio recording, as sheet music,
as written lyrics, and many others. Synchronising such different renderings for the
same piece of music can lead to a greatly enhanced experience. Two examples of sys-
tems using different synchronisation techniques to achieve this are the SyncPlayer
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framework [22] and the Complete Classical Music Companion [2]. Where the for-
mer makes use of audio fingerprinting directly to identify a music recording and
then present other information which has been synchronised to the score, the latter
makes use of an interesting adaptation of the Shazam audio fingerprinting approach
to synchronise live piano performances to sheet music.
The general set-up of this latter system is as follows. A live performance of piano
music is recorded by a microphone, and the resulting signal is fed into a computer.
The signal is first translated into notes using a recurrent neural network [6]. Then,
the note sequence is matched to a database of scores of known piano pieces. If the
piece was identified successfully, the performance is then tracked through the score
and the current playing position can be highlighted in the score. More sophisticated
applications (an automatic page turner, for example) may be based on this informa-
tion.
We will concentrate on the adaptation of the Shazam fingerprinting approach to
this scenario. Different than in the scenario discussed in Sect. 22.3.1, fingerprinting
is applied to a symbolic representation of music. The goal of this adaptation is to
make fingerprinting very robust to tempo variations and other modes of musical
expression.
Recall that for audio fingerprinting, a fingerprint can be defined based on two
points of interest (t1, f1) and (t2, f2) resulting in the triple (f1, f2, t2 − t1) formed from
two frequency values and a time difference. This allows invariance with respect to
time translation. However, tempo variations lead to significantly different finger-
prints. The general idea for music fingerprinting is to replace frequency in the raw
signal by note pitches and to combine the time information from three notes into a
ratio of time differences. More concretely, if three notes (p1, t1), (p2, t2), and (p3, t3)
are given by their pitches pi and their onset times ti, a fingerprint is defined by the
quadruple (p1, p2, p3,
t3−t2
t2−t1
). An attention scheme similar to the target zone concept
is used to select note triples from the score or the note transcript and thus arrive at
a set of fingerprints. During the matching process, diagonals of different slopes may
occur depending on the actual tempo of the interpretation. This can be handled by
storing t2 − t1 in the side information and trying to estimate the tempo difference
between score and interpretation.
22.3.5 Efficiency
In fingerprinting, three aspects of efficiency need to be addressed:
1. Fast matching,
2. Short response times with respect to content size, and
3. Short response times with respect to the number of simultaneous users.
Most fingerprinting algorithms are designed to address the first two aspects. Usu-
ally, some variant of a hashing scheme such as the one described in Sect. 22.3.1 is
employed to make the matching of query fingerprints to the fingerprint database fast.
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In particular, the complexity should increase only logarithmically with the size of the
database.
The third aspect, handling many parallel users, is usually addressed by both hav-
ing short response times on single queries and scaling the solution over many com-
puting nodes. This is very well-suited for parallelisation because in principle, one
core can be used per query if the database is properly replicated.
The case of media synchronisation for second screen applications is somewhat
special because many very similar parallel queries have to be handled, when millions
of viewers want to synchronise to the same programme at its start time.
22.4 Error Correcting Codes
Ever since Shannon’s [35] and Hamming’s [17] seminal papers, error correcting
codes have been a staple of securing communication over channels likely to corrupt
a signal. The effects on audio, image, and video signals by noise, lossy encoding,
etc., can be understood and handled in this way.
An error correcting code over an alphabet 𝛴 is simply a subset C of 𝛴n. The
elements of C are called code words and are all of the same length n. If C has 2m
elements, it is straightforward to assign a different code word to any m-bit string.
The basic idea behind error correcting codes is that they introduce redundancy into
a message making it possible to detect and correct a certain number of errors. The
simplest example for this idea is given by repetition codes which simply repeat each
bit in a message a fixed number of times. For example, if each bit is repeated three
times, up to two bit errors can be detected and a single error can be corrected by
decoding each triple of bits using a majority vote. Good codes achieve both a high
minimal distance between pairs of codewords and a high rate. The former determines
the number of errors that can be detected and corrected. The latter is a measure for
how much information the code can transmit per bit. It is given as the ratio
log2 |C |
log2 |𝛴m|
of the logarithm of the number of codewords and the logarithm of the number of
words to be encoded.
In watermarking, the application of error correcting codes is straightforward.
Rather than embedding an actual message m, it is first encoded by an error correct-
ing code C and the encoded message EC (m) is then embedded in the signal. This
leads to a reduction in the amount of data that can be embedded depending on the
rate of the code. However, it leads to higher robustness of the watermark because a
number of errors depending on the design of the code can be corrected. Hence, if
the watermark has only a small number of bit errors, it can still be recovered. An
example of Reed-Solomon codes used in image watermarking can be found in [33].
In fingerprinting, this process is often reversed. We assume that a fingerprint
extracted from a signal is encoded as a bit string. This can then be understood as
a code word from an error correcting code that might have been distorted during
transmission. Only certain codewords can occur and again if a small number of bits
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of a fingerprint is corrupted due to alterations of the underlying signal, these errors
can be detected and corrected leading to a correct identification of the fingerprint.
Examples of this approach can be seen in fingerprinting schemes designed to be
applicable to highly distorted material [5, 23] or to timescaled material [4].
22.5 Conclusions
Watermarking and fingerprinting are proven and seasoned enablers of media syn-
chronisation. Both techniques allow identifying a media stream and its current play-
back position for a wide range of media types including audio, image, and video.
By providing this information, they make it possible to present secondary content
precisely synchronised to the primary stream.
Since robustness issues and efficiency issues for individual queries can be con-
sidered solved, two main questions should guide the decision which approach is to
be used in a synchronisation application:
∙ Can the media stream be modified? It is not always the case, in particular with
broadcasters, that the media stream can be modified. In such a case, watermarking
is not applicable.
∙ What is necessary to scale to a large user base? A main difference between
the two techniques is the way in which they scale. Watermarking naturally scales
with the number of users because the extraction of information from a watermark
is a purely local process. In contrast, fingerprinting is often realised via a remote
infrastructure responsible to solve the matching task. This infrastructure needs to
be scaled according to the number of users, in particular, the number of simulta-
neous users.
This chapter is focussing mainly on technical aspects of enabling media synchro-
nisation applications. Beyond this, whether or not such an application will become
a success depends heavily on non-technical aspects such as user acceptance of the
underlying technology, of the application itself, and its contents and style. This is
discussed in the other chapters of this book.
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Chapter 23
Network Delay and Bandwidth
Estimation for Cross-Device
Synchronized Media
Mu Mu, Hans Stokking and Frank den Hartog
Abstract Driven by the growth in mobile phone and tablet ownership, recent years
have witnessed an increasing trend towards coordinated media experiences across
multiple devices. The quality of experience (QoE) over such new generation
applications is dictated by the quality of service (QoS) of underlying networks.
Inevitable network delay and bandwidth fluctuations affect the communications and
media synchronization between connected devices. Therefore, network measure-
ment is becoming the key to providing essential information for the QoE assurance
of cross-device synchronized media. Amongst many network measurement tech-
niques, packet probing is considered as the most effective for end-to-end evalua-
tions. Packet probing may seem straightforward, but it requires a good
understanding of the methodologies and how the results should be interpreted. This
chapter provides a guide and some best practices in packet probing, accompanied
with a use case where delay measurement enhances cross-device media synchro-
nization and the QoE of an immersive media application.
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23.1 Introduction
There is an increasing trend towards coordinated media experiences across multiple
devices, driven by the growth in mobile phone and tablet ownership [1–3]. People
are spending far more time watching video content on their mobile devices. A re-
cent study conducted by the Streaming Video Alliance shows that more than 40% of
consumers watch more than an hour and over 25% are watching two or more hours
of video per week on their smartphone [4]. Some projects are also looking to widen
the experience beyond that of a single television image. Microsoft’s IllumiRoom
project augments the area around a television using projection, with visualizations
designed to enhance gaming experiences [5], and a similar concept has been
demonstrated by the BBC who produced a short film to demonstrate the potential of
their Surround Video technology within a domestic, living-room environment [6].
One of the key challenges in delivering cross-device immersive experiences is
media synchronization, which is heavily influenced by the delay and available
bandwidth of the network. Research on the topic of media synchronization is
conventionally categorized into intra-stream synchronization, inter-stream syn-
chronization and inter-destination synchronization (IDMS). Intra-stream synchro-
nization addresses the fidelity of media playback with respect to temporal
relationships between adjacent media units within the same stream. Inter-stream
synchronization refers to the preservation of temporal dependencies between the
playout processes of correlated media streams [7, 8]. With the increasing demand
for the accurate orchestration of media playback across associated end systems,
IDMS has become a deterministic factor in assuring the quality of experience
(QoE) over new generation media applications. Montagud et al. extensively
reviewed 19 emerging media applications that require IDMS from the level of “very
high” (10 μs–10 ms) to “low” (500–2000 ms) [7]. In a recent study on perceived
synchronization of multi-sensory media, Yuan et al. concluded that users may
tolerate haptic and air-flow media being one to three seconds behind corresponding
video content [9]. On the topic of clock synchronization, Jin et al. introduced a
synchronization approach for low-power wireless networks under a dynamic
working condition, using timestamp exchanges and local measurement of temper-
ature and voltage [10]. In the W3C Webtiming group, a Timing Object design
capitalizes on a monotonic behaviour and applies skew changes gradually [11].
Readers can refer to Chap. 19 for more details. Gotoh et al. used a small packet
train (a sequence of packets) to estimate forward and backward network delay
separately. They combine this with NTP clock synchronization to compensate for
the difference in forward and backward delays and thus improve timing synchro-
nization across asymmetric networks [12]. Another application of bandwidth esti-
mation in the media delivery context is in MPEG DASH (Dynamic Adaptive
Streaming over HTTP). In DASH, normally clients measure available network
bandwidth on the basis of the delivery of previously delivered media segments.
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This basic method lacks sophistication, e.g. it does not take Transport Control
Protocol (TCP) slow start mechanisms into account. Work is in progress to improve
this, such as [13], which uses bandwidth estimation techniques such as the ones
described in this chapter. Also, MPEG has worked on a new standard called Server
and Network Assisted DASH (SAND), as explained in [14]. SAND allows the
network (DANEs, DASH Aware Network Elements) to assist the DASH clients,
e.g. by supplying them with network QoS parameters on available bandwidth and
network latencies. Normally, a DASH client will start a media session with the
lowest quality segments available and increase quality when bandwidth is found to
be available. Having the network informing the client beforehand on available
bandwidth allows the client to converge to the optimum much faster. For DANEs to
be able to provide this information, they need to determine bandwidth and delays,
e.g. using probing methods such as the ones described in this chapter.
Although the aforementioned research provides valuable insights into the user
perception of media synchronization, it is often essential to accurately measure
delay and available bandwidth in practice and use the results to dynamically
improve the synchronicity of media. Packet probing is a collection of techniques
that deal with measuring delays, available bandwidth and capacity on networks.
Packet probing measurements are based on sending packets across the network in
specific combinations (e.g. in short bursts or back-to-back packet pairs) and
monitoring transmission and receipt times of such packets. By performing such
measurements for various packets sizes or for various packets in a packet train,
network delays, available bandwidth and (bottleneck) capacity estimations can be
achieved. Packet probing can be done either active, i.e. actively sending out packets
specifically for probing, or passive, i.e. by monitoring existing network traffic.
Packets sent over the Internet encounter various types of delays. For probing
methods to lead to accurate measurement results, the methods need to take the
different types of delays into account. Because measurements are normally per-
formed on end devices sending and receiving the probe packets, the actual mea-
surements contain the sum of all delays introduced on the end-to-end network path.
By using specific configurations of probe packets and certain algorithms (using
transmission and receipt times of the probe packet), it is possible to derive specific
measurements about the network path. Typical measurements results are one-way
delay (as opposed to round-trip delay), path capacity and (bottleneck link) available
bandwidth. This chapter provides detailed analysis and measuring methods of four
types of delays, including serialization delays, propagation delays, queuing delays
and processing delays. This is followed by a tutorial of two packet probing tech-
niques for bandwidth estimation: variable packet size probing and probe gap
method probing. The chapter also gives a use case study to demonstrate the
incorporation of active delay measurement in a media application to ensure the QoE
of synchronized media playout across user devices.
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23.2 Overview of Network Delays and Delay Estimation
Techniques
Network probing techniques use special packet configurations and measure trans-
mission and receipt times of packets. Special algorithms are then used to derive
information about the network, on delays, capacity and available bandwidth. For a
good understanding of probing techniques, a thorough understanding of the various
delays on end-to-end network paths is indispensable. This section explains the
various delays in detail and the next section explains the main probing techniques.
Together, this provides a valuable insight into the topic of network probing, which
is applied in the remainder of this chapter.
23.2.1 Serialization Delay
Serialization delay of a packet of data is the delay caused by the bandwidth of the
physical network connection (wired or wireless) on which packets are sent. It
reflects the time that is needed to actually transmit the packet. For a packet of size L
(bits) at a link of transmission rate C (bits/s), the serialization delay is equal to L/C.
For example, to send a packet of 10,000 bits on a link with a transmission rate of
10,000,000 bits/s will take 0.001 s or 1 ms. This means that the serialization delay
is dependent on the packet size and the link transmission rate. Serialization delay is
depicted schematically in Fig. 23.1. Note that serialization delay of a packet is the
time it takes to transmit that packet. If a significant amount of data is sent on the
network, this data is sent using multiple packets. Packets are transmitted one by
one; whilst one packet is actually being transmitted, subsequent packets are buf-
fered (i.e. queued) whilst waiting their turn. In such a case, all packets of such data
beyond the first suffer from both queuing delays (see next section) and serialization
delays.
Probe Sender
network interface card
network link
queue
Serialization delay
Fig. 23.1 Serialization delay
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23.2.2 Queuing Delay
Queuing delay is the delay applied to a probe packet due to cross-traffic, as illus-
trated in Fig. 23.2. When multiple data streams are sent across the same network
link, they are normally queued/buffered, allowing only one packet to be transmitted
at a time on the network link. This can mean that a probe packet is buffered for a
certain amount of time, waiting for its turn to be transmitted. This is known as
queuing delay. Note that such queuing delay can occur in any device on the path
between a sender and a receiver, including the sender itself. Since this delay is
influenced by other data packets that traverse the network and the queue, it is
independent of the probe packet size.
23.2.3 Propagation Delay
Propagation delay is the time it takes for a packet to physically traverse a network
link. This time is dependent on the medium used for transmission and is inde-
pendent of the packet size. For example, on a 50 m long Ethernet cable (CAT
cable), the propagation delay is 50 m/177,000,000 m/s = 0.28 µs. 177,000,000 m/
s is the speed at which the electrical signal travels across CAT cables; see also
Table 23.1. Putting a 1500 byte packet (maximum normal Ethernet packet size) on
a 1 Gbit/s network link causes a serialization delay of 1500 × 8 bits/
1,000,000,000 bits/s = 12 µs. The propagation delay in this example is only
2.3% of the serialization delay. Thus, unless packets travel for very long distances
or on very high network speeds, the propagation delay is negligible in most cases
when performing network measurements. This is schematically depicted in
Fig. 23.3. Table 23.1 shows the propagation speed on several different mediums.
Probe
Sender Probe
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Network
Element
probing
traffic cross
traffic
queue
Queuing delay
Fig. 23.2 Queuing delay
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23.2.4 Processing Delay
To enable measurements, the probe sender and the probe receiver must put a
timestamp on a probe packet for “packet sent” and for “packet received”. The
actions of timestamping the packets are usually conducted by a piece of software on
a device; it is not integrated into the network hardware itself. Thus, when sending a
packet, there is a small amount of time between the time that a timestamp is
attached to the packet and the actual start of the packet transmission on the network.
Similarly, at the receiver side, there is a small amount of time between the reception
of a packet and the time that a corresponding timestamp is processed (Fig. 23.4).
This small difference is called processing delay. For different devices, the times-
tamping action may occur in different parts of the device. Normally, a hardware
network interface card can be used by the probing system via a device driver
through a network stack (e.g. a TCP/IP stack). A popular tool for timestamping is
libpcap [15]. For most Operating Systems (OSes), the packet is timestamped as part
of the process of the network interface’s device driver, or the networking stack,
handling it. Depending on how the OS receives the packets from the network
interface, the processing delays may vary. Also, in some cases, the processing delay
may be even larger if the timestamping is done in software that is installed on top of
the OS. This may be the case when access to the kernel is not available and
timestamping is done in the application, e.g. in Web applications. The processing
delay may also be dependent on the packet size, as the packets will have to be
forwarded by the networked card across a hardware bus on the mainboard to a
Table 23.1 An overview of the propagation speed of various network mediums
Medium Percentage of the speed of light in a vacuum
(299,792,458 m/s) (%)
Propagation
speed (km/s)
Thick coax 77 231,000
Thin coax 65 195,000
Twisted pair (e.g.
CAT cable)
59 177,000
Fibre 66 198,000
AUI cable 65 195,000
Probe
Sender
Probe
Receiver
Propagation delay
Fig. 23.3 Propagation delay
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memory location elsewhere. Thus, the bus speed incurs a further serialization delay,
and hence this will be dependent on the packet size.
23.2.5 Probe Reply Delay
In general, packet probing can be done in two different ways, as depicted in
Fig. 23.5:
1. From a sender to a receiver (one way). The sender records outgoing timestamps
whilst the receiver records incoming timestamps. In such a probing set-up,
sender and receiver’s clocks must be accurately synchronized.
2. From a sender to a receiver and back to the sender (round trip). In this case, the
receiver sends a probe reply to the probe sender, after a probe request is received.
The receiver does not need to conduct timestamping on the probe reply. The
sender timestamps both the probe request sent and the probe reply received.
In the second situation, which is called a round-trip probe, the receiver will need
some amount of time to process the request and formulate the reply. This will cause
Probe Sender
network
interface
card
timestamp
software
network
interface
driver
probing
software
network link
TCP/IP
stack
Processing delay
Fig. 23.4 Processing delay
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Fig. 23.5 Probe reply delay
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processing delay in addition to the serialization delay and propagation delay of this
reply packet back to the probe sender.
Normally, probe packets go through several network elements, as shown in
Fig. 23.6. In such a case, a probe packet will encounter numerous delays, including
processing delays on the sender and receiver of the probe packet, serialization
delays for each network link, propagation delays on each network link and possible
queuing delays on each transmitting device.
When probing a network path, there are various characteristics to be measured.
This is shown in Table 23.2. On the one hand, either capacity or available band-
width can be measured. When measuring capacity, the delay of interest is the
serialization delay. When measuring available bandwidth, which is the capacity not
currently used for other traffic, the delay of interest is the queuing delay. As
Fig. 23.6 shows, on a network path, there are often multiple points that introduce
serialization delays and possibly multiple sources of queuing delays. When a net-
work link is measured, the delays for that link need to be measured. When a
network path is measured, it is the bottleneck link that dictates the measurement
results. This bottleneck link is the link with the least throughput, i.e. the link with
the highest serialization delay will determine the throughput of the entire path.
Thus, when measuring the capacity of a network path, the measurement reflects the
capacity of the bottleneck link. The same principle applies to available bandwidth
Probe
Sender
Probe
Receiver
Network
Element
Network
Element
probe packet
Propagation delays
Serialization delays
Processing delays
Possible queuing delays
Fig. 23.6 Overview of the sources of delays in a network path from a probe sender to a probe
receiver
Table 23.2 Overview of some characteristics that can be measured using network probing
Capacity Available bandwidth
Network
link
Capacity on a link Available bandwidth on a link
Network
path
Capacity on a path, i.e. the
bottleneck capacity on that path
Available bandwidth on a path, i.e. the
bottleneck available bandwidth on a path
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measurements, except that the determining delays are both queuing and serializa-
tion delays.
When measuring capacity or available bandwidth, it is essential to understand
the characteristics of the network under measurement. Most network links nowa-
days are full duplex, meaning that they have capacity in the forward and the reverse
direction at the same time. A symmetrical full-duplex link will have the same
capacity in both forward and reverse direction. For instance, a 100 Mbit/s sym-
metrical full-duplex Ethernet link would have 100 Mbit/s capacity in both direc-
tions simultaneously. It can thus be said that the total capacity of this link is
200 Mbit/s.
If the goal of probing is to determine the capacity or available bandwidth, the
delay used to measure this is thus the serialization delay and/or the queuing delay,
as these are the delays that correspond to capacity and available bandwidth. These
must thus be singled out. This chapter places emphasis on measuring capacity and
thus focuses on measuring serialization delays.
The general method to single out serialization delay, i.e. to remove queuing
delays from the results, is to send out a probe several times and then use the
minimum value of all the measured delays. This is shown in the formula below.
delay min= min
i=1...n½ 
delay ið Þ ð23:1Þ
The logic behind this configuration is that cross-traffic is assumed to be
stochastic. When enough probe packets were sent, one of these packets is assumed
to be free of cross-traffic when going from the sender to the receiver. This particular
packet will take the least amount of time to arrive, thus have the minimum value in
measured delay of all the measured packets. In the further descriptions of the probe
methods, this queuing delay is no longer discussed, and we assume that it has been
dealt with by taking the minimum out of several measurements.
23.3 Bandwidth Estimation Techniques
Key to using probing techniques to measure bandwidth and available bandwidth is
the delays, as explained in the previous section. Many different probing techniques
exist, and for a recent overview of these techniques and of the various comparisons
between them, we refer to [16]. The goal of this section is to explain how to use
certain specific packet combinations to single out the various types of delays as
described in the previous section, based on two well-known and illustrative
example algorithms: Variable Packet Size (VPS) probing and Probe Gap Method
(PGM) probing. Both methods have the advantage of being able to be used in round
trip, thus only requiring implementation on the probe sender.
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23.3.1 Variable Packet Size Probing
The main idea of Variable Packet Size probing is to send probes of different sizes
and to estimate the network capacity based on the differences in measured delays
between the probes. Figure 23.7 shows a simple VPS method sending two probes
of different sizes, probe 1 with size L1 (bits) and probe 2 with size L2 (bits). In this
example, L2 is greater than L1. The letter “L” stands for “Length” of the packet.
The delays encountered by probe packet 1 are:
• Processing delay: Z1 s
• Serialization delay: S1 = L1/X s
• Propagation delay: Y/177,000,000 s
The delays encountered by probe packet 2 are:
• Processing delay: Z2 s
• Serialization delay: S2 = L2/X s
• Propagation delay: Y/177,000,000 s
Now suppose that the total delay measured for probe 1 is T1 and for probe 2 is
T2. To calculate the capacity of the link, the following formula can be used (as
explained further below):
C=
L2− L1
T2− T1
ð23:2Þ
In other words, the capacity is determined by dividing the size difference
between the two probes by the difference in measured delay. The sizes are known,
and the measured delays can be split into their various parts. We now get:
C=
L2− L1
Z2+ S2+ Y177, 000, 000
 
− Z1+ S1+ Y177, 000, 000
  = L2−L1
Z2+ S2−Z1− S1
ð23:3Þ
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Probe 2 size: L2 bits
Fig. 23.7 VPS probing works by sending multiple packets with different sizes
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One observation is that the propagation delay is cancelled out of the equation
because the delay difference between multiple probe packets is used in the formula.
Since the propagation delay is the same for the various probe packets, they cancel
each other out in the equation. Next, the processing delays are assumed to be the
same for both packet sizes. Or better said, the difference in processing delays for
various-sized packets is near-zero. In practice, it turns out that the processing delays
are negligible for all practical purposes, although it is unclear if this assumption
holds for very high bandwidth links. But given this assumption, the formula for
capacity becomes:
C=
L2− L1
S2− S1
ð23:4Þ
Our analysis suggests that the difference in measured total delays is equal to the
difference in serialization delays. So, the measurement of the total delays can be
used to determine capacity. Note that for actual measurements, normally more than
two packet sizes will be used, and a linear fit will be used to determine capacity
instead of a (straightforward) formula. This is shown in Fig. 23.8, a figure taken
from a related work on network probing [17].
If probing is performed with a round-trip probe, probe reply delays are also
assumed to be equal for different sized probes. This is done by making the probe
reply packets all of similar size, regardless of the size of the probe in the forward
Fig. 23.8 Round-trip time (RTT) measurements, minimum RTTs and the least squares linear fit
of the minimum RTTs for the first hop of a path [17]
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direction. Under this assumption, the probe reply delays will also be cancelled out
in the equation. For very high network speeds, this assumption will still need to be
further investigated.
One of the main disadvantages of VPS is that it will not work correctly when the
path of the probe consists of multiple network links, i.e. when it is performed in an
end-to-end fashion, as shown in Fig. 23.9 and further explained below. VPS
assumes that packets of different sizes have a different serialization delay. The
assumption holds true except when probe packets travel through multiple links on a
network path, where probe packets encounter multiple and possibly different seri-
alization delays. The measured delay for the entire network path then contains
multiple serialization delays instead of just one. Both S1 and S2 will contain these
multiple serialization delays, and the difference between S1 and S2 will as well. As
follows from Eq. (23.4), this will lead to a large underestimation of the capacity.
Although for practical purposes the propagation delays and processing delays will
be dealt with in the same way as for a single link, there will still be multiple
serialization delays to consider.
To address this issue, VPS will probe each network element separately in a
hop-by-hop fashion until the probe receiver is reached, as shown in Fig. 23.10. In
this way, the measured delay of the first probe can be subtracted from the measured
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probe packet
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Fig. 23.9 A single probe packet on a network path will often suffer multiple serialization delays
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Fig. 23.10 For VPS, each network link on a network path should be probed separately
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delay of the second probe and so on. This will result in the measured delay per link,
and the Eq. (23.4) above can be applied.
To conduct such progressive measurement in practice, VPS relies on the IP
parameter “Time To Live” (TTL). This is a parameter that indicates the number of
hops an IP packet may travel. Every router in the network path of the packet must
subtract 1 from the TTL value, before forwarding it to the next router. If the TTL
value reaches 0 after subtracting 1, a router must not forward the packet, but must
instead send a single packet Internet Control Message Protocol (ICMP) “TTL
expired” reply to the packet sender. VPS uses this parameter by sending out probes
with increasing TTL values, thereby probing each network element in turn until the
final link is probed, as shown in Fig. 23.11. This assumes that the reply delays for
the different packet sizes are equal. Although the probes are sent with various probe
sizes, the reply to the probe is always of the same size. This is because the replay is
an ICMP TTL expired message, which is always of a certain size.
One thing to consider when applying VPS is the existence of switches in the
network path, as is the situation in most home networks. A network switch is a
layer-2 network element, i.e. working at the link layer, and does not work at the IP
layer (layer-3). This means that a switch will neither inspect and adjust the IP TTL
parameter nor will it sent out ICMP TTL expired packets. VPS probing will thus
probe the link between two IP capable devices (i.e. routers), including any layer-2
elements (i.e. network switches) on that path. However, network switches can incur
serialization delays. Any VPS capacity probing for a link between two routers that
contains one or more switches can result in an underestimation of the capacity on
that link, hence affecting the accuracy of the measurement.
Most VPS-based tools have been developed more than ten years ago (e.g. pchar
[18]), and we are not aware of commercial implementations or heavy use by net-
work managers today. However, VPS has recently been found particularly useful
for estimating the link capacity for the sake of Software-Defined-Network-based
(SDN-based) end host traffic control [19].
Probe
Sender
Probe
Receiver
Network
Element
Network
Element
probe 1
probe 2
probe 3
TTL expired
TTL expired
TTL expired
Probe 1 reply delay
Probe 2 reply delay 
Probe 3 
reply 
delay
Fig. 23.11 VPS probing often makes use of the Time To Live (TTL) parameter in IP packets
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23.3.2 Probe Gap Method Probing
The second probing method is Probe Gap Method probing. The main idea of PGM
probing is to send two probe packets of the same size back-to-back. This means that
there is no delay in between sending the two packets, i.e. the first bit of the second
packet is sent immediately following the last bit of the first packet. As these packets
travel across various network links to their destination, they are influenced by
various types of delays. Queuing delay is dealt with by taking the minimum from
several measurements, and propagation delays will be equal if both probe packets
travel the same links. Furthermore, since the packets are of equal size, processing
delays, probe reply delays and serialization delays will also be the same for both
packets.
What can cause dispersion between the two probe packets, though, is the seri-
alization delay for each network link. Dispersion is defined here as the difference in
arrival time of the first packet and the arrival time of the second packet. Network
links with higher speeds have smaller serialization delays; network links with lower
speeds have higher serialization delays. As both probe packets travel across dif-
ferent links, they are dispersed based on the serialization delays. The initial dis-
persion is caused by the first link, as the probe sender transmits the packets on the
network. If the probe packets pass through a network link that is faster than at least
one previously travelled slower link, the dispersion remains the same. However, if
the probe packets reach a network link that is slower than any previously travelled
link, the dispersion will increase due to the longer serialization delay.
As shown in Fig. 23.12, the middle network link is the slowest link. As the
packets are sent on the network by the source on the first network link (on the left),
they are dispersed. As the second link (the middle one) is slower, the serialization
delay of the probe packets is higher than on the first network link. This causes the
dispersion to increase. As the packets continue their route onto the third network
link (the right one), the dispersion remains the same. Because both packets are of
the same size, their serialization delay is equal, and the dispersion remains the same.
Since the size of the dispersion between the two probe packets at the receiver is
determined by the slowest network links, this means that PGM can be used to
measure the bottleneck link on the probe path. And, this means that PGM can be
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Fig. 23.12 Probe Gap Method measurement
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used only to measure the bottleneck link, as it is solely this link that determines the
final dispersion when packets arrive at the receiver. Capacity on this bottleneck link
can be determined by using the following formula:
C=
L
TaPK2 −TaPK1
=
L
D
ð23:5Þ
The dispersion (D) is determined by subtracting the arrival time of the first
packet (TaPK1) from the arrival time of the second packet (TaPK2). Capacity is then
determined by dividing the size of the probe packet (L) by the dispersion.
PGM can be performed with a separate source and receiver, but can also be
performed using round-trip probes, as shown in Fig. 23.13. In this case, the probe is
a Ping packet (i.e. ICMP request and reply). Ping is a computer network utility that
sends Echo Request packets from a source to a destination and measures the
round-trip time for the Echo Reply packets from the destination to return to the
source. Using Ping packets also means the packets are of the same size in the
forward and reverse direction.
Using PGM in a round-trip fashion does have several implications. Often, for
round-trip measurements, the popular Ping is used. An ICMP request and its reply
are of similar size. When the network is symmetrical, i.e. the bandwidths on the
links on the forward path are equal to the bandwidths on the links on the reverse
path, using ICMP requests has no influence on the outcome. But, in the case of
asymmetric links, i.e. forward and reverse bandwidth being different, this does have
an influence. In the case of asymmetric links, the bottleneck link is in either one or
the other direction. Using ICMP requests in this way does not show if the network
is symmetric or not, it only gives the capacity of the bottleneck link.
The other choice of probe packet is an User Datagram Protocol (UDP) packet to
a so-called unused port, i.e. a port that is normally not used for other purposes. Such
an UDP packet will cause an ICMP “destination port unreachable” reply. Normally,
the size of the UDP packet is chosen as large as possible, as this maximizes the
length of the serialization delay, which will lead to maximum achievable accuracy.
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The ICMP reply is a small-sized packet, as shown in Fig. 23.14. Any serialization
delay for the ICMP reply will be much smaller than the serialization delay for the
probe packet on the bottleneck in the forward direction. On extremely asymmetric
networks, this may become an issue, as the serialization delay of the ICMP replies
may be larger than the serialization delay of the probe packets on the bottleneck
link. As a result, probing with UDP packets generally yields the bottleneck link
capacity in the forward direction only.
For the use of PGM, two main limitations remain. The first one is that only the
bottleneck link is measured. For many practical purposes, this is sufficient, e.g. to
determine the speed from a specific client to a specific server. This speed will be
limited by the bottleneck, so it is not a problem that PGM is limited to just that. But,
for network monitoring purposes in general, this is too limited. PGM will not help
in determining the capacity on a variety of links, whereas VPS is capable of just
that. On the other hand, PGM can deal with switches and routers. Switches also
incur serialization delay, so if the bottleneck link is between two switches or
between a switch and a router, PGM will measure that correctly, as opposed to
VPS. This assumes that the network elements use a store-and-forward mechanism,
i.e. that packets are completely received by a network element before they are
forwarded. This is the case for most network elements used throughout the Internet.
The second limitation with the PGM probing method is that it does not discover the
location of the bottleneck link, which can be any link in the probed path. When
necessary, multiple probing points can be installed in a path to further investigate
the root cause of the bottleneck.
A more recent development of PGM-based probing tool is Allbest [20], which
proves the suitability of PGM for probing heterogeneous home networks (including
Wi-Fi and Power Line Communications) for multimedia purposes.
Table 23.3 summarizes the strengths and weaknesses of VPS versus PGM. One
of the strengths of PGM is that only some tens of probes are needed to obtain a
fairly reliable estimate of the bottleneck link capacity. VPS (see Fig. 23.8) needs an
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Fig. 23.14 PGM probing using UDP packets to an unused port causes small-sized reply packets
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order of magnitude more. However, this is still very little compared to the amount
of traffic that popular techniques in the Internet use, such as Speedtest1 and iPerf.2
These techniques are typically based on Probe Rate Model probing, i.e. flooding the
network [16].
23.4 Use Case Study
This section introduces a use case where media synchronization is the key to ensure
a high degree of user experience whilst the synchronization hinges on timing
measurement. The use case scenario considers a shared environment, such as a cafe,
with a group of individuals that are drawn to an online video story that one of them
recorded whilst attending an international music festival. After browsing the video
library on a tablet device, one member of the group initiates playback of the
recorded content to showcase the festival. The experience, however, is under-
whelming and limited by the capabilities of the individual device—notably, the
sound emanating from the tablet seems flat. To improve the experience, three of the
group use their own smartphones and join the media playback. These additional
devices contribute with a background soundtrack, along with ambient light and
vibrations, which help to recreate the immersive experience of the musical event.
This scenario serves to highlight the objective of this work: creating a vibrant and
immersive orchestrated media experience across a series of heterogeneous user
devices, connected via a range of networks (such as Wi-Fi and 4G—the fourth
generation of mobile telecommunications technology), through the formation of a
“device cloud” (Fig. 23.15).
Table 23.3 A comparison of VPS and PGM
Strengths Weaknesses
VPS • Straightforward and accurate
calculation of link capacity
• Can be used in round trip
• Suitable for SDN-based end host
traffic control
• Only works if the path does not contain layer-2
devices
• If the path consists of multiple layer-3 devices,
VPS needs to probe the path link after link,
which is a tedious and error-prone procedure
PGM • Limited amount of probe packets
needed to obtain reliable result
• Can be used in round trip
• Is aware of layer-2 devices in the
network
• Suitable for heterogeneous
networks
• Only measures bottleneck link capacity in a
path
• Does not provide information about the location
of the bottleneck link in the path
1https://www.beta.speedtest.net/.
2https://www.iperf.fr/.
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Fig. 23.15 Enabling
immersive media experiences
across multiple devices
1.0 (A) compared with 3.0 (B) 3.0 (B) compared with 5.1 (C)
5.1 (C) compared with 5.1x (D) 1.0 (A) compared with 5.1x (D)
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Fig. 23.16 Subjective paired comparison results
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23.4.1 Reference Devices
To realize this use case, three reference devices are needed: master device, auxiliary
device and sync server with each representing a specific role within a multi-device
environment. The media playback session on the master device is the temporal
reference point of all auxiliary devices. Auxiliary devices may join at any point to
enhance the media experience whilst maintaining their synchronicity to the master.
The sync server is a central point where measurements related to playhead position
and player statistics are gathered and dispatched. The playback statistics of all
devices are monitored and logged by the sync server using sync signalling (detailed
in the next section). When the sync server detects a noticeable gap (i.e. asynchrony)
in playhead position between any auxiliary device and the master device, a sync
message will be sent to the corresponding auxiliary device with additional timing
information such as the master device’s playhead position and the round-trip net-
work delay of both master device and the auxiliary device. Using such information,
the auxiliary device then studies the degree of asynchrony and determines the
optimal solution for re-synchronization based on impact to user experience and the
capacity of relevant devices. In a recent work [8], we investigated the joint per-
ceptual impact of asynchrony and media playback rate change and developed a
model to eliminate cross-device media asynchrony with the least perceivable
accumulative impact.
23.4.2 Sync Signalling and Delay Measurement
To accurately orchestrate the media playback on connected devices, it is essential to
measure the discrepancy between the playhead positions of media streams. It is a
common practice to employ a sync server which operates as a relay node to help
exchanging information (sync messages) such as live playback statistics amongst
connected devices. One of the key challenges in using sync messages is the time
referencing when constructing and interpreting sync messages.
The most straightforward means of referencing time is to exploit the absolute
time provided by the internal clocks on user devices and use it to timestamp each
event (e.g., “Device 1 is playing frame number 326 at (local) time 15:56:12.240”).
To ensure the synchronicity of the clocks, Network Time Protocol (NTP) [21] is
commonly used to adjust a device’s clock using a time broadcast by an NTP server,
with transmission time compensated for by a one-way delay (OWD) metric. Clocks
may also drift after NTP synchronization; hence, some time-critical applications
require the clock synchronization process to take place periodically. The
NTP-based clock synchronization requires additional ports and connections at user
devices. It should also be recognized that clock synchronization requires, by its
nature, long periods to maintain accurate timekeeping. Sufficient measurements
must be taken, which involve periodic exchange of NTP messages, to allow
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statistically stable measurement. An alternative design, which departs from the
conventional designs with dependencies on NTP, employs Web technologies such
as WebSockets to enable efficient full-duplex communication channels for the
exchange of timing information directly and synchronously. Using this mechanism,
playback control messages such as “skip to playhead position 1” are executed
immediately as synchronous messages when they are received. Time offsets are
appended to the control messages to compensate for different types of delays in the
network and system (detailed in the following paragraphs). Therefore, the solution
does not require the clocks of corresponding devices to be synchronized with each
other. All devices must establish a socket connection with the sync server, which
uses a “heartbeat” mechanism to send out periodic (e.g. every second) “keep-alive”
messages to the clients to see if they are still online. The clients subsequently
respond with an ACK acknowledgement message with standard player data (such as
what the player is playing, playback speed, buffer level, playhead position)
attached.
Using the statistics gathered through ACK messages, the sync server maintains
the playhead position information on all connected devices. It also has specially
designed mechanisms to compensate for any signalling or playback delay (detailed
in the following paragraphs). In a typical digital TV scenario, media servers process
all media content and interleave time bases as part of the media transport streams in
order to measure and control media synchronicity at the client side [22, 23]. Such
an approach is not feasible for distributed user-generated content. The use case
capitalizes on the timing measurements discussed in the last section to actively
measure network delays.
In practice, sync messages carrying the current playhead position of the master
device pMaster may take the time of Δt 0 to arrive at an auxiliary device, by which
time the master has already a new playhead position of pMaster +Δt 0. When a
media player is instructed to adjust its playhead position (e.g. by seeking forward to
a specific point in the media stream), the instruction will be delayed by Δt 0 in
transmission due to network latency. Moreover, when the media player
re-synchronizes by adjusting its playhead position, the media player must request a
new data range from the content server and wait for the player buffer to be filled to a
certain level before the playback can resume. This process often leads to an
additional processing delay of Δt 1 determined by the available bandwidth, the
buffer size and/or buffering strategy at the end device. Without additional delay
measurement and compensation, the streams at auxiliary devices may lag the master
for Δt 0 +Δt 1, which could be on the scale of hundreds of milliseconds to tens of
seconds. To mitigate the impact of such a delay, the sync signalling module
monitors the round-trip time of the sync messages exchanged between user devices
and the sync server and estimates the network delay Δt 0. This is similar to the
design principle behind NTP, but executed and maintained natively. Because the
sync messages, functioning as probe packets, conducts delay measurement directly,
the mechanism is more efficient for interactive media applications, having very little
overhead. Furthermore, since the probing process is managed by the same appli-
cation that conducts sync messaging, it measures not only propagation, serialization
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and queuing delay, but also processing and probe reply delay for a media appli-
cation. For the additional media processing delay Δt 1 of a media player requesting
and presenting media content retrieved from a media server, the framework logs the
time that an instruction is sent from the playback management to the media player
and the time that the media player completes the execution. The delay between the
two is monitored to form a statistical measurement of the media processing delay
Δt 1. Such a measurement process requires interactions with the playback and
buffer management module on the media player.
Using this method of measuring delays has many advantages compared to
probing with, for instance, Real-time Transport Control Protocol (RTCP) over
Real-time Transport Protocol (RTP) [24]. When using RTCP,
• The RTCP probing message must be timestamped using NTP or any other
common, system-specific clock such as “system uptime”, introducing the vari-
ous complications as detailed above,
• Since RFC3611 [25] has defined an extensible structure for reporting using an
RTCP Extended Report (XR), it has become difficult to determine the serial-
ization delay accurately, as the packet size of the RTCP messages is not a given
constant anymore.
23.4.3 Implementations
The design has been implemented using open Web technologies, such as Java-
Script. Any user device that supports JavaScript can participate in the delivery of
immersive media without additional plug-ins. A customized Node.js server operates
as the sync server handling device discovery and sync signalling. Node.js (nodejs.
org) is an open-source, cross-platform JavaScript runtime environment for exe-
cuting JavaScript code server-side.
After a client receives heartbeat messages from the sync server, it immediately
acknowledges the server with a response message. The message is used by the
server to check the status of the connected clients. Information about each client’s
player is piggybacked onto the heartbeat acknowledgement back to the sync server,
shown in JSON Listing 23.1. This is mainly data referring to the media currently
being played, directly from the HTML5 player (e.g. currentTime, ended, readyState
and networkState). Once received at the server, it is timestamped and stored.
The heartbeat messages are also used to calculate the current network delay
between all the clients and the server, using a probing mechanism where times-
tamping is made on heartbeat messages on sending and receiving. This round-trip
time data is stored alongside the player data for each client. The player data, state
and network measurements data then serve as a central reference to be used when
creating or maintaining synchronicity.
As an up-to-date record of the player data is maintained, when the sync server
identifies a detrimental degree of asynchrony to the master on a user client, it will
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internally register such a sync request and log its socket connection ID shown in
JSON Listing 23.2. The sync server can then collate all of the required data (i.e.
master player data, delay measurements and auxiliary device network measure-
ments) necessary for the auxiliary device to make the precise decisions for
re-synchronization, as shown in JSON Listing 23.3. The messages also include
last_hb and server_time in epoch time (in milliseconds). last_hb is the time when
the latest heartbeat was received from a client, and server_time is the sync server
time when the message is sent. These two pieces of timing information are used to
verify the age of heartbeat messages in relevance to the server time. If the age is
very large, information carried by the corresponding messages might be discarded.
Once the client receives the sync message with an action such as skip, an arrival
timestamp is added and an immediate decision is made based on the difference
between the master and auxiliary players’ current playhead positions. The true
current playback time of the master pMaster can be calculated by accounting for the
time taken for the master’s playhead position to traverse the network (half the two
RTTs, assuming that the network is symmetrical) and for its time spent at the sync
server. Details of the system set-up and sync configuration can be found in [8, 26].
"frame":630,
"buffered":{}.,
"currentTime":25.230594,
"networkState":1,
"paused":false,
"playbackRate":1,
"played":{},
"readyState":4,
"seekable":{},
"duration":102.656
Listing 23.1 Heartbeat sent from clients to the sync server
target:iydGdPh-uNlDKcpRLbkU, 
action:sync
Listing 23.2 Sync log
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23.4.4 Evaluation
We conducted an objective evaluation of the system performance in orchestrating
synchronized cross-device media playback assisted by network probing mecha-
nisms. Details of the evaluation can be found in [8]. The QoE of synchronized
media is ultimately determined by the subjective human perception. The remainder
of this chapter introduces our recent subjective evaluation to test the effectiveness
and perceivable impact of delay measurement in synchronized media applications.
We set up a realistic environment using a range of typical end-user devices.
Specifically, the test investigates: (i) Would the coordinated delivery of associated
media across multiple user devices greatly enhance the user experience? (ii) Is the
user experience in any way correlated to the number of participating devices?
(iii) Does media synchronization (enabled by delay measurement and compensation
mechanism) improve the overall user experience in a multi-device configuration?
"action":"sync",
"master_pd":{
"frame":1230,
"currentTime":49.217563,
"networkState":1,
"paused":false,
"playbackRate":1,
"played":{},
"readyState":4,
"duration":102.656,
},
"master_rtt":{
"last_hb":1473024748184,
"rtt":112,
"rtt_sum":6853,
"rtt_count":42
},
"server_time":1473024748723,
"aux_rtt":{
"last_hb":1473024748183,
"rtt":112,
"rtt_sum":1405,
"rtt_count":8
}
Listing 23.3 Sync message sent from sync server to auxiliary clients
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The evaluation was established in a specifically configured office and comprised
of various devices, including Android phones, an Android tablet, a MacBook Pro
and Raspberry Pis with speakers attached, are connected using wired or wireless
networks. To individually modify the networking characteristics of each connected
device, we used the netem emulator [27]. With netem operating between the devices
and media source, we applied bandwidth restrictions as shown in Table 23.4.
Our evaluation entailed showing participants a 2-min long Star Wars Rogue One
trailer with 5.1 surround sound. The audio channels were encoded into separate
Advanced Audio Coding (AAC) files plus a single video file from the original
lossless Free Lossless Audio Codec (FLAC) audio source. User devices could
request individual elements of the trailer (e.g. the audio for the front right speaker).
As shown in Table 23.5, a total of four test conditions were generated (identified as
A-D). For all the test conditions, the system is configured to conduct Adaptive
Media Playout (AMP), which dynamically adjusts the playback rate of the media
player (on auxiliary devices) to reduce its perceivable asynchrony to the master
device. The first three test conditions exploit delay measurement (i.e. probing
mechanism) to compensate any delays. We study the performance of the system in
measuring the delay over an increasing number of clients, from 1.0 mono audio to
3.0 and 5.1 surround sound. The fourth test condition uses 5.1 surround sound but
does not incorporate any delay measurements nor corresponding media sync
adjustments. Details of the test configurations are shown in Table 23.5.
Table 23.4 Surround sound device configuration
Position Device Bandwidth
Video MacBook Pro 20 Mbit/s
Centre speaker Android phone A 2 Mbit/s
Left speaker Android phone B Not limited
Right speaker Android tablet 3 Mbit/s
Rear left speaker Raspberry Pi A 4 Mbit/s
Rear right speaker Raspberry Pi B 3 Mbit/s
Low-frequency speaker Raspberry Pi C 6 Mbit/s
Table 23.5 Subjective evaluation test configurations
Test Abbr Description
A 1.0 Two devices: video and centre audio
B 3.0 Four devices: all devices from A plus two devices for front left and front right
audio
C 5.1 Seven devices: all devices from B plus two devices for rear left and right
audio and one additional device for low-frequency effects (bass)
D 5.1x Seven devices: all devices from C but without active delay measurement and
media synchronization mechanisms
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A paired comparison was conducted between each subsequent test case by each
participant using a comparison scale such as much prefer A, prefer A, slightly prefer
A, Both the same, slightly prefer B, prefer B, much prefer B. The combinations of
paired comparison include “1.0 (A) compared with 3.0 (B)”, “3.0 (B) compared
with 5.1 (C)”, “5.1 (C) compared with 5.1x (D)” and “1.0 (A) compared with 5.1x
(D)”. After this, each participant underwent a small interview and was asked to
describe their experience of each test case. In the interview, we asked each par-
ticipant three questions (1) “Do you have any comments about what made any
particular test case annoying to watch?” (2) “Given the scenario of watching a video
on somebody’s device; would you be willing to contribute your own device (e.g.
mobile, tablet, wearable) to enhance the overall user experience?”. A total of 16
participants completed this study: 11 males, 4 females and one preferred not to say,
with 7 aged between 18–30, 2 between 31–40 and 4 older than 40. Although the
number of participants is not sufficient to support statistical modelling, the evalu-
ation with 16 participants gives a strong indication of how synchronized media
delivery (with the help of network measurement) ensures user experience in a
cross-device immersive application.
In the first test, when comparing 1.0 with 3.0, the vast majority (87.5%) said they
preferred 3.0 over 1.0, with this scenario being our most obvious preference; see
Fig. 23.16. This clear preference can be attributed to the limited quality and volume
of the mobile device speaker which in test case B was boosted through additional
devices. This is supported by our participant responses to question 1, which
included “[Disliked 1.0] only one sound source” and “Video A [(1.0)] did not have
great sound quality”. These negative aspects towards test case A could be addressed
by using a device with a higher quality speaker, but this comparison does confirm
that the user experience is enhanced using multiple coordinated devices over a
single mobile device.
Comparing 3.0 and 5.1, 68.75% of participants said they preferred 5.1; see
Fig. 23.16. The experience is once again enhanced with the addition of three more
devices, creating a positive correlation of improvement. The preference is less
significant than the 1.0–3.0 comparison, but the additional devices, in this case,
were providing a low-frequency speaker and two speakers for the rears, which
might be considered to be less significant than the front speakers in a surround
sound configuration. One participant was not in favour of this configuration, stating
that “Video C [(5.1)] had too much going on” suggesting that a minority of people
may be uncomfortable with this set-up due to sensory overload.
When comparing the 5.1 test cases where the delay-compensated media syn-
chronization is enabled and disabled, 81.25% of the participants said that they
preferred the 5.1 configuration with media synchronization enabled; see Fig. 23.16.
This would indicate that delay measurement capabilities do have a positive impact
on the overall user experience and are required for a successful synchronization.
One participant affirms this view during the interview, stating “(Cross-device) lip
sync with video D was particularly problematic—and thus particularly annoying”
highlighting that without synchronization the levels of non-synchronicity are clearly
perceivable, particularly during periods of dialogue within the trailer.
23 Network Delay and Bandwidth Estimation … 673
A final comparison was made between 1.0 and 5.1x (without synchronization) to
query whether users would rather have a single device experience over a
multi-device experience without complete synchronicity; see Fig. 23.16. Although
62% of participants preferred a single device, there remains a significant minority
that would favour multiple devices, despite them being slightly out of sync (i.e. not
synchronized to each other). We consider this comparison therefore somewhat less
conclusive and will ultimately depend on an individual’s personal preference of
sacrificing quality over synchronicity.
When participants were asked during the interviews whether they would be
willing to contribute their own devices to receive an enhanced experience, over half
of the participants responded positively. However, there were concerns raised about
the security associated with connecting to other people’s devices and the potential
implications for battery consumption. One participant said “Yes, probably. Depends
on the access method; would trust APIs (Application Programming Interface) in
iOS more than a third-party magic app!” whilst another suggested “Yes, if I trust
this person that I wouldn’t get a virus from his device. Not if there is secret data on
my device (like company data)”. Finally, the interviews gave an opportunity for
participants to suggest additional devices that could contribute towards a more
immersive media experience. A multi-view scenario and the use of Internet of
Things (IoT) devices, such as digital wallpaper, were amongst some of the sug-
gestions, “Imagine if, watching Star Wars in the same room, one viewer could see
things from the Imperial perspective and the other viewer could see the Rebel
perspective…”, and having additional devices “…integrated into a chair or
something…” to create a multi-sensory experience.
23.5 Conclusions
Recent years have seen the increasing attention and development in cross-device
immersive media. Media synchronization is the key to ensure the user experience of
the new media. Maintaining the synchronicity between devices and applications
hinges on accurate network delay and bandwidth measurement. This chapter has
given an overview of the different types of delays that a cross-device media may
encounter as well as details of the probing methods that can be used to actively
estimate delay and available network capacity. We have also analysed the advan-
tages and limitations of using network probing methods as lessons learned from our
experience. In addition, incorporating network probing in media applications is
challenging in practice. We introduced a recently developed cross-device media
application as a use case to demonstrate how probing mechanisms can be embedded
in the application to improve the QoE using Web technologies. A subjective user
experiment of a surround sound test further proved that the synchronicity of media
is a deterministic factor of the user experience in immersive media.
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Definitions
Network probing Network probing techniques use special packet configurations,
and measure transmission and receipt times of packets to derive information
such as delays, capacity and available bandwidth of a network path.
Cross-Device Synchronized Media Associated media content delivered syn-
chronously across multiple (types of) devices to elicit immersive user
experience.
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Afterword
It is a pleasure for me to contribute a personal afterword to this interesting com-
pendium of chapters on media synchronization. The topic of content synchro-
nization has been central to most of my research activities during the past 30 years.
Reflecting on this past (and the work that others have done during this period) helps
focus my own attention on the role that media synchronization can play in the
future.
In many ways, media synchronization remains an under-appreciated problem.
For most researchers, media synchronization has consisted of little more than a
discussion of the ways that media jitter—the intra-stream packet arrival delay
associated with a single media object—can be quantified and managed. The (often
implied) temporal relationship among these packets made transferring continuous
media content more complex than sending the discrete blocks of textual content for
which common networking infrastructures were designed. When viewed solely as a
technical, networking problem, media synchronization is reduced to a fairly
straightforward problem of predicting the quality of a given network connection
and making a go/no-go decision on accessing a media object. While this charac-
terization seems fairly trivial, it is in fact the model for end-user adapting to syn-
chronization problems: if the intra-content delay becomes unbearable, simply stop
watching that content.
Of course, the simplifications of the intra-stream packet model are an illusion,
although a rather persistent one. In the more general case, a media object (as
experienced by the viewer) is much more dynamic: the various components of this
(real or virtual) object may be stored in multiple independent content streams that
get glued together at the ‘experiencing’ end; each of the streams may be decom-
posed into a number of alternative components that can be used when adapting for
network delays or user interests; the entire presentation may be subject to a number
of commercial, legal, or user-preference constraints; and the entire content collec-
tion being bundled into a single presentation may be created dynamically rather
than consisting of pre-stored bits. There are multiple levels of media synchro-
nization that take place across the infrastructure (thus: at servers; across the net-
work; and at the client), all of which need to be coordinated for effective content
delivery. All of this synchronization is, at its heart, time-based, but must be
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implemented across infrastructures when a common notion of time is probably the
single most relevant part of the processing chain that does not exist. It is this
collection of issues that makes media synchronization interesting!
For many years, my research group (along with many others) worked on
developing models of time and temporal processing for media-based networked
presentations. Some of this work was presented earlier in this book. The goal of
much of this work was not to develop temporal specification formalisms for rea-
soning about a presentation, but to develop a complete specification of the temporal
issues that an infrastructure needed to address when delivering a complex media
presentation. For many of us, this remains a fundamental problem: how can you
define a model of a presentation that includes explicit control of content alternatives
(both syntactic and semantic), nonlinear navigation that allows users follow their
own narrative rather than being restricted to what a content provider thought might
be interesting, and a model that realizes that most aspects of content selection and
navigation are determined at the moment of viewing rather than at the moment of
authoring. These, too, are at the heart of supporting media synchronization. The
unifying theme presented by these issues is: understanding how content and context
of use can be explicitly modeled to support the natural changes that occur over time.
One of the interesting changes that have occurred over time is in better under-
standing the viewer’s tolerance to poorly supported media synchronization. In the
later 1980s and early 1990s (when many of the fundamental problems of
computer-based synchronization were being studied), it was assumed that viewers
had no tolerance (beyond a few milliseconds) for content such as video and audio
that was out of sync. Currently, we realize that an ideal model of content delivery in
which these synchronization issues are solved is not only technically challenging,
but also unnecessary. At least for conventional media-based content, users have
become conditioned to adapt to delays within and across streams in certain contexts
of use. This has allowed infrastructure providers to treat content synchronization
relationships on a best-effort rather than a hard-synchronization basis. This relaxed
view remains context dependent: accepting the occasional ‘spinning pizza’ while
viewing content during an evening commute is different from experiencing the
same delay in a movie theater. Part of the user tolerance to rebuffering on personal
devices possibly reflects an economic trade-off, and part of it is a fatalism that
assumes that there will never be an infrastructure with enough available bandwidth
to support all the world’s appetite for simultaneous watching of pet-trick videos.
Still, at the theater, at a concert, at the movie theater, our expectations are different.
All of these ‘at’ situations provide hope for researchers that continue to push the
‘true-experience’ feeling more closely to the user.
Looking toward the future, I expect that a more generalized notion of content
synchronization will take on an increasing important role in both computer
networking/systems research and research related to understanding the meaning of
multiple streams of incoming information at the ‘experience’ level. The wide
deployment of largely autonomous sensors and Internet-of-things devices provides a
compelling basis for control and synchronization study, one in which knowing what
not to process may become more important than synchronizing the left-over content.
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I also hope that new insights develop in processing highly personalized, nonlinear,
semantically differentiated content. In the long term, helping to synchronize a
common understanding of content meaning may be more important than ‘simply’
delivering that content in a tightly controlled manner.
I’d like to thank the editors and authors of this book for putting together an
interesting collection of chapters that do justice to the broad complexity of media
synchronization. While many of us can see our own ‘past’ in this collection, it is
comforting that many more will be able to determine their own ‘future’ in further
studying the challenges that are outlined in this book’s chapters. I hope all who
have read the content—linearly or nonlinearly—have enjoyed it as much as I have.
Dick C. A. Bulterman
Centrum voor Wiskunde en Informatica (CWI), Amsterdam, and
Vrije Universiteit Amsterdam
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