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Abst ract - - In  this paper, existence and uniqueness conditions, and explicit expressions for solu- 
tions of nonhomogeneons implicit second-order difference systems in unbounded bilateral domains 
are given. These solutions are expressed in terms of series involving a bounded fundamental matrix 
solution whose existence and construction is previously studied. 
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1. INTRODUCTION 
Implicit discrete systems are very much prevalent in science and engineering. They are frequent 
in digital simulation [1] and in sampled-data control systems [2,3]. Finally, many economist, 
biological, and sociological systems are represented by discrete models [4,5]. Apart from these 
problems, implicit discrete systems appear in a natural way using discretization techniques for 
solving numerically differential equations. 
In this paper, we consider implicit second-order bilateral difference systems of the form 
A2Y(n + 2) + A1Y(n + 1) + Y(n) = f(n + 1), n E Z, (1) 
where A2, A1 are square complex matrices elements of C rxr, with A2 possibly singular, the 
unknown {Y(n)}nez and {f (n+ 1)}nez are vector sequences in C r and Z is the set of all integers. 
Note that systems of the form 
A2Y(n + 2) + AIY(n + 1) + AoY(n) = l(n + 1), n E Z (2) 
with invertible matrix A0 can be transformed into a system of the type (I), premultiplying 
equation (2) by Ao  I. For the unilateral case, i.e., n is a nonnegative integer, systems of the 
type (1) have been studied in [6-8], by transforming problem (1) into an extended first-order 
system, and in [9-11] avoiding this classical approach and using solutions or cosolutions of an 
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associated algebraic matrix equation. Implicit second-order difference systems of the type (1) 
appear, for instance, after discretization f nonmonic second-order differential systems in domains 
of the form -co < t < co. 
This paper is addressed todescribe the general solution of the bilateral implicit system (1) with 
bounded right-hand side {f(n + 1)}nez, as well as to find sufficient conditions for uniqueness and 
to construct the unique solution in an explicit way. Thus, the present paper may be regarded 
as an extension of the results of [10,11] to bilateral domains n E Z. It is important to point out 
that the technique developed in [10,11] to the unilateral case, is not applicable to the bilateral 
one because the construction of the particular solution of the nonhomogeneous sy tem given in 
such papers for the case n _> 0, cannot be performed for the case n E Z. The organization of 
this paper is as follows. In Section 2, existence conditions and the construction of a bounded 
fundamental matrix solution of problem (1) are studied. Bounded solutions of the problem (1) 
are constructed in Section 3 in terms of the bounded fundamental matrix solution. Finally in 
Section 4, existence and uniqueness conditions for solutions of initial value problems associated 
to equation (1) are studied and an explicit solution of such problem is given. 
If y is a vector in C r we denote by Hyll its usual Euclidean orm. If A is a square matrix in 
C m×'n, the set of all the eigenvalues of A will be denoted by a(A), and its spectral radius denoted 
by p(A) is the maximum of the set {IzI : z E a(A)}. I fB is a matrix in C mxn, its co-norm defined 
in [12, p. 57] is denoted by IiBHoo and takes the value 
n 
IIBIIoo = max ~-~lboI. (3) 
l< i<m 
- - j= . l  
If A is a matrix in C mxn we denote by R(A) the rank of A. In accordance with [13, p. 20], a 
generalized inverse of A is a matrix A G in C nx'n such that AAGA = A. By [13, p. 21] it follows 
that 
AGAAOA = AOA and R(AOA) = R(A), 
AAGAA c = AA a and R(AA G) = R(A). 
The concept of generalized inverse is closely related to the solution of linear matrix equations. 
In fact, by [13, p. 24, Theorem 2.3.2], if A E C mxn and C E C nxp, a necessary and sufficient 
condition for the equation 
AX = C, 
to have a solution X E C nxp, is that 
AAGC = C, 
in which case the general solution is 
X = AaC + (In - AaA) Z, 
where Z is an arbitrary matrix in Z E C mxp and Im is the identity matrix in C mxm. Computa- 
tional methods for computing eneralized inverses of a matrix may be found in [13, Chapter 11]. 
In particular, the Moore-Penrose generalized inverse of A, denoted by A + is efficiently computed 
using modern packages. 
2. ON BOUNDED MATRIX  FUNDAMENTAL  SOLUTIONS 
For the sake of clarity in the presentation f the following, we adapt o the bilateral case, some 
results and definitions given in [10,11] that will play a fundamental role in the construction of 
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matrix fundamental solutions. In accordance with the corresponding definition given in [14] for 
the scalar case, we say that {Y(n)}nez is a matrix fundamental solution of (1) if 
A2Y(n + 2) + AaY(n + 1) + Y(n) = 6o.n+lI, n e Z, (4) 
where Y(n) E C rxr, I denotes the identity matrix in C rxr and 
0, n ¢ -1,  
60'n+1 = 1, n=- l .  (5) 
THEOREM 1. (See [10].) Let us consider the block matrix C defined by 
[o1] 
C= -A2 -A1 " (6) 
Let M be an invertible block matrix in C 2rx~r with M = (Mij), Mi,j E C rxnj, 1 < i < 2, 
1 < j < k, nl +- . .  + nk = 2r, ]et J = diag ( J1, . . . ,  Jh, Jh+b.. . ,  Jt¢), where J j  is a matrix in 
C njxn#, J1, . . . , Jh are invertible and Jh+l,. . . , Jk are nilpotent, J the Jordan canonical form 
of C such that 
M J  = CM. (7) 
Then the genera/solution of 
A2Y(n + 2) + A1Y(n + 1) + Y(n) = O, n e Z (8) 
is given by h 
Y(n)=y 'Ml j ( J~ l )n - lv j ,  v jEC  nj, l<_j<_h, nEZ.  (9) 
j-=l 
In accordance with [11, p. 115-116], let M'  the invertible block matrix defined by 
M'  = (M~j) M .~. , ,3 = M3_~,j, l< j<k ,  1<i<2.  (10) 
Let kj be the index of nilpotency of J j  for h + 1 _< j <_ k, such that 
(sj) kj = 0,  j-1 # 0. (11) 
From the definition of M ~ it follows that 
A = [ -AII --t 2 ] , M' J  = AM', (12) 
i.e. 
[ M21.. .M2h.. .M2k ] diag(J1, . . .  Jh, Jk) = I -A1 
MI1 . . Mlh . . Mlk J . . . .  ' I 
Note that it means, 
and then 
M~iJ~ = -A1M2~ - A2Mu, 
MI~J~ = M2~, 
MI1 Mlh. .Mlk J " 
l< i<k ,  
l< i<k ,  
A2MI~ + A1MI~J~ + MliJ~ = O, 1 < i < k. (13) 
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Let us define 
Xo = [Mn,..., M1h] e C rX("l+'''+nh), 
To = diag (Jb..., Jh) E C ("l+'''+n~)X(nl+'''+""), 
then XoTo = [M21,..., M2h] E C rX(n'+'''+"h) and using (12) it follows that 
XoTol [-A,-A2][XoTol 
Xo J T°= I [. Xo J" (14) 
From the invertibility of M ~, one gets that 
[ XoTo ] 
V = [ X0 is full rank and one-to-one. (15) 
With the previous notation, if we consider the matrix sequence {Y(n)},ez defined by 
Y(n) = XoT~ (Tot) n+' P = Xo (To1) n-1 P, n E Z, (16) 
where P = [P l , . . .  ,Ph] T E C (n'+'''+nh), pi E C n', 1 < i < h, then by (13) it follows that 
A2Y(n + 2) + AiY(n + 1) + Y(n) 
= (A2XoT~ (To-If n+3 -]- A,XoT2 (Toil "+~ + XoT2 (To-l) n+l) P 
h 
= (A2M,,j  (j-,)-+3 + AI ,j  (j-1)-+2 + MI,j  (j-ly+l) p, 
i----I 
h 
Z (A2Mx, + A1MliJi + MliJ~) ,.- lxn+' = I, ai ) p~=O, nEZ.  
i.=l 
(17) 
This suggests to seek a matrix solution {G(n)},,ez of (4), with G(n) E C rXr, n E Z, of the 
form 
f x0 (Tol) "-~ P, n > 0, 
G(n) (18) 
Xo (T0-1) "-1 Q, n _< -1, 
where X0, To denote the matrices defined by (14), and P, Q are matrices in C (n'+'''+"h)xr to be 
determined. By imposing that G(n) verifies (4), it follows that matrices P, Q must satisfy 
A2G(1) + AxG(O) + G(-1) = I, 
A2G(O) + A1G(-1) + G(-2) = 0, 
or 
A2XoP + A1XoToP + XoT~Q = I, 
A2XoToP + A1XoT~Q + XoT~Q = O. 
By (13) it follows that A2Xo + A1XoTo + XoTo 2= O. Hence, 
(19) 
-A2Xo - A1XoTo = XoTL  
A2Xo = - XoT~ - A1XoTo .  
(20) 
Using (20), the first equation of (19) can be written in the form 
I = A2XoP + A1XoToP - A2XoQ - AxXoToQ = (A~Xo + A1XoTo) (P - Q), 
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or  
XoT~)(P - Q) = - I .  
Using (20), the second equation of (19) takes the form 
0 = A2XoToP + (A,XoTo + XoT 2) ToQ 
= (-AINoTo - XoT~) ToP + (A,XoTo + XoT~) ToQ 
= - (A,XoTo + XoT~) To(P - Q) 
= -A ,XoT2(p  - Q) - XoTao(p - Q), 
and by (21) it follows that 
XoT3(p - Q) = A,. 
From (21) and (22), the system (19) is transformed into 
[_.,;] 
Xo / 
(21) 
(22) 
(23) 
In order to find matrices P, Q verifying (23), note that by the invertibility of To system (23) 
can be solved in terms of the solution of the algebraic system 
where V is defined by (15). By [13, p. 24, Theorem 2.3.2] the system is compatible if and only if 
where V G = [H1,H2] is any generalized inverse of V. By the one-to-one property of V and [13, 
p. 24, Theorem 2.3.2], under the hypothesis (25), the solution of (24) is unique and it is given by 
Under the compatibility hypothesis (25), by (23) and (26) it follows that 
P - Q = To2Z = To 2 (HIA, - H2). (27) 
If we define the matrix H by 
H = 7o  2 (H ,A ,  - / /2 ) ,  (28) 
then for any matrix P in C(m+'"+"h'Xr and Q = P -  H, the matrix [Q] is a solution of (19) 
and 
f Xo (To*)"-* P, n > O, 
G(n) (29) / Xo (To*)"-* (P- H), n _< -1, 
with P 6 C (m+'''+"h)xr and H defined by (28), is a fundamental matrix solution of (1). Now we 
are interested in the construction f a bounded fundamental solution of (I). Let us assume the 
condition 
every nonzero eigenvalue A of C satisfies [A[ ~ 1. (30) 
Under the hypothesis (30), let us introduce the block diagonal matrix 
B = diag (B, , . . . ,  Bh), B~ E C n'x"~, B E C ("*+'''+"h)x(n*+'''+nh), 
(31) 
Bi=I . , ,  i fp ( J i )> l  and B i=O. , ,  i fp ( J i )< l ,  l< i<_h .  
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Taking the matrix 
P = BH E C (nl+'''+nh)xr 
in (29), one gets a matrix fundamental solution {G(n)}nez of (1) defined by 
2(0 (To1) n-1 BH, n >_ O, 
G(n) i Xo (To') n-1 (B - I)H, n <_ -1. 
Note that from the definition of B, it follows that BTo = ToB, B = B -1, and 
(32) 
(To1)  n B = TonB = (ToB) -n , 
(To1)  n (B - I) = Ton(B - I) = [To(B - I)] -n , 
n > O and p(ToB) > l, 
n<0 and p(To(B- I ) )< I .  
By [15, Theorem 1.3.9] 
lim (ToB) -n = 0 and lim [To(B - i )]-n = O. 
n"'-¢ O0 n - . .¢ - -  O0 
Thus, {G(n)}nez defined in (32) is a bounded matrix fundamental solution of (1). 
Summarizing the following result has been established. 
THEOREM 2. With the notation of Theorem 1, let us suppose that the algebraic system (24) 
is compatible, i.e., that condition (25) is satisfied, where V is given by (15), and [H1,H2] is 
any generalized inverse of V. If C is the b]ock matrix defined by (6) and satisfies the spectra] 
condition (30), then {G(n)}nez given by (29) with H defined by (28), is a bounded matrix 
fundamental solution of (1). 
3. BOUNDED SOLUTIONS OF  THE 
NONHOMOGENEOUS PROBLEM 
In order to construct bounded solutions of the nonhomogeneons problem (1) with bounded 
right-hand side {f(n + 1)}nez, we begin this section obtaining concrete bounds of the fundamental 
matrix solution {G(n)}nez given in Section 2. For the sake of convenience, we introduce a special 
matrix norm. If N E C n×q, e is a positive number and JN is the Jordan form of N, taking 
D = diag (1, e, e2,. . . ,  eq-1), from [15, p. 25, Theorem 1.3.6] of the norm 
I IN I I ,  = IIQ-1NQIIoo, Q = RD,  R JNR -1 = N, (33) 
verifies 
IINII, _< p(N)  + ~. (34) 
Let us consider the hypothesis and the notation of the previous section, and let 8 be a positive 
number 0 < 0 < 1, such that if A is the matrix defined by (12) and a(A) = {Ai, 1 < i < 
m}U{fl j ,  1 < j  <p},with]A~] < 1 and[~j] > 1 for 1 < i<m,  1 < j  <_p ,p+m= h, one 
satisfies 
max [A i [<1-8 ,  max /~-I < l<j<p[ J [ i--8. (35) 
l < _ i < m  - -  - -  - -  - -  
Let e -- 8/2, and let us consider the norm II" [ll defined by (33) acting on the matrix T~IB, 
where B is defined by (31) and D = diag (1,0/2,. . .  ,O(nl+'"+nh)--l/2(nl+'"+nh)--l) one gets 
e # 
IITo - 'B I I  , = I Io-*To - 'Bo l l  = _< p (To 'B)  + e <_ 1 - e + ~ = 1 - ~ = .y, 
I " ,  I/ o o. (To')" = To- 'B ) ,  
(36) 
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If J .  is the Jordan form of the matrix To(B - I) and R E C (nl+'''+nh)x(m+'''+n~) satisfies 
RJ.R -1 = To(B - I), then by [15, p. 25, Theorem 1.3.6] and (33), it follows that the norm ]]. 112 
defined by 
8 
IITo(B - I)112 = HD- 'R- IT0(  B - I )RDI I~ < p (To(B - I)) + e _< 1 - ~ = 7, (3z) 
II~o (B - l ) lh  -- II[To(B - 1)]~II2 < ~", 0 < ~ < 1, n > 0. 
From [15, p. 25, Theorem 1.2.4], there exists constants c2 _> Cl > 0, such that for the norms 
introduced in (36),(37) one gets 
n 2 n 1 l [ n~0.  Cl (To-aB) _< (To-'B) <c~ (Toin)" , 
From (36),(37) it follows that 
II( o - I - I (T° - I 1B)n < 1 XB)n <_--, n>O. 2 el 1 C1 
Taking norms in the expression of G(n) given in (32) it follows that 
IIG(n)ll2 I IXo(To)" - IBH I I~  < ToXB)  " = - ~x - 
and 
I IC(n)ll2= Xo(To)"a (B- I )n  2 < - [To l (B - I ) ]  " zllXoToll211nli2<-K'r-", n<0,  (39) 
where 
K = IlXoTolh I IHIh (40) 
From (38),(39) one gets 
[[G(n)[[2 < max (1, 1 } K7 [hI, VnqZ.  (41) 
Let {f(k)}kez be a bounded sequence in C r and let us consider the vector series 
+c¢ 
u(n) = ~ a(n - kl/(k), n • Z. (421 
k-----oo 
First of all, we prove that the series (42) is convergent for every integer n. Let F be a positive 
constant such that 
llf(k)If-< F, 
If n is a fixed integer, by (40),(41) one gets 
Ila(~ - k)ll= <- ~-~,  cl 
IIG(n - k)llz -_- K~ k-", 
Hence, 
k e Z. (43) 
-oo<k<n-1 ,  
k>_n. 
E G(n -  k)f(k) < F Z IIG(n- k)l12 
k-----oo 2 k-----oc 
= F IIG(n - k)lh + ~ IIG(n - k)ll2 
\ k=-oo  k~-n 
FK n-1 +oo 
<-- E 'Tn-k q- FK ~ "Tk-n 
C1 kffi-oo kffin 
FK "7 1 
- + FK 1 C1 1- -~ --"y 
= [1+ 1] 
CAM~J2:g-B 
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Thus, {U(n)}naz is a well defined sequence in C r such that 
I[U(n)H2 < FK [1jr l ]  
-1 - -y  
nGZ.  
Now we prove that {U(n)}n~z i8 a solution of problem (1). In fact, from the properties of the 
fundamental matrix sequence {G(n)}n~z one gets 
A2U(n Jr 2) + alU(n + 1) + U(n) 
+oo 
=E 
+~ 
= ~ e,,._k+~II(~) = I(n + 1). 
k-~-oo 
[A2G(n + 2 - k) + A1G(n Jr 1 - k) Jr G(n - k)] f(k) 
Thus, {U(n)}n~z is a bounded solution of (1), and by the linearity of the equation and Theo- 
rem 1, the following result has been established. 
THEOREM 3. Let us suppose the hypothesis and the notation of Theorem 2, and let {f(k)}/c6z 
be a bounded sequence in C r. Then the vector sequence (U(n)}n~z given by (42) is a bounded 
solution o£ (1), and the general solution of (1) is given by 
Y(. )  = Xo (To-X) "-1V + V(.), P e C("1+''+"~), . e Z. (44) 
REMARK 1. The previous results can be used to obtain information about he unilateral problems 
a2Y(n + 2) + AIY(n + 1) + Y(n) = g(n), n >_ O, (45) 
where {g(n)}n>o is a bounded sequence in C r. Let us consider the bilateral problem 
A2Y(n + 2) + a lY (n  + 1) + Y(n) = f (n + 1), n E Z, (46) 
where 
f (n  + l) = -{ g(n)' n >_ O, (47) 
0, n<0.  
Under the hypothesis of Theorem 3, taking P = 0 in (44), one gets a bounded solution of (45) 
defined by 
+oo 
Y(.) = ~ G(n-~)f(k) 
k=¢--c¢ 
= ~_~ G(n-  k )g(k -  1) 
k>x 
= ~ c ( . -  ~ - X)g(~), 
k>o 
where {G(n)}n~Z is given by (32). 
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4. NONHOMOGENEOUS IN IT IAL  VALUE PROBLEMS 
In this section, we consider the nonhomogeneous initial value problem 
A2Y(n + 2) + A1Y(n + 1) + Y(n) = f(n + 1), n E Z, 
Y(O) = }To, Y(1) = Y~, (48) 
where {f(n)}nez is a bounded sequence in C r. Let us suppose the conditions (25) and (30) are 
satisfied and let us consider the associated problems 
A2Z(n + 2) + A1Z(n + 1) + Z(n) = O, n E Z, 
Z(0) = Y0, Z(1) = Y, (49) 
A2V(n + 2) + AlV(n + 1) + V(n) = I(n + 1), n e Z, (50) 
and 
A2X(n + 2) + AIX(n + 1) + X(n) = O, n ~ Z, 
x(o)  = -v (o) ,  x(1)  = -v (1 ) .  (51) 
It is clear that if {Z(n)}nez, {V(n)}neZ and {X(n)}n~z are solutions of (49)-(51), respectively, 
then 
Y(n) = Z(n) + V(n) + X(n), n e Z, 
is a solution of (48). By (17), or Theorem 3, the general solution of 
A2Z(n + 2) + AIZ(n + 1) 
is given by 
Z(n) = Xo (To1) "-1 P, 
By imposing to {Z(n)}neZ given by (54) that 
the matrix P must verify 
Xoro] p 
Xoj 
and it happens if and only if [13, Theorem 2.3.2] 
P e C ("'++'' ') .  (54) 
satisfies the initial conditions of problem (49), 
=[Y0]y,, (55) 
(52) 
(56) 
By Theorem 3, a bounded solution of problem (50) is defined by (42) where {G(n)}nez is given 
by (32). By the reasons commented above for the problem (49), the solution of (51) exists if and 
only if [13, Theorem 2.3.2] 
VVG I V(O) ] [ V(O) ] 
V(1)J = LV(1)J ' (57) 
I .  
where V(0) and V(1) are obtained from (42). 
Note that under the compatibility condition, any initial value problem related to equation (53) 
admits only one solution by (15). Hence, under compatibility conditions (56) and (57), the 
problem (48) admits a unique solution {Y(n)}nez given by (52) where 
z(n) = Xo (7ol) "-1 (H1Y0 + H2Y1), n e Z, 
+co 
V(n)= E G(n-k) f (k) ,  neZ,  
kffi--co 
X(n) = -Xo (T~-I) n-x (H1V(0) + H2V(1)), n E Z, 
where [H1,H2] is a generalized inverse of V = [XoT0] 
LXoJ"  
Summarizing the following result has been established. 
(58) 
(59) 
(60) 
+ Z(n) = 0, n E Z, (53) 
vvC y~ = y~ . 
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THEOREM 4. With the notation of Thsorem 3, let Yo and Y1 be vectors in C r, let V be the matrix 
defined by (15), and let us assume the conditions (25) and (30). Let {G(n)}nez be the bounded 
matrix fundamental solution of (1) where [H1,H2] is a generalized inverse of V = [XoT0] .  Let 
LXoJ 
{f(n)}nEZ be a bounded sequence in C r, let {V(n)}nEZ be the bounded solution of (1) defined 
by (59), and let us suppose that V satisfies the conditions (56) and (57). Then the problem (48) 
admits a unique solution given by (52), where {Z(n)}nez and {X(n) }nez are detined by (58) 
and (60), respectively. 
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