In this work we study the local integrability of strongly pseudoconvex Mizohata structures of rank n > 2 (and co-rank 1). These structures are locally generated in an appropriate coordinate system (t\, ... , tn , x) by flat perturbations of Mizohata vector fields Mj = ~■ -itj-jfc , j = 1, ... , n . For this, we first prove the global integrability of small perturbations of the structure generated by g= + o\ ^ , -^-^ aJdz ' 7 = 2,...,« , defined over a manifold C x S , where 5 is simply connected.
Introduction
The local solvability of overdetermined and underdetermined systems of vector fields has been studied with some generality under the assumption that the structure generated by the vector fields is locally integrable and has co-rank equal to one [16, 4, 5] . It is thus natural to study the local integrability of structures of co-rank one. In this work we prove that a formally integrable (i.e. involutive) structure of co-rank one and rank n > 2 is locally integrable if it is strongly pseudoconvex, a result analogous to Kuranishi's embedding theorem for CR-structures as extended by Akahori [8, 1] . These structures, here called Mizohata structures, are locally generated in an appropriate coordinate system (ti, ... , tn, x) by n vector fields (u) M^aTj-itj-bh + p^' J = l>->n> where Pj is flat at t = 0 [17] , i.e., they are flat perturbations of Mizohata vector fields. The problem of local integrability is equivalent to the problem of finding new local coordinates where the structure is generated by the vector fields (1.1) with pj■ = 0, j = 1, ... , n. For n = 1, Nirenberg [11] showed that it is possible to select pi so that the corresponding structure is not locally integrable whereas our result shows that there is always local integrability if n > 2 ; so, only the case n = 2 remains open. To prove our result we follow, loosely speaking, the method of Kuranishi which consists in approximating the given structure by a sequence of locally integrable structures. This sequence is constructed by using a Nash-Moser scheme.The success of this approach is linked to the existence of homotopy formulas at the level of one-forms for each one of the approximating structures. Furthermore, the homotopy operators involved should have adequate continuity properties in some scale of Banach spaces. In our proof, instead of dealing directly with the structure J[ generated by vector fields (1.1), we first introduce polar coordinates in t. This change of variables becomes singular precisely at the characteristic points of ,#. This blows up the nonelliptic points of Jf and we are left with an elliptic structure 3? generated by vector
where z = x + is = x + i(\t\2/2) and the ü¡ 's are smooth functions of s, vanishing for 5 < 0. It is to the structure 3? that we apply the method of Kuranishi. The homotopy operators for the structures that approximate 3? have explicit integral expressions. In this respect, as well as in other tecnichal details, the proof runs closer to Webster's proof of the theorems of Kuranishi and Newlander-Nirenberg [19, 20, 17] . The price to pay for considering the better behaved elliptic structure 3? is that one has to prove integrability globally in 6 £ Sn~x. It is easy to show that global integrability for J?7 implies local integrability for JK.
Concerning the case of rank n = 2, Nagel and Rosay [10] proved recently nonexistence of homotopy formulas for CR-structures of hypersurface type, explaining why this case cannot be handled like the case of higher rank. This argument can be adapted to show that homotopy formulas do not exist either for locally integrable Mizohata structures of rank 2 [7] .
The organization of this paper is as follows: in §2 we state the main theorem and introduce the elliptic structure &, in §3 we prove the required homotopy formulas, in §4 we prove the continuity of the homotopy operators in Holder norms, in §5 we briefly state the needed facts about smoothing operators, in the extremely long §6 we prove that the Nash-Moser scheme converges, thus proving the global integrability of 3? and, finally, in §7 we show that the integrability of SC implies that of JÜ.
The authors are indebted to Professor Trêves for teaching them about the work of Webster in his lectures at Recife as well as for pointing out reference [10] .
2. Existence of a flat solution for a Mizohata structure Let Q be a paracompact manifold of class C°° and dimension A. We consider a subbundle 3? of CTD. = C ® TO.. License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use and the natural projection of C(3f)\0 over Q is a closed set called set of the nonelliptic points.
We now take (p, ¿¡) £ C(3f), Ç ± 0. If v , w £ 3¡, we choose local sections L and M of 3? defined in a neigbourhood of p so that L(p) = v , M(p) = w , and we put
This definition is independent of L and M. We define the Leviform of 3? at (p,Ç) by
8(p ¿) is a hermitian form and therefore it has a diagonal real representation.
Definition 2.2. 3* is locally integrable if, given p £ Si, there exists a neigbourhood U of p and C°° functions zk : U -► C, k = 1, ... , m , such that their differentials generate 3f-L over U.
Definition 2.3. Let JÍ be a formally integrable structure of dimension n over a manifold Q of dimension n+l. JÍ is called a Mizohata structure if C(^#) ^ 0 and the Levi form associated to Jf is nondegenerated at every point of C(J?).
It is clear that Definition 2.2 is more restrictive than Definition 2.1. We will prove the equivalence of both definitions for a class of Mizohata structures. More precisely Theorem 2.1. Let Jf be a Mizohata structure over a manifold Si of dimension « + 1, n > 2. If J^ is a strongly pseudoconvex structure, that is, if all the eigenvalues of the Levi form associated to JÍ are positive (or negative), then Jf is locally integrable.
First, we need the following lemma.
Lemma 2.1 [17] . Let ^ be a Mizohata structure of dimension n over a manifold Q. There are a system of coordinates defined in a neigbourhood U of an arbitrary nonelliptic point p e SI, a nondegenerated quadratic form Q in R" and functions p¡, j = 1, ... , n , defined in U, such that (i) pj is flat at t = 0, j = 1, ... , n.
(ii) Jt is generated over U by
Moreover, Jf is locally integrable in a neighbourhood of p if and only if there are coordinates (x, ti, ... , t") and a quadratic form Q as above such that pj = 0, j -1, ... , n.
When Ji is strongly pseudoconvex, we can take Q(tl,...,tn) = ^(t2i+---+ t2n)
and so we can assume that p = 0 is a nonelliptic point of ^#, SI = R"+1 and J( is (globally) generated by the vector fields axe also flat at t = 0, we can extend them to be zero when s < 0 and therefore we can study the structure generated by
where z = x + is and ct7 , j = I, ... , n, axe C°° functions vanishing for 5 = Im(z) < 0. The structure 3? generated by (2.5) is an elliptic structure over C x S"~x ; therefore it is locally integrable [15] , but this depends on a localization in 0 £ S"~x which is not enough to cover a full neighbourhood of the origin in the original coordinates.
An invariant way of treating this problem is the following: we fix a canonical chart z of C and we consider a compact manifold S instead of S"~x . We also consider the structure (2.6) si = (dz)L defined over Cx5. We want to study the perturbated structure 3? given by
where o is a smooth 1-form in S which depends on z as a parameter, ai is a C°° function defined in C x S and both are flat at Im(z) = 0. When S = Sn~x, we get a structure as in (2.5).
We now consider the complex associated to 3? :
where f is the ideal generated by the sections of 3,L in Ylk=o A (CxS) and 6k is the operator induced by the exterior derivative in the space (2.9). Let S be a simply connected compact orientable manifold of dimension n -1 > 2. We fix a Riemannian metric in 5.
We consider in CxS the globally integrable structure sf given by (2.6). We will construct a homotopy formula for the complex associated to $/ : If F £ C°°(C x S, \Jjsf*(C x S)) then F has the following unique decomposition:
(3.5) F = w + </>Nd~z, w£C°°(C,Cco(S,f\JS)) and <f> £ C°°(C; C°°(S, AJ~' S)).
So, (3.6) ôf F = âf (w + 4> A dz-) = dsw + (-ly^zz Adz + ds<f> A dz .
J oz
Now, we define
We know that
Then we define
for F = co + 4>d.-z£ C°°(CxS; f\{ stf*(C x S)), and (3.10) K2F = Kfcpd^ + K^co for F = co + <f>Adz£C°°(CxS, /\2 ss?*(C x S)). Since Kf comutes with the Laplacean of S, it also comutes with ds and with ö/öz. By (3.6), (3.9), (3.3), and (3.8),
in Ax S, because ds -0. So, (3.2) is proved.
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On the other hand, we can put (3.9) in the following form 
HOLDER REGULARITY OF THE HOMOTOPY OPERATORS
Let K be a compact convex subset of R'. We define
for u £ C°(K) and 0 < a < 1. If « G Ck(K) and k < a < k + 1, k positive integer, we put We can define Ca(Si) when Q is a compact manifold using coordinates and a partition of unity as usual. We can also define the spaces Ca(Sl; E) of sections of a bundle E over Si. Given Si c C x S possibly noncompact, we want to define the space Ca(Sl, A/ F*(C x S)). For this, we fix a chart z of C and using it we can define a norm which we denote by || ||v
If we fix a chart z of C, the norms coming from different coverings and partitions of unity on S axe equivalent.
We want to study the Holder regularity of the homotopy operators Ki and K2 constructed before. For this, we fix a chart z of C and we take maps CQ(A) into C1+a(A) [2] and the regularity in the variables of S remains the same.
From now on, the letter C will be used to denote several universal constants. +E E suç
using the fact that Kf is a continuous linear operator from C(S) into C+l(S), n > 0, n & N, we get (4.5). A proof of this continuity can be found in [2] .
Similarly, we can find another C = C(a) > 0 such that (4.11) \\K2F\\*,: < C||F||",.-, F£Ca (cxS, A V*(C x S) J .
We must note that Ki and K2 do not gain a derivative as in the NewlanderNirenberg Theorem but we do not need to shrink the domain AxS to get the estimates (4.5) and (4.11). Now, we know that there is a continuous linear extension operator [14] : (4.12) Then we take (4.13)
where n is a smooth function supported in A2, the ball of radius 2 at the origin of C and e, is an extention operator acting in Ca(A x S, /\'sf*(C x S)), i = 1,2, as in (4.12). So, for F e C°°(C x S, A' ^*(C x S)) ,we still have (4.14) off KiF + K2Sf F = F in Ax S.
Now supp Ä^F, supp K2F c A2 x S, and the inequalities (4.5) and (4.11) are also valid for Ki and K2 , respectively.
Smoothing operators
Let K be a compact subset of C. We consider a covering {Uj, Oj] of S by coordinate neighbourhoods such that dj(Uj) is contained in the ball Bi of radius 1 and center 0 in R"_1. We can also fix a partition of unity {<f>j} subordinate to this covering and denote by z the canonical coordinate of C.
Given / £ C°(C x S) with supp/ c KxS, f=Ejfj, fj = <t>jf-Let Fj be the expression of f using (z, 0;) as coordinate. Let x be a function of <5*(R"+1) such that % e C^°(Rn+l) (Fourier transform in R"+1) and X-l iR a neighbourhood of the origin.
We define 
Perturbations of globally integrable structures
Theorem 6.1. We consider the structure 3? given by (2.7) where a and ctj are smooth in CxS. Let a £ R, 0 < a < 1. Then it is possible to find £n > 0 such that, if (6.1) ||ffi||.+a,, < s0 and ||o-||1+0iI < e0
CxS CxS then S7 is semiglobally integrable.
In others words, if (6.1) holds for en suficiently small, then given R > 0, there is a function Z^ defined in ArxS, with nonvanishing differential, such 4 that (6.2) ¿nZoo = 0 in Ar x S.
Corollary 6.1. We consider the structure 3^ given by (2.7). Let a £ R, 0 < a < 1. Then it is possible to find e0 > 0 such that, if (6.1) holds, then 3^ is globally integrable.
Theorem 2.1 will also be a corollary of Theorem 6.1.
Proof of the Theorem 6.1. First we take R = 1. Using the Nash-Moser procedure, we will construct a sequence {zv} of C°° functions defined in CxS such that z" -» z^ when v -> oo in C1+a(Ai x S), 0 < a < 1 , and (6.3) 3f = (dz00)± inAixS. 4 We consider the complex (2.8) associated to 3?. According to the decomposition (2.10), we can write where ds, z is the exterior derivative in S, and z is considered as a parameter. We would like to see the complex (2.8) as a perturbation of a complex associated to a globally integrable structure. For this, we change the generators of 3? and define the operator adapted to ( , by setting
The reason for this is the following:
First step (definition of z" ). According to Webster [20] and Trêves [17] , we will define a sequence of C°° functions (6.9) z":CxS^C, v = l,2,..., Then, taking £ = zv in (6.8), and using a system of coordinates (6i, 62, ... , 0"_i) to S, we will get (L\r
where stfv is the structure given by (6.12) K = (dz,)1.
We observe here two interesting phenomena: the approximating structure sév has always the same aspect and the rest Rv contains terms which permit a quadratic estimate.
We now consider the complex associated to sfv : ,.. Zj/+i = zv + cov , co" = -SNi/+1K\ÔqZ" , (6.15)
r"+i = rv -2W ',, Nv+{= NJ .
Here <5q = a^" is the operator adapted to the chart z" (see (6.8)). S/v"+, is the smoothing operator defined in CxS using the chart z" , a covering and a partition of unity of S which we fix from now on, and Ao is a real number which we will fix in the future. Using and e, is the extension operator described in (4.13). We now use the following notation:
(6.22) ||F||.., = ||F||«,2" = ||F'o^;-1||",2 , X(z, 9) = (z"(z, 6), d).
si" n" Är" x s It follows from (4.5), (4.11), (4.12) and (4.13) that (6.23) IMWI&S < C-ll^ll-.-. F £Ca(cxS, /\lK*) .
(6.24) 11*2*11-< C ■ ||F||"n.;, FeC"(cxS, f\ s/*} .
It is clear that that homotopy formula (6.25) ôfk\ + Kv2ôf = I is still valid in Ar"xS, The definition of zv+i does not depend on systems of coordinates of S. So, to prove the convergence of zv in the space Ca(C x S) we can use coordinates but this does not mean a localization in the variables of S.
We take a chart (6\, 62, ... , 0"_i) from the covering of S fixed before. Using (z, 0i, ... , 0".-i) as coordinates, the equation (2.14) can be written in the following form:
(6.26) % "
L^=ä6-7 + ^ = °-I-*.-.»-and the operator adapted to the chart zv has the form (6.11). Putting (6.27) 8\f = (Ljfi -L1fj)\<t<j<n . feC°°(cxS,f\ K*) > and using the fact that [L¡, Lf\ = 0, we get (6.28) &\ • ¿£ = 0.
Returning to (6.14), we want to prove that {z"} is a Cauchy sequence in C1+a(Ai x S), 0 < a < 1 ; for this we must estimate ||Z1/+1 -Zi/||l+a,i/ = ||Wtl||l+Q," = || -O/y , Xj Oq Z^Ui+o.i,
CxS
CxS CxS (6.29) < CNu+l\\k^zv\\a." < CNv+x\\K\ô%zv\\.., CxS Sly <CA,+1||^z"||0.,.
Slit
We are using (6.14), (5.3) and (6.23).
Second step (estimate for S^zv+i ). Using (6.14), (6.25) and (6.11), we can write övoZv+i = 6voZv + SvoWv = (ôfK\ + K»2ôf)(ovoZv) + {of + R")(wv) = 6fK\ôvoZv + Kv2ôfôv0zv -(S* + R")(SN^K\ôvoZv) 
Third step (preparatory lemmas).
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Since ||Z)(^'')'-1||ca(Cx5) < 2 , we get similarly the other inequality.
Remark 6.1. Using the fact that We begin by setting (6.50) z0 = z, Q0 = AxS, First we prove that the validity of the hypotheses for step v implies the same hypotheses in the step v + 1, choosing A0 large and sq small. Finally we will prove the hypotheses when v = 1.
By (6.14), The elements of the matrix Mv (and M~ ' ) can be estimated by C5 or Ce (due to (H5)v and (//6)" )and using (H$)v , we can write (6.57)
|«>"||l+0., <C(5,6)¿V"+1||^-,zv||".. but this follows from (6.16). Now we will prove (/F4)"+i. First, we must note that ||o,y||i+;+" 0 are bounded for j = 1, ... , n (Oj axe «0 smooth in CxS). So, from (6.14), (6.4) and (6.5), On the other hand, fi" c fl"_i and due to (6.56), (6.71) H^+ilk* < C(5, 6)(At,+1||^-1z,||2,l/_l + ¿V-^H^z.,11,^.,,) .
Then, to prove (H4)v+\ it is sufficient to show that (6.72) ||¿o^lU+^<C(5,6)A¿+1 . Now (6.11) implies that 6qZv = Rvzv and also gives the expression of Rv in the (zo, 0i, ... , 0"-i) coordinates. It is convenient to change Rvzv to new coordinates. We then consider (6.73) Zv:CxS-*CxS, (z, 9).-(zv(z, 9), 9).
We noted in (6.45) and (6.46) that ||X||c'(Af"xS) and \\Z-x\\a(KxS) are bounded. Then we can use the following lemma: To simplify matters, we omit in (6.80) the partition of unity fixed in S. We will make this omission from now on.
Similarly, we can show that This prove (6.78) for X = 0. The general case follows by induction using the fact that the rcth-derivative of Ii(z")"' is equal to a finite number of derivatives of order < k of the function z >-> ^ evaluated at Li(zv) with derivatives of Li(zv) of orders ki,k2, ... , with k\+k2-\-< k which can be estimated using (6.81). Returning to (6.77) and using (6.78), To get (/74)" , we choose C4 larger than this last constant C(5,6) (A0_1 and £o can be shrunk).
We will now prove (Hg)v+\ .
Let j £Z, 0<j<X+ 1. and ELolK'lkco < T,%oNJ < ï (see (6-4), (6.5) and (6.16)), it is sufficient 1 CxS J to take C5 > \C, where C is the constant in the right hand of (6.95).
Since To prove this we use (6.37) (6.102) ll^ilko < CTV.HáoZoIkoll^oIko + CVll^zoll^.o.
We need show that (6.103) ll^zolU+,.0 < A0A+1 but this is obvious because ¿ozo is bounded in Cx+n+À(Slo) and Ao can be taken large.
This proves the semiglobal integrability of the structure 3? given by (2.7), because we can proceed analogously from Ar x S, R > 0 and zo = z (the canonical chart of C), to get a C°° solution zR oe of 3? with dzR «, jé 0 in ArxS. 4 Proof of the Corollary 6.1. We must show that 3? given by (2.7) is globally So {zfc oo} is bounded in C1+a(Ax x S) and therefore it has a subsequence ' 4 {zk ,00} converging to a function z* in C1+a(Ai x S).
The functions zkl oe, j = 1,2, ... , belong to C1+a(A2 x S) except for a finite number of them. Hence {zk oe} has a new subsequence {zk i<x} converging to z* in C1+a'(A2 x S). But then z* = z* in Ai x S.
By diagonalization we get a subsequence {zk} of {z^. 00} which converges to a function z^ G C1+Q'(Aà x S), Vit 6 N. But l+,.,0 ARXS"-< CR-{x+a)RN < £o if A > 2 and R is chosen sufficiently small. So (6.1) is true. Since x = I in As xS, we get a solution Z^ of the system (2.5) and therefore Z^ is 4 a null solution of the system (2.4) with differential jé 0, globally defined for 0 G S""1.
We consider now can be defined at t = 0 because (7.7)
The derivatives with respect to t¡ are x,^-,0(O §d-^Zoe(x,s,9) = ^Zc"(x,s,9) = 0 foxs<0.
n-\ dZ _ öZoo ^ öZoo ö0fc (7) (8) ät]-tj~dT + ^~dd^~dtj' 7=1,...,« ;=i Since (7.9) d dZ« 00 ds = 0, 5<0, it is only necessary to prove that can be defined continuously at the origin. We know that Finally, we conclude that a strongly pseudoconvex Mizohata structure over R"+1, n > 2, is locally integrable since in a convenient system of coordinates it has the form (2.1).
Remark 7.1. The proof of Theorem 6.1 does not fully use that the coefficients of the system (2.1) are smooth. We can get information about the regularity of Z(x, t) from the choice of parameters given by (6.59). If the coefficients of the system (2.1) belong to C15+a(C x S) that is enough to construct a solution of class Cx+a.
