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The exchange–correlation energy, central to density–functional theory (DFT), may be repre-
sented in terms of the coupling-constant averaged (CCA) exchange–correlation energy density.
We present an approach to calculate the CCA energy density using accurate ab initio methods
and its application to simple atomic systems. This function provides a link between intrin-
sically non-local, many-body electronic structure methods and simple local and semi-local
density-functional approximations (DFAs). The CCA energy density is resolved into separate
exchange and correlation terms and the features of each compared with those of quantities
commonly used to construct DFAs. In particular, the more complex structure of the corre-
lation energy density is found to exhibit features that align well with those present in the
Laplacian of the density, suggesting its role as a key variable to be used in the construction of
improved semi-local correlation functionals. The accurate results presented in this work are
also compared with those provided by the Laplacian–dependent Becke–Roussel model for the
exchange energy.
Keywords: energy densities; density–functional theory; exchange–correlation; adiabatic
connection; coupled-cluster theory
1. Introduction
A great deal of progress has been made in the development of increasingly accurate
Kohn–Sham [1] (KS) density-functional approximations (DFAs) in recent decades.
Over this time, there has been a general shift away from simple DFAs, constructed
using the purely local information such as the electron density and its derivatives,
towards increasingly non-local models involving the KS orbitals directly [2–5]. In
most cases, this is limited to the use of occupied orbitals only via orbital-dependent
exchange or dependence on the kinetic energy density, however some models extend
this to include virtual orbitals and their energies to allow a more accurate treatment
of correlation.
Historically, the progression from local density approximation (LDA) models to
generalized gradient approximation (GGA) models delivered a step change in the
accuracy of practical KS calculations. The development of hybrid functionals, that
include a proportion of exact (orbital) exchange, has led to further significant im-
provements in the accuracy of thermochemical predictions. However, although sev-
eral meta-GGA functionals have become well established [6–9], their performance
in many other applications only amounts to an incremental refinement over that
of standard GGAs.
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Questions remain as to how best local functionals may be constructed to give a
higher level of accuracy than that typical of GGAs. The meta-GGAs go beyond
the GGA level by including additional dependencies; most meta-GGAs utilize the
kinetic energy density τ , however a small number also use the Laplacian of the
density ∇2ρ. In addition to the best choice of variables, it is not clear under which
circumstances one might expect substantial improvements by using meta-GGA
type constructions. In an attempt to shed light on the strengths and weaknesses of
existing DFAs, a number of groups have developed techniques for the calculation
of accurate density-functional quantities using systematically improvable ab initio
methods. Such approaches include: ab initio DFT [10] in which orbital-dependent
exchange–correlation functionals are developed and the corresponding KS equa-
tions solved by the optimized effective potential (OEP) method [11, 12], inversion
techniques that deliver KS potentials, orbitals and orbital energies [13–15], and
techniques to compute the adiabatic connection [16–19] linking the non-interacting
KS system to the physical system [15, 20, 21].
The success of the KS approach is largely due to the availability and broad
applicability of simple, local DFAs. Whilst each of the techniques that employ a
combination of ab initio and DFT methods have been useful in elucidating the
shortcomings of simple DFAs, it is often difficult to use these results to gain direct
insight into how to construct / modify simple local DFAs. In this work, we use the
method of Lieb maximization to calculate accurate energy densities for systems
along the adiabatic connection, from which we can derive the coupling constant
averaged (CCA) exchange–correlation energy density. This local function can be
regarded as a target for modelling by simple DFAs.
We commence in Section 2.1 by defining energy densities in a convenient gauge
and outlining their known properties. In Section 2.2, we outline how the energy
densities can be determined for specific interaction strengths via Lieb maximiza-
tion [22]. We then outline how the CCA exchange–correlation energy density, the
relevant target for DFAs, may be defined and calculated in Section 2.3. In Section 3,
we describe the specific computational details for the calculation of these energy
densities, before presenting results for atomic systems in Section 4.1. We then ex-
amine which aspects of these energy densities may be reflected in local quantities
used in typical DFAs in Section 4.2. Properties of the local adiabatic connection
integrand are examined in Section 4.3. In Section 4.1, we also compare our results
with the Becke–Roussel exchange energy model [6]; a simple DFA in the correct
gauge to allow direct comparison with our ab initio results. Finally in Section 5 we
make some concluding remarks and discuss directions for future work.
2. Theory
2.1. Exchange–Correlation Energy Densities
In this work we consider the adiabatic connection [16–19] between the Kohn–Sham
and physical systems as a function of the interaction strength λ. The ground state
wave function for each λ, Ψλ can be determined as the solution to the Schro¨dinger
equation with the Hamiltonian,
Hˆλ = Tˆ + λWˆ +
∑
i
vλ(ri) λ ∈ [0, 1]. (1)
Here Tˆ is the kinetic energy operator, Wˆ is the electron-electron interaction oper-
ator, scaled by the coupling–constant λ, and vλ is the external potential that binds
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the density, ρλ yielded by Ψλ, at a given λ ∈ [0, 1], such that ρλ = ρ1. As such
at λ = 0 we have the Kohn–Sham system and at λ = 1 the physical interacting
system. For a review of the adiabatic connection formalism see Ref. [23].
A key result from the adiabatic connection formalism is that the exchange–
correlation energy Exc[ρ] may be expressed as,
Exc[ρ] =
∫ 1
0
Wxc,λ dλ =
∫ 1
0
∫
ρ(r)wxc,λ(r) dr dλ, (2)
where the exchange correlation integrand Wxc,λ = 〈Ψλ|Wˆ |Ψλ〉 − J [ρ] is derived
using the Hellmann–Feynman theorem and J [ρ] is the classical Coulomb energy. In
the second equality, we have introduced the exchange–correlation energy density at
coupling–constant λ, wxc,λ(r), defined such thatWxc,λ =
∫
ρ(r)wxc,λ(r)dr. Clearly,
this energy density cannot be uniquely defined – it is only defined within a gauge,
any function that integrates to zero over all space may be added to this integrand.
For further discussion of this point, see Refs. [24, 25]. In the context of the adiabatic
connection however, a natural definition for this energy density is [24, 26]
wxc,λ(r) =
1
2
∫
hxc,λ(r, r
′)
|r− r′|
dr′ (3)
hxc,λ(r, r
′) =
P2,λ(r, r
′)
ρ(r)
− ρ(r′) (4)
where P2,λ(r, r
′) is the pair density which, in contrast to the one-electron den-
sity, varies with interaction strength over the adiabatic connection (as discussed in
Ref. [23]) and hxc,λ(r, r
′) is the exchange–correlation hole, which is also dependent
on interaction strength. The energy density may then be expressed in the form
wxc,λ(r) =
1
2ρ(r)
∫
P2,λ(r, r
′)
|r− r′|
dr′ −
1
2
∫
ρ(r′)
|r− r′|
dr′. (5)
This definition of the energy density has been widely used in the literature, for
example Refs. [27–30], and has recently been computed for λ = 0, 1 and ∞ by
Mirtschink et al. [24]. The first term of Eq. (5) for λ = 1 may also be identified as
the potential vcond(r) discussed in Ref. [31].
The choice of gauge implied by the definition of Eq. (3) is particularly appeal-
ing for several reasons. Firstly, it is the electrostatic potential of the exchange–
correlation hole for a given interaction strength – this gives a somewhat intuitive
picture of exchange and correlation effects. Secondly, many of the properties of the
exchange–correlation energy density in this gauge are well understood – in partic-
ular it is known that this wxc(r) → −1/2r as r → ∞ for finite systems [32, 33].
Thirdly, for λ = 0 the KS system is described by a single Slater determinant,
hence the corresponding energy density reduces to the exchange–only energy den-
sity (which is independent of λ),
wx(r) = w0(r) =
1
2
∫
hx(r, r
′)
|r− r′|
dr′, (6)
where hx(r, r
′) is the exchange–hole. As a result, the exchange–correlation energy
density may be resolved into exchange and correlation components at any given
3
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point along the adiabatic connection, leading to the following definition for corre-
lation energy density
wc,λ(r) = wxc,λ(r)− wx(r). (7)
The final and most compelling reason for the choice of gauge in Eq. (3) is that
the only quantity required to compute the energy density is the λ–dependent pair
density P2,λ(r, r
′), which is readily accessible from methods for calculating the
adiabatic connection integrand based on ab initio theories.
2.2. Computing Energy Densities From Ab Initio Theory
We now turn our attention to the determination of the quantities, as a function of
the coupling–constant λ, required to compute the energy densities of Eqs. (5)–(7).
The ground state energy at a given λ in the external potential v may be expressed
in the form
Eλ[v] = inf
γˆ→N
TrHˆλ[v]γˆ, (8)
where the minimization is over all ensemble density matrices γˆ containing N elec-
trons. As shown by Lieb [22], since Eλ[v] is continuous and concave in v, it may
be represented in terms of a convex conjugate functional Fλ[ρ] of the conjugate
variable ρ, the electron density. This leads to the conjugate functionals Eλ[v] and
Fλ[ρ] as mutual Legendre–Fenchel transforms
Eλ[v] = inf
ρ
[
Fλ[ρ] +
∫
ρ(r)v(r)dr
]
(9)
Fλ[ρ] = sup
v
[
Eλ[v]−
∫
ρ(r)v(r)dr
]
(10)
For all v-representable input densities the supremum in this equation becomes a
maximum. Recently it has become possible to perform the maximization of Eq. (10)
practically using accurate ab initio methods [15, 20, 21, 34] by choosing an ansatz
for the computation of E[v] and expanding the external potential v in a finite basis.
To study the adiabatic connection relevant to the Kohn–Sham density-functional
theory one may then proceed as follows. First, choose an accurate ansatz for the
computation of E1[v] and determine the corresponding electron density ρ1. This
provides a good approximation to the physical density at λ = 1. For a series of
interaction strengths along the adiabatic connection the maximization of Eq. (10)
is then performed using the fixed input density ρ1. Fixing the input density at
the physical value naturally leads to the relevant Kohn–Sham reference system at
λ = 0 and an optimizing potential v0 = vKS. In general, the optimising potential
vλ is the Lagrange multiplier function that imposes the density constraint.
Throughout this work, we employ the coupled-cluster singles and doubles with
perturbative triples [CCSD(T)] method [35, 36] for the determination of E[v]. The
implementation of Ref. [21] is used to calculate Fλ[ρ] with the finite basis expansion
proposed by Wu and Yang [15, 37] for v,
v(r) = vext(r) + vref(r) +
∑
t
btgt(r) (11)
4
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where vext(r) is the standard external potential due to the nuclei, vref(r) is a fixed
reference potential chosen to ensure correct appropriate asymptotic behaviour of
v(r) (in these calculations, the Fermi-Amaldi potential [38] was used for this pur-
pose) and {gt(r)} are a set of Gaussian basis functions with expansion coefficients
{bt} to be determined through optimization. Since Fλ[ρ] is convex in v this max-
imization can be performed practically by Newton methods as shown by Wu and
Yang [15, 37]. To employ this approach for general λ and a variety of non-variational
wave functions, one can determine the gradient and Hessian of this functional us-
ing the relaxed Lagrangian formulation of Helgaker and Jørgensen [39] and second
order response theory as described in Refs. [21, 34].
Once the maximization of Eq. (10) is complete the optimizing potential vλ is
such that ρλ = ρ1. In addition Eλ[v] and the relaxed λ-interacting one and two
particle Lagrangian density matrices are readily obtained. As a result the quantities
required for the construction of wxc,λ(r) in Eq. (3) can be easily extracted. In this
work we have implemented the construction of this function on a numerical grid.
As discussed in Section 4.1, the behaviour of wxc,λ(r) is similar to that of typical
exchange correlation potentials, making it well suited to evaluation and integration
on standard girds used in density-functional calculations. We use the standard
Lebedev angular and Lindh-Malmqvist-Gagliardi (LMG) radial quadrature [40]
implemented in the Dalton program [41, 42]. For plotting and analysis we also
compute the same functions on evenly spaced Cartesian grids.
2.3. Coupling-Constant Averaged Energy Densities
Whilst the structure of the of the energy densities at each interaction strength λ
is of interest, integration of these functions with the density ρ over space yields
only the global adiabatic integrand Wxc,λ of Eq. (2). This quantity can then be
integrated over λ to obtain the total exchange–correlation energy of the system.
Here, we instead focus on the coupling constant averaged (CCA) energy density
w¯λ(r). This reduces the calculation of the exchange–correlation energy to a single
spatial integration. Using the fact that (ρλ = ρ1) ∀λ, the CCA energy density can
be defined by
Exc[ρ] =
∫ ∫ 1
0
wxc,λ(r) dλ ρ(r)dr =
∫
w¯xc(r)ρ(r)dr (12)
this CCA energy density may be easily resolved into exchange and correlation parts,
since w0(r) = wx(r). The function w¯xc(r) and its components may be considered
as targets for modelling by practical DFAs.
The λ-dependent wxc,λ(r) defines a local adiabatic connection integrand, as op-
posed to the global quantityWxc,λ in Eq. (5). Although this integrand must then be
evaluated for each grid point, the local approach offers some important advantages.
Firstly, as outlined in Ref. [43], this local quantity can be more amenable to pro-
ducing size-consistent AC models in the absence of degeneracy, something that is
not easily achieved using non–linear interpolation models of the global AC [34, 44–
46]. Secondly, the local nature of this energy density is much more akin to energy
densities often calculated by conventional DFAs and, although care must be taken
to ensure a consistent gauge in comparisons, this information should provide valu-
able insight to guide to construction of new DFAs. The key quantities provided
by the correlation component of this local AC to be considered in this study are
illustrated in Figure 1. The integral of wc,λ(r), shown as the shaded area, defines
the value of CCA energy density w¯c(r). However, further information is encoded
5
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Figure 1. A schematic of the local adiabatic connection at a point in space r. The value of
the CCA correlation energy density w¯c,λ(r) is recovered by integration of this function over the
electronic interaction strength λ
in the shape of this local integrand, given that the exchange contribution at each
grid point is constant in λ. As a result the shape of the local integrand contains in-
formation about how the energy density departs from exchange–only behaviour at
each point in space. In an attempt to quantify this behaviour, we will also consider
the initial slope of this plot at λ = 0.
3. Computational Details
The additional elements required for the evaluation of the energy densities de-
scribed by Eqs. (3) and (5) and the CCA energy density described by Eq. (12)
have been implemented in a development version of the Dalton quantum chem-
istry program [41, 42]. In particular we have modified the DFT module to allow
the evaluation of these energy densities on standard quadrature grids and also on
evenly spaced Cartesian grids. Here we consider the application of this method for
calculating energy densities to the closed shell atoms He, Be, Ne and Ar. Accurate
electron densities ρ1 for these systems have been computed at the CCSD(T) level
of theory using the u-aug-cc-pCVQZ basis set for He, Be and Ne and the u-aug-
cc-pCVTZ basis set for Ar, where the prefix u signifies that the basis set has been
fully uncontracted. These densities are used as the input for Lieb maximization
calculations at all λ. The Lieb maximization uses the implementation described in
Ref. [34], in which the basis set used to expand the external potential v in Eq. (11)
is the same as that used to model the molecular orbitals.
In these calculations, the Hessian of Fλ[ρ] is numerically regularized via a sin-
gular value decomposition with threshold 10−7. The calculations were considered
converged if the 2-norm of the gradient of Fλ[ρ] fell below 10
−6. To obtain an ac-
curate estimate of the CCA energy densities w¯xc(r), calculations were carried–out
for the following values of λ:
λ→
{
0.0000, 0.0005, 0.0010, 0.0015, 0.0020, 0.0040, 0.0060, 0.0080, 0.0100, 0.0500
0.1000, 0.2000, 0.3000, 0.4000, 0.5000, 0.6000, 0.7000, 0.8000, 0.9000, 1.0000
}
6
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Figure 2. The exchange energy density, wx(r) as a function of the radial distance r from the nucleus
(blue). Plotted for Helium (upper left), Beryllium (upper right), Neon (lower left) and Argon (lower right).
For comparison the Becke–Roussel exchange energy density is also presented, wBRx (r) (red), along with
the function −1/2r (dashed) that describes the asymptotic energy density. The lower insets in each panel
plot the difference wBRx (r)− wx(r).
These values were selected to provide sufficient samples over the range λ = 0 →
1 for integration over the coupling constant. In addition, a number of densely
spaced values of λ close to 0 were included so that the behaviour of the local
adiabatic connection in the non–interacting limit can be examined more closely
(see section 4.3).
4. Results
4.1. Coupling Constant Averaged Energy Densities
4.1.1. The Exchange Energy Density
The exchange energy density, wx, is independent of λ at each point in space.
This function is examined for the He, Be, Ne and Ar atoms in Figure 2. It is well-
documented [47, 48] that the exchange-energy density in atomic systems varies
radially from the nucleus in a relatively smooth and uncomplicated way; the data
presented in Figure 2 mirrors those observations. In the individual cases, the ex-
change energy density for He shows a smooth monotonic decay with increasing
distance from the nucleus, tending towards the asymptotic limit. Those for Be, Ne
and Ar exhibit more varied structures, with features in regions typically associated
the atomic shell structures. However, it is important to note that the magnitude
of the exchange-energy density at each point in the system exceeds that of the
correlation-energy density by often several orders of magnitude. Therefore it is es-
sential that DFAs model this component accurately independent of the correlation
component if error cancellations are to be avoided.
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The vast majority of DFAs do not attempt to model the exchange energy den-
sity in the gauge of the exchange-hole. Instead typical functionals include GGA
contributions in which Laplacian terms have been eliminated using integration by
parts and as a result their energy densities are in a different gauge. As a result
they cannot be easily compared with the accurate energy densities in the present
work, for further discussion of this point see for example Ref. [25]. An alternative
approach is taken in the construction of the Becke–Roussel (BR) model for the
exchange energy. In this approach the Taylor expansion of the spherically averaged
exchange-hole to second-order [32] is employed,
hx,σ (r, s) = −ρσ (r)−Qσ(r)s
2 + . . . (13)
which refers to a shell of radius s centred on reference point r. This exact form
is utilized to parameterize a model exchange hole derived from a consideration of
hydrogenic systems. The exchange hole curvature for spin σ is given by
Qσ(r) =
1
6
[
∇2ρσ (r)− 4τσ −
1
2
|∇ρσ (r)|
2
ρσ (r)
]
, (14)
where τσ is the everywhere positive-definite local kinetic energy density
τσ (r) =
1
2
occ∑
i
|∇ψi,σ (r)|
2 . (15)
The BR exchange-hole model takes the form
hBRx,σ (r, s) =
a
16pibs
[
(a|b− s|+ 1)e−a|b−s| − (a|b+ s|+ 1)e−a|b+s|
]
(16)
where the parameters a and b are determined by equating the values of Eqs. (13)
and (16) at s = 0 and equating the curvature Qσ(r) with that of the model in
Eq. (16). These parameters can be obtained by solving the 1D non-linear equation
for xσ = aσbσ,
xσe
−2xσ/3
(xσ − 2)
=
2
3pi
2/3ρ
5/3
σ (r)
Qσ(r)
(17)
at each grid point. Setting
b3σ =
x3σe
−xσ
8piρσ(r)
(18)
then the exchange energy density at a given reference point r is given by
wBRx,σ (r) = −
(1− e−xσ − 12xe
−xσ)
2bσ
(19)
and the total exchange energy is given by
EBRx =
∑
σ
∫
wBRx,σ (r)ρσ(r)dr. (20)
8
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Table 1. The exchange energies in Hartree obtained from the accurate energy
densities computed in this work, Ex, and the BR model, E
BR
x
. All values are
evaluated on the CCSD(T) electron density.
Quantity He Be Ne Ar
Ex −1.0241238 −2.6677743 −12.0764264 −30.1732130
EBRx −1.0381828 −2.6826734 −12.1702073 −30.0970295
∆Ex 0.0140590 0.0148991 0.0937809 −0.0761835
For closed shell systems as considered throughout this work wBRx (r) = w
BR
x,α(r) =
wBRx,β (r).
The exchange energy densities wx(r) and w
BR
x (r), evaluated on the CCSD(T)
electron density, are shown in Figure 2 for the atoms He, Be, Ne and Ar. On
the scale of wx(r) the BR exchange energy density is reasonably accurate. By
construction the model has the correct −1/2r asymptotic behaviour (shown by the
dashed lines) of the energy density and is close to wx(r) in most regions of space.
The difference wBRx (r) − wx(r) is shown in more detail below the plots for each
system. In general the BR model gives a too negative energy density near to the
nucleus in these systems. Some oscillatory behaviour is also present in this region,
arising from the Gaussian basis functions used in this work. For the systems Be, Ne
and Ar the largest differences between the BR model and and the accurate energy
density occur in regions where the energy density is most rapidly changing, such
as features close to inter-shell transitions.
To quantify the quality of the BR model we consider the exchange energies
obtained by integration with the CCSD(T) electronic density in Table 1. The errors
in the exchange energy ∆Ex are also presented. In general the BR model is accurate
to within 1–2% for Ex. For the He, Be and Ne atoms the too negative behaviour of
wBRx (r) close to the nucleus dominates and leads to overly negative values of Ex.
For Ar the behaviour is different, with positive errors in the valence region close
to the inter-shell features in the electron density dominating to give an overall too
positive value for Ex.
4.1.2. The Correlation Energy Density
The λ-dependent correlation energy densities wc,λ (r) and the CCA correlation
energy density w¯c (r) are plotted for each of the four atoms He, Be, Ne and Ar
in Figures 3, 4, 5 and 6, respectively. The CCA correlation energy density is com-
puted by numerical integration over λ. It is clear that whilst the magnitude of
the correlation energy density changes with λ, its structure is not sensitive to the
interaction strength. The structure of the correlation energy densities is clearly
more complex than that of the exchange energy density and w¯c (r) is the target
for DFAs to model. In Section 4.2 we discuss to what extent these features may be
recognised using quantities typically used in simple local DFAs. The variation of
wc,λ (r) with λ defines a local adiabatic connection at each point in space and this
is discussed in Section 4.3.
The Kohn–Sham energy components corresponding to the CCSD(T) electronic
density are presented in Table 2. The non-interacting kinetic (Ts), Coulomb (J)
exchange (K) and electron-nuclear (Ene), components are computed by perform-
ing the Lieb maximization at λ = 0 and using the resulting molecular orbitals.
Subtracting these from the total CCSD(T) energy (the value of E1[v]) gives the
value of the Kohn–Sham correlation energy Ec. To confirm the accuracy of the
calculated CCA correlation energy densities we have also evaluated the correla-
tion energy by numerical integration of this quantity with the electronic density,
denoted in Table 2 as Ewcc . Both estimates of Ec agree to within the accuracy ex-
9
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Figure 3. The correlation energy density at each value of the coupling–constant, λ, (left) and the CCA
correlation energy density (right) for the He atom.
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Figure 4. The correlation energy density at each value of the coupling–constant, λ, (left) and the CCA
correlation energy density (right) for the Be atom.
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Figure 5. The correlation energy density at each value of the coupling–constant, λ, (left) and the CCA
correlation energy density (right) for the Ne atom.
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Figure 6. The correlation energy density at each value of the coupling–constant, λ, (left) and the CCA
correlation energy density (right) for the Ar atom.
pected, confirming the quality of the calculated CCA correlation energy densities.
10
December 16, 2015 Molecular Physics edens˙article
Table 2. Kohn–Sham electronic energy contributions in hartree for He, Be, Ne and
Ar. The correlation energy is computed by differences between the λ = 0 and λ = 1
energies and by integration of the CCA correlation energy density.
Quantity He Be Ne Ar
ECCSD(T) −2.9027040 −14.6657007 −128.9180171 −527.4275953
Ts 2.8649869 14.5924154 128.5876144 526.8149932
J 2.0481687 7.2171170 65.9928278 231.6859657
K −1.0240843 −2.6735568 −12.0758565 −30.1683190
Ene −6.7505261 −33.7071485 −311.0457791 −1255.1400029
Eref ac −0.0412492 −0.0945277 −0.3768238 −0.6202324
Ewc bc −0.0412490 −0.0945267 −0.3768261 −0.6202741
a Erefc = E1[v1] − E0[v0], where v1 and v0 are the optimizing potentials of
Eq. (10) at λ = 0 and λ = 1, respectively.
b Ewcc =
∫
w¯c(r)ρ(r)dr
4.2. Comparison With Local Quantities
Given that the correlation energy densities show a much more complex structure
than the corresponding exchange-only energy densities, it is interesting to examine
local quantities such as the density and its derivatives in comparison with w¯c to
investigate how it may be reconstructed by simple DFAs. In the present work,
we inspected ρ, ∇ρ, τ and ∇2ρ and have looked for any correspondences between
features in these local quantities and those in w¯c(r). We have found that, whilst
the information contained in the density and its gradient may be sufficient to
determine the main features of w¯x, point-wise, these alone do not provide enough
information for an accurate reconstruction of the more detailed structure of w¯c.
For the kinetic energy density τ a number of forms may be considered; the most
commonly employed forms are those based on the Laplacian of the orbitals and the
(everywhere positive) form based on the gradient of the orbitals. Neither of these
forms shows features that align well with those in the correlation energy density.
However, comparing ∇2ρ with features of w¯c(r) is more informative, as the nodes
of the Laplacian delimit fluctuations in the energy density. We note that for the full
exchange–correlation energy density it has previously been observed that deviations
from the local density approximation energy density are well correlated with ∇2ρ,
see for example Refs. [49, 50]. The utility of ∇2ρ as an indicator for features of the
correlation energy density is illustrated in Figure 7 for the helium, beryllium, neon
and argon atoms. Here, the CCA correlation energy density and ∇2ρ are plotted
together. The vertical dashed lines indicate the positions of nodes in ∇2ρ and can
be seen to delimit the core and valence regions of the atom. The correlation energy
density clearly undergoes transitions moving between these regions.
For the helium atom the only node in ∇2ρ separates the valence region into
two parts, this node (and the outer nodes in Be, Ne and Ar) does not correspond
directly to shell structure in the density, but does help in determining the point
beyond which the CCA energy density starts to smoothly approach its asymptotic
limit. For the Be, Ne and Ar atoms the inner nodes of∇2ρ reflect the shell structure
of the atom. In general the correlation of features in ∇2ρ with those in w¯c(r) is
only qualitative, but does show that the CCA energy density has a structure that
can be sensibly divided according to subtle features of the topology of the density,
as captured by ∇2ρ. In general this correlation is more pronounced for higher Z
atoms and in core regions, see for example the first and second turning points in
w¯c(r) for Ne and Ar. This indicates that some of the seemingly complex structure of
the correlation energy density can be understood from a relatively simple quantity
depending only on the electronic density, namely ∇2ρ. Other measures may be
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Figure 7. For atoms helium (top left), beryllium (top right), neon (lower left) and argon (top right), the
coupling–constant averaged correlation energy density w¯c (upper panels) compared with the Laplacian of
the electron density (lower panels). The dashed lines highlight the correspondence with features of w¯c and
nodes of the Laplacian.
considered for understanding the structure of w¯c(r), but are left to future work.
In the construction of most standard GGA functionals dependence on the Lapla-
cian is eliminated by integration by parts, which also changes the gauge of the
energy density – making it difficult to compare them with energy densities in the
gauge of the exchange–correlation hole. Cancio [51] has suggested that the construc-
tion of functionals including the Laplacian should be revisited – noting that the
slowly varying limit can still be correctly recovered when the Laplacian is included,
but that its inclusion may substantially improve the description of strongly inho-
mogeneous systems such as atoms, molecules and materials. The results presented
here support this idea and suggest that in particular an adequate description of the
correlation energy density may be easiest to achieve by introducing a dependence
on the Laplacian. The investigation of energy densities for Laplacian dependent
correlation models and their performance will be presented in future work.
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Figure 8. The local adiabatic connection at r = 0.1, 0.7, 1.6 and 3.0 a.u. in beryllium atom. The positions
considered are shown by markers on the coupling constant averaged energy density, w¯c(r) / a.u., in the left
panel. The corresponding markers and colours are used for the local adiabatic connections as a function
of interaction strength λ in the right hand panel.
4.3. The Local Adiabatic Connection
The challenge for practical DFAs is to model the CCA energy density. We have
seen that the Laplacian of the density shows promise as a local quantity that can
be used in DFAs, with a clear correspondence to the structure of w¯c. To gain
further insight into the nature of the correlation at each point in space, we now
consider the local AC. As representative examples we consider the Ne atom, where
the correlation is expected to be mainly dynamic in nature, and Be where static
correlation effects play a role. For the global integrand Wxc,λ, it is understood that
as the nature of the correlation shifts from predominantly dynamic to more static
in character, the curvature of this integrand becomes more and more pronounced.
We now consider the behaviour of the local integrands in these systems.
In Figures 8 and 9, we present w¯c(r) and the local adiabatic connection at several
points in space for Be and Ne respectively. These points are marked on the w¯c(r)
plots by a coloured symbol, with the corresponding local AC curve plotted with the
same marker in the right hand panel. The first feature observed for both species
is that the corresponding local ACs do not vary in magnitude (i.e. from bottom
to top of the right hand panels of Figures 8 and 9) sequentially with variation in
r. This is because of the oscillatory nature of w¯c(r) and the fact that the area
between each local AC curve and the x-axis in the right-hand panel represents
the value of w¯c(r) in the left hand panel. More interestingly, we see that the local
shape of the integrands varies in an intuitive way with r. For both systems the
local AC in the core region is strongly linear in λ, indicating that the nature of the
correlation is relatively simple. For the Ne atom, the local AC is reasonably linear
for all r values, indicating that the correlation is relatively simple throughout the
system. As a result, the main challenge for a DFA is then to capture the structure
of w¯c(r) as discussed in the previous section. For the Be atom, the behaviour of
w¯c(r) is more complex; the first two points in the core and inner valence regions
show simple, relatively linear local ACs. However, the remaining two points in
the valence and outer valence regions show much more pronounced curvature –
indicating a more complex higher order dependence on λ, in line with the expected
global behaviour for a system exhibiting static correlation effects. However, in the
present example, it can be seen that these more complex effects are essentially
localized to the valence and outer valence regions.
This connection between the nature of the correlation and the location in the
system should be of significant utility in the construction and testing of DFAs. In
particular it suggests the possibility of a topological-DFT in which DFA energy
densities are constructed by taking into–account both the local λ–variation and
the position in space in the system considered. As indicated in the schematic of
Figure 1, one could also consider the initial slope of the local AC as a measure
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Figure 9. The local adiabatic connection at r = 0.15, 0.50, 1.00 and 2.20 a.u. in neon atom. The positions
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Figure 10. The gradient of the correlation energy density with respect to variation in electron-interaction
strength, evaluated at the non-interacting limit λ = 0, for helium (upper left), beryllium (upper right),
neon (lower left) and argon (lower right).
of how rapidly the local model must depart from exchange-only behaviour at each
point in space. In Figure 10 we present this derivative for each of the atomic systems
considered. In general, the shape of these functions closely resembles the energy
density itself. This arises because a larger w¯c is obtained when the area enclosed by
wc is larger, generally involving a more negative initial–slope. For a more insightful
understanding of the nature of the correlation using derivatives at λ = 0, it may
then be necessary to proceed to higher orders. This data should be of particular
interest for constructing DFAs via interpolation models based on the local AC and
will be explored in future work.
5. Conclusions
We have presented an approach for calculating CCA energy densities in the gauge
of the exchange–correlation hole. These quantities may be considered as a target for
modelling by DFAs, defined in this gauge. The exchange energy density is relatively
smooth with minor features close to the inter-shell structure in atomic densities.
Furthermore, we have confirmed that the Becke–Roussel model, which defines an
exchange energy density in the gauge of the exchange–correlation hole, delivers a
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reasonable description of this component of the energy density.
The correlation component of the energy density shows much more complex
structure. Interestingly this structure aligns with the nodes of ∇2ρ, suggesting
that this quantity should be of greater use in the construction of DFAs. This is in
agreement with recommendations by Cancio et al. [51] in studies of the exchange-
only DFAs, based observations of the full exchange–correlation energy density in
Silicon [50]. Further insight from the present work is offered by the ability to
resolve the energy density into its exchange and correlation components separately,
revealing the more elaborate structure of the latter and its alignment with features
of ∇2ρ, suggesting its possible role as a key variable in the formulation of new
DFAs for the more accurate treatment of dynamical correlation.
A local adiabatic connection at each point in space is defined by the λ-dependence
of the energy densities, and the observations for Be and Ne suggest that this local
connection captures the nature of the correlation effects. The area enclosed by
the local AC gives the value of the energy density at each point in space and, of
course, varies substantially across the system. However, the shape of the local AC
still retains extra information about the nature of the correlation; higher order
dependence on the interaction strength introduces more rapid curvature in the
local AC. Observations for the Be and Ne atoms show that such effects can be
localized to different regions of space, with less pronounced curvature in the core
regions and more pronounced curvature in the valence regions. This feature is more
pronounced in Be than the other atoms, consistent with the near degeneracy effects
present in this system. Knowledge of the nature of the local AC should be useful
for constructing DFAs via local interpolation models, which offer size–consistent
models for the exchange–correlation energy in the absence of degeneracy [52, 53].
A particularly interesting prospect arising from the current work is the explo-
ration of this connection between spatial resolution of the correlation energy and
its dependence on the interaction strength at each point in space. The results here
suggest that the development of a topological-DFT, in which the λ-dependence of
the functional is explicitly connected to the topology of the local density, may be
fruitful. Such an approach would allow more careful adaptation of the λ-dependence
of DFAs to the regions in which they are applied. Furthermore, our results suggest
that ∇2ρ should be a key variable for identifying appropriate regions.
A number of areas for future work are now being explored. These include: the
generalization of this procedure to deal with generalized range-dependent ACs [54–
56], for example with the widely used error-function attenuated interactions [57];
the application of this method to a wide range of molecular systems to provide
benchmark data for the development of DFAs; the testing of existing models
for exchange–correlation energy densities defined in the gauge of the exchange–
correlation hole, and the development of new models in this context. We expect
that the methodology outlined here will be an essential tool for these developments.
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