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A general form of an analytical solution algorithm for the nonlinear vibrations and stability
of parametrically excited continuous systems with intermediate concentrated elements is
developed in this paper. The method of multiple timescales is applied directly to the equa-
tions of the motion which are in the form of a set of nonlinear partial differential equations
with nonlinear coupled terms. This yields approximate analytical expressions for the
response amplitude and stability of the system. Moreover, the solution to a sample prob-
lem is obtained using the general algorithm, thus proving its effectiveness and validity.
 2011 Elsevier Inc. All rights reserved.1. Introduction
The dynamics and stability of structural members such as beams, plates, and shells have been studied extensively by
many both theoretically and experimentally. However, many of these systems require a more complex model than that a
simple continuum and thus requires the inclusion of the several adornments (complexities) such as concentrated (lumped)
masses, springs, and non-ideal supports at multiple locations [1–12].
One way of dealing with this class of problems is to consider the system as an N-part system (i.e. N subsystems) and to
assume the locations of intermediate elements as internal boundary conditions between neighboring subsystems [13–16].
For example, consider a hinged-hinged beam with an additional inter-span spring. Here, the spring divides the system into
two different subsystems, namely the span before the spring and the span after. The equation of motion for each span is de-
rived and the effect of the intermediate spring is considered in the form of internal boundary conditions.
Modeling the problem as an N-part system with internal boundary conditions results in a set of nonlinear partial differ-
ential equations (PDEs) with nonlinear coupled internal boundary conditions. These PDEs and coupling terms do not include
the Dirac delta function in their formulation and consequently an analytical technique can be applied directly. However, it is
still impossible to obtain exact analytical solutions for general nonlinear PDEs. An effective way around this obstacle is to use
approximate analytical methods. Perturbation techniques, among others, are widely used for weakly nonlinear systems.
Among these techniques is the directly-applied multiple-timescale method, a powerful tool that can be applied to PDEs. Con-
sequently, the subject of the present paper is the development of a general solution procedure for the nonlinear vibrations
and stability of parametrically excited systems with cubic nonlinearities which are subjected to nonlinear internal boundary
conditions. This is a commonly occurring situation for parametrically excited continuous systems with intermediate. All rights reserved.
.ca (M.H. Ghayesh).
3300 M.H. Ghayesh et al. / Applied Mathematical Modelling 36 (2012) 3299–3311adornments. Any parameter of the system which ﬂuctuates with time and produces a time-dependent term multiplied by a
dependent variable (displacement for example) is capable of causing parametric excitations and resonances [17,18]. These
parameters, for example, can be time-dependent axial excitation [19] for a beam or plate or a time-dependent tension or
axial speed for traveling systems [20–38].
Pakdemirli and co-investigators [33,39–44], and Lacarbonara [45] developed an operator notation suitable for perturba-
tion analysis of continuous systems. Employing this operator notation, Pakdemirli [39] developed a single mode approxima-
tion for free vibrations of systems with arbitrary quadratic and cubic nonlinearities. This work was later extended to include
systems with an inﬁnite number of modes in [40] using the directly-applied method of multiple scales and it was shown that
in general the direct-perturbation methods give more accurate results. In [41], a similar approach was developed for para-
metrically excited linear systems which concluded that ﬁnite-mode truncation of direct methods results in more accurate
results than that of discretized one. In [42], different versions of the method of multiple scales was examined for forced
vibrations of an arbitrary cubic nonlinear system. Further studies on the subject involved the inclusion of one-to-one internal
resonances [43]as well as arbitrary internal resonances [46]. These studies were further pursued and generalized in [33,44]
for forced vibrations of systems with cubic nonlinearities at primary [33] and a three-to-one [44] internal resonance.
Further investigation in a more recent paper by the ﬁrst author et al. [47] developed, for the ﬁrst time, a general solution
for the vibrations of externally excited systems with cubic nonlinearities and nonlinear internal boundary conditions. The
present study extends the developments of [47] to a parametrically excited system with nonlinear internal boundary condi-
tions. Furthermore, a general framework for the stability of solution branches is developed analytically. More speciﬁcally, the
present study determines a general closed-form solution for the vibrations and stability of a continuous system with inter-
mediate elements using operator notation. The system is divided into N subsystems and the inﬂuence of intermediate ele-
ments is considered as internal boundary conditions between neighboring subsystems. The equations governing the motion
of this class of systems form a set (system) of PDEs with time-dependent coefﬁcients as well as nonlinear coupling terms. The
method of multiple timescales is applied directly to the set of PDEs and coupling terms and the vibration response for a sys-
tem at parametric resonance is determined. Stability analysis is also conducted via the construction of a Jacobian matrix. In
addition, the validity of the general procedure is veriﬁed by applying it to a sample problem.
2. The set of coupled equations of motion
The system is divided into N subsystems where the locations of concentrated elements are considered as internal bound-
ary conditions between neighboring subsystems. This yields a set of partial differential equations (PDEs) with nonlinear cou-
pled terms.
Shown in Fig. 1 is a parametrically excited system consisting of N subsystems. The equation of motion of each subsystem
and its corresponding external and internal boundary conditions are given by the following@2wn
@t2
þ Ln½wn þ eMn @wn
@t
 
þ ðr þ eq cosðXtÞÞPn½wn ¼ eNn½wn;wn;wn; for n ¼ 1;2;3; . . . ;N; ð1aÞ
at x ¼ x0 : B0½w1 ¼ 0; ð1bÞ
at x ¼ xN : GN½wN  ¼ 0; ð1cÞ
at x ¼ xn : Cn½wn þDn½wnþ1 þ e C^n @wn
@t
 
þ D^n @wnþ1
@t
  
þ En @
2wn
@t2
" #
þ eFn½wn;wn;wn ¼ 0;
for n ¼ 1;2;3; . . . ;N  1: ð1dÞFig. 1. A parametrically excited continuous system with N1 concentrated elements (internal boundary conditions).
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(N  1) internal boundary conditions (Eq. (1d)). The position of the nth internal boundary condition is denoted by x = xn
where n = 1,2, . . . ,N  1. The transverse displacement component of each subsystem is denoted by wn = wn(x, t) where
n = 1,2,3, . . . ,N. Each subsystem is subject to a parametric excitation with mean value r and harmonic ﬂuctuations of ampli-
tude q and frequency X. e is a bookkeeping parameter which is used to highlight terms which are small compared to the
other terms in the equation. Eq. (1a) governs the motion of the nth subsystem, Eq. 1(b) and (c) the external boundary con-
ditions, and Eq. (1d) internal boundary conditions.
Ln and Pn are linear symmetric spatial differential operators andMn denotes a linear spatial differential operator which is
not necessarily symmetric. B0 and GN denote linear spatial differential operators of the external boundary conditions. Cn, Dn,
C^n, D^n, and En denote linear spatial differential operators of the internal boundary conditions. Nn and Fn denote cubic, non-
linear spatial differential operators with multilinear properties [43]. Each of internal boundary condition operators involves a
number of operators (components), i.e. Cn ¼ Cn1;Cn2;Cn3; . . .f g, Dn ¼ Dn1;Dn2;Dn3; . . .f g, C^n ¼ C^n1; C^n2; C^n3; . . .
n o
,
D^n ¼ D^n1; D^n2; D^n3; . . .
n o
, En ¼ En1;En2;En3; . . .f g, and Fn ¼ Fn1;Fn2;Fn3; . . .f g. B0 and GN also have a number of components,
namely B0 ¼ B01;B02; . . .f g and GN ¼ GN1;GN2; . . .f g.
3. The solution using the method of multiple timescales
Equation 1(a)–(1d) includes some small nonlinear- and forcing amplitude-related terms and thus cannot be solved via
conventional analytical techniques such as the method of separation of variables. Since the forcing amplitude and nonlinear
terms are small compared to the others, a perturbation method, such as the method of multiple timescales for example,
seems applicable at ﬁrst glance. In what follows, therefore, is the application of the method of multiple timescales directly
to the set of PDEs and nonlinear coupling terms so as to obtain an analytical solution for the vibration response and its sta-
bility conditions. In this method, an approximation is sought in the formwnðx; t; eÞ ¼ wn0ðx; T0; T1Þ þ ewn1ðx; T0; T1Þ þ Oðe2Þ; ð2Þ
where T0 = t and T1 = et are the fast and slow timescales, respectively, and O(e2) denotes terms of order of magnitude e2 and
smaller.
The chain rule in time differentiation provides the following relations@
@t
¼ @
@T0
þ e @
@T1
;
@2
@t2
¼ @
2
@T20
þ 2e @
2
@T0 @T1
þ Oðe2Þ:
ð3ÞInserting Eq. (2) into Eq. (1a)–(1d), using Eq. (3), and equating coefﬁcients of like powers of e yields the followingOðe0Þ : @
2wn0
@T20
þ Ln½wn0 þ rPn½wn0 ¼ 0; for n ¼ 1;2;3; . . . ;N; ð4aÞ
at x ¼ x0 : B0½w10 ¼ 0; ð4bÞ
at x ¼ xN : GN ½wN0 ¼ 0; ð4cÞ
at x ¼ xn : Cn½wn0 þDn½wðnþ1Þ0 þ En @
2wn0
@T20
" #
¼ 0; for n ¼ 1;2;3; . . . ;N  1; ð4dÞ
Oðe1Þ : @
2wn1
@T20
þ Ln½wn1 þ rPn½wn1 ¼ 2 @
2wn0
@T0 @T1
Mn @wn0
@T0
 
 q cosðXtÞPn½wn0 þNn½wn0;wn0;wn0;
for n ¼ 1;2;3; . . . ;N; ð5aÞ
at x ¼ x0 : B0½w10 ¼ 0; ð5bÞ
at x ¼ xN : GN ½wN0 ¼ 0; ð5cÞ
at x ¼ xn : Cn½wn1 þDn½wðnþ1Þ1 þ C^n @wn0
@T0
 
þ D^n @wðnþ1Þ0
@T0
 
þ En @
2wn1
@T20
þ 2 @
2wn0
@T0@T1
" #
þ Fn½wn0;wn0;wn0 ¼ 0;
for n ¼ 1;2;3; . . . ;N  1: ð5dÞ
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The general solution to the ﬁrst order equations and the corresponding boundary conditions (Eq. (4a)–(4d)) – which form
a set of linear partial differential equations – may be expressed as a series expansion in terms of the slow timescale ampli-
tude Ak(T1), the kth linear natural frequency xk, and the kth linear mode function of the nth subsystem Ynk(x) where
n = 1,2, . . . ,N for the N different subsystems as follows:wn0ðx; T0; T1Þ ¼
X1
k¼1
ðAkðT1ÞeixkT0 þ AkðT1ÞeixkT0 ÞYnkðxÞ; ð6Þwhere the overbar is used to denote the complex conjugate of the given quantity. Inserting Eq. (6) into (4a)–(4d) results in
the followingLn½Ynk þ rPn½Ynk x2kYnk ¼ 0; for n ¼ 1;2;3; . . . ;N; ð7aÞ
at x ¼ x0 : B0½Y1k ¼ 0; ð7bÞ
at x ¼ xN : GN½YNk ¼ 0; ð7cÞ
at x ¼ xn : Cn½Ynk þDn½Y ðnþ1Þk x2kEn½Ynk ¼ 0; for n ¼ 1;2;3; . . . ;N  1: ð7dÞ
Since Eqs. (7a)–(7d) are homogeneous linear ordinary differential equations, the solution of each Ynk (where n = 1,2,3, . . . ,N)
consists of m terms and thus m constant coefﬁcients, where m is the highest order derivative in Eq. (7a). The constant coef-
ﬁcients are determined by inserting the solution of each Ynk(x) (n = 1,2,3, . . . ,N) into the equations of the external and inter-
nal boundary conditions (Eq. (7b)–(7d)). This operation yields an algebraic equation for each index k and thus forms a set of
m  n homogeneous algebraic equations. Writing this set of equations in the form of a matrix multiplying a vector consisting
of constant coefﬁcients and using the condition for non-trivial solutions of this vector results in a scalar nonlinear algebraic
equation. This equation is solved numerically to determine the kth linear natural frequency of the system xk. Substituting
any xk into the aforementioned matrix equations along with employing the elimination process allows for the determina-
tion of these constant coefﬁcients.
5. Solvability condition and modulation equations
As is well-known, the key issue in the method of multiple timescales is to fulﬁll the solvability conditionwhich leads to the
determination of the so-called modulation equations and steady-state responses. The fulﬁllment of the solvability condition
ensures that the solution of order e has converged by ensuring it free of secular terms.
In order to develop the solvability condition, the solution of the ﬁrst order equation (Eq. (6)) should ﬁrst be substituted
into Eq. (5a)–(5d). The result is as follows:Oðe1Þ : @
2wn1
@T20
þ Ln½wn1 þ rPn½wn1
¼ 2ixk dAkdT1 Ynk  ixkAkMn½Ynk 
1
2
qPn½YnkAkeirkT1 þ 3A2kAkNn½Ynk;Ynk;Ynk
 
eixkT0 þ cc þ NST;
for n ¼ 1;2;3; . . . ;N  1; ð8aÞ
at x ¼ x0 : B0½w11 ¼ 0; ð8bÞ
at x ¼ xN : GN½wN1 ¼ 0; ð8cÞ
at x ¼ xn : Cn½wn1 þDn½wðnþ1Þ1 þ En @
2wn1
@T20
" #
¼ ixkAkC^n½Ynk  ixkAkD^n½Y ðnþ1Þk  2ixk dAkdT1 En½Ynk  3A
2
kAkFn½Ynk;Ynk;Ynk
 
eixkT0 þ cc þ NST;
for n ¼ 1;2;3; . . . ;N  1: ð8dÞ
Here, only the kth mode is retained since for the general case where internal resonances do not occur [20,25,30,33,44,47,48],
a resonance at the kth linear natural frequency xk is considered.
As seen by the third term on the right-hand side of Eq. (8a), when the parametric frequency X is close to the twice any
natural frequency of the unperturbed system, i.e. X  2xk, the principal parametric resonance occurs. As opposed to exter-
nally excited systems, where the primary resonance occurs when the external frequency is near any natural frequency, for
the case of a parametrically excited system this occurs when the parametric frequency approaches twice any natural
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mary, sub- or super-harmonic) can be determined explicitly from the equation of order e. In Eq. (8a), the standard procedure
used to study the principal parametric resonance is employed, namely a detuning parameter rk is introduced such that
X  2xk + erk.
Since Ln and Pn are symmetric operators, satisfying the solvability condition for the principal parametric resonance case
results inC1kA
2
kAk þ iC2k
dAk
dT1
þ iC3kAk þ 12C4kAke
irkT0 ¼ 0; ð9aÞ
C1k ¼
XN1
r¼1
frðYrk;Y ðrþ1ÞkÞ

x¼xr
 3
XN
n¼1
Z xn
xn1
Nn½Ynk;Ynk;YnkYnk dx
" #
; ð9bÞ
C2k ¼
XN1
r¼1
hrðYrk;Y ðrþ1ÞkÞ

x¼xr
þ 2xk
XN
n¼1
Z xn
xn1
YnkYnk dx
" #
; ð9cÞ
C3k ¼
XN1
r¼1
grðYrk;Y ðrþ1ÞkÞ

x¼xr
þxk
XN
n¼1
Z xn
xn1
Mn½YnkYnk dx
" #
; ð9dÞ
C4k ¼ q
XN
n¼1
Z xn
xn1
Pn½YnkYnk dx
" #
: ð9eÞIn the above equations, fr, hr, and gr (r = 1,2, . . . ,N  1)are functions related to the displacements at the location of the internal
boundary conditions. Depending on the type of internal boundary conditions, these functions differ from one problem to
another.
Simplifying Eq. (9a) yieldsA2kAk þ ic1kA0k þ ic2kAk þ
1
2
c3kAke
irkT0 ¼ 0; ð10aÞwherec1k ¼
C2k
C1k
; c2k ¼
C3k
C1k
; c3k ¼
C4k
C1k
: ð10bÞThe complex-valued function Ak(T1) may be expressed asAkðT1Þ ¼ 12 ake
ibk ; ð11Þwhere ak = ak(T1) and bk = bk(T1) are real-valued functions. Substituting Eq. (11) into Eq. (10a) and separating the real and
imaginary components of the resultant equation givesc1k
dak
dT1
þ c2kak þ
1
2
c3kak sinðhkÞ ¼ 0; ð12aÞ
1
4
a3k  c1kak
dbk
dT1
þ 1
2
c3kak cosðhkÞ ¼ 0; ð12bÞwhere hk = rkT1  2bk.
In order to relate the steady-state amplitude of the resonant case to the detuning parameter, one may set dak/dT1 = dhk/
dT1 = 0 in Eq. (12a) and (12b). The result is as follows2c2kak ¼ c3kak sinðhkÞ; ð13aÞ
1
2
a3k  c1kakrk ¼ c3kak cosðhkÞ: ð13bÞIt is obvious from Eq. (13a) and (13b) that there is a trivial solution, i.e. ak = 0. Eliminating hk from Eq. (13a) and (13b) yields
the following nonlinear responsesðrkÞ1;2 ¼
1
c1k
1
2
a2k  ½ðc3kÞ2  ð2c2kÞ2
1
2
 
; ð14Þwhich provides the desired relationship between the kth resonant amplitude and the corresponding detuning parameter.
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In this section, the stability of trivial and non-trivial solutions is examined analytically by means of the Jacobian matrix.
Constructing the Jacobian matrix for Eq. (12a) and (12b) and calculating the eigenvalues reveals that the following con-
ditions should be fulﬁlled so as to obtain stable ðrkÞ1 and ðrkÞ2 , respectively
c2k
c1k
> 0 and
c2k
c1k
 2
 a
2
k
2c21k
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðc3kÞ2  ð2c2kÞ2
q
< 0; ð15aÞ
c2k
c1k
> 0 and
c2k
c1k
 2
þ a
2
k
2c21k
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðc3kÞ2  ð2c2kÞ2
q
< 0: ð15bÞIn order to investigate the stability of the trivial solution, one may consider the following transformationAkðT1Þ ¼ 12 ðnk þ iwkÞe
iðrkT1=2Þ; ð16Þwhere nk and wk are functions of the slow timescale.
Inserting the above into Eq. (10a) and separating the imaginary and real parts of the resulting equation yieldsdwk
dT1
¼ rk
2
nk þ
1
c1k
1
4
ðn2k  w2kÞnk þ
1
2
nkw
2
k  c2kwk þ
1
2
c3knk
 
; ð17aÞ
dnk
dT1
¼ þrk
2
wk þ
1
c1k
1
4
ðn2k  w2kÞwk 
1
2
wkn
2
k  c2knk þ
1
2
c3kwk
 
: ð17bÞConstructing the Jacobian matrix from Eq. (17a) and (17b) and calculating the eigenvalues gives the following bounds on
the sign of certain quantities for stability of the trivial solutionrk P 2
c3k
2c1k

 or rk 6 2 c3k2c1k

; and c2kc1k > 0: ð18Þ7. The application of the general framework to an example
7.1. The equation of motion and the application of the general solution procedure
The general algorithm for the vibration response and stability analysis is applied to a problem of a parametrically excited
Kelvin–Voigt viscoelastic beam which is additionally supported by an inter-span nonlinear spring (Fig. 2). This system con-
sists of a beam of length L, density q, cross-sectional area A, viscosity coefﬁcient g⁄, moment of inertia of the cross section
with respect to the neutral axis I, and Young’s modulus E. The supporting spring with linear and nonlinear coefﬁcients of a
and c is attached to the beam at a distance x^ ¼ x^1 from the left end of the beam. The beam is considered as a two-part system
(speciﬁcally two subsystems with N = 2), one from 0 < x < x^1 and the other from x^1 < x^ < L. The tension inside the beam is
assumed to be constant along the length of the beam and involves a constant mean value p0 and a harmonic variation
ep1cos(xs), where x is the frequency of tension ﬂuctuation.
Application of Newton’s second law of motion to an element of the beam yields the following dimensionless equations of
motion and corresponding internal and external boundary conditions@2w1
@t2
þ @
4w1
@x4
þ eu @
5w1
@x4@t
 ðc1  ec2 cosðXtÞÞ
@2w1
@x2
¼ 3
2
e
@2w1
@x2
@w1
@x
 2
þ e2u @
3w1
@x2 @t
ð@w1
@x
Þ2 þ 2 @
2w1
@x2
@w1
@x
@2w1
@x@t
" #
;
ð19aÞFig. 2. A parametrically excited viscoelastic beam with an inter-span spring support.
M.H. Ghayesh et al. / Applied Mathematical Modelling 36 (2012) 3299–3311 3305@2w2
@t2
þ @
4w2
@x4
þ eu @
5w2
@x4 @t
 ðc1  ec2 cosðXtÞÞ
@2w2
@x2
¼ 3
2
e
@2w2
@x2
@w2
@x
 2
þ e2u @
3w2
@x2 @t
@w2
@x
 2
þ 2 @
2w2
@x2
@w2
@x
@2w2
@x@t
" #
;
ð19bÞ
x ¼ x0 ¼ 0 : w1 ¼ @
2w1
@x2
¼ 0; ð19cÞ
x ¼ x2 ¼ 1 : w2 ¼ @
2w2
@x2
¼ 0; ð19dÞ
x ¼ x1 : w1 ¼ w2; @w1
@x
¼ @w2
@x
;
@2w1
@x2
þ eu @
3w1
@x2 @t
¼ @
2w2
@x2
þ eu @
3w2
@x2 @t
;
@3w1
@x3
 @
3w2
@x3
þ eu @
4w1
@x3 @t
 @
4w2
@x3 @t
" #
þ e2u @w1
@x
@2w2
@x@t
@w2
@x
 @
2w1
@x@t
@w1
@x
" #
 k1w1  k1ew31 ¼ 0; ð19eÞwherex ¼ x^
L
; x1 ¼ x^1L ; w1 ¼
w^1ﬃﬃ
e
p
r
; w2 ¼ w^2ﬃﬃep r ; t ¼ 1L2
ﬃﬃﬃﬃﬃﬃ
EI
qA
s
s; eu ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
g2 I
L4EqA
s
; c1 ¼
p0L
2
EI
; c2 ¼
p1L
2
EI
: ð20ÞIn the above equations w^1 ¼ w^1ðx^; sÞ and w^2 ¼ w^2ðx^; sÞ represent the transverse displacement of the points along
each of the two spans. w1 and w2 are the dimensionless counterparts of w^1 and w^2, respectively. r is the radius of
gyration of the cross-sectional area and e is the previously mentioned bookkeeping parameter which is used in order
to emphasize that the viscous constant-related terms and tension ﬂuctuations are small compared to the other terms
in the equation.
For this example (N = 2), the operators are deﬁned as follows (refer to Eqs. (1a)–(1d) and (19a)–(19e))Ln½wn ¼ @
4wn
@x4
; for n ¼ 1;2; ð21aÞ
Mn
@wn
@t
 
¼ u @
4
@x4
@wn
@t
 
; for n ¼ 1;2; ð21bÞ
r ¼ c1; ð21cÞ
q ¼ c2; ð21dÞ
Pn½wn ¼ @
2wn
@x2
; for n ¼ 1;2; ð21eÞ
Nn½wn;wn;wn ¼ 32
@2wn
@x2
@wn
@x
 2
; for n ¼ 1;2; ð21fÞ
at x ¼ x0 ¼ 0 : B01½w1 ¼ w1; B02½w1 ¼ @
2w1
@x2
; ð21gÞ
at x ¼ x2 ¼ 1 : G21½w2 ¼ w2; G22½w2 ¼ @
2w2
@x2
; ð21hÞ
at x ¼ x1 : C11½w1 ¼ w1; D11½w2 ¼ w2; C^11 ¼ 0; D^11 ¼ 0; E11 ¼ 0; F11 ¼ 0; ð21iÞ
C12½w1 ¼ @w1
@x
; D12½w2 ¼  @w2
@x
; C^12 ¼ 0; D^12 ¼ 0; E12 ¼ 0; F12 ¼ 0;
C13½w1 ¼ @
2w1
@x2
; D13½w2 ¼  @
2w2
@x2
; C^13
@w1
@t
 
¼ u @
2
@x2
@w1
@t
 
; D^13
@w2
@t
 
¼ u @
2
@x2
@w2
@t
 
;
E13 ¼ 0; F13 ¼ 0;
Table 1
The ﬁrs
x1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
Table 2
The ﬁrs
k1
10
50
100
150
200
250
300
350
400
Table 3
The ﬁrs
c1
10
20
30
40
50
60
70
80
90
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3w1
@x3
 k1w1; D14½w2 ¼  @
3w2
@x3
; C^14
@w1
@t
 
¼ u @
3
@x3
@w1
@t
 
;
D^14
@w2
@t
 
¼ u @
3
@x3
@w2
@t
 
; E14 ¼ 0; F14½w1;w1;w1 ¼ k2w31:Applying the procedure described in Section 5 yields the solvability condition given by Eq. (9a)–(9e) withf1jx¼x1 ¼ 3k2Y
4
1k

x¼x1
; h1jx¼x1 ¼ 0; g1jx¼x1 ¼ uxk Y1k
d3Y2k
dx3
 d
3Y1k
dx3
 !( )
x¼x1
: ð22ÞEmploying the procedure described in Sections 5 and 6, the vibration response and stability of solutions are deﬁned (refer to
Eqs. (14), (15a), (15b), and (18)).
7.2. Results and discussion
The aim of this section is to describe the inﬂuence of system parameters such as the spring location, linear and nonlinear
stiffness coefﬁcients of the spring, viscosity coefﬁcient, and the tension ﬂuctuation amplitude on the linear naturalt, second, and third natural frequencies of the system as a function of the spring location; k1 = 200, c1 = 50.
x1 x2 x3
Analytical method Galerkin’s technique Analytical method Galerkin’s technique Analytical method Galerkin’s technique
25.0179 25.0183 60.5416 60.5422 112.2073 112.2082
26.6317 26.6329 62.3758 62.3776 112.7308 112.7320
28.6121 28.6143 62.5908 62.5929 111.2274 111.2279
30.4231 30.4265 60.6905 60.6913 111.6824 111.6833
31.2121 31.2159 59.4346 59.4346 112.8761 112.8778
30.4231 30.4265 60.6905 60.6913 111.6824 111.6833
28.6121 28.6143 62.5908 62.5929 111.2274 111.2279
26.6317 26.6329 62.3758 62.3776 112.7308 112.7320
25.0179 25.0183 60.5416 60.5422 112.2073 112.2082
t, second and third natural frequencies of the system as a function of the spring coefﬁcient; x1 = 0.3, c1 = 50.
x1 x2 x3
Analytical method Galerkin’s technique Analytical method Galerkin’s technique Analytical method Galerkin’s technique
24.5741 24.5742 59.5871 59.5871 111.0557 111.0564
25.5754 25.5756 60.2038 60.2039 111.0906 111.0913
26.7016 26.7023 60.9878 60.9883 111.1351 111.1357
27.7082 27.7096 61.7843 61.7855 111.1807 111.1812
28.6121 28.6143 62.5908 62.5929 111.2274 111.2279
29.4268 29.4299 63.4048 63.4081 111.2752 111.2757
30.1637 30.1677 64.2242 64.2290 111.3241 111.3246
30.8321 30.8372 65.0469 65.0534 111.3743 111.3750
31.4403 31.4463 65.8709 65.8794 111.4256 111.4262
t, second and third natural frequencies of the system as a function of c1; x1 = 0.3, k1 = 200.
x1 x2 x3
Analytical method Galerkin’s technique Analytical method Galerkin’s technique Analytical method Galerkin’s technique
20.1255 20.1281 48.5309 48.5339 93.9108 93.9109
22.5881 22.5907 52.3846 52.3872 98.5254 98.5256
24.7782 24.7806 55.9859 55.9883 102.9336 102.9340
26.7707 26.7730 59.3773 59.3796 107.1607 107.1600
28.6121 28.6143 62.5908 62.5929 111.2274 111.2279
30.3328 30.3349 65.6510 65.6530 115.1506 115.1500
31.9545 31.9565 68.5776 68.5795 118.9446 118.9452
33.4927 33.4947 71.3865 71.3882 122.6213 122.6219
34.9597 34.9616 74.0905 74.0922 126.1909 126.1916
M.H. Ghayesh et al. / Applied Mathematical Modelling 36 (2012) 3299–3311 3307frequencies, frequency–responses, and bifurcation points of the system. The inﬂuences of these parameters will be illus-
trated via a numerical parametric study.
The linear natural frequencies of the system as a function of various system parameters are given in Tables 1–3. Moreover,
the analytical results are tested against benchmark numerical results obtained via 10-mode Galerkin discretization which
uses simply-supported beam eigenfunctions as appropriate comparison functions. Reviewing these tables leads to several
conclusions: (i) changing the spring location along the beam length up to the mid-span of the beam increases the ﬁrst linear
natural frequency and decreases thereafter (Table 1); (ii) increasing the linear stiffness coefﬁcient of the spring causes the-0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.1
0.2
0.3
0.4
0.5
0.6
σ
a 1
Fig. 3a. The ﬁrst frequency–response curve of the system; k1 = 200, k2 = 10, c1 = 50, c2 = 1, x1 = 0.1, and u = 0.0001.
-0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.1
0.2
0.3
σ
a 2
Fig. 3b. The second frequency–response curve of the system; k1 = 200, k2 = 10, c1 = 50, c2 = 1, x1 = 0.1, and u = 0.0001.
3308 M.H. Ghayesh et al. / Applied Mathematical Modelling 36 (2012) 3299–3311linear natural frequencies to increase, however, this effect is less prevalent in the third mode (Table 2); (iii) increasing the
mean value of the tension increases the linear natural frequencies of the system (Table 3).
The next case that was considered was the inﬂuence of system parameters on frequency-responses and bifurcation points
of the system (Figs. 3–7). Frequency–response curves of the system for the ﬁrst and second parametric resonances are shown
in Figs. 3a and 3b, respectively. When r < (rk)1, where k = 1, 2, there is a stable trivial solution. When r = (rk)1, the trivial
solution starts to become unstable and a stable non-trivial solution bifurcates. When r = (rk)2, the trivial solution starts-0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0 1.2
0.0
0.1
0.2
0.3
0.4
0.5
0.6
x1 = 0.1
x1 = 0.2
x1 = 0.3 
σ
a 1
Fig. 4. The ﬁrst frequency–response curve of the system for several values of the spring location x1; k1 = 200, k2 = 100, c1 = 50, c2 = 1, and u = 0.001.
-0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0 1.2
0.0
0.1
0.2
0.3
0.4
0.5
   = 0.0001
   = 0.0010 
   = 0.0015 
σ
a 1
ϕ
ϕ
ϕ
Fig. 5. The ﬁrst frequency–response curve of the system for several values of viscosity coefﬁcient u; k1 = 200, k2 = 100, c1 = 50, c2 = 1, and x1 = 0.3.
σ
-0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0 1.2
a 1
0.0
0.1
0.2
0.3
0.4
0.5
0.6
k2 = 10
k2 = 50
k2 = 100
Fig. 6. The ﬁrst frequency–response curve of the system for several values of spring nonlinear stiffness coefﬁcient k2; k1 = 200, c1 = 50, c2 = 1, u = 0.001, and
x1 = 0.3.
-0.5 0.0 0.5 1.0 1.5
0.0
0.1
0.2
0.3
0.4
0.5
0.6
γ
γ
γ
σ
a 1
Fig. 7. The ﬁrst frequency–response curve of the system for several values of tension ﬂuctuation amplitude c2; k1 = 200, k2 = 100, c1 = 50, u = 0.001, and
x1 = 0.3.
M.H. Ghayesh et al. / Applied Mathematical Modelling 36 (2012) 3299–3311 3309to become stable once again and an unstable non-trivial solution occurs. As shown in Figs. 3a and 3b, the unstable region of
the trivial solution is slightly larger for the second principal parametric resonance mode and additionally the slope of the
frequency–response curves is greater than that of the ﬁrst principal parametric resonance mode.
The inﬂuence of the spring location on the frequency–response curve and bifurcation points of the system is shown in
Fig. 4. Changing the spring location along the length of the beam toward the mid-span decreases the instability region of
the trivial solution, while it increases the curvature of the frequency–response curves. The frequency–response curves of
3310 M.H. Ghayesh et al. / Applied Mathematical Modelling 36 (2012) 3299–3311the system are shown for various values of viscosity coefﬁcient in Fig. 5. Increasing the viscosity coefﬁcient does not affect
the stability of the non-trivial solutions of the system, while it makes the ﬁrst bifurcation point occur later and the second
one earlier. In other words, increasing the viscosity coefﬁcient decreases the instability region of the trivial solution, whereas
it does not affect the stability of the non-trivial solutions. As shown in Fig. 6, increasing the nonlinear stiffness coefﬁcient of
the spring does not affect the stability of the trivial solutions, while it does increase the curvature of the frequency–response
curves. Increasing the tension ﬂuctuation amplitude affects neither the slope of the frequency–response curves nor the sta-
bility of the non-trivial solutions of the system, it does, however, make the ﬁrst bifurcation point arise earlier and the second
one later (Fig. 7).8. Conclusions
In this study, a general solution framework for the nonlinear vibrations and stability of parametrically excited continuous
systems subjected to nonlinear internal boundary conditions (continuous systems subjected to concentrated elements in
mechanical applications) is developed analytically. The system is considered as N subsystems where the locations of concen-
trated elements are considered as internal boundary conditions between neighboring subsystems. The equations of motion
for this class of systems form a set of nonlinear partial differential equations with nonlinear coupling terms. The vibration
response as well as the stability of the system is determined analytically by solving these PDEs using the method of multiple
timescales. Moreover, the solution to a sample problem is obtained using this general framework, thus proving its effective-
ness and validity.
It is worth noting that the general solution procedure developed in this paper is applicable to a wide range of PDEs with
nonlinear coupling terms. Such PDEs maybe integro, differential, or integro-differential with any type of multilinear cubic
nonlinearities which may govern continuous systems not only of a mechanical nature but in ﬁelds such as electromagnetic
waves, quantum mechanics (e.g. the Schrödinger Equation), and economics, just to name a few. As such, the method pre-
sented here has further aided in the classiﬁcation and generalization of the analytical methods in applied mechanics and
mathematics.References
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