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Abstract
The isolation of qubits from decoherence is crucial to the prospect of building revolutionary
quantum devices. This work is devoted to an optical study of the decoherence on spin qubits
in self-assembled quantum dots. This thesis contributes towards a complete understanding of
quantum decoherence, of which highlighted discoveries include bypassing the spectral diffu-
sion in neutral quantum dot emission lines; observing for the first time the self-polarization
phenomenon of nuclear spins, via the resonance-locking effect on a negatively charged quan-
tum dot; and revealing the limiting factors on hole spin dephasing, by measuring polarization
correlations on a positively charged quantum dot.
Three studies were conducted using two different spectroscopy techniques. For the first study,
the spectral diffusion of emission line due to random electrostatic fluctuations was revealed, by
scanning a neutral quantum dot transition across the laser resonance. Exciting the quantum
dot resonantly bypassed this problem, paving the way for an on-demand antibunched source
that generates narrow-band photons. For the second study, evidences supporting the sponta-
neous self-polarization of nuclear spins were observed for the first time, since it was predicted
nearly four decades ago by M. Dyankonov and V.I. Perel. The self-polarization phenomenon
is a remarkable demonstration of dynamic nuclear spin polarization since it manifests without
the ground state electron being spin-polarized. In the last study, factors limiting the hole spin
lifetime was inferred from measuring polarization correlation of successively emitted photons
from a positively charged quantum dot. Evidences support a strong dependence on the carrier
repopulation rate and the single electron spin dephasing in the upper state, due to the Over-
hauser field. In combination with the observation of spontaneous nuclear polarization, this
opens the possibility of an electron spin sensor, which can indirectly probe the nuclear field.
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Chapter 1
Introduction
The problem of quantum decoherence is one of today’s most crucial issues in quantum com-
puting. The creation, storage and the manipulation of quantum information rely on quantum
resources, including nonclassical states such as entanglement, superposition and quantum in-
terference. Yet, quantum systems are never fully isolated from their environment, any fragile
quantum information leaks slowly but continuously to the rest of the universe. Future tech-
nologies such as the quantum computer, quantum networks, quantum security and quantum
teleportation demand unparalleled protection for these states, against all possible environmen-
tal interactions. These are our motives, to understand the diverse decoherence mechanisms,
because the knowledge we discover are essential to unlock revolutionary quantum devices, as
mankind takes another giant leap towards the future.
Amongst rivalling platforms including trapped atoms [1–4], Silicon nuclear spins [5], diamond
defects [6–10], superconducting qubits [11–13] and photonic circuits [14], self-assembled quan-
tum dots remain a strong candidate for building a quantum computer satisfying the grand
vision [15, 16]. Quantum dots are solid-state nanometer-scale traps for electrons, the spin
states of which are used as the basis ingredients to generate the necessary quantum resource
states [17–22]. But after more than a decade of pioneering work, decoherence on the spin-qubit
is still a central challenge with many questions unanswered. Is it possible to maintain precise
control on the interaction between the environment and the spin or charge degrees of freedoms?
Can we use quantum decoherence to our advantage, rather than to suffer the loss of quantum
resources to the environment?
2
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These are the questions I will attempt to answer in this thesis. Let me state at once that what
we have discovered is still far from complete. But many of our new understandings could afford
us access to new physics masked by decoherence. This body of work is presented in four main
chapters. The first part, titled “Background and Methods”, brings self-assembled quantum dots
to the spotlight and discuss their basic properties and the underlying mathematical background
for spin decoherence, as well as the experimental methods. The next chapter, titled “Resonance
fluorescence spectroscopy of a single neutral quantum dot”, delivers new understanding on the
line-broadening mechanism known as spectral diffusion. The third part, titled “Resonant fluo-
rescence spectroscopy of a singly charge exciton’, reveals the first experimental demonstration
of the evasive self-polarization phenomenon of the nuclear spins, as well as offering a proposal
to use the electron spin as a sensor to indirectly measure nuclear spin polarization. Lastly, the
chapter titled “Polarization Correlation Spectroscopy on a Positively Charge Exciton”, uses
polarization correlations to measure the limit on the hole spin dephasing.
1.1 Contributions
My original contributions to knowledge are,
1. Addressed the key issue of spectral diffusion in resonance fluorescence;
2. Developed an ultrafast single photon source driven by resonant excitation;
3. Experimentally demonstrated the dynamic nuclear spin self-polarization, via the resonance-
locking effect;
4. Proposed an electron spin sensor for nuclear spin polarization
5. Gained insight into the hole mixing phenomenon and studied some of the limiting factors
of hole spin dephasing, using polarization correlations.
All samples used were designed by Dr. Anthony Bennett of Toshiba and grown by Dr. Iain
Farrer of the University of Cambridge, now Sheffield University. All devices were fabricated
by myself, Dr. Dave Ellis was involved in the deposition of Silicon Nitride on the resonance
fluorescence samples. The project is jointly funded by the Center of Doctoral Training on
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Controlled Quantum Dynamics of Imperial College London, Toshiba Research Europe Ltd.
and the University of Cambridge.
1.2 Statement of Originality
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at any other higher education institution. To the best of my knowledge and belief, the the-
sis contains no material previously published or written by another person except where due
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Chapter 2
Background and Methods
2.1 Fundamental Properties of Quantum Dots
Self-assembled quantum dots are epitaxially grown based on the lattice mismatch of two host
alloyed semiconductor materials, most commonly InAs and GaAs [23, 24]. Band theory calcula-
tions [25] have shown that at absolute zero InAs is expected to have a band gap of Eg = 0.43eV ,
and Eg = 1.52eV for GaAs. Quantum dots formed from InAs thus confine electrons and holes
in a three-dimensional potential well 1.09eV tall. While quantum confinement is present for
other types of quantum dots, beside the ones formed via self-assembly, InAs/GaAs dots have
the smallest confinement volume [26–29], giving rise to spectrally well-defined emission lines.
Once grown, quantum dots are ready to be integrated with field effect devices that allow tuning
of the dot’s electrical and optical properties, including the charge number, the g-factor and the
recombination energy. This is one of the biggest advantages of quantum dots over rivalling
platforms for building a quantum computer.
2.2 Exciton States
Excitons are the elementary optical excitations in a semiconductor. G.H. Wannier first de-
scribed what we now call “the exciton” in quantum dots, as a discrete spectrum of electronic
energies for which the electron does not escape the coulomb attraction of the hole. Once the
6
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Figure 2.1: Optically bright and dark electronic states in a semiconductor quantum dot, taking
into account of the heavy holes only. (a) Respectively from the top, the spin configuration of
the (X) exciton, (XX) Biexciton, (X-) negatively charged exciton and (X+) positively charged
exciton states. (b) The micro-photoluminescence spectrum of a single quantum dot, measured
with 850nm continuous wave laser excitation.
electron gains enough energy to escape the potential well into the continuum of states, a current
may be measured and the electron moves independently of the hole [30]. Wannier excitons are
characterized by their large Bohr radii (electron-hole separation) compared to the lattice con-
stant. The contrasting Frenkle excitons are characterized by their smaller Bohr radii confined
to within a single lattice constant [31]. Frenkel excitons exist mostly in organic materials such
as polymers, where as Wannier excitons exist in semiconductors.
For III-V semiconductors, such as GaAs and InAs, two valence bands converge to a maximum
at the centre of the Brillouin zone, corresponding to the heavy and light hole bands. Light
hole’s mass m∗lh is material dependent (varies with bandgap) and is approximately equal to the
corresponding electron’s effective mass m∗e, whereas for the heavy hole’s effective mass m
∗
hh this
dependence is small enough to be ignored, for instance in InAs, m∗lh = 0.025me, m
∗
e = 0.023me,
m∗hh = 0.41 me, where me is the rest mass of the electron. Heavy and light holes respectively
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have spins ±3/2 and ±1/2. Despite the similarity between light holes and conduction band
electrons, the larger effective mass of the heavy holes implies a larger density of state, leading
to more dominant interactions and a stronger oscillator strength. For now let us ignore the
light hole’s contribution and focus on the heavy hole excitons, based on this description. I take
the heavy-light hole mixing into considerations in chapter 5, where I show that while in theory
the transformed hole states create distortions to charged exciton’s selection rule, they actually
contribute little to the overall spin-qubit decoherence.
Electrons and holes fill the quantized energy levels in a quantum dots according to their mutual
spin configurations. Figure 2.1(a) shows the possible spin configurations of exciton states in
a single quantum dot. If the electron spin (along zˆ) is anti-parallel to the hole spin then the
total exciton spin is S = Se + Sh = ±1, but if the spins are parallel then S = ±2. Radiative
recombination follows the selection rule ∆S = ±1, so that the parallel configurations are dark.
Allowed transitions couple to circularly polarized photons, whose states are eigenvectors of
the spin operators with eigenvalues +1 for left |L〉 and −1 for right |R〉 hand rotations of the
electric field. Exchange interactions between unpaired electron and holes hybridizes the allowed
transitions to linearly polarized photons, characterized by the fine structure splitting ∆FSS.
Excitons and charged excitons can radiatively recombine with the emission of a single photon. A
biexciton can cascade to an exciton as an intermediate state, which then decays again, emitting
two photons in total. During spontaneous emission, the population of the excited state decays
exponentially, like a damped simple harmonic oscillator. The electric field of the emitted photon
can be found in the frequency domain, by taking the Fourier transform of the exponential decay,
the magnitude of which is a Lorentzian distribution of frequency. Hence in Figure 2.1(b) all the
emission lines from, the negatively charged state X−, the exciton state X, the biexciton state
XX and the positively charged state X+ have Lorentzian line shapes. The “sharp” emission
lines have linewidth defined by the Lorentzian full width at half maximum, and are typically
below 20µeV . Because of inhomogeneity, emission energies of similar exciton states that belong
to a separate quantum dot vary in a range of ≈ 100meV , also called inhomogeneous broadening.
This dispersion of emission energy indicates a variation of composition across an ensemble of
quantum dots, caused by their differing shapes and sizes.
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Figure 2.2: (a) Polarized PL spectrum of an exciton, showing the non-degenerate eigenstates
seaprated by the fine structure splitting. Misalignment of the crystal axis with the detection
as well as a slight polarizing effect of the spectrometer can account for the intensity difference.
(b) The cascading decay of a biexciton.
2.2.1 Fine Structure
The presence of fine structure is indicated by the intermixing of the two bright states. Hence
in polarized-PL we can resolve a doublet for the exciton, as shown in Figure 2.2. Using group
theory, the exchange interaction reduces the full rotation SO(2) group describing a hemispher-
ical quantum dot to a discrete C2v symmetry group, describing a lens shaped quantum dot. It
has been shown that excitons in a lens shaped quantum dot consists of four distinct irreducible
representations, each of which correspond to a spin configuration, i.e. two bright and two dark
states [32]. The irreducible representations are non-degenerate, which translates to a splitting
between the bright (and Dark) exciton spin configurations, shown in Figure 2.1(a). Also, an
external magnetic field applied in the vertical direction (Faraday geometry) preserves the C2v
symmetry, whereas an in-plane field (Voigt) breaks it, which then activates the dark transitions.
Negatively (positively) charged quantum dots X− (X+) consist of a pair of electrons in the
singlet state (hole) with a hole (electron) in its excited state, and a single electron (hole) in its
ground state. In its excited state the total spin is determined only by the hole (electron), so
the exchange interaction is zero. Singly charged excitons are often called trions, as they exist
as a three-particle bound state.
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In biexcitons, both electrons and holes are in the singlet state, so naively, the exchange Hamil-
tonian should vanish. But the selection rule forbids recombination events directly to the empty
ground state (although simultaneous two-photon excitation is possible) [33], instead it cascades
to an exciton and then to the exciton’s ground state. So the biexciton’s fine structure splits
not the excited state, but the intermediate state, as shown in Figure 2.2.
2.2.2 Light Extraction
Spontaneously generated photons from InAs quantum dots have near unity internal quantum
efficiency due to the direct bandgap. But because the emitted light propagates isotropically
in all directions, depending the geometry of the optics and the materials surrounding the
quantum dot, the photon extraction efficiency is limited. In order for light to escape, the
emitted photons must lie within an escape cone defined by a critical angle, outside of which,
total internal reflection occurs. Assuming the emission is in a sphere around the quantum dot,
then the fraction of light η lying within the solid angle defined by this critical escape cone can be
worked out to be 1
(2n)2
, where n is the refractive index of the material. For InAs quantum dots
capped with GaAs, nGaAs ≈ 3.4, which makes η ≈ 2.2%. Because the imaging system is only
collecting from one direction, a lot of photoluminescence could be lost. Actually, quantum dots
can be buried between distributed Bragg reflectors (DBR) [34], for example alternating layers
of GaAs/AlAs, where the changing refractive index can be designed to reflect light at specific
wavelengths. Emitted photons couple into vertically propagating cavity modes, increasing the
emission intensity. The ratio of cavity mode central wavelength to its bandwidth defines the
“Q” of the cavity, which is an indication of the rate of loss of electromagnetic energy. The
coupling between the quantum dot and the quantized field in the cavity give rise to differing
spectral properties depending on the coupling strength “g”. g competes against the energy
loss, that comes from 1. the decay of the emitter Γ and 2. the decay of the cavity field κ.
If the coupling dominates, the interaction between light and matter becomes coherent and its
dynamics is described by the strong coupling regime. But if the losses dominate, the interaction
becomes incoherent and the weak coupling regime takes its place. In the weak coupling limit,
the natural decay time of the quantum dot can be modified, according to the Purcell factor
[35] FP = κ/Γ = 3Qλ
3/4pi2V , where λ and V correspond to the wavelength of light and the
mode volume, respectively. The modification comes from the fact that there is an abundance
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of photon modes supported by the cavity, into which the quantum dot can emit, which puts
a spatial requirement to align the quantum dot with the mode. If FP > 1, it implies that the
natural decay rate is enhanced by the cavity. Clearly, large Purcell factors require high Q and
small mode volume.
Pairs of DBR mirrors can be etched into free standing micro-pillar cavities [36] that confine
light in the radial direction, due to the contrast of refractive index in the DBR layers. The
pillar cavities have a much reduced mode volume compared to planar cavities, Q-factors on
the order of 103 can be reached. But because of inhomogeneous broadening, scattering and
spectral diffusion, strong coupling is challenging. Furthermore, spatial variations reduce the
probability of a quantum dot coupling to the maximum of the confined electric field within the
pillar, though for a well coupled dot, it’s emission can be brought to the cavity resonance via
temperature tuning [37]. The quantum dots in this study emits in the λ = 910−940nm region
and are weakly coupled to planar cavities with Q factors of approximately 50. The relatively
low Q-factor means that the spontaneous decay rate is mostly unperturbed, which is supported
by time-resolved measurements of exciton lifetimes.
2.3 Quantum Dot Devices
By embedding epitaxially grown quantum dots in gated devices [38], we gain access to degrees
of control over the electronic states and optical properties. Field effect devices such as the PIN
diode enables tuning of the electric field by dropping a potential difference across the device.
2.3.1 PIN Diodes
A single photon light emitting diode is the simplest of these devices, Figure 2.3 shows the cross
section structure of such a device. Electrons occupy N-doped Gallium Arsenide (GaAs) and
holes occupy P-doped GaAs. The intrinsic region (i-GaAs) acts as the tunnel barrier. Quantum
dots occupy the intrinsic region. Electrical connection were made to the P- and N-doped regions
via the procedure described below [39].
Layers of Aluminium was evaporated onto the top surface, and using photolithography, circular
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Figure 2.3: Cross section diagram of quantum dots embedded in a p-i-n diode device.
“apertures”, typically a few microns in radius, were “opened”. Only quantum dots that are
exposed in the aperture received photo-excitation from a focused laser spot. The contact to
the N-region (back contact) was attached in four steps, lithography, evaporation, annealing and
lift-off. Lithography exposes regions to be etched by covering everywhere else with a layer of
photo-resist. During wet-etch a liquid solvent corrodes the sample from its top surface where
photoresist is absent, layer by layer until the N-GaAs layer is reached. Next, the metals Nickel,
Germanium and Gold were evaporated onto the etched region. Then the sample was annealed
in an oven at ≈ 430◦C and soaked in acetone immediately after, lifting off the photoresist and
the metals that lay on top of it. For the P-GaAs contact (top contact), Titanium and Gold
were evaporated directly onto the Aluminium in regions defined again using photolithography.
Gold serves the purpose of a conductive adhesive, a medium on which gold wires can be bonded
between the contacts and a bondpad. The bondpad has a large surface area, allowing connection
to external voltage sources, via copper wires.
Near flat-band conditions electrons prefer to tunnel into the quantum dot from the contacts and
recombine with holes, forming predominantly neutral states. Charged states require spin-paired
electrons (or holes) and they can be observed at large reverse biases, but there is an element
of ambiguity in their identification, i.e. we can’t tell from the PL spectrum alone, whether the
particular charged state is positive or negative.
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2.3.2 The Charge-Tunable Devices
Charge-tunable devices remove this ambiguity because they allows us to deterministically charge
the quantum dot with only one type of carrier, by blocking the quantum tunnelling of the other
type of carrier. Figure 2.4 shows the cross section of the electron and hole tunnelling devices,
where the electron tunnelling device blocks the tunnelling of holes and the hole tunnelling device
blocks the tunnelling of electrons. I will now outline the physics of the electron tunnelling device.
Figure 2.4: Cross section diagram of the (left) electron tunnelling device and (right) the hole
tunnelling device.
In the electron tunnelling device in Figure 2.4, the N-GaAs layer is a tunnel barrier with width
DT , electrons can freely access the quantum dot when a potential difference (bias voltage VB)
is setup. The AlGaAs layer above the quantum dots raises the bandgap, preventing holes from
tunnelling into the quantum dot. The electric field F in the intrinsic region with width DI can
be defined as,
F =
Vin − VB
DI
, (2.1)
where the built in voltage Vin corresponds to the energy difference between the electron and
hole Fermi-energies. For ideal PIN devices the current flow across the junction is zero in reverse
bias, only in forward bias, after satisfying flat band condition VB ∼ Vin does the current flow.
At VB = V0 = 0 V , electrons can tunnel out from the quantum dot into the N−region because
the electron Fermi energy is below the energy of the s−shell. Holes cannot tunnel into the
dot due to the blocking barrier, similarly holes created in the quantum dot also remains there,
giving the dot a +1 charge. For VB = V1 > V0, the s−shell energy is now less than the Fermi
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Figure 2.5: Band diagrams showing the charge tuning process for the electron (a) and hole (b)
tunnelling devices, in terms of raising and lowering the electron or hole quasi-Fermi energy,
by changing the bias from V0 = 0 V displayed in the top panels, to V1 > V0 displayed in the
bottom panels.
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energy, causing electrons to tunnel into the dots and stay there. Adding a second electron to
the quantum dot requires a certain amount of additional energy (∼ 20 meV ), proportional to
the Coulomb interaction. This is known as Coulomb blockade, it is why we can charge the
quantum dot in single electron “steps” and why only within specific bias ranges, do specific
states appear.
Figure 2.6: Bias-dependent PL spectrum, showing the different charging regimes with respect
to a varying bias for (a) the electron tunnelling device and (b) the hole tunnelling device.
Tuning the thickness in an epitaxially grown structure is a way of controlling the various
properties of the device. For instance the width of the tunnel barrier DT controls the height of
the triangular barrier, through which electrons are tunneled from the contacts to the quantum
dot. This rate competes against the rates of other types of electron scattering such as relaxation
and radiative recombination and of course the excitation laser power, these ultimately determine
the amount of overlap between bias ranges of different charging states in PL. The bias-dependent
PL spectra for both electron and hole tunneling devices are shown in Figure 2.6. In this case the
tunnel barrier is ∼ 63 nm wide, we can see that for particular range of biases there exist some
overlap between the emission patterns of different charging states of excitons. This indicates
that the rate of tunnelling electrons into the quantum dot is slow, compared the radiative
recombination. Theoretically decreasing the tunnel barrier width can create more distinct
charging plateau, but fast tunnelling rates can also lead to a suppression of electron spin
coherence time, due to co-tunnelling between the confined electrons in the quantum dot and
the free electrons in the negative contacts. Changing the bias also affects the tunnelling rates
16 Chapter 2. Background and Methods
because the changes in the electric field gradient affects the width of the triangular barrier. A
fast enough co-tunneling rate broadens the emission lines, as shown in Figure 2.6 by dotted
circles.
2.3.3 The Wavelength-Tunable Device
Figure 2.7: Cross section diagram of wavelength-tunable device.
The quantum confined Stark effect enables precise tuning of transition energies for all exciton
states [40], by applying bias voltage across the device. The bias gives direct access to properties
of the exciton wavefunction, including the permanent dipole pz and the polarizability βp. The
permanent dipole moment is setup by the electric field between electrons and holes and it is
positive by definition, if the electron is above the hole in real space and vice versa. When
the bias is changed, the overlap between the electron and hole wavefunctions changes, which
modifies the electric field F , as well the Coulomb energy between them. The sensitivity of
their spatial separation responding to changes in the electric field defines the polarizability
βp. Therefore, we can observe field dependent transition energies E(F ) approximated by the
expression E = E0 + pzF + βpF
2, where E0 is the transition energy at F = 0 [41].
In the device whose structure is shown in Figure 2.7, quantum Dots are located at the center of
a 10 nm GaAs layer, with a 70 nm AlGaAs super-lattice on both sides. The emission energies
of excitons in this device can be tuned by as much as 25meV [42]. By fitting the relationship
between the energy in units of Joules and the electric field in units of Volts per meter to a
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Figure 2.8: (a) Surface reflectivity recorded as a function of energy. Quantum dots are se-
lected based on their energetic proximity to the reflectivity minimum. (b) Bias-dependent
photoluminescence spectrum of the wavelength-tunable device.
bias-dependent PL spectrum of the quantum dots on this device, shown by 2.8(b), a value of
pz = (−4.28±0.08)×10−29Cm is determined. From the definition of an electric dipole pz = qr,
this value corresponds to an electron-hole wavefunction spatial separation of ≈ 4A˚ with the
hole above the electron in real space. Applying bias VB between the bottom ohmic contact and
a Ti/Au top-surface electrode allows us to study the emission of more than one exciton species
in resonance fluorescence, this technique is part of the chapter titled “Resonance fluorescence
spectroscopy of a single neutral quantum dot”.
Since this sample was made with the resonance fluorescence experiments in mind, its surface was
coated with Silicon Nitride as an anti-reflection thin film. Measurements of surface reflectivity
revealed an almost complete suppression of reflectivity at approximately 1324.4meV , as shown
by Figure 2.8(a). We selected quantum dots that emitted in this energy range.
2.4 Experimental Setups
2.4.1 µ−PL and Photon Correlation
Spatially resolved photoluminescent spectroscopy (µ−PL) was used to characterize single quan-
tum dots. The laboratory was setup according to Figure 2.9. Samples were kept at ≈ 10◦K,
to minimize the coupling to nearby thermal reservoirs such as phonons [43]. by a Helium flow
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Figure 2.9: Experimental setup for measuring µ-PL spectroscopy and Hanbury-Brown and
Twiss correlations. Arrows indicate the propagation directions of light.
cryostat, which also contains the electrical feed through for connections to the devices hous-
ing the quantum dots. The optical paths of both the excitation laser and the imaging white
light were combined via a non-polarizing 50-50 beam splitter NBPS1, reflected by NPBS2 and
focused onto the sample through an objective lens. On the collection path, the objective lens
collimate light from the quantum dot, towards NPBS3 that either reflects white light images
onto a video camera, or transmits towards a spectral filter and a focusing lens f-matched to the
spectrometer. Spectrally resolved emission was recorded by a charge coupled device (CCD).
Polarization spectroscopy was based on the µ−PL setup with an additional half-wave plate
(HWP) and a polarizing beam splitter (PBS1), which acted as a fixed angle linear polarizer.
The wave plate rotates linearly polarized photons from the quantum dot, the horizontal and
vertical components were then analyzed by the polarizing beam splitter. The avalanche photo
diodes (APD1 & APD2) correlate the intensity of photons from either output arms of NPBS4
in Hanbury-Brown and Twiss measurements of photon statistics.
Two different continuous wave diode lasers were used for the scope of this thesis. The first
has a fixed lasing wavelength of 850nm, or 1464.7meV , matching the absorbtion energy of
the wetting layer. The wetting layer is the sheet of InGaAs quantum well situated directly
below the quantum dots as a bi-product of the Stranski-Krastanov (SK) growth mode. Under
wetting layer excitation, electron can remain in the wetting layer while the hole is captured by
the dot, leading to excitation-induced-dephasing [44–47]. Quantized lattice vibrations known
as phonons may also couple to electrons through the deformation potential, forming polarons
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[48, 49]. The other laser is a tunable diode laser with a wavelength range 880− 940nm. While
the fixed wavelength laser is principally used for characterization, the tunable laser was used
for both resonance excitation and quasi-resonance excitation.
2.4.2 Exciting the quantum dot
One can create carriers in a quantum well by allowing high energy particles to scatter with the
lattice and be captured by the well once they lose enough energy. For InAs/GaAs quantum
dots at the lower thermodynamic limit, the bandgap of GaAs, InAs and the wetting layer are
respectively Eg(GaAs) ≈ 1.52 eV,Eg(InAs) ≈ 0.43 eV and Eg(Wet) ≈ 1.47 eV . Pumping
the quantum dots with a photon-excitation above the bandgap, in our case at λ = 850nm,
generate electron-hole pairs that rapidly relax to the lowest energy levels within ∼ 100ps. The
electrostatic environment and laser power generally determines the occupation of electron and
holes in the quantum dot. Recombination energy of electron-hole complexes in the quantum
dot varies due to the inhomogeneous broadening, but the planar cavity enhances selectively,
lines in the range of 920−940nm. Thus, scattered pump photons from the laser can be filtered
out. Amongst the drawbacks of this scheme, the biggest is that carrier-relaxation in general
does not precisely create a single electron hole pair [50]. Also, charge carriers can be captured
by traps other than the quantum dot, which lead to fluctuations in the recombination energy
as we shall see. Electron-hole pairs can be created into a confined state with a higher energy,
for example into phonon resonances, via the quasi-resonant excitation. An electron-hole pair is
created in the quantum dot with the scattering of a phonon and a single photon is generated
after said pair relaxes into the s-shell. Although carriers are generated inside the quantum dot
with quasi-resonant excitation, pure dephasing cannot be fully minimized due to the phonon
scattering.
Resonance excitation is the ultimate choice for creating spin polarized electron hole pairs, as
the driving photon is resonant with the quantum dot s-shell. Pure dephasing is minimal since
the electron-hole pair does not scatter with the lattice phonons or other carriers. Polarization
from driving photons can be maximally mapped to emitted photons. In resonance fluorescence,
the scattered laser photons and quantum dot emission are energetically identical, so spectral
filtration would fail to distinguish the fluorescence from the background. The first demonstra-
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tion of this was made by coupling the emission from a quantum dot to a waveguide, the output
of which distinguishes all scatter laser [51].
Our experiment is based on cross-polarizing the excitation and detection photon polarizations
in the linear basis [52–54]. The optics were setup according to Figure 2.10(a), which largely
follows the benchmark set by the “dark-field microscope” [55], for its outstanding optical and
mechanical stability as well the suppression of back-scattered laser power by exceeding 107 : 1.
Figure 2.10: (a) Experimental setup for measuring cross-polarized resonance fluorescence. (b)
A measurement of the laser extinction ratio. Black dotted lines represent the optical in free
space and the solid blue lines represent optical fibres.
The cross-polarization optics simply consist of a half-wave plate HWP acting as a linear polar-
izer, two polarizing beam splitters PBSin and PBSout and a quarter-wave plate QWP. Laser
photons and the white light are combined by the non-polarizing beam splitter NPBS, then
rotated to match the polarization axis on the polarizing beam splitters. On the excitation
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path, PBSin reflects the laser and imaging photons polarized in one direction, for instance
“horizonal” H, are focused onto the sample through an objective lens. On the collection path,
back-reflected photons and the emitted photons returns to PBSin, but now only the orthog-
onally polarized photons, in this example “vertical” V , are transmitted by PBSin, and then
by PBSout into polarization-maintaining fibre-optics components. If the quantum dot emits
in the circular basis, for instance from charged exciton states, spectral features would not be
modified. But if the quantum dot emits in the linear basis, for instance from a neutral exciton,
one of it eigenstates in the linear basis would be suppressed, so then one would not be able to
differentiate between emission lines of a charged and a neutral exciton. Actually, during sample
placement in the cryostat, we purposefully rotate the crystal axes of the sample ≈ pi/4 to the
horizontal axes of the optics, projecting the exciton doublet to the diagonal basis, allowing both
eigenstates to be detected.
Although in principle this setup is capable of near complete rejection of laser in the collection
path, it is very sensitive to changes in the polarization basis. Elliptical distortions to the back-
scattered photons by, for example birefringent sample surface and optics etc, can prevent the
maintenance of a high extinction ratio, defined as the output laser power over the input laser
power. The QWP serves the purpose of correcting such distortion. Through careful adjustments
of the waveplates, we can routinely achieve extinction ratios of minimum 106 : 1, as shown by
Figure 2.10(b), to an approximate maximum of 5×107 : 1. A non-polarizing fibre-optic coupler
at the transmission port of PBSout allows the simultaneous monitor of the laser power and
fluorescence detection by the spectrometer for µ−PL, Hanbury-Brown and Twiss (HBT) for
photon statistics or a scanning etalon for recording the resonance fluorescence spectrum.
2.5 Coupling Between a Spin-Qubit and its Environment
Electrons and holes in a quantum dot are susceptible to spin and charge noises. Charge noise
comes from the fluctuating electrostatic environment and causes exciton recombination energy
to jitter. As such, the large spin-orbit coupling for holes can lead to a dephasing of its spin, since
the electric field in the quantum dot modifies the orbital moment of the hole. This effect has
been demonstrated to enable the g-factor to be tuned over a large range, using the bias voltage
[56–58]. On the other hand, spin noise comes from the fluctuating magnetic environment, in
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which the spins of surround nuclei has Fermi contact interaction with the confined electron and
hole spins. Fluctuations in the nuclear spin then lead to electron spin dephasing faster than the
rate of recombination [59–61]. While charge noises can be minimized by maximising the tunnel
barrier from the dot to the contacts [52], spin noises are omnipresent in III-V heterostructures
as all nuclear species involved (In, Ga, As) have non-zero spin.
In the following I will outline the mathematical framework that describes spin noises in a
quantum dot. This framework is important as it will help to understand the unique spectral
characteristics of the spin-qubit under the influence of the randomly fluctuating nuclei. In the
chapters that follows, I will be exploring the spin noises on the electron and hole and then
present results that suggest the self-polarization of the nuclear spins.
2.5.1 Electrons and Nuclear Spins in External Fields
Electron, holes and nuclear spins can be described by an interaction Hamiltonian,
Hˆint = Hˆ
e
z + Hˆ
h
z + Hˆ
n
z + Hˆhf , (2.2)
where Hˆe,h,nz describe respectively the electron, hole and nuclear Zeeman interactions, while
Hˆhf describes the Fermi-contact hyperfine interaction.
Here we consider the lone electron in the ground state of a negatively charged exciton. Coulomb
exchange interaction does not play a role for this discussion. The hyperfine interaction for
the positively charged exciton will be explored in the chapter titled “Polarization Correlation
Spectroscopy on a Positively Charge Exciton”.
An external magnetic field Bi, where the index i = x, y, z indicate the orientations of the
magnetic field, with z pointed along the propagation direction of emitted photons. Bi causes
Zeeman splitting on the electron spin described by,
Hˆez = geµB
∑
i=x,y,z
SˆiBi, (2.3)
where ge is the electron g-factor, µB ≈ 58 µeV/T is the Bohr magneton and Sˆi are the electron
spin operators.
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Three types of nuclear spins make up the quantum dot. They are Indium (In) with spin 9~/2,
Gallium (Ga) and Arsenic (As) each with spin 3~/2. Nuclear spins also respond to Bi through
a Zeeman interaction,
Hˆnz =
∑
j
µjg
n
j IˆjBj, (2.4)
where µj, gj and Ij are the nuclear magneton, g-factor and spin operators respectively, for
atoms labeled by j : {In,Ga,As}. In general, the Zeeman splitting of the nuclear spins are
approximately three orders of magnitude smaller than that of the electrons, for a given magnetic
field strength, so Hˆnz can be effectively ignored, if the magnetic field is sufficiently weak.
2.5.2 Hyperfine Interaction
The Fermi-contact hyperfine interaction is the dominating contribution to the spin-spin coupling
between electrons and nuclear spins in single quantum dots. The general form of the hyperfine
Hamiltonian reads [62],
Hˆhf =
v0
2
∑
j
Aj|ψ(rj)2|
(
2Iˆjz Sˆ
e
z + [Iˆ
j
+Sˆ
e
− + Iˆ
j
−Sˆ
e
+]
)
, (2.5)
where v0 is the unit cell volume, A
j are the hyperfine coupling constants and ψ(rj) are the
envelope function of the electron at the position rj of the j−th nuclei. Iˆ+, Iˆ−, Sˆ+, Sˆ− are
respectively the nuclear and electron spin creation and annihilation operators. For our quantum
dots, AIn = 56 µeV , AGa = 42 µeV and IAs = 46 µeV [62].
The Overhauser Field
First, the leading term in 2.5 represents the effective magnetic field of the nuclear spin ensemble,
as is experienced by an electron spin, this is the Overhauser field,
BOH ∝
∑
j
|ψ(rj)|Aj IˆjSˆj. (2.6)
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It immediately follows that the BOH corrects the electron Zeeman splitting by an energy cor-
responding to the Overhauser shift,
∆Eez = µBge
∑
i
(Bi +BOH), (2.7)
where the index i again corresponds to the axis labels x, y, z. For a fully polarized nuclear spin
system in the bulk GaAs, BOH ≈ 5 T and the corresponding (maximum) Overhauser shift is,
∆EOHz = IGaAGa + IAsAAs (2.8)
=
3
2
(42 + 46) = 132 µeV. (2.9)
Similarly for bulk InAs, ∆EOHz has a maximum of 321 µeV .
Equation 2.6 is the subject of the chapter titled “Resonance fluorescence spectroscopy of a
singly charged exciton”, where we show how the BOH can be changed by creating a detuning
between the energies of the laser and the Trion.
The Knight Field
Conversely, the nuclear spins also experience an effective magnetic field due to the spin-polarized
electron, called the Knights field BK [62].
BK = fe
ν0A
j
µNgN
|ψ(rj)|2〈Sˆ〉, (2.10)
in which the filling factor fe ∈ [0, 1] ensures that in the absence of an electron, fe = 0 and
BK vanishes. Its maximum strength is considerable weaker than BOH by approximately three
orders of magnitude [62]. We will not be considering the effects of the Knight field in this study.
Flip-Flop
The second term in equation 2.5 describes a transfer of the electron spin angular momenta to
the nuclear spins via a flip-flop process, in which the spins of a nucleus and the ground state
electron is “swapped” due to a mutual dipolar interaction. The probability of a flip-flop process
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is predominantly determined by the electron Zeeman energy, since the nuclear counterpart is
negligible in comparison. The mutual spin exchange between the electron and the nucleus
conserves the overall spin [63], but causes a deviation δOH in the Overhauser shift ∆EOH ,
such that the average nuclear spin polarization changes in quantas of AjIj/N , where N is the
total number of nuclear spins in the lattice. Nuclear spin polarization will be discussed in
detail, in the chapter titled “Resonant fluorescence spectroscopy of a singly charge exciton”. In
contrast, the first term that relates to the Overhauser field in Hˆhf does not necessarily conserve
the total spin angular momentum of the electron-nuclear coupled system, which could lead to
depolarization events of the nuclear spins [64].
Electron Spin Decoherence: Co-tunnelling
Co-tunnelling describes an exchange of electron charges between the quantum dot and the
metallic contacts acting the electron Fermi “sea”. Co-tunneling introduces a decay channel for
the electron spin, whereby the electron in the quantum dot can tunnel out to the Fermi sea
and simultaneously, a spin-flipped (with respect to the QD electron) electron from the Fermi
sea tunnels into the quantum dot. The rates of co-tunnelling is proportional to the height of
the tunnel barrier between the quantum dots and the contacts. For charge tunable devices
as we described earlier, the emission line of each transition, charged or neutral, only appears
on the spectral map within a certain bias range, typically over few tens of miliVolts. The co-
tunneling rate varies in this range. The devices studied in this work were operated away from
the co-tunnelling regime.
Electron Spin Decoherence: Hyperfine Effects
Depending on the extent of nuclear spin polarization in the nuclear ensemble, BOH varies. If
to begin with, the nuclear spins are not prepared, then the Overhauser field strength has a
Gaussian distribution, with a width proportional to 1/
√
N , where N is the number of nuclear
spins. As long as the nuclear spins are not completely polarized, the orientation of some spins
cannot be exactly determined, hence there is always a fluctuation of the Overhauser field about
an average 〈BOH〉. It can be estimated that the fluctuations have an average amplitude of
δBOH ≈ A/geµB
√
N , which is typically between 10 and 40 mT for InAs/GaAs quantum dots
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[62], for typical nuclear spin densities with N ∼ 105. 〈BOH〉, if measured on time scales much
longer than the nuclear spin correlation time (∼ 10−4s), has a value of 0. The hyperfine
interaction, on the other hand, occurs at much faster time scales limited by the electron spin
lifetime, which is on the order of nanoseconds. So the electron spins effectively experience
a snapshot of the fluctuating Overhauser field, with field strength equal to the fluctuation
amplitude δBOH [65].
If Bext ≤ δBOH , then Larmor electron spin precessions are determined by BOH , since the
Zeeman interaction of the electron and Bext is at most as large of the hyperfine interaction.
But if the Bext > δBOH , Zeeman effects become significant.
For Bext > δBOH in the x − y plane (Voigt geometry), the longitudinal component of δBOH
lead to electron-spin dephasing, which corresponds to the electron spin ensemble dephasing
time T ∗2 ∝ 1/geµBδBOH [65]. Electron transport measurements in a two quantum dot molecule
[66] revealed that T ∗2 ∼ 10 ns, which corresponds to Overhauser field fluctuation amplitude
of δBOH ≈ 75 mT . However, for a given nuclear spin configuation that does not change, i.e.
“frozen”, the electron spin evolution should be perfectly coherent, which seems contradictory to
the observation of a short T ∗2 time scale. This is because measurement of the ensemble dephasing
time is a time average, over many individual measurements of the electron spin system. With
each measurement δBOH changes so with time averaging, it gives the effect of a decay in the
precession time. Using electron spin-refocusing techniques such as the electron spin-echo, the
effects of this apparent dephasing can be reversed to reveal the true single electron spin lifetime
of T2 ≈ 1 µs [67].
In the case of zero external field, analysis of the circular polarization dynamics demonstrates
that the polarization decays rapidly to 1/3 of its initial value and remains stable for at least
as long as the trion radiative lifetime. For Bext > δBOH and oriented along the quantum dots
growth axis(Faraday geometry), Btot = Bext + δBOH leads to stabilization of the electron spin.
The effect of a Faraday geometry magnetic field on the positive trion is the subject of the
chapter titled “Polarization Correlation Spectroscopy on a Positively Charge Exciton”, where
we study the hole spin interaction with the nuclear field, by correlating the polarization state
of emitted photons.
2.6. Summary 27
2.5.3 Inter-Nuclear Interactions
Interactions between one nuclear spin n and another m with spatial separation rnm are described
by the dipolar coupling Hamiltonian Hˆdip, defined as the sum over all possible nuclear spin
pairs[62],
Hˆnmdip =
µ2N
2
gngm
r3nm
(
Iˆn · Iˆm − 3(Iˆ
n · rnm)(Iˆm · rnm)
r2nm
)
, (2.11)
Hˆdip =
∑
n<m
Hˆnmdip . (2.12)
After decomposition [63], the spin-conserving part of the the dipolar coupling, proportional to
Iˆnz Iˆ
m
z − 14 Iˆn+Iˆm− + Iˆn−Iˆm+ is responsible for flip-flops within nuclear spin pairs, where Iˆn+, Iˆn− are the
creation and annihilation operators of the nth nuclear spin. The non spin conserving part of
Hˆdip can lead to a transfer of the the nuclear spin to the bulk crystal, via nuclear spin diffusion
[63].
2.6 Summary
In this section I introduced the fundamental concepts required to understand excitons and
charged excitons in InAs/GaAs quantum dots, their characterization, electronic properties,
optical properties and interactions with the surrounding nuclei. My thesis will be focused
on quantum decoherence effects on spins in single quantum dots, hence its majority discusses
nuclear spins and their interactions with singly or multiply confined spins. The theoretical
framework I introduced here is key to understand the many body spin-spin interactions. The
electron spin and nuclear spins interaction is a mutual effect, they affect each other, albeit in
different ways. The nuclear spins evolves slowly, but the large number of them that surrounds a
single electron, for instance, can have the similar effect of a weak but fluctuating magnetic field,
leading to spin dephasing, which in turn maps onto the emitted photons, creating errors in the
polarization. On the other hand, the electron spin is more dynamic, with a correlation time that
we measured to be on the order of 10ns, two orders of magnitude faster than the corresponding
timescales for the nuclear spins. This means although the Knight field of the electron on the
nuclear spins is weak, the faster dynamics allow us to optically polarize the nuclear spins, via
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the electron spin, by inducing flip-flop transitions that favor an net increase in the nuclear spin
polarization. As we see later, this effect can be observed even in the absence of a magnetic field.
The other important effect to consider is electrostatic noise. This type of noise is inherent to
devices that contain a number of quantum wells, surrounding the quantum dot. Defects and
impurities trap and release charges on timescales longer than the radiative lifetime of excitons,
leading to spectral broadening as the emission line jitters. We will show that measuring the
resonance fluorescence, bypasses this problem entirely. Lastly but not least I will summarize
all my findings and observations in the concluding chapter, as well as a discussion on possible
future research paths.
Chapter 3
Resonance Fluorescence From a
Neutral Exciton State
A high quality, non-classical source of on-demand single photons represents the essential com-
mon denominator for a variety of applications of quantum technologies, such as quantum key
distribution [68], long distance quantum communication [69] and building scalable quantum
computing architectures [17]. Substantial progress has been made towards implementing elec-
trically [70, 71] and optically driven [51, 54, 72–75] single photon sources as well as devices
that enable the manipulation of quantum bits [53, 76–78] based around semiconductor quan-
tum dots. Quantum dots embedded in electrical devices enable control over properties such
as the emission energy [40], the g-factor [79] and the fine structure splitting [80]. However,
all quantum dots suffer from noise, caused by trapping and releasing of charges in localization
centres near to the quantum dot [55], or via electrical contacts. These sources of noise induce
fluctuations in the electrostatic environment of the exciton, which can lead to undesirable ef-
fects such as reduced photon indistinguishability [18] and spectral wandering [81]. To avoid
these effects while maintaining the tunable properties, a combination of electrical and optical
controls maybe required.
This chapter focuses on the emission spectrum of a single neutral quantum dot when it is being
excited using a laser tuned to its resonance. It will be shown that even in the presence of charge
noise, narrow-band photons can still be generated. With ultra-high frequency electrical pulses,
the quantum dot is capable of emitting single photons under continuous wave resonant driving.
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3.1 The Dressed State Picture
Resonant excitation takes a photon with energy EL and excites an exciton with the same energy
EX = EL, directly coupling the photon to the exciton. This coupling modifies the exciton’s
energy by introducing “dressed states” [82], shown in Figure 3.1.
Figure 3.1: Dressed state description of a single exciton coupled to a single mode of radiation.
The bare exciton states are described in a), as |G〉 and |X〉. Coupling to a photon of energy EL,
the description changes to b), where N represents the photon number state. Rabi oscillations
at frequency ΩR between the boxed levels determine the dressed-states, as in c) and denoted
by |0〉 , |1〉 . . ., with respective photon number labels. Curved arrows represent spontaneous
emission.
An exciton is a two-level system, represented by the state vectors |G〉 and |X〉 respectively
for ground and excited states. It is a good representation, assuming there is no interaction
between the two fine structure components. The detuning between the laser of energy EL and
the exciton transition EX can be defined by ∆L = EX − EL. But this definition relies upon
transform-limited lifetime in both the laser and the exciton. For continuous wave lasers this is
a valid assumption, but the exciton emission line suffers from a variety of broadening effects,
creating uncertainties associated with any measurement of ∆L. The photon number states N is
the eigenvalue of the photon number operator, Nˆ = ˆa†aˆ, where aˆ† and aˆ are the photon creation
and annihilation operators respectively. N corresponds to the number of photons being coupled
to the two-level exciton structure, not to be confused with the N previously used to describe
the total number of nuclear spins.
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The product states of the interacting system are denoted by |G,N〉 , |X,N〉, where interaction
between these states are determined by the energy conservation Law. For instance the loss of a
photon must correspond to a transition from the ground |G,N + 1〉 to the excited state |X,N〉
and vice versa. All energy conserving interactions, grouped by the dotted boxes in Figure 3.1
lead to population exchange called Rabi oscillations, these interactions represent resonant (real)
processes. The Rabi oscillation frequency is defined as ~Ω = M , where  is the amplitude of
the laser field, which we make the assumption that it is polarized in one direction, i.e. Et =
 cos(ωLt), and M is the transition dipole matrix element for this exciton. Other interactions
between states such as |G,N〉 and |X,N〉 are virtual processes, because they disappear from
the interaction picture after averaging over a long time, due to their energy non-conserving
nature. This process of elimination is called the Rotating Wave Approximation, which has
origins in magnetic spin resonance. Finally the energy-conserving oscillations correspond to
dressed states, defined as the superposition of states involved and they are,
|0, N〉 = sin θ |G,N + 1〉+ cos θ |X,N〉 (3.1)
|1, N〉 = cos θ |G,N + 1〉+ sin θ |X,N〉 (3.2)
|0, N + 1〉 = sin θ |G,N + 2〉+ cos θ |X,N + 1〉 (3.3)
|1, N + 1〉 = cos θ |G,N + 2〉+ sin θ |X,N + 1〉 (3.4)
θ =
1
2
tan−1(−Ω/∆L). (3.5)
Taking the N manifold as an example, the dressed states |0, N〉 and |1, N〉 are superposition
states of |X,N〉 and |G,N + 1〉. As soon as the state |X,N〉 decays, the photon number
increases by 1 according to the Rotating Wave approximation and the population in the excited
and ground state begin to oscillate. If the decay rate of |X,N〉, Γ is slower compared to the
oscillation frequency, Γ < ΩR then these oscillation can be detected by measuring the second-
order intensity correlation function.
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Figure 3.2: The single Lorentzian and Mollow-triplet emission spectra of the uncoupled exciton
and the coupled dressed states. In the top panel, ΩR = 10µeV and 0 in the bottom panel. The
horizontal axes correspond to the frequency detuning in the emission spectrum.
The energy separation between levels in each photon number manifold is ~ΩR = ~
√
∆2L + Ω
2,
where ΩR is the effective Rabi frequency and it is this rather than Ω that we determine by
measuring the resonance fluorescence spectrum. Spontaneous emissions between successive
photon number manifolds have four contributions, two are degenerate and retain the bare
state resonance energy EX and the other remaining decay paths corresponds to red- and blue-
shifted Lorentzian sidebands with splitting ΩR. Also from equation 3.5 we can see that the
superposition coefficients sin θ and cos θ are identical for the definition of θ, which implies
that the probability of a transition are identical for all four paths. The two panels in Figure
3.2 shows both the incoherent (top) and coherent (bottom) scattering contributions. In the
coherent case, the laser photon bounces off of the exciton without any interaction so in the
perfect scenario with ideal detectors, retain its Lorentzian linewidth (∼ neV ). Analytically it
is a delta function δ(EX − EL) = δ∆L broadened by the detector’s resolution. On the other
hand the incoherent contribution is due to strong coupling of the exciton with the laser, at high
power. The intensity ratio (area under curve) of the central peak to the sidebands is exactly
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Figure 3.3: (a): The spectrum of the back scattered photons as the transition was scanned
across the laser, which was fixed, with respect to the bias voltage. (b): Variation of the laser
intensity with time, compare before and after placing down a Faraday polarization rotator to
compensate for any mis-alignment in the polarization maintaining fibres.
2 : 1, as expected. The triplet in the resonance fluorescence spectrum is known as the Mollow
triplet, a signature of light-matter coupling.
3.2 The Resonance Fluorescence From a Single Exciton
We will now present the results from resonance fluorescence spectroscopy and attempt to analyse
the properties of fluorescence photons from the single exciton. All measurements were taken
under zero external magnetic field. We discover a dependence of the photon’s lifetime on the
detuning parameter ∆L such that, when it is non-zero, spectral diffusion occurs and broadens
the emission lines of the exciton eigenstates. As soon as the detuning reaches zero, spectral
diffusion vanishes.
Leaving the laser at EL = 1.324 eV , an APD detected the fluorescence as the exciton’s recom-
bination energy was sweeped across the laser, the measured bias-dependent emission intensity
is plotted in Figure 3.3. A slow drift of the detected laser signal in the microscope output is
apparent in Figure 3.3(b), possibly due to bias-dependent birefringence in the sample, such
that the optimal condition for laser rejection changed with bias. This intensity change was only
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Figure 3.4: Cross section of the bias scan, showing the broad phonon-scatter peak close to the
exciton-laser resonance.
apparent when we were sweeping across a large range of bias, which is not a problem if ∆L is
small.
A surprising observation highlighted from Figure 3.3 is that the emission from the exciton
doublet persists even when the detuning became as large as several meV , without significant
loss of intensity. In Figure 3.3(a) two vertical bands have been indicated by the red arrows.
Such bands appeared elsewhere in the spectrum too, but they are suppressed compared to
the indicated bands. These bands are not likely to come from excitation of quantized energy
levels in the quantum dot, but rather over a continuum of energies due to the presence of a
longitudinal phonon bath. The fact that we see bands above and below the resonance seem to
suggest that phonons are being absorbed and scattered such that the energy of the phonons
compensates the laser detuning. Taking the spectral cross section at resonance, as shown in
Fig 3.4, the “Phonon-Scatter Peak”, corresponding to one of the brighter vertical bands, is
approximately 2meV wide [83].
3.2.1 Spectral Diffusion
We looked for the resonance conditions by scanning the emission lines across the laser line and
measuring the emission intensity with the CCD. Figure 3.5 shows two measurements, recorded
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for 25 nW and 500 nW excitation power. The bias was varied in fine step sizes of 0.5 mV
from −0.125V where the laser is blue shifted to −0.0665V where the laser is red shifted.
The horizontal axes was first converted to energy using the quadratic dependence extracted
from Figure 3.3, and then shifted to center on the laser’s energy, where ∆L = 0, rather than
the absolute emission energy. Clearly in both cases the doublet, corresponding to the two
eigenstates of the exciton, is well resolved. The linewidths at 500 nW excitation power were
found to be ΓH = 36.8± 1.6 µeV and ΓV = 21.3± 0.6 µeV , while the peak separation, or fine
structure splitting is ∼ 45µeV . The difference in intensity and linewidth between components
of the doublet can be accounted for by the transition eigenstates not being aligned at 45◦ to
the excitation and detection axes.
Figure 3.5: Scan of the exciton line across the laser in fine steps across both eigenstates of the
exciton. Experimental data for each excitation power (2) were fitted to a double Gaussian
function(solid lines).
At 25 nW the linewidths were measured to be ΓH = 21.7± 1.2 µeV and ΓV = 16.7± 0.5 µeV
respectively labeled for each of the linearly polarized transitions. The apparent broadening,
is clearly not power dependent, it is in fact the effect of spectral diffusion, which seems to be
less of an effect in other studies [74, 84]. Spectral diffusion, as the name implies, is the change
in the energy of a particular transition. This phenomenon is caused by randomly distributed
defects around the quantum dot, they form locally fluctuating electric fields as charges are
captured and released on a timescale much faster than the spontaneous decay. Reports on the
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charge noise [52] indicates a Gaussian broadening. We found that this charge noise is not power
dependent in general, hence the doublet we measured did not have Lorentzian line shapes. If
these trapping centres come from the fluctuations in the contacts, tunnel barrier width can be
increased to combat this, but if they originate from around the quantum dot, it maybe linked
to dopants. The exact origin, however, is beyond the scope of this work. Lastly, the fact the
transition with greater apparent width has lower maximum intensity suggests the linewidth at
500 nW is power broadened [85].
Figure 3.6: Power dependence of the resonant fluorescence emission spectrum with (a) showing
the evolution of sidebands as the laser power is increased, and (b) showing the linear relation-
ship between the sideband splitting and the laser field amplitude. Circles are the experimental
data and lines are the simulated spectra.
Figure 3.6 shows the measured and simulated characteristic triplet spectrum when the laser
was on resonance with the V polarized peak, labeled in Figure 3.5. We simulated the emission
spectrum for different laser powers, based on a phonon master equation model [86]. The
analytical form of the emission spectrum is the spectral power distribution of the emitted
photons from the resonantly driven exciton. Without loss of generality it was assumed that the
exciton fluorescence intensity, which we measured has the same units as the spectrally varying
power distribution, which we can calculate. At resonance, the power spectrum has the following
simplified form,
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S(ω) =
Γ2d
2(Γ2d + ω)
2
+K
(
Γs
Γ2s + (ω + Ωr)
2
+
Γs
Γ2s + (ω − Ωr)2
)
, (3.6)
where Γs = (Γ + Γd)/2, where Γd is the dephasing rate. The inclusion of Γd maintains the
generality, since we expect the transition to be broadening purely by the spontaneous emission
rate. In the presence of phonon coupling, the Rabi oscillation Ω acquires a phase difference in
time with respect to the excitations, leading to an effectively slower oscillation frequency ΩR =√
Ω2 − 2 + Γ2s + ∆2L, where 2 is the correction term due to the phonon bath. The correction
on the radiative lifetime Γ is similarly slower, leading to a larger decay time. Although, for
a weakly-coupled scenario at low temperatures, the correction to Ω and Γ is small [86]. The
parameter K abbreviates parameter products of ΩR, Γ and Γd. We have extended this pre-
existing model to take into account of spectral diffusion, by weighting the triplet spectra in
Figure 3.6 with Gaussians 16.7 µeV wide. This value is taken from the resonance sweep in
Figure 3.5, corresponding to the lowest laser power.
In the same figure, we plotted the measured triplet spectra for a range of laser powers, where the
laser was on resonance with the V polarised transition. A lone peak dominated the spectrum
below 100nW of laser power, above which two approximately symmetric sidebands emerged.
Simulation and the measured data matched well in general, except for the central peak at higher
excitation powers. The mismatch at higher powers could be explained by back-scattered laser
photons entering the detector that were not rejected by the cross-polarised detection. At low
powers, however, the spectra matches well between data and simulation, implying that we were
measuring predominantly fluorescence photons from the quantum dot.
The sideband to the central peak splitting was found to have a linear dependence with the square
root of the laser power. The linear fit in Figure 3.6b has a gradient of ∼ 0.125 µeV/√nw, At
25nW the linewidth of the central peak was measured to be Γc = 1.3±0.1µeV . In comparison
to the spontaneous emission rate Γ, which we found through lifetime measurements to be
Γ = 1.15 ± 0.05 µeV , the pure dephasing rate is much slower with Γd = 0.15 µeV . On the
other hand, at the high power extremes with 2000 nW of laser power, the central, red and
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blue sideband linewidth were found to be Γc = 1.5 ± 0.06 µeV , Γredsb = 2.48 ± 0.61 µeV and
Γbluesb = 2.97± 0.45 µeV respectively. So at lower laser powers the central peak is broadened by
predominantly spontaneous emission, but when the sidebands begin to emerge at higher powers,
the rate of dephasing increases and the dephasing rate is almost twice as high for the sidebands
compared to the central peak. One of the key aspect of the weakly-coupled model, which we
utilize for the simulation of the emission power spectrum, is that the pure-dephasing rate Γd
is assumed to exhibit strong dependence on the driving strength, i.e. the laser power. This
dependence is mediated by the phonon-bath through a modification of the Rabi frequency [86].
If the pure-dephasing rate for our InAs quantum dots are predominantly caused by phonon-
interactions with excitons, then we expect to find a good match between the simulated and the
measured linewidths, which in fact we do. Of course there is an added complexity because at
higher excitation powers we begin to see the effects of power broadening, as well as increased
pure-dephasing. The low power extreme, where radiative processes dominate, does yield narrow
linewidths and clearly, the spectrally diffused linewidth that we saw in Figure 3.5 has vanished.
In addition to the phonon effects, measuring the spectrum on resonance effectively filters out
the “noise” in EX , as the exciton can only be excited when the transition energy is resonant
with the laser.
3.2.2 Parameters In The Simulated Spectrum
The triplet spectra we measured is a hallmark of resonance fluorescence, most of the spectral
characteristics, such the intensity ratios of the three peaks, the sideband splittings can be
inferred and extracted from the dressed state model. However, there were unexpected features
as well, for example at highest power the sidebands seemed to exhibit small, but clearly different
intensities, not expected from the dressed state model. I will attempt to explain that here, by
exploring the parameter space of our model.
From the calculations of the emission spectrum, three key parameters determine the charac-
teristics of the Mollow triplet, the effective Rabi splitting Ωr, the exciton lifetime Γ and the
transition’s detuning from the laser ∆L. Figure 3.7 illustrates how the variations in each of
these three parameters affect the spectrum.
3.2. The Resonance Fluorescence From a Single Exciton 39
Figure 3.7: Simulated emission spectrum over changes in (a) detuning ∆L, (b) lifetime Γ and
(c) effective Rabi frequency Ωr.
The first example in Figure 3.7(a) shows the variations in the emission spectrum at resonance
with excitation power, from the lowest panel to the top Ωr was increased in steps of 2µeV . As
expected, the sideband splitting is directly proportional to the square root of the power, i.e.
Ωr ∝
√
PL.
Next in Figure 3.7(b) we explore the dependence on the radiative lifetime, with constant Ωr =
10µeV , corresponding to PL ≈ 8µW . Radiative lifetime is related to the emission linewidth
via the time-bandwidth uncertainty principle, ∆E∆t ≤ ~/2, so as radiative lifetime decreases
from the bottom to the top panel, linewidth of all three Lorentzians increase. The excitons
in our quantum dots typically have radiative lifetimes of approximately 1ns. By etching the
planar cavities to pillar structures a few microns wide with significantly reduced mode volumes,
radiative lifetime can be reduced via the Purcell effect. A quantum emitter with a fast emission
rate is highly desirable for efficient single photon extraction, due to the increased local density
of states created by the cavity [35].
Finally we look at the detuning dependence at constant Ωr = 10µeV and Γ = 1ns, as shown in
Figure 3.7(c). Non-zero detuning causes asymmetric sidebands. For Ex > EL, where ∆L > 0,
the blue (higher energy) sideband becomes enhanced whereas the red (lower energy) sideband
becomes suppressed. The reverse is true when the detuning is negative. Only on resonance,
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does the asymmetry vanish. Worth noting, that this phenomenon of sideband asymmetry for
off-resonance excitation is only relevant for quantum dots, in which the electron is subject to
interactions with the surrounding crystal lattice, i.e. phonons. Clearly, this model supports the
unequal intensities measured in the sidebands, at higher excitation powers. However, studies
[86–88] on this effect have shown conflicting evidence towards the phonon-coupling model. On
the one hand, off-resonant driving symmetry does recover in the spectrum if all phonon-terms
are ignored in the master equation. But on the other hand, when the phonon terms are included
the sidebands seem to become narrower for increased detuning, which may imply a contribution
from the exciton’s pure dephasing rate. Combined theory and experimental studies [87] have
shown that it is possible to fully account for both of these observations.
3.2.3 Correlation Measurements
Figure 3.8: (a): Measurements of the second-order intensity correlation function plotted in
the region close to zero time delay, fitted using equation 3.7 with a range of laser powers
2µW (ΩR = 5.59µeV ), 500nW (ΩR = 2.79µeV ), 100nW (ΩR = 1.25µeV ) and 25nW (ΩR =
0.63µeV ) respectively, where the bracketed values indicate the fitting parameter ΩR. b A replot
of the correlation function at 2µW and 25nW laser power showing the long time bunching effect.
Circles are measured data and solid lines are simulated data.
The photon statistics were measured using the second order intensity correlation, as presented in
Figure 3.8(a) for a range of excitation powers. At low powers the observed strong antibunching
with g(2)(0) = 0.040± 0.005 implies emission from (mostly) a single two-level system. For CW
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excitation it cannot be a truly single photon source, as residually scattered laser photons can
contribute to the non-zero correlation at zero time delay. At higher powers strongly damped
oscillations symmetric about zero time delay are indicative of Rabi oscillations. At 500nW the
Rabi oscillation period was found to be TΩ = 1.6±0.2ns, consistent with a sideband splitting of
2.6 µeV . Extracted Rabi frequencies for each power were used to theoretically simulate g(2)(τ)
using [89, 90],
g(2)(|τ |) = 1− e−β|τ |
(
cosθ +
4Γs√
Ω2R + 4Γ
2
s
sinθ
)
, (3.7)
where β is a constant defined in terms of ΩR and Γs and θ = θ(|τ |). As the power is increased,
the oscillatory frequency increases as the square root of power and the width of the antibunching
“dip” local to zero time narrows. The antibunching time is limited by Γs, and also the detector
resolution of 480 ps. A long-time bunching effect, shown in part (b) of this figure, also exists
in the data, which decays on the duration of 40 ns at the lowest power, extending to nearly
100 ns at the highest power. We did not fully understand this, especially how the decay times
seem to vary with laser power, as indicated in Figure 3.8(b). We convolved the correlation
model, 3.7, with a double sided exponential decay describing the bunching, as well as the
measured instrumental response. This convolution is a good fit to the data points. In spite
of spectral diffusion, narrow band photon states were generated, as indicated by the observed
Rabi oscillations and CW antibunching.
3.3 Generating an Deterministic Source of Coherent Pho-
tons
We have so far demonstrated the generation of narrow-band photons, in spite of spectral dif-
fusion. In our experiment, the linewidth of the fluorescence photons are bounded from below
by the laser’s linewidth, and since quantum information applications require the fluorescence
linewidth to be transform limited, we must continue to operate the laser in the CW mode.
However, it is not a deterministic creation of single photons, for which pulsed excitation of
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Figure 3.9: Demonstration of single photon emission from the resonantly driven single quantum
dot.
the dots is needed. I will now show that with our device, we can operate the dot in pulsed
excitation mode without changing the CW laser operation.
We replaced the constant voltage source with a pulsed voltage source and deliberately tuned the
transition away from the laser. By applying a rapidly oscillating bias VP (t) and an offset bias
VDC to the device, as shown by the drawing in Figure 3.9(a), the emission from the exciton was
turned on and off as it was sweeped onto and away from resonance. During one pulse cycle, an
initially off-resonant exciton eigenstate was rapidly Stark shifted into resonance during pulse
rise, remains there for the duration of pulse width and finally Stark shifts out of resonance
during pulse fall. This process repeats itself for each subsequent pulse in Vp(t). Each time a
pulse is applied to the quantum dot, an exciton state is prepared resonantly, triggering single
photon emission via spontaneous decay. The combined bias VT = VP (t) + VDC is a train of
square pulses, with its amplitude and pulse separation as variables we can adjust to change
the shape of the pulse. The rise and fall times of the square waves are determined by the
pulse generator to create the least overshoot. The values of the pulsed voltage Vp and the
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offset voltage VDC were chosen such that, when the emission is in the “off” state, the exciton
transition must be detuned sufficiently from the transition to suppress all light emission from
it, and when the transition is in the “on” state, the total bias VT Stark shifts the exciton into
resonance with the laser. Based on this, we selected Vp to have 2V amplitudes and scanned the
offset voltage across a sufficiently large range, until we observe resonance at the top of each and
every square pulse. If the offset voltage is too high or too low, the transition would either not
cross the laser at all or cross the laser more than once. Figure 3.9(b) illustrates this triggering
scheme.
Each square wave pulse in VP (t) triggers a clock signal on a single photon counting module
(SPCM), then an APD measures the intensity of the output signal that contains the suppressed
laser the emitted fluorescence photons, and finally the natural log of the time-resolved intensity
is plotted on a histogram with time-bins limited by the jitter of the detector ∼ 480ps. The pulse
height, width and separation was set to 2V , 300ps and 5ns respectively, effectively simulating
a 200MHz pulsed single photon source. The time resolved bias scan, as shown in Figure
3.9(a) revealed several features. The shaded regions correspond to detected photons at the
APD and the lighter regions constitutes background counts on the APD. At the lower range of
the offset voltage, around −0.1V , the Horizontally polarised eigenstate is near the resonance
of the laser, decreasing the offset voltage suppresses its emission and the emission from the
vertical transition becomes dominant. From -0.2V we can see that in each 5ns window, the
emission is on at first, then turns off but turns back on at about Tp = 1ns later. As VDC was
decreased further from −0.2V , Tp clearly decreases until VDC = −0.29V , where the emission
is only turned on once in the entire 5ns window. Beyond −0.29V no emission was detected,
indicating that the 2V pulse height is no longer sufficient to shift the exciton eigenstate into
resonance with the laser.
The cross section of the offset sweep at VDC = −0.29V is plotted in Figure 3.9(c). Three square
pulses span the 15ns range, each 300ps long, 2V tall and separated from each other by 5ns.
The accumulated emission intensity shows the detected exciton population, which decays to 1
e
of the population maximum in 1
Γ
= 1.15 ± 0.03 ns. Each time a new pulse is applied to the
quantum dot, the upper state is resonantly prepared.
44 Chapter 3. Resonance Fluorescence From a Neutral Exciton State
The pulsed source was characterized by measuring the second order intensity correlation func-
tion g(2)(τ), using a nonpolarizing beam splitter and two APDs. A perfect single photon
source has g(2)(0) = 0 while a Poissonian source has g(2) = 1. Figure 3.9(c) shows the nor-
malized intensity correlation function recorded for electrically triggered fluorescence photons
with VDC = −0.29 V , repetition rate 200 MHz. Signal on the APD was below 1000 counts/s,
corresponding to reduced extraction rate for pulsed excitation. Coupling the quantum dot’s
emission to a resonant cavity will improve the source brightness, but the additional scattering
mechanisms in, for example, a micropillar cavity could result in reduced resonance fluorescence
detection efficiency. Background laser scatter contributed ∼ 7.8 % of the total detected cor-
relation signal. With background correction, we observe that g(2)(0) = 0.028 ± 0.010, which
corresponds to the significant suppression of the zero-time peak, and hence single photon emis-
sion dominates. The electrical pulses trigger resonant excitation events, which emit photons
with a spectrum exhibiting the power and detuning dependencies of the Mollow triplet, as we
have analyzed. Truly coherent - transform limited photons can be generated on-demand using
this method, for sufficiently low laser powers [84], e.g., much lower than required to saturate
the quantum dot.
3.4 Summary
We demonstrated generation of a pulsed stream of electrically triggered single photons in res-
onance fluorescence, by applying high frequency electrical pulses to a single quantum dot in
a p-i-n diode under resonant laser excitation. Single photon emission was verified, with the
probability of multiple photon emission reduced to 2.8%. We show that despite the presence of
charge noise in the emission spectrum of the quantum dot, resonant excitation acts as a “filter”
to generate narrow bandwidth single photons.
This scheme of single photon generation relies on continuous wave laser rather than pulsed,
which due to the broad linewidth limits the coherence time of the emitted photons. Rather
than triggering the quantum dots optically, we used the fast device response to control the
fluorescence, to emulate an on demand single photon source. However, our device suffers from
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one flaw, which is that the single photon indistinguishability is limited, since the exciton line
only resonates with the laser for approximately 200ps compared to its longer radiative lifetime
of approximately 1ns. 80% of the time, the line is not being driven at its resonance, spectral
broadening, as well as shift in the line’s spectral energy would altogether suppress the visibility
of interference fringes. Despite that, our device combines electrical tuning and optical driving
to produce narrow band single photons, deterministically operated in pulsed mode.
Chapter 4
Resonant Fluorescence From a
Negatively Charged X− State
A confined spin in a single quantum dot experiences many-body interactions with the ensemble
of nuclear spins that make up the material of the quantum dot. These interactions, under
certain experimental conditions, can cause dynamic transfer of electron spin polarization to the
nuclear spins, identified by the “nuclear-spin self focusing effect” [61] and the “bi-directional
nuclear-spin dragging effect” [91], both of which referred to an apparent locking of the trion
resonance energy towards the laser. Recent studies of the dynamical nuclear spin polarization
via pumping the spin of the ground state electron in a single quantum dot shows a vanishing
point at zero field, where no more resonance-locking can be found [92]. Here I will demonstrate
measurable amount of nuclear spin polarization while deliberately depolarizing the electron
spin in zero external magnetic field. I believe this is the first experimental observation of the
dynamic self-polarizing effect. Most of the concepts required to understand the physics are
described in the backgrounds chapter, though some key topics will be briefly introduced here.
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4.1 Nuclear Spin Self-Polarization
4.1.1 DNSP via a Spin-Polarized Electron
The polarization of optically pumped electron spins can be transferred to the nuclear spins,
via the hyperfine interaction, this is called the dynamic nuclear spin polarization (DNSP). The
dynamical part of the hyperfine Hamiltonian mediates flip-flop transitions between a single
electron spin and a single nuclear spin. During such transition, the electron changes its spin
by ±1 and the nuclei change their spins by ∓1, conserving the net spin. If the probabilities of
changing the spin of the electron by +1 and −1 balance, then there is no change to the nuclear
spins. If the balance is perturbed, a net bias is setup causing a change to the nuclear spin
polarization. Therefore the study of DNSP is the study of how to perturb the electron-nuclear
equilibrium.
Just as we can perturb the equilibrium to favor the increase of nuclear polarization, there
are also paths on which it decays. These are known as nuclear spin leakage mechanisms and
they place a limit on the maximum attainable degree of nuclear polarization. The maximum
amount of DNSP observed so far is in the vicinity of 60% [93, 94], a number emerged from
nuclear magnetic resonance techniques that provided estimates of approximate compositions of
targeted quantum dots [95]. Dipolar interactions between neighbouring nuclear spins can cause
either spin conserving flip-flop events, or spin non-conserving spin diffusion out of the quantum
dot [96], which eventually leads to nuclear spin depolarization [97]. However studies [98, 99]
have shown that nuclear spin diffusion is small enough to allow DNSP to be observable using
neutral quantum dots, even for Bext = 0, owing to strain-induced quadrupolar interactions.
Further reduction to spin diffusion has been found with the help of high external magnetic
fields [91].
Eventually the competing processes reach a final state, where the degree of polarization can be
found by measuring the Overhauser shift. The difference in the Overhauser shifts measured for
σ+ and σ− excitation photons leads to the Overhauser field BOH , for a known electron g−factor
ge. The magnitude of the Overhauser field determines the degree of nuclear polarization. The
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lifetime of optically induced DNSP is characterized by TL and for a self-assembled quantum dot
10nm wide and a spin diffusion constant 10−13cm2s−1 one finds TL ∼ 10s for zero field [100],
consistent with experimental studies of the same kind [64]. But in strong magnetic fields this
time can be extended to a few hours [101] for Bext ∼ 2 T , or even to just over a single day [? ]
for Bext ∼ 5 T as well as decreasing the temperature to approximately 200mK. The situation
for negatively charged trions is similar because not only does the dipole-dipole interactions
between nuclear spins get suppressed at zero field due to the quadrupolar interaction, a Knight
field is imposed on the nuclear spins [102], as a result of optically polarizing the ground state
electron spin using circularly polarized photons.
4.1.2 DNSP without Spin-Polarized Electron
We excite the quantum dots strictly in the linear basis, which means that we are not pumping
the spin-polarized ground state electron. All experimental demonstrations of DNSP thus far,
pumps the ground state residual electron spin of the charge exciton using σ± circularly polarized
photons. It seems that we should not be observing DNSP, yet counter intuitively it turns out
the nuclear spins can be spontaneously self-polarized under certain conditions, even when the
electron spin is deliberately depolarized of circular components.
The theoretical work that predicted Dynamic nuclear Self Polarization (DSP) stemmed from
more than four decades ago by Dyakonov and Perel [103], it was henceforth studied [104–107]
but has never attracted as much attention as DNSP, since an experimental demonstration
using single quantum dot has never been shown, except an attempt using double quantum dots
[106], which had not shown evidences of polarization. Note that I could not locate an English
copy of the original publication by Dyakonov and Perel thus I refer hereon to a recent note
(unpublished) written by Dyakonov [108], which is based on his original publications [103] and
concisely describes the origin and conditions for which DSP can be observed.
Electron-nuclear flip-flop transitions conserve the overall spin, we can write this down in terms
of the flip-flop probability for a given configuration. For instance, if we denote the electron
spin by |↑〉e and the nuclear spin manifolds by |n〉 , n = −µ, ...,+µ then in thermodynamic
4.1. Nuclear Spin Self-Polarization 49
equilibrium, the relationship between the population Pn of the nuclear spin and populations
Pe+, Pe− for the up (+) and down (−) electron spins, in some external field B is [108],
Wn,n+1PnPe+ = Wn+1,nPn+1Pe− (4.1)
Wn,n+1
Wn+1,n
=
Pn+1Pe+
PnPe−
(4.2)
= exp(− B
TB
(µ0ge + 2µN)), (4.3)
where Wn,n+1 is the flip-flop probability from configuration |↑e, µn〉 to |↓e, µ+ 1n〉, TB = kBT
is the Boltzmann temperature, µ0 is the Bohr magneton, ge is the electron g-factor and µN
is the nuclear magneton. If the electron spins are not polarized, or deliberately unpolarized
by linearly polarized optical pumping, and because µ0 is typically several orders of magnitude
larger than µN , a much simpler relationship can be obtained,
Wn+1,n
Wn,n+1
=
Pn
Pn+1
= exp(µ0ge
B
TB
), (4.4)
from which, the degree of nuclear spin polarization for non-polarized electron spin DN =
(Pn+1 − Pn)/(Pn+1 + Pn) can be found to be,
DN = tanh(
µ0geB
2TB
). (4.5)
Electron spins are associated with two timescales in the consideration of this scenario. The
radiative lifetime of the trion τ is about 1ns in our quantum dots, it follows that as long as the
electron spin relaxation time T1e is much longer than the radiative lifetime, optically pumped
electron spins should not reach the relaxed state in equilibrium. As nuclear spins become more
polarized, our electron feels a larger Overhauser field BOH , which is proportional to the degree
of nuclear polarization, i.e. BOH = bNDN , where bN = A/2µ0ge and A is the hyperfine constant.
Defining a critical temperature Tc = µ0gebN/2, we find that,
DN = tanh(
DNTC
TB
). (4.6)
If T ≥ TC , DN = 0 is the lone solution that corresponds to zero nuclear polarization. But if T <
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TC and parameterizing α =
TCDN
TB
, we find that below the critical temperature, α correspond
to a straight line intersecting the hyperbolic tangent function (DN) at ±1. This implies that
in non-equilibrium conditions the nuclear spin polarization DN tends to ±1, irrespective of the
electron spin polarization. This is the essence of DSP.
Problems with this theory are two fold. First, the magnitude of the critical temperature for
GaAs quantum dots has been estimated to be Tc = 1.3K, whereas for InAs dots, Tc = 6.0K
[108]. Taking into account the various nuclear spin polarization leakage mechanisms, Tc will
be even lower. Secondly, even if DSP does occur we cannot look at the circular polarization
of resonance fluorescence to directly measure it, again due to the limitation of our apparatus.
The solution to these was first proposed by [104] for low-dimensional solid state system and
later considered in the case of a negative trion, driven by resonance excitation [105].
Figure 4.1: Contributing processes to the build-up of DSP. Red and black arrows correspond to
the energies of the exciting laser photons and the trion. DSP increases as the laser progressively
induces flip-flop and spontaneous emissions from the |↑〉 electron spin state. Black arrow on
the bias-dependent PL scan shows the change in EX− with respect to EL as bias is being tuned
from 1.8V .
Without losing generality, we can describe what happens to the trion and the nuclear spins in
terms of the absorption of a photon, spontaneous emission from a charged exciton state to a
single electron ground state, which may flip following a flop of a nuclear spin. Using the bra-ket
notation assigned to a pair of electron and nuclear spins |electron, nuclear〉, in which electron
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spins are either |↑〉 or |↓〉 and nuclear spins represented by |µ〉, we can outline the contributing
processes to the generation or decay of dynamics nuclear self-polarization.
Figure 4.1 shows the contributing processes to the build-up of DSP. In this scenario, the energy
of the laser is fixed at EL, which is also the resonance energy of the trion EX− in the absence of
the hyperfine interaction. In part (b) of the figure, we can see how EX− changes with the bias
applied across the quantum dot. Starting from the dotted line, where EL = EX−, as bias is
increased, EX− also increases, but since EL is fixed, the change in EX− corresponds to a positive
change in the detuning ∆L = EX− − EL > 0. The hyperfine interaction between the single
electron and the surrounding nuclear spins lifts the double spin-degeneracy of the ground state,
shifting the trion out of resonance with the laser. But if we also increase the bias at the same
time, so that as EX− is increased, one of the hyperfine levels matches the resonance condition,
resonance fluorescence should still occur, even though the transition has been detuned. Each
time the nuclear field polarization gains one quantum, i.e. from |µ〉 to |µ+ 1〉 the spontaneous
nuclear field is modified and the resulting hyperfine splitting increases, taking the laser out of
resonance. But if we increase the bias continuously, EX− can be shifted such that the resonance
condition always matches the upper hyperfine level.
Now, starting from the hyperfine ground state |↑, µ〉, a single electron-nuclear spin flip-flop
transforms |↑, µ〉 → |↓, µ+ 1〉. Upon absorbtion of a linearly polarized photon, the electron
spin resumes a superpostion state, restoring the electron spin population equilibrium, as re-
quired for DSP. But the superposition state now oscillates between |↑, µ+ 1〉 and |↓, µ+ 1〉 due
to the hyperfine interaction. Since the laser can only drive a resonance transition, spontaneous
emission only couples to the |↑, µ+ 1〉 state. The processes repeats with further alternating
electron-nuclear spin flip-flops and spontaneous emission, each time increases DN by adding
a single spin quanta to the spontaneous nuclear field. Each time DN increases, the enhanced
hyperfine interaction splits ground state spins further, but only sufficiently to maintain reso-
nance. It is a feedback process in which the Overhauser field maintains the growth of nuclear
polarization. Even if the spontaneous emission occurs before the flip-flop, the final result does
not change and DN is still increased. In fact the increase in nuclear polarization occurs spon-
taneously over time even if the bias, and hence detuning, was fixed at the start, as we shall
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see.
Figure 4.2: Contributing processes to the decay of DSP. Red and black arrows correspond to
the energies of the exciting laser photons and the X− recombination. DSP decreases as the
laser progressively induces flip-flop and spontaneous emissions from the |↓〉 electron spin state.
Black arrow on the bias-dependent PL scan shows the change in EX− with respect to EL as
bias is being tuned from 1.8V .
The reverse effect occurs when we decrease the bias instead. Figure 4.2 shows the processes
responsible for the decay of DSP. In this case the transition will be shifted such that only the
|↓〉 state matches the resonance condition. So, a single flip-flop transforms |↓, µ〉 → |↑, µ− 1〉,
then after absorption and spontaneous emission, DN will decay by one quantum. Similarly, if
the absorption and spontaneous emission occur first DN is also decreased.
From the bias tuning curves displayed earlier in Figure 4.2, we can see that the tuning range
for EX− can be as large as a few mili-electron volts, which seem to suggest that it maybe
possible to achieve a fully polarized nuclear spin bath, using spontaneous self-polarization, if
one continuously detunes the transition with respect to the laser. However in the absence of
an external field, we must also take into account the spin-diffusion process, triggered by the
dipole interaction between nuclear spins.
For further detuning beyond the first spin flip, the whole process repeats, keeping the emission
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intensity approximately constant, until the first nuclear spin relaxation event occurs, which
depolarizes the spin bath, restoring the hyperfine energy back to the |N〉 sublevel and the
emission intensity rapidly falls as the trion becomes dark to the laser. Overall, by detuning the
transition’s resonance with respect to the laser, the resonance energy shifts towards and locks
to the laser. This is the experimental signature of spontaneous nuclear spin self-polarization,
which will be demonstrated next.
4.1.3 Experimental Findings
Dynamic nuclear spin self-polarization occurs because of the slight perturbation to the Over-
hauser field activates a feedback from the subsequently increased nuclear spin splitting. The
laser-exciton detuning is then the activating ingredient, leading to electron-nuclear spin flip-flop
that favors a increase of DN . Here, three angles of this argument is presented experimentally.
First, if this argument is sound then emission from the X− state should persist at fixed and
changing nonzero values of detuning, this is what has been claimed thus far. As it is a spon-
taneous effect as claimed, the timescale on which it occurs becomes important, as competing
processes that neutralize nuclear spin polarization would limit the percentage of polarized nu-
clear spins, just as it would in the ordinary dynamic nuclear spin polarization process. Lastly, if
there is indeed a time associated with spontaneous polarization, then does this timescale relate
to degree of freedom external to the system of exciton and nuclear spins?
Figure 4.3 shows the persistence of X− emission as detuning was actively varied. For a range
of excitation powers, we sweeped the X− recombination energy across the laser, from either
directions. The bias was scanned up from 1.7V to 1.9V , then immediately scanned “down” from
1.9V back to 1.7V . The position of the laser defines the resonance and because ∆L = EX−−EL,
detuning can be found directly from the bias-dependent PL scans that we presented earlier, for
instance in Figure 4.2. In the absence of the hyperfine interaction, the spectrum taken for both
scans should match, up to device responses, such as charge fluctuations, but we’d expect similar
emission intensity, linewidth and spectral position. But what actually occurs is that when we
scan down immediately following scanning up, we notice a blue shift of the X− emission line.
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Figure 4.3: Excitation power dependence of the line-dragging effect. In each plot the black
trace was measured first and the blue trace immediately after, arrows indicate the starting
points and whether the bias is being increased or decreased. The laser is fixed to the value of
EX− at 1.8 V bias, so that the detuning changes with respect to the laser.
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In Figure 4.3(a), we set the laser power to 4µW . During the up scan, the transition shifts
from a detuning of ∆L ≈ 20µeV . As the bias increases from 1.7 V , the |↑〉 state locks to the
laser’s energy and the degree of nuclear polarization DN increases according to the description
in Figure 4.1. During the “down” scan, the net nuclear polarization decreases according to
Figure 4.2, as the bias is decreased from 1.9 V . Interestingly the spectral offset that we see
in low-power measurements persists at 4µW , though considerably smaller at only ≈ 2µeV ,
measured as peak to peak energy shift, compared to for instance 8µeV at 350nW . Despite the
brief losses in emission intensity during scans, which could be due to charge fluctuations, similar
detuning activated resonance shifts have been observed in dynamic nuclear spin polarization
experiments [61, 91, 92, 109] via electron spin pumping with circularly polarized light.
We have shown previously in the previous chapter that charge fluctuations can broaden spectral
lines up to 15µeV at the lowest excitation power, so the spectral features above could have
contributions from charge noise. However, the spectra in this case does not show persistent
emission for more than 10µeV at the lowest powers. This does not negate the contributions
from charge noise, but it does indicate that the laser power could be related to spontaneous
nuclear spin polarization, that contributes to the spectral responses we see here, such as the
hysteresis between scans and the persistent emission at low laser powers.
Excitation power could indeed contribute to the timescale, on which spontaneous nuclear spin
polarization occurs. The rate of re-shelving the X− state may determine the chance of a flip-
flop that favors increase in DN . If this is true, then logically we would expect spontaneous
nuclear spin polarization, and hence resonance locking to respond quicker higher laser powers
drives the transition. This is indeed what we see. Figure 4.4 shows the measured traces from
the scanning etalon at low (300 nW ) and high (4 µW ) excitation-power limits, with the bias
fixed at 1.78V (∆L = −14.78µeV ). The integration time for each data point in both spectra
had been 1 second.
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Figure 4.4: Demonstration of the resonance-locking effect due to the dynamic nuclear self-
polarization. (a): The Gaussian linewidths of the trion and the Lorentzian linewidth of the
laser recorded with parameters VB = 1.80 V , ∆L = −13.0 µeV and PL = 300 nW . (b):
The Lorentzian linewidth of the Mollow triplet recorded with parameters VB = 1.78 V , ∆L =
−14.78 µeV and PL = 4 µW .
In the low power case X− and laser is “unlocked”. Spontaneous polarization had not taken
place by the time this spectrum was recorded. In fact the X− line has a Gaussian shape, with
a width of ∼ 13µeV . The contribution from off-resonance charge noise likely dominates, as
the linewidth as well as the lineshape is similar to what we found for off-resonance exciton
broadening. For high excitation power with bias unchanged on the other hand, resonance
fluorescence dominates in the recorded spectrum, indicated by the appearance of the Mollow
triplet. For an arbitrary detuning, the excitation power determines the occurrence of resonance-
locking. Increasing the excitation power may lead to a faster rate of spontaneous polarization,
hence we see in Figure 4.4 that the low power spectrum appear “unlocked” because the time
4.1. Nuclear Spin Self-Polarization 57
it took to record the spectrum was shorter compared to the rate of spontaneous polarization.
Similarly for the high power case we could deduce that the rate of self-polarization would be
faster compared to the time it took to record to corresponding spectrum. The nuclear spin
bath has a correlation time of a few microseconds, and yet the time it took for spontaneous
polarization to occur, activated by an active laser detuning, could have a much longer timescale
on the order of seconds, or even minutes. If this surprising deduction does indeed describe what
we observe so far, then we should also observe resonance locking regardless of excitation power,
as long as we waited long enough. We will show next that this is indeed the case.
Resonance-Locking Power Dependence
So far we have argued that the detuning activated resonance locking occurs on a timescale
determined by the excitation power of the laser. The following hypothesis sums this up,
Hypothesis 1 The rate of build up RN of nuclear spin self-polarization DN , as an arbitrar-
ily detuned transition with ∆L = EX− − EL 6= 0 locks onto the laser resonance, is directly
proportional to the excitation laser power PL ∝ Ω2.
To test this hypothesis, instead of measuring a spectrum using the etalon, we simply wait and
measure the intensity received on the APD with time. First, we depolarized the nuclear spins
via co-tunnelling [91], by setting the diode to forward bias at 2V and immediately starting
the measurement. Then the bias was changed to 1.78 V and fixed there for the rest of the
measurement. After each measurement the excitation laser power was decreased in small steps
from 4µW and the measurement was subsequently repeated, until the power reaches the lower
limit of 100 nW . The recorded traces from all measurements have been plotted onto Figure
4.5(a).
We always first see nothing and then some time τN later, remarkably, the signal rapidly rises
to some maximal value, from where the signal decays to a lower state, where it seem to remain
there indefinitely without further changes. Plotting the τN from each measurement against the
corresponding laser power, we find a directly proportional relationship between the inverse of
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Figure 4.5: Build up time τN of the nuclear spin self-polarization, leading up to the reso-
nance locking effect. (a), Measurement of τN at different excitation power regimes. (b), The
relationship between τN and the laser power.
τN and the laser power,
RN =
1
τN
= KΩ2, (4.7)
where K is some constant of proportionality. This relationship, as plotted in Figure 4.5(b)
reflects the hypothesis made earlier. RN is measured in the reciprocal of unit time multiplied
by a dimensionless constant that corresponds to the number of nuclear spins that have been
flipped. For low powers, the laser inputs only sufficient energy to enable DSP via electron-
nuclear flip-flops, at a reduced rate compared to at higher powers, where the rate of spin flips
are significantly enhanced. At present, I have not deterministically calculated the constant K
nor derived the rate RN from first principles, though both are of great theoretical interest for
future work.
At the start of each measurement a nonzero detuning was setup, then the degree of nuclear spin
polarization builds up at the rate RN , until the time τN is reached, where resonance-locking
occurs. For lower powers, τN can be much longer than the time it takes to measure a spectrum
from the etalon, hence the observation of the dot and the laser lines, as in Figure 4.4. Thus we
should observe the resonance-locking effect almost irrespective of the excitation powers used,
as long we measure the spectrum after time delay τN for the corresponding laser power.
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In competition with the spontaneous increase of DN , mechanisms that lead to nuclear spin
depolarization also contribute, but we have mostly neglected them until this point. We cannot
comment on the timescales of nuclear spin depolarization, as our findings does not explicitly
relate to these effects. However, if depolarization events are completely suppressed by, for
instance the application of an external magnetic field, then the measured emission intensity in
Figure 4.5 should reach a steady state as soon as resonance-locking occurs. Instead we observe
that the resonance fluorescence intensity is quenched following resonance-locking, this is true
throughout the laser power range. The quenching could be explained by the increase in DN
in competition with depolarization mechanisms, reaching a thermal equilibrium corresponding
to a effectively reduced rate of locking and hence the lower fluorescence intensity in the steady
state. Decreasing the laser power leads to lower levels of intensity steady state, which is exactly
what we see in Figure 4.5(a).
4.2 Summary
We have measured the resonance fluorescence properties of X− state. We found signatures of
dynamical nuclear spin polarization, including resonance locking and bi-directional hysteresis
in bias sweeps, occurring in the absence of spin pumping and an external magnetic field. The
effect mirrors the predicted effect of nuclear spin spontaneous self-polarization for excitons in
solids [108]. We presented the arguments for spontaneous nuclear spin polarization, following
analysis on the effects of laser detuning and excitation laser power. The ingredients for observing
resonance locking are, 1 : detuned recombination energy allowing the laser to create a bias in
the electron-nuclear flip-flop that favors the increase of nuclear spin polarization DN , and 2 :
sufficient time to allow nuclear spin polarization to take place, against the mechanisms that seek
to reverse any polarization in the nuclear ensemble. Satisfying these two conditions, the detuned
trion locks to the laser as spontaneous polarization takes place. Our experimental findings does
not allow the mechanisms of nuclear spin depolarization to be revealed, as such the quench in
fluorescence after locking in Figure 4.5 is not yet understood. It would be interesting to repeat
this experiment with an external magnetic field that suppress nuclear spin depolarization events
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[91], which should lead to a higher levels of steady state fluorescence intensity after resonance
locking.
Chapter 5
Polarization Correlation on a
Positively Charged X+ State
Just like the electron, the hole-nuclear spin interaction can be described in terms of the hyperfine
Hamiltonian, consisting of the Overhauser term that leads to spin decoherence and the dipolar
term responsible for flip-flop transitions. But unlike the electron, which we have looked at
previously, the wavefunction of the hole does not have a spherical distribution amongst the
nuclear spins, instead it has a minimum at each nuclear site. The hyperfine hamiltonian, which
we described in the “Background and Methods” chapter still applies to holes, except with a
suppressed Aj and an additional amplitude β for the dipolar term, as the heavy-light hole
mixing contributes to flip-flops. Hole spin lifetime T h1 for B = 0 is generally found to be
between 10− 20ns [76? ], but for Bz ≈ 1.5T , T h1 increases to around 270µs [110]. The vertical
magnetic field overwhelms the fluctuation amplitudes of the nuclear field, effectively stabilizes
the hole spin at the expense of increasing its rate of spin precession. Hence considerable amount
of interest has also been paid to make use of the hole, instead of the electron spin, in the hope
that quantum decoherence from the nuclear ensemble would be greatly suppressed.
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Figure 5.1: Energy level diagrams of a positively charged exciton without an externally applied
magnetic field. The heavy and light hole contributions correspond to black and grey colors
respectively.
5.1 Energy Properties of the Positively Charged Exciton
The positively charged exciton X+ has spin-paired holes and a single electron. Like its nega-
tively charged sibling, the spin pairing reduces the spin exchange interactions to zero, so that
without the influence of an external magnetic field the ground and excited states are two-fold
degenerate. From a group theoretical standpoint, InAs/GaAs QDs, like all other Zinc-Blende
structures maybe regarded as having either D2d point group symmetry or Cn symmetry, cor-
responding to either a square or a circular base. However, in reality such symmetry is always
broken by properties that vary from one dot to the next during growth such as shape and
strain, hence it is usually reduced to a form of C2 symmetry [111] for valence band holes. As
a consequence of this symmetry breaking [32], a mixing of quantum states occur between the
heavy and light holes in the valence band [111–114].
The presence of heavy-light hole mixing adds a layer of complexity to the energy diagram, but
let us consider first the heavy hole case, which have spin |±3/2〉. The ground states are labeled
by the lone heavy hole spin polarizations |⇑〉 for Sz = +3/2 or |⇓〉 for Sz = −3/2. Upon
absorbtion of a photon, each of the ground states is mapped to a single excited state, if the
change in overall spin matches ∆S = ±1. Spontaneous emission to the ground state produces
a photon whose circular polarization is correlated to the spin of the ground state hole, i.e. the
mappings |⇓〉 ↔ |L〉 and |⇑〉 ↔ |R〉 exist. At zero magnetic field, these couplings correspond to
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Figure 5.2: (a) PL spectrum of a single quantum dot on the hole tunnelling charge tunable
device, biased at 1V . (b) Emission pattern for the X+ transition, showing the elliptical polar-
ization distortion due to hole mixing with strength determined to be β = 0.092.
the vertical transitions in Figure 5.1. Accounting for the light holes, which have spin |±1/2〉,
the wavefunction of the ground state
∣∣ψGS〉 becomes a quantum superposition,
∣∣φGS± 〉 = |±3/2〉hh + β |∓1/2〉lh√
1 + β2
, (5.1)
where β is the hole mixing factor and the subscripts corresponds to the hole labels. The light
hole component of |ψ±〉 opens up to the diagonal transitions in Figure 5.1. Because of hole
mixing, the selection rules are now distorted by a finite elliptical component, proportion to the
mixing factor β.
Applying the magnetic field both the spin ground and excited states would no longer be degen-
erate. Only the Faraday geometry magnetic field is being considered here, where the emitted
photons remains in the circular basis, as shown in Figure 5.1(b). But now the photons are
correlated only to the electron spin in the X+ upper state and out of plane g−factors deter-
mine the Zeeman splittings ∆h = BzµBg
h
⊥,∆e = BzµBg
e
⊥ of the ground and the excited states
respectively. Taking the ge⊥ = 0.5 and g
h
⊥ = 2.7 [58], with Bz = 150mT , the upper and ground
states of the charged quantum dot are split by ∆e = 4.3µeV and ∆h = 23.4µeV respectively.
The sample we have used for this study is the hole tunnelling charge tunable device, shown in
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the “Background and Methods” chapter. We can spectrally isolate a positively charge exciton
transition by biasing the device from 1V to 1.3V . Figure 5.2(a) shows the emission lines of
a single quantum dot excited by a non-resonant linearly polarized laser of energy 1464.7meV ,
where the target X+ transition has energy 1348.8meV . The laser excites electrons in the
wetting layers, creating electrons and holes there, they scatter, lose energy and eventually
become trapped in the quantum dot. Many transitions can be excited simultaneously with this
driving scheme, including both vertical transitions at 150mT magnetic field.
We identified the hole mixing effect by using polarization dependent emission spectroscopy. In
reference to the growth axis, the plane of QD formation is defined axially by [110] and [110],
light polarized along these two directions correspond to the orthogonal linear polarizations H
and V respectively, H is assumed to be in the transmitted mode. Linearly polarized components
of the emission can be inferred by measuring emission intensity I as a function of the HWP
angular position θ and then fitting the data to the following model [115]:
I(θ) ∝ [α2 + δ2 − 2αδ cos 2(θ − )], (5.2)
where  is the angle of polarized emission with respect to H and the fitting parameters are
expressed in terms of β and the inter-valence band coupling strength x = |I|/∆HL  1, in
which |I| is the anti-diagonal matrix elements of the Luttinger-Kohm Hamiltonian. Parameters
α and δ determine the value of β. The limit 0 <  < 90◦ applied when the fitting program was
executed. It was determined that for this particular quantum dot, β = 0.092 and the emission
from the X+ transition has its polarization axis rotated  ≈ 28◦ with respect to H. We can
see from Figure 5.2(b) that the polarization emission pattern plotted in polar co-ordinates is
indeed elliptically distorted.
Since chemical composition vary from dot to dot, the strain and the degree of anisotropy is
also expect to vary hence the amount of mixing tend to vary across a sample of self-assembled
quantum dots. In fact, it was found that across the same device, the degree of mixing varied
considerably from a few percent to as large of 0.2.
We measured the variation of β with respect to the bias applied across the device, for X+
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Figure 5.3: Variation of β against the bias voltage across the device, measured for four quantum
dots.
transitions in four separate quantum dots on this sample. In some dots the degree of hole
mixing seem to vary significantly with bias as shown in Figure 5.3, while in others the variation
was almost insignificant. In the sample, an AlGaAs blocking barrier approximately 200nm
away from the dot layer was grown on the n−doped region of the diode to prevent electron
tunnelling. So the bias tuning range for X+ transitions were limited to a short range from
0.9V to 1.5V , for some dots this range was even more restricted. As yet, even though β seem
to vary with bias the evidence is inconclusive, clearer patterns maybe found by extending the
tuning range in a redesign of the sample. But, if all experimental limitations were cast aside,
and a relationship does exist between the hole mixing factor and the bias, what would then be
the underlying mechanism? It has been shown [58, 116] that both the spin exchange and the
g−factors can be tuned via the bias, by modifying the wavefunction overlaps between electrons
and holes. It’s certainly possible that through bias, the overall shape anisotropy can be changed,
in such a way that reflects the changes to the mixing strength that we observed here for some
quantum dots.
5.2 Polarization Correlated Photons
The spin-photon correlation in the final state of X+ should approach unity, i.e. the perfect
selection rule, in the case where hole mixing and other types of quantum errors are absent. Just
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Figure 5.4: Experimental setup for the measurement of polarization correlated photons from
the X+ transition.
like how we proposed to utilise decoherence previously, we can measure the degree of correlation
in successively emitted photons to gauge the amount of quantum error on a single spin.
We defined the “polarization-correlation” in terms of the second-order intensity correlation,
g(2)(τ) =
〈P (t)P (t+ τ)〉
〈P (t)〉2 (5.3)
where, the electric field intensity I(t) are replaced by the intensity of a polarization component
of said electric field. If the P (t) and P (t+τ) are co-polarized or cross-polarized, then measuring
the quantity in equation 5.3 gives either the co-polarized g
(2)
co (τ) or cross-polarized g
(2)
cross(τ)
correlations respectively. Comparing these two quantities the degree of polarization correlation
can be defined as,
Dc =
g
(2)
co (τ)− g(2)cross(τ)
g
(2)
co (τ) + g
(2)
cross(τ)
. (5.4)
Figure 5.4 shows the experimental setup used to determine the degree of polarization corre-
lation. The sample was mounted on three-axes nano-positioners, in a Helium-free cryostat.
Superconducting coils around the sample induce a variable magnetic field in the vertical direc-
tion. A polarizing beam splitter (PBS) selects a linear component and couples to the sample
plane via a non-polarizing beam splitter (NBPS). After the quarter wave plate (QWP) the laser
was filtered and focused into polarization maintaining optic fibres via a polarizing fibre-optic
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coupler. Incidences on four avalanche photodiode detectors determine the polarization corre-
lation, in the basis selected by the QWP. When the QWP axis is aligned pi/2 to the incident
light, circular photons are converted to the linear basis, g
(2)
co can be inferred from the correlation
between APD3 and APD4 or APD1 and APD2 and g
(2)
cross can be inferred from the correlation
between APD1 and APD3 or APD2 and APD4. Similarly, a QWP angle of pi/4 determines the
correlations in the linear basis.
Measuring the degree of polarization correlation is a projective measurement. For heavy holes
only, the projection of the hole’s spin component in the ground state is |⇓〉 if a |L〉 photon is
detected, or |⇑〉 if a |R〉 photon is detected. But with mixing, it can be found from equation
5.1 that after two successive excitation and recombination events, the two emitted photons,
labeled with subscripts 1 and 2, are mapped into the state
|φ+〉 = (
√
3 |R1〉+ β |L1〉)(
√
3 |R2〉+ β |L2〉), (5.5)
if the final ground state is in the |φ+〉 state, and,
|φ−〉 = (
√
3 |L1〉+ β |R1〉)(
√
3 |L2〉+ β |R2〉), (5.6)
if the final ground state is in the |φ−〉 state, where the factor
√
3 accounts for the radiative
coupling strength of heavy holes being three times the size of light holes [112].
It follows that measuring two photons co-polarized is equal to either 〈R1|R2〉 = 〈L1|L2〉 =
(9 + β4)/(3 + β2)2 and measuring the cross-polarization gives 〈R1|L2〉 = 0. On the other hand,
measurement in the linear basis leaves the superposition state intact, in which the ground state
hole spin precesses between |⇑〉 and |⇓〉. In this sense, the successive projective measurements
〈H1|H2〉, 〈H1|V2〉, 〈V1|V2〉 should be identical, i.e. the degree of correlation in the linear basis
is expected to be zero.
In Figure 5.5 we show the measurements of g
(2)
co (τ), g
(2)
cross(τ) and Dc, in both the circular and
the linear basis, for a quantum dot for which the hole mixing measured at identical bias of
1V was β = 0.07. We fitted a double sided exponential decay in the form of A exp−|τ |/τs, in
which the parameters A and τs are respectively the amplitude and the decay time of Dc. In
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Figure 5.5: Measurements of the degree of polarization correlation in the (a) circular and (b)
linear basis states.
all cases the intensity correlation is antibunched to within approximately 1ns. Clearly, in the
linear basis, g
(2)
co (τ) = g
(2)
cross(τ) and of course Dc = 0, as expected. But in the circular basis, the
results are not quite as what the theory would have us believe. In particular, from the fit we
found that A = 0.31± 0.02 and τs = 6.90± 0.63ns, so the degree of correlation in the circular
basis turned out to be approximately 1/3 of the theoretically predicted maximum. Since the
disagreement with theory is only in the circular basis, we hereon refer to Dc in the circular
basis as Dc only.
5.3 Limiting Factors of Correlation
So what are the reasons for the reduction in Dc relative to the theoretical value? For this
particular quantum dot, β = 0.07 and the excitation power was kept at least an order of
magnitude below its saturation. We know that hole mixing adds elliptical components into
the radiative selection rule of X+, but its relationship with Dc is not immediately obvious.
Changing the excitation power causes the X+ transition to be pumped at a different rate and if
there were some error in the excitation photon’s polarization state, such error would accumulate
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quicker and lead to reduced values of τs.
5.3.1 The Degree of Correlation with Varying β
Figure 5.6: Flow chart showing positively charged exciton Z+ creation mechanisms and the
resulting polarization correlation statistics. The chart assumes initial charging with a single
hole.
Figure 5.6 shows a measurement of the polarization correlation on a different quantum dot,
whose hole mixing strength was approximately β = 0.18. The degree of correlation is charac-
terized by both the amplitude A and decay time τs, both of these quantities were lower in this
measurement, where A = 0.12± 0.03 and τs = 3.56± 1.57. Even though this is only one data
point in addition to the previous measurement, the degree of correlation maybe inversely pro-
portional to the strength of heavy light hole mixing. Since no two quantum dots are identical
to one another, this relationship would be best investigated on the same dot. We have shown
that β, to some extent, is tunable, at least for some of the quantum dots we have studied. For
one such quantum dot in Figure 5.3 that showed a significant variation of β with respect to the
bias, we measured Dc as the bias was changed, extracted parameters A and τs, then plotted
them against bias, in Figure 5.7(a-b).
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Figure 5.7: The relationship between parameters of the degree of correlation and the bias. The
effect of changing bias voltage VB on (a) the rate of polarization correlation decays and (b) the
amplitude A of Dc, with fixed field strength B = 150mT and fixed laser power PL = 0.13mW .
The effect of changing laser power PL on (a) the rate of polarization correlation decays and (b)
the amplitude A of Dc, with fixed field strength B = 150mT and fixed bias VB = 1V .
It’s worth noting that the intensity of the X+ emission line becomes attenuated towards the
lower and higher limits of its bias tuning range, such that we could no longer record polarization
correlations sufficiently noise-free, while keeping a constant excitation power. This is why we
are limited to only four data points to work with in Figure 5.7(a-b). The largest uncertainties
in τs exceeded the difference between neighboring data points; while the uncertainty in A was
small the data points do not resemble any pattern. Together with the limited experimental
resources we have not obtained sufficient evidence to support the hypothesis that hole mixing
affects the characteristics of the degree of correlation.
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5.3.2 The Degree of Correlation with Varying Excitation Power
The excitation power until this point has been kept at PL = 0.13mW , far below the laser
saturation. With higher laser power the rate at which the upper state of X+ is repopulated
is also higher, emission intensity increases and then less time is needed to obtain a sufficiently
noise-free correlation. But the caveat is that as the transition is being pumped harder, errors in
the polarization state of the excitation photon would accumulate at higher rate, which does so
to reduce τs. Furthermore, emission from higher order states becomes non-negligible at higher
powers, which also contribute to the error accumulation.
Figure 5.7(c-d) plots four measurements of Dc taken at various excitation powers ranging from
PL = 0.13mW to laser saturation at PL = 0.77mW . The bias was fixed at 1V (β = 0.09). This
time the inversely proportional relationship is clear with minimal uncertainty.
τs,A ∝ 1
PL
(5.7)
5.3.3 The Degree of Correlation With a Vertical Magnetic Field
Another obvious cause of reduced polarization correlation between successively emitted photons
is the way electrons and hole are created. Non-resonant excitation creates many electron-hole
pairs in the wetting layer. Some fraction of these pairs lose energy and gets captured by the
quantum dot in higher order excited states. When they eventually reach the s−shell of the
quantum dot, the probability of retaining their original polarization is less than unity, due to
relaxation [117] mechanism. One such mechanism is the Auger effect, a dominating inter-carrier
scattering mechanism, especially prominent for wetting layer and above-bandgap excitations
[118, 119]. Additionally the electron’s charge and spin degrees of freedoms are inevitably
coupled to the lattice vibrations, but also the electric field fluctuations due to the random
charging and discharging or nearby trapping centres [120] (see the “Resonance fluorescence
spectroscopy on a single neutral quantum dot” chapter). The capturing order of the electron
and hole is also important. If both were captured simultaneously, or if the hole is captured first,
then by the exclusion principle spin states should be retained in the ground state, successively
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Figure 5.8: Polarization correlations measured in the circular basis with (a)non-resonant wet-
ting layer excitation and (b) quasi-resonant excitation. Inset: the decay of electron spin lifetime
in the absence of an external field.
emitted photons should be polarization correlated. If the electron is captured first, forming the
neutral state X, then depending on the final state of the remaining hole |⇑〉 or |⇓〉, successively
emitted photons are no longer necessarily correlated. Collectively, these uncertainties in the
carrier creation process nets a reduction in the observable polarization correlation.
If instead of exciting into the wetting layer, the laser is made to be resonant with an excited
state, the excited state can relax incoherently by emitting a phonon, to the s−shell forming the
X+ state. This is called quasi-resonant excitation. Additional spectral filtration was needed
to suppress scattered laser light and because the absorption cross-section of a single quantum
dot is much smaller than, for instance, the wetting layer, a much higher excitation power was
required. Compared to s−shell states, the higher order excited states relaxes much faster with
a linewidth of ∼ 0.5 meV . Such resonances were found by scanning the laser energy close to
the quantum dot, while measuring the photoluminescence emission intensity from the s−shell
states, in a “photoluminescence excitation spectrum”. The relaxation time to the s−shell
in quasi-resonance excitation is approximately a few picoseconds, orders of magnitude lower
compared to excitation in the wetting layer [117].
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Figure 5.8 shows the measurements of quasi-resonant driven polarization correlation with
changes in an external magnetic field applied in the direction parallel to the direction of optical
paths. This field orientation is also called the Faraday geometry, due to its origins in magnetic
circular dichroism. The effective field that the electron interacts with is now directed along the
external field, with a magnitude equal to the sum of the external field Bz and the hyperfine field
fluctuation amplitude δBOH . If Bz > δBOH then electron spin projection along zˆ is conserved
and stabilized. Thus, the application of the vertical field increases the value of DC , as shown
in Figure 5.8(b). Figure 5.8(a) plots the polarization correlation time scale as a function of
magnetic field strength, for constant laser power.
Even though the hyperfine field experienced by the single hole in the ground state of the quan-
tum dot is suppressed, the single electron in its excited state remains compromised. With
the current sample design, the planar cavity leaves the radiative lifetime of the charge exciton
almost undisturbed, so that the unpaired electron spin in the excited state can leak spin in-
formation out into the nuclear spins, before spontaneous emission occurs. When Bz = 0 we
found that the polarization correlation is limited to approximately 1/3. This limit is accounted
for by a model of the dephasing electron spin in quantum dots presented by Merkulov, Efros,
and Rosen [65]. In this framework it is assumed that on time scales below 1µs the hyperfine
interaction between the electron spin and the nuclei in the quantum dot can be considered
semiclassically as a “frozen” magnetic field, with a Gaussian distribution of field strengths,
W (BN) ∝ exp
(
− B
2
OH
(δBN)2
)
, (5.8)
in which the variance is the frozen fluctuation amplitude δBOH and BOH is the effective nuclear
hyperfine field. The time evolution of the electron spin S(t) due to only the hyperfine magnetic
field is given by,
S(t) = (S0 · n)n + S0 − (S0 · n)n cosωt+ [S0 − (S0 · n)n× n] sinωt, (5.9)
where S0 is the initial spin, n = δBOH/δBOH is the unit vector in the direction of the frozen
nuclear field. From this equation, the time dependence of the ensemble average electron spin
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polarization 〈S(t)〉 can be extracted by averaging over the distribution W (BOH),
〈S(t)〉 = S0
3
(
1 + 2
(
1− 2
(
t
T∆
)2)
exp−
(
t
T∆
)2)
, (5.10)
where T∆ = ~/geµBδBOH ≈ 200ps, for which δBOH = 100mT .
Since the wave function of the electron is s−like, it has a isotropic distribution over the nuclear
spins. Assuming the electron spin in the excited state of the charged quantum dot immediately
after repopulation has some spin vector S0, then only components of it parallel to the field
lines of δBOH are preserved in the hyperfine interaction. All other components of it dephase
during the radiative lifetime. Hence the average electron spin polarization, equal to the degree
of circular polarization Dc first relaxes to 10% of its original value after a time equal to T∆ and
then stabilizes at approximately 1/3, as shown by Figure 5.8(c).
5.4 Summary
Polarized cross-correlation spectroscopy on a quantum dot charged with a single hole shows the
sequential emission of photons with common circular polarization. The effect is visible without
magnetic field, but becomes more pronounced as the field along the electron spin quantization
axis is increased. We investigated the effects on polarization correlation, and interpreted the
data in terms of electron dephasing in the X+ state caused by the effective magnetic field of
the the nuclei in the quantum dot.
Most importantly, the components of the electron spin parallel to the effective magnetic field is
always preserved, while the other two components precess about effective field. The polarization
correlation is limited because the effective field fluctuates from one measurement to the next.
The role of the magnetic field is thus clear: it overcomes the effective nuclear field, leading to
an effective magnetic field that does not fluctuate. As is the case with Bz = 0, the parallel
component is preserved, but the precession of the remaining electron spin components does
not dephase as the effective field orientation does not change. The subsequent enhancement in
polarization correlation, with increasing Bz demonstrates this argument.
Chapter 6
Conclusion
I have presented the picture of spin qubit decoherence in semiconductor quantum dots, and have
attempted to draw from this knowledge any useful threads and clues for a deeper understanding
of the decoherence problem as a whole. All of the conclusions below have been drawn from real
observations made and I will attempt to suggest possible directions for the future.
6.1 Controllable Decoherence
The environmental interactions with a spin-qubit in a quantum dot, if left to evolve naturally,
are associated with random processes including electrostatic and magnetic fluctuations; but
they also contain ample degrees of freedom for artificial quantum control, which are particularly
valuable for the maintenance of quantum bits as well as the generation of quantum resources.
6.1.1 Spectral Diffusion
Experimental data have shown that single quantum dot line shapes are broadened by spectral
diffusion. The spectral shifts are caused by energy fluctuations in the electrostatic environment
of the quantum dot, associated with random charging and discharging events of trap defects on a
timescale much faster than the data acquisition. Exciting the quantum dot resonantly filtered
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out this jitter, by driving only one specific energy, marked out by the laser. Even though
resonant driving does not prevent spectral diffusion, we can still find observable signatures
of light-matter coupling, including the Mollow triplet in the emission spectrum, and Rabi
oscillations in second order photon correlation. Trap defects occur naturally in semiconductor
hetereostructures and with the current apparatus, we can neither pinpoint the locations of
these traps nor attempt to eliminate them. But we can redesign a sample with increased
tunnel barrier width on both side of the dot layer, as electrostatic fluctuations decay with the
square root of the relative position.
6.1.2 Dynamic Self Polarization
Evidence supporting the observation of spontaneous self-polarization of the nuclear spins have
been presented. A build up in the Overhauser field can occur when a detuning is being actively
maintained with a balanced electron spin population. A balanced population of up and down
electron spins is maintained by the linearly polarized laser and energetically split by the Over-
hauser field. As the laser preferentially drives one of the two electron states, as allowed by the
Overhauser splitting and the laser detuning, the population balance becomes perturbed and
induces a change in the polarization of nuclear spins. Spin diffusion, caused by the dipole-dipole
interaction between nuclear spins can kill the degree of polarization, though these interactions
can be suppressed by applying a weak external magnetic field [91, 108].
The build up time for resonance locking was found to vary inversely with the excitation power.
However, the final state of the nuclear spins after resonance locking takes place is not known,
simply because the apparatus prevents measurement of the Overhauser shift in this study.
As such we cannot be absolutely certain that a significant amount of nuclear spins have been
polarized. Instead the above conclusion was reached based on the knowledge that DNSP causes
the observation of the resonance-locking effect. In particular the self-polarization phenomenon
is the only known mechanism that facilitate the build up of DNSP in the absence of a single
spin-polarized electron, and to date no experimental evidence has ever been presented. Based
on empirical evidence, our results, thought preliminary, are ground breaking.
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A number of problems with this hypothesis still remain to be solved. Firstly, it was predicted
by Dyakonov [108] that the observable effects of nuclear spin self-polarization should respond
to changes in temperature, specifically one should observe a second-order phase transition
as the temperature is lowered through the critical temperature Tc. In my experiment, the
sample temperature was maintained at approximately T = 10K, higher than the predicted
critical temperature for InAs quantum dot, which is Tc ∼ 6.0K. However, Tc could be higher,
considering that the flip-flops of heavy hole spins with the nuclei in the excited state are much
suppressed compare to electron-nuclear flip-flops. Alternatively, polarized magnetic impurities
such as Manganese [121] may also contribute to a higher than predicted critical temperature for
self-polarization. Secondly, a similar effect should in principle be observed in photoluminescence
and even electroluminescence, provided that a balanced electron (or hole) spin population can
be maintained. We did not look for this, though I would expect the self-polarization effect
to be suppressed, for non-resonant driving, as carrier scattering interactions can deplete the
population balance of the electron spin, eliminating both the buildup of the Overhauser field
and the self-polarization. Addressing either the temperature dependence, or the presence of
magnetic ions could be the subject of future investigations.
6.1.3 Polarization Correlations
Spin dephasing of electrons and holes in quantum dots have always been measured in Hahn-echo
experiments, with microwave [122] or electrical pulses [123] controlling the spin precession, in
weak magnetic fields. The dephasing is related to the precession of an electron or hole spin about
the fluctuating Overhauser field, induced by a randomly distributed frozen nuclear field. We
found that indirect measurements of the hole spin lifetime can be made, by mapping the state
of a single hole spin of a positively charged exciton, to the photons it emits and correlating
the polarization state of successively emitted photons. The major limit on the measurable
degree of polarization correlation turned out to be the unpaired electron spin in the excited
state of the charged exciton. Contributions from other sources were found to be less significant,
including the excitation power as well as the order of carrier capture. Even with a weak external
magnetic field of 150mT applied the degree of correlation was limited to a maximally attainable
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A ≈ 1/3, due to dephasing of the unpaired electron spin. It was found that a magnetic field
applied in the Faraday geometry stabilized the z component of the electron spin and allowed
higher polarization correlations to be observed in the circular basis. To further enhance the
attainable correlation, we can either: reduce the random distribution of precession direction,
by increasing the applied field strength; or reduce the radiative lifetime further, by embedding
the quantum dot in pillar micro-cavities. We can, of course do both at the same time.
6.1.4 The Role of Phonons
Perhaps the only “uncontrollable” degree of freedom that couples to the spin qubit, is the acous-
tic phonons, from what have seen this interaction is also unavoidable. On the one hand they
scatter with electrons and holes created outside of the quantum dot with wetting layer excita-
tion, causing a leakage of spin information to the vibrating lattice; on the other hand, scattering
with electrons and holes created inside the quantum dot with quasi-resonant excitation seem to
reduce the effective radiative lifetime, partly shielding the dephasing on the electron spin from
the nuclear field. When the quantum dot was driven in resonance, the phonon interactions,
though weak, are responsible for the power dependent sideband broadening as well as the de-
tuning dependent sideband intensity. It has been shown that the Mollow sideband broadening
is associated with increasing excitation-induced dephasing [86].
6.2 Decoherence as a Tool
Controlling decoherence is a crucial part of any quantum information system. But this may not
be where the story ends, because the loss of information is also an indication of the physical
effects that cause it. In other words, quantum decoherence can be used to indirectly measure
the interaction scale of the environment.
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6.2.1 Nuclear polarization sensing
The electron spin, which dephases in the presence of a randomly distributed effective nuclear
magnetic field, can be viewed as a sensing device, providing indirect information on the polar-
ization state of the nuclear spin bath. While the technology exists for electron charge sensing,
spin sensing was relatively unexplored for solid state materials, until recent studies on nitrogen-
vacancy centres in diamonds [6, 7] showing it is indeed a possibility. Through various dynamical
decoupling as well as diamond purification techniques, remarkably enhanced electron spin co-
herent times can be achieved using a nitrogen-vacancy centre. Therefore, using lab-grown
diamonds as the platform for creating spin sensors is superior to using electron spins in a single
quantum dot. That said, it may still be possible to devise a scheme that employs the electron
spin in such a manner and indirectly detect the nuclear spin polarization.
The build up of resonance-locking corresponds to the simultaneous increase of the degree of
nuclear spin polarization, as described by Figure 4.1. When we actively detune the transition
prior to turning on the laser, the Overhauser field corresponds to the fluctuation amplitude of
the frozen nuclear field. But as DN increases, so does the Overhauser field, because the electron-
nuclear spin equilibrium is disturbed and biased towards a net increase. This build up continues
until the locking condition is reached, where the Overhauser field reaches a maximum. If we
measure the electron spin precession both before and after resonance-locking, and provided that
the nuclear spins do not depolarize, via, for instance nuclear spin diffusion, differences in the
precession time between the two measurements should relate to DN . A weak external magnetic
field in the Faraday geometry can be applied to suppress dipole-dipole interactions between the
nuclear spins.
6.3 Generating quantum resource states
In the opening of this thesis, it was stated that “Future technologies such as the quantum
computer, quantum network, quantum security and quantum teleportation demand unparalleled
protection for these quantum resource states.”. The prospects of on-demand generation of the
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necessary quantum resource states will now be outlined.
6.3.1 Generating Single Photons
From an application point of view, an on-demand generation of single photons is strongly
desirable. In particular, our demonstration of a source of narrow-band photons driven by
a transform limited continuous wave laser, is indispensable [120]. Resonantly driven quantum
dots with pulsed lasers lead to the generation of “Mollow quintuplets”, an artefact of interference
and an emission spectrum with more than one pair of sidebands. Excitation-induced dephasing
that caused sideband broadening in the CW driving case, would cause a smearing of sideband
features in the pulsed driving case [72, 124].
6.3.2 Generating Spin-Photon Entanglement and Cluster States
Another type of quantum resource, is an entangled state. Higher order entangled states, or
cluster states, are the fundamental building blocks of the so-called measurement based quan-
tum computer [125, 126]. The simplest cluster state consists of three qubits in an entangled
chain. Quantum projective measurements performed on qubits in order disentangles each qubit
measured, leaving the computation result in the remaining entangled chain of a cluster state. In
a theoretical publication, it was proposed to utilize the charged exciton emission from a single
quantum dot, to facilitate the generation of these type of resource states [17], by first entangling
the polarization of a photon with the spin of an electron and then manipulating the ground
state electron (or hole) spin between excitation laser pulses. The proposal calculated a theo-
retically attainable value of the electron spin coherence time of ∼ 1µs, an approximately ideal
case for the generation of on-demand cluster states, with qubit repopulation time of 12.5ns. It
has been shown that spin-photon entanglement is indeed possible [127]. Of course we would
have to apply dynamical decoupling Hahn-echo pulses on the electron spin to minimize the
error rate in the cluster state, but in the present state at least we have the necessary knowledge
to control quantum decoherence.
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