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ABSTRACT
Power dissipation is a major challenge in modern electronics, from battery-limited
portable devices to cooling in massive data centers. The most often cited tech-
nological roadblock of nanoscale electronics is the “power problem” i.e. power
densities and device temperatures reaching levels that will prevent their reliable
operation. A majority of the power is dissipated during individual transistor
switching, but a great deal of power is also dissipated through thermionic leakage.
Therefore, a deeper understanding of power dissipation and energy efficiency at
the individual device level could have a global impact, affecting all future elec-
tronics.
In general, power in electronic devices is dissipated in the form of heat and is
slowly lost to the environment. Given that all integrated circuits have a gate ox-
ide (SiO2) and several layers of inter-level-dielectric, the bulk of the heat is likely
to be retained in the device because SiO2 has a much lower thermal conductiv-
ity (1.4 W/m-K) than silicon (150 W/m-K). This leads to self-heating, mobility
degradation and unreliable performance over time.
This work examines the physics of energy relaxation in nanoscale transistors
based on new popular materials like carbon nanotubes and graphene nanoribbons.
The results hold significance for the design of future low power nanoscale devices
and show that tunnel devices based on carbon nanotubes with a band gap less
than 0.44 eV dissipate less than one sixtieth the power dissipated in traditional
thermionic transistors.
In addition, this thesis explores ways of efficient cooling of electronic devices by
controlling heat flow and shows that thermal rectification in patterned graphene
structures is possible.
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1 INTRODUCTION AND REVIEW OF
LITERATURE
1.1 Trends in Technology and Power Dissipation
Power dissipation has become the most important problem of modern and future
integrated circuits and the bulk of it dissipates in the form of heat during switch-
ing. Technology roadmap (ITRS) targets are likely to accentuate these problems,
especially with the transition towards geometrically confined device structures
such as silicon on insulator (SOI), FinFET, nanowires and other new materials
with poor thermal properties [1]. The dual core Intel ItaniumTM 2 processor has
nearly 1.1 billion transistors per cm2. Power density has increased tremendously
over the years, exceeding that of a rocket nozzle and fast approaching power
densities as high as that of the surface of the sun (Figure 1.1).
Total power dissipated in circuits is usually written as a sum of the active and
passive power components:
Ptot = fCV
2
DD + Ppass + Psc (1.1)
where f is the average switching rate, C is the average load capacitance of a
typical CMOS gate, VDD is the operating voltage, and Psc is the short circuit
switching power.
As shown in Figure 1.2 the passive power Ppass, which consists of subthresh-
old and gate leakage power, is fast becoming a significant contributor to the
total chip power. Manufacturers maintain the gate oxide thickness at 1 nm to
limit gate leakage below 100 A/cm2 [2–4] (Figure 1.3). Subthreshold leakage
Isubth ∼ exp
(
−kT
qS
)
in CMOS is reduced by decreasing the subthreshold slope
1
S ≈ 2.3mkT
q
where m is a parameter that depends on oxide thickness and device
engineering [5].
Despite all this, significant power is dissipated in both ON and OFF states. This
work investigates the fundamental physics of energy dissipation, starting at the
device level. Understanding energy relaxation at the fundamental level can give
insight into the design of energy efficient devices for the future [6, 7]. Scattering
of electrons is the primary mechanism of energy dissipation [8]. All scattering
processes obey both energy and momentum conservation principles, quite like the
collision of particles.
1.2 Nanoscale Transistors
Since modern devices are approaching nanoscale dimensions, quantum confine-
ment plays an important role. Constrained devices (SOI, FinFET, nanowires)
have interesting electronic properties [9–11] due to quantization of momentum in
the confined direction.
Figure 1.4 shows a short list of carbon’s allotropes. Nanoscale materials like
carbon nanotubes offer excellent thermal conductivity (3500 W/m-K) and current
carrying capacity (4 × 109A/cm2) [8, 12–15]. Graphene has also been shown to
have similar properties (κ = 5×103 W/m-K and µe = 1.5×104 cm2/V-s) [16,17].
Consequently there is increasing interest in using materials such as graphene,
carbon nanotubes (CNT) and graphene nanoribbons (GNR) [17–19] for making
field effect transistors (FETs) and interconnects [13, 20–31]. In particular, this
work shall focus on CNTs, although similar results hold for GNRs.
1.2.1 Overview of Carbon Nanotubes
A carbon nanotube (CNT) is the tube-like allotrope of carbon shown in Figure
1.4h. It can be more easily understood as a “rolled up” graphene nanoribbon. The
carbon atoms are bonded to each other through sp2 bonds to form a hexagonal
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honeycomb lattice. Aligned nanotubes are preferred for many applications [32].
Single-walled nanotubes (SWNTs) have diameters ranging from 0.5 nm to 4 nm
and are between 100 nm and several microns in length. Hence these qualify as one-
dimensional devices. Multi-walled nanotubes (MWNTs) have additional coaxial
cylindrical nanotube shells.
A CNT is identified by two integers that define a chiral vector (Figure 1.5) that
determines the diameter and chirality of the nanotube. Nanotubes with chiral
vectors (n,m) such that n,m 6= 0, n 6= m and n −m is not a multiple of 3, are
semiconducting. If n = m or n = 0 or m = 0, the nanotube is metallic and said
to be achiral (highly symmetric). If n−m is a multiple of 3, the nanotube is said
to be chiral, and is again metallic due to Peierls distortion [33]. The diameter of
a nanotube is given as
dt =
a
√
n2 +m2 + nm
pi
(1.2)
where a is the length of the unit vector (1.42×√3A˚). Since the electron momentum
is quantized along the circumference, the conduction and valence bands split into
subbands.
Tight binding calculations show that the electronic band structure of the CNT
is quite similar to that of 2D graphene [14, 15, 34]. The generalized dispersion of
2D graphene in the first Brillouin zone is given as
E(kx, ky) = ±γ0
√√√√1± 4 cos(√3kya
2
)
cos
(
kxa
2
)
+ 4 cos2
(
kxa
2
)
(1.3)
where γ0 = 2.6 eV is the nearest neighbor transfer integral, kx and ky are the
wave vectors in 2D graphene. In armchair (n, n) and zigzag (n, 0) CNTs, the
momentum of the electron is quantized in one of the directions such that klx =
2pil√
3na
and kly =
2pil
na
where l ∈ {1, 2, 3, . . . n− 1}. For semiconducting CNTs a
close approximation of the electronic dispersion would be a hyperbola
E(kx, kl) = ~vF
√
k2x + k
2
l (1.4)
3
where the allowed values of l are given by
kldt
2
=
|m− n|+ 3l
3
(1.5)
An approximate diagram of the electron energy dispersion and the correspond-
ing density of states (DOS) in CNTs is shown in Figure 1.6. From Equation (1.4)
the DOS is given by
g(E) =
4
pi~vF
∑
l
E√
E2 − E2l
Θ(E − El) (1.6)
where Θ(.) is the Heaviside unit step function and El is the minimum energy of
the l-th subband given by [35]
El =
2~vF
dt
( |m− n|+ 3l
3
)
(1.7)
Measurements have been made to confirm the band structure, quantum capaci-
tance and ballistic conductance of the CNT [36–38]. The band gap of the semi-
conducting CNT is a function of the diameter dt (Figure 1.7) [39]
EG =
4~vF
3dt
≈ 0.84
dt
(1.8)
1.2.2 Transport Properties of Carbon Nanotubes
At low temperatures an SWNT is a quantum wire in which the electrons move
without any scattering. Thus electron transport in CNTs is effectively ballistic
and the total current flux is given by
J =
2q
~
∫
g(E) (∇kE) [fL − fR]T (E)dE (1.9)
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This is called the Landauer-Bu¨ttiker formalism [40] and is used very often in
superconductors. The DOS (g(E)) is defined as
g(E) =
∂N
∂E
=
∂N
∂k
(
∂E
∂k
)−1
(1.10)
and in one dimensional crystals it is the same as
g(E) =
2
pi
∑
l
1
∇kE (1.11)
Thus we can simplify Equation (1.9) to get
J =
4q
h
∑
l
∫
[fL − fR]T (E)dE (1.12)
Thus the device has a ballistic quantum conductance given by
G =
2q2
h
MT (1.13)
where M is the number of subbands (or conduction channels) and T is the trans-
mission probability [11]. Because of their high current carrying capacity and
nearly ballistic conduction, CNTs are excellent for making field effect transistors
(CNT-FETs) [29, 30, 32, 41–43]. Compact models for CNT-FETs have also been
made [44–47].
1.3 Brief Overview of Phononics
Of all the power generated in electronic circuits the bulk is dissipated into the
lattice as heat. This heat should be dissipated from the device quickly; otherwise
the mobility of the carriers will be significantly affected by self-heating. Therefore
it is useful to understand thermal transport, and in particular, the ways to control
heat flow.
Heat is nothing but atomic vibrations in crystal lattices (phonons). Acoustic
5
phonons are responsible for heat conduction in solids. Scattering of electrons with
phonons is the dominant energy relaxation mechanism. Unlike electrons, phonons
are not point particles with definite properties but quantized packets of energy
that have no mass or charge and are therefore unaffected by electromagnetic fields.
Furthermore, phonons are bosons, and unlike electrons (which are fermions) do
not obey Pauli’s exclusion principle. Since phonons are just vibrations and have
no particle-like nature, they do not obey particle conservation either. Therefore,
two phonons can combine to form a single phonon, or a single phonon can decay
into two phonons (U¨mklaap processes).
The phonon dispersion of CNTs and graphene sheets is described in [14–16,48–
51] (Figures 1.8 and 1.9). Phonon dispersion in CNTs also has flexural modes that
heavily depend on the chiral vectors [14, 15, 52]. In this work we shall focus on
the longitudinal acoustic (LA) and the optical branches. The longitudinal optical
(LO) and transverse optical (TO) modes in CNTs have a minimum energy of
about 180 meV.
In thermal equilibrium, electrons arrange themselves according to the Fermi-
Dirac statistics, but phonons arrange themselves according to the Bose-Einstein
statistics [33,53].
While the transport of electrons in transistors has been studied very well and
has enabled technological developments, similar devices that allow the flow of
heat to be controlled are still not available despite many decades of research.
The problem is that it is much harder to control the flow of heat in a solid than
it is to control the flow of electrons. The most fundamental phononic device
is a thermal diode, a device that can conduct heat in only one direction. This
anisotropic thermal conductivity was first observed in a copper cuprous-oxide
interface by Chauncey Starr of Rensselaer Polytechnic Institute in the 1930s [54].
Since then researchers have tried to understand this effect, often involving steel
and aluminum, but without much success.
Recently however, research in phononics has boomed [55–61] and with increased
computing capacity it has become possible to study the controlled flow of phonons.
6
In fact it has been demonstrated that one could even make thermal transistors and
logic gates [61] (Figure 1.10). However, it has been hard to measure significant
rectification experimentally [58, 59]. In this work we will explore the analysis of
anisotropic heat flow in graphene using the fact that its thermal conductivity is
limited by boundary scattering [50].
1.4 Figures
1
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Figure 1.1: The power density in Intel chips since the earliest microprocessor.
With technology scaling the power density on chips has increased to nearly that of
a rocket nozzle (1000 W/cm2), but has flattened out with the new Atom processors
[7].
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Figure 1.2: The passive power (inclusive of subthreshold and gate leakage) is fast
catching up with the active power.
Figure 1.3: A plot showing why gate oxide scaling is limited. [Source: Intel]
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Figure 1.4: The allotropes of carbon: (a) diamond, (b) graphite, (c) lonsdaleite,
(d) C60 buckyball, (e) C540, (f) C70, (g) amorphous carbon or soot, (h) single-
walled carbon nanotube.
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Figure 1.5: The (n,m) nanotube naming scheme can be thought of as a vector
(Ch) in an infinite graphene sheet that describes how to “roll up” the graphene
sheet to make the nanotube. T denotes the tube axis, and a1 and a2 are the unit
vectors of graphene in real space.
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Figure 1.6: Approximate one-dimensional band structure of CNTs (left) and cor-
responding density of states (right). The band gap EG of a semiconducting CNT
is inversely proportional to the diameter dt.
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Figure 1.7: The Kataura plot [39] showing the inverse relationship between band
gap and CNT diameter EG ≈ 0.84
dt
.
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Figure 1.8: Phonon dispersion as shown in [50]. As can be seen, the dominant
phonons (∼ 1.544 THz) are near the zone center of both the LA and TA branches.
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Figure 1.9: The phonon dispersion of a (12,0) zigzag CNT [62]. Each unit cell
contains 12 hexagons and each hexagon has two atoms. So the basis has 24 atoms
and there should be 72 phonon branches.
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Figure 1.10: Like an electronic transistor, a thermal transistor consists of two
segments (the source and the drain) as well as a third segment (the gate) through
which the input signal is transferred (top). Crucially, negative differential thermal
resistance (NDTR) is possible between the source and drain segments, which
allows a heat current to be amplified. [56]
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2 ENERGY RELAXATION IN NANOSCALE
THERMIONIC AND TUNNELING
TRANSISTORS
2.1 Motivation
In traditional MOSFETs, carrier transport in the OFF state below the threshold
voltage is a process of thermionic “leakage” [63]. The new tunnel FETs that op-
erate by band-to-band tunneling (BTBT) [10,63–68] can offer improved ON/OFF
ratio due to the higher tunneling probability in CNTs and GNRs when compared
to silicon [67]. Here we compare the average energy relaxation rate in these two
nanoscale FETs (tunnel FETs and thermionic FETs), focusing on CNTs, and de-
velop useful insight into the design of new devices with very low energy dissipation
even in their ON state.
A detailed analysis of non-equilibrium energy relaxation in devices requires
complex numerical and self-consistent quantum mechanical calculations. Here we
develop a simple model for the computation of energy relaxation just when the
carriers reach the drain - the first non-equilibrium energy relaxation step, where
the carriers are thought to relax the bulk of their energy [63, 69]. We compare
this energy relaxation in tunneling and thermionic FETs across a range of band
gaps for the same drive current density. The results are significant for the design
of future low power nanoscale devices and show that tunnel FETs based on CNTs
with a band gap less than 0.44 eV dissipate less than one sixtieth the power
dissipated in their thermionic counterparts.
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2.2 Device Operation Overview
As an example, we first consider CNT thermionic and tunnel FETs with diameter
dt ∼ 2.7 nm and band gap EG ∼ 0.31 eV. As a useful simplification, we shall
assume the chemical potential to be aligned with the conduction band edge in n+
doped regions. Likewise, the chemical potential would be aligned to the valence
band edge in p+ doped regions. Figure 2.1 shows the band diagram of the two
devices. Such doping could be done electrostatically [70–73] or chemically [74–77].
The contacts are ohmic to avoid non-Arrhenius behavior for lower gate voltages
[78,79]. In the devices shown, electrons are the majority carriers, but the physics
applies identically for holes as well.
2.2.1 Calculation of Surface Potential
To calculate the band structure of the transistor we need to calculate the surface
potential. This has been done in the literature by solving a 1D Poisson’s equation
analogous to the Poisson’s MOSFET channel equation [67,80,81]
d2Φx
dx2
− Φx − ΦG − ΦBI
λ2
=
q(±N)
²CNT
(2.1)
where Φx is the electrostatic potential at the surface of the CNT, ΦBI is the built-
in potential of the doped nanotube given as EG/2− qVT ln (N/ni), ΦG is the gate
potential, λ =
√
²CNT tCNT tox
²ox
, ²CNT is the permittivity of the CNT, and N is the
doping concentration as a function of position x. But this method does not give
us the accurate band structure of the device for two reasons:
1. The permittivity of the nanotube ²CNT is a function of Φx itself [73, 82].
2. This method does not account for the effect of quantum capacitance of the
nanotube [82,83].
As will be demonstrated in Section 2.2.3, the shape of the bands at the drain-
channel junction is very important for a close estimate of the current density or
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the energy relaxation rate. Therefore, we need a more accurate calculation of the
surface potential based on the solution to a 2D Poisson’s equation. In this thesis
we find the surface potential by solving the 2D Poisson’s equation within the body
of the oxide. Therefore,
∇2Φox = 0 (2.2)
To solve this equation we need two boundary conditions:
1. The electrostatic potentials at the gate (ΦG), drain (ΦD) and source (ΦC).
The drain is assumed to be the reference (0 V) and the source is at a known
potential.
2. The electric field in the direction normal to the surface of the nanotube,
given by the induced charge density on it. We get the charge density at
the surface of the nanotube from the electrostatic surface potential Φx. It
is assumed that the channel of the nanotube is significantly longer than the
length of the source and drain. This ensures that the fringing fields at the
ends are small and the electric field near the nanotube is normal to the
nanotube at all points.
Thus we iteratively solve Equation (2.2) for the potential within the oxide Φox
and from the potential at the lowest edge of the oxide and the normal electric
field there, we can get the surface potential Φx. In our model we use “dopant
electrodes” to electrostatically dope the drain and source. We compute the po-
tential at all mesh points based on the boundary conditions to get the potential
at the surface. Given the electrostatic potential at the surface of the nanotube,
we can compute the charge density on the surface of the nanotube as [82,83]
σ =
4q
pi~vF
∑
n>0
N (En,Φs) (2.3)
where
N (En,Φs) =
∫ ∞
En
E√
E2 − E2n
(
e(E−qΦx)/kT − 1
e(E−qΦx)/kT + 1
)
dE (2.4)
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Figure 2.2 shows a plot of the this charge density as a function of Φx for nanotubes
of different chiral vectors. In [82] the Equation (2.4) is approximated as a modified
Bessel function. Using this charge density we recompute the potential at each
mesh point to give a new value of Φx. This process is repeated till the solution
converges. A typical result of this algorithm is shown in Figure 2.3. For simplicity
we shall divide it into three regions:
1. The conduction band (CB) edge of the drain is taken as the reference. There-
fore Φx(drain) = ΦD = 0 V. Since this is n+ doped, E
D
F = 0 eV.
2. The conduction band edge in the gated region is nearly flat throughout for
a long CNT. Thus the surface potential in the gated region is determined
almost entirely by the gate potential. The magnitude of band-bending in
this region is denoted as Φs.
3. The conduction band edge at the source is at a potential of ΦC . For
thermionic FETs the Fermi level is aligned with the CB at ΦC while for
tunnel FETs, it is aligned with the valence band (VB) at ΦC − EG.
2.2.2 Thermionic FETs
Carriers in thermionic FETs relax over and across the injection barrier of the
channel CB, starting from the CB of the source and ending in the CB of the drain
(Figures 2.1a and 2.4a). These non-equilibrium injected carriers enter the drain
at a significantly high energy as shown in Figure 2.4d. In the limit that the length
of the device is less than the mean free path of electrons scattering with acoustic
phonons (λAP ≥ 100 nm) we may assume ballistic transport. Thus the current
and injected power through the channel of a thermionic FET are given from the
Landauer-Bu¨ttiker formalism as
Jth =
∑
n
4q
h
∫ ∞
En−qΦs
Tth [f(E, qΦC)− f(E,ΦD)] dE (2.5)
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Pth =
∑
n
4q
h
∫ ∞
En−qΦs
Tth [f(E,ΦC)− f(E,ΦD)]EdE (2.6)
where En for n ∈ N are the subbands of the CNT and Tth is the transmission
probability of carriers in a thermionic transistor (Figure 2.4b). For simplicity
we shall assume that all carriers above the channel CB are transmitted and no
carriers with energy below that are transmitted. In other words
Tth =
1 ;E ≥ En − qΦs0 ;E < En − qΦs (2.7)
A closed form expression for the current density in the thermionic CNTFET
can be obtained [63]:
Jth =
4qkT
h
∑
n
ln
1 + e(ΦC+Φs−EnkT )
1 + e
(
ΦD+Φs−En
kT
)
 (2.8)
2.2.3 Tunneling FETs
In tunnel FETs electrons tunnel through a reverse biased p-n junction by quantum
mechanical tunneling. A negative gate voltage raises the energy bands in the
channel, thus allowing for band-to-band tunneling (BTBT) [64, 66, 68, 79]. The
bands bend upward in the channel and the magnitude is denoted by Φs. Electrons
tunnel from the valence band (VB) of the channel and relax to the CB edge of the
drain (Figure 2.5a). Figure 2.5e shows the non-equilibrium population of carriers
injected into the drain. The transmission probability (TWKB) could be written
using a simple Wentzel-Kramer-Brillouin (WKB) approximation [64,67] as
TWKB ≈ exp
[
piE2G
4~vF qF
]
(2.9)
where EG is the band gap and F is the junction electric field (Figure 2.5a).
However for an accurate estimation of the energy relaxation rate we present a
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more rigorous calculation that gives a transmission probability shown in Figure
2.5b. Figure 2.6 shows a schematic diagram of the potential barrier along with
the appropriate bands. The channel-drain junction potential can be written as
V (x) =
EG/q + Φs ; x ≤ 0Vj(x) ; x > 0 (2.10)
where the potential (Vj(x)) in the channel-drain junction depends on the applied
gate potential ΦG. Since the energy of the carriers is conserved during tunneling
− ~vF
√
k2x + k
2
n + Vj(x)|x1≤x≤x2 = ~vF
√
k2x + k
2
n (2.11)
for all x such that x1 ≤ x ≤ x2 where x1 and x2 are the classical turning points
at the junction where the electron energy equals the barrier energy (Figure 2.6).
Within the tunneling barrier the wave vector is imaginary (kx = ικx(x)) and is
calculated from Equation (2.11) as:
κx(x) =
√
E2G − V 2j (x)
4~2v2F
(2.12)
Therefore:
TWKB ≈ exp
(
−2
∣∣∣∣∫ x2
x1
κx(x)dx
∣∣∣∣) (2.13)
.
Figure 2.5b shows how the transmission probability varies as a function of
carrier energy. The current and total injected power in tunnel FETs are given by:
Jtn =
En<
1
2
Φs+E1∑
n
4q
h
∫ Φs−En+E1
En−E1
TWKB
[
f(E,EchF )− f(E,ΦD)
]
dE (2.14)
Ptn =
En<
1
2
Φs+E1∑
n
4q
h
∫ Φs−En+E1
En−E1
TWKB
[
f(E,EchF )− f(E,ΦD)
]
EdE (2.15)
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where EchF is the Fermi level in the channel which is aligned with the channel CB
edge.
In addition tunnel FETs also have a small thermionic leakage current that
depends exponentially on the drain-source bias [64] given by the same expression
as Equation (2.8). Since carriers in a tunnel FET are injected into the drain with
nearly one band gap (EG) energy less on an average, it is intuitive to expect lower
power dissipation.
2.2.4 Pauli’s Exclusion and State Filling
In both devices, carriers enter the drain with a distribution out of thermal equi-
librium and relax towards a Fermi-Dirac distribution by scattering with optical
(OP) and acoustic phonons (AP) in the drain. Figure 2.4e and 2.5d show the non-
equilibrium distribution of the injected carriers in thermionic and tunnel FETs
respectively. In thermionic transistors the non-equilibrium carrier population in
the drain, nthne(E), would be
nthne(E) =
0 if 0 ≤ E ≤ E1 − qΦsgS(E)f(E,ESF )− gD(E)f(E,EDF ) if E > E1 − qΦs (2.16)
where gD(E) is the local density of states (DOS) in the drain. In thermionic
FETs, the non-equilibrium distribution of carriers in the drain is always less than
the maximum available states in the drain. Therefore
nthne(E) < g
D(E)(1− f(E,EDF )) (2.17)
However, in tunnel FETs over a small range of gate voltages it is possible to
tunnel enough electrons from the VB of the channel into the CB of the drain such
that all the states in the drain below it get filled. This is possible if
TWKBg
ch(E)f(E,EchF ) + g
D(E)(1− TWKBf(E,EDF )) ≥ gD(E) (2.18)
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for all E ≤ Φs. In other words
gch(E)f(E,EchF ) ≥ gD(E)f(E,EDF ) (2.19)
In such a case the non-equilibrium injected electrons do not emit phonons be-
cause all lower energy states are already filled (“state filling”). The system reaches
a Fermi-Dirac distribution by gaining energy from the lattice. Therefore, we can
have nearly zero energy relaxation in tunnel FETs for small gate biases, while in
thermionic FETs carriers “leak” over the barrier and relax energy even at zero
gate bias.
2.3 Energy Relaxation
Now we shall calculate the carrier energy relaxation rate in the drain. A simple
way to calculate this is the average energy lost to the lattice by each carrier due
to various scattering processes. The average energy relaxation rate for the first
scattering event can be written as [84]
〈
∂E
∂t
〉
=
∫
∂E
∂t
nne(E)dE∫
nne(E)dE
(2.20)
where nne(E) is the non-equilibrium distributed carrier density entering the drain
from the channel. In this model we make the following simplifying assumptions:
1. Phonon generation and decay rates are such that their occupation prob-
ability is always a Bose-Einstein distribution at the lattice temperature
TL [85, 86]. It is also assumed that phonons of all momenta are always
available for scattering with electrons [67,84,85,87,88].
2. The dominant mode of energy relaxation is by scattering with phonons at
the channel-drain junction or in the drain [51, 63, 67, 69, 89–91]. (Although
23
we have neglected the effect of substrate optical (SO) phonon scattering in
the calculations presented here, we discuss the effect of SO phonons on the
results briefly in the end.)
3. The number of carriers entering the drain does not significantly screen the
scattering potential [34,67,92,93].
The instantaneous rate of relaxation is
∂E
∂t
≈ ~ω
ems
OP
τ emsOP
+
~ωemsAP
τ emsAP
− ~ω
abs
OP
τabsOP
− ~ω
abs
AP
τabsAP
(2.21)
where each term represents a particular energy relaxation mechanism such as AP
or OP emission or absorption. Only emission is responsible for power dissipa-
tion, although absorption also takes place. Now we shall make some relevant
observations.
1. It is quite unlikely that OP absorption would occur, because
(a) OP energies are very high in the case of CNTs and GNRs, and the
Bose-Einstein statistical tail reduces the LO phonon number in the
device at a given moment.
(b) The OP absorption rate is nearly three orders of magnitude below the
OP emission rate. Its mean free path is likely to be much longer, and
in a short drain OP absorption is very unlikely [94,95].
(c) If a carrier absorbs an OP and then emits another OP it will result in
no net energy gain or loss, thus contributing nothing significant to the
energy relaxation rate. This also makes it a multiple scattering process
which we are not considering here.
2. Unlike the OPs, AP absorption is important for accurate calculations but
has only a minor effect when compared to OP scattering. Further, it has a
long scattering mean free path (λabsAP ∼ 0.5-1 µm). Yet we shall not neglect
AP absorption.
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A detailed calculation would require that we solve the Boltzmann transport equa-
tion (BTE) [89, 94]. But given that the first scattering event upon entering the
drain accounts for the maximum power dissipation, we calculate only the energy
relaxed in the first scattering event (just when the carrier enters the drain).
2.3.1 Computation of Phonon Energy
The energy of the OP emitted (~ωemsOP = ~ωOP ≈ 0.18 eV) is nearly fixed. An
electron carrying more than this energy could emit an OP and occupy any of
the available states ~ωOP lower. Here we shall assume that OPs of any arbitrary
momentum in the Brillouin zone have the same energy (Einstein approximation),
so the electron emitting an OP can have any arbitrary final momentum in the
Brillouin zone that would satisfy energy conservation.
But the energy of an AP emitted or absorbed is computed by simultaneously
solving the energy and momentum conservation equations. Figure 2.7a illustrates
this. For example carriers at 0.6 eV could make a transition out of state labeled 1
into one of three possible final states 4, 5 or 6. An electron in an initial state kxi
in the n-th subband scatters with an AP into one of the states kxj in any of the
accessible subbands (the m-th subband). For each of these processes, momentum
and energy are conserved. To calculate the energy of the AP emitted (~ωemsAP ) we
numerically solve the following equation:
vF
cs
(√
k2x1 + k
2
n −
√
k2x2 + k
2
m
)
=
√
(kx1 − kx2)2 + (kn − km)2 (2.22)
where cs = 2.04 × 104 m/s is the sound velocity in the LA branch of APs. We
shall only consider LA phonon emission since other modes have a much lower
deformation potential [51,67,96,97] than the LA mode. Similarly, to compute the
energy of the AP absorbed (~ωabsAP ), we solve the following equation:
vF
cs
(√
k2x2 + k
2
m −
√
k2x1 + k
2
n
)
=
√
(kx1 − kx2)2 + (kn − km)2 (2.23)
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In writing Equation (2.22) and (2.23), we have assumed that the phonon en-
ergy increases linearly with momentum (linear dispersion near the zone center or
Debye approximation). This assumption is valid if we assume that AP emission
and absorption involve phonons with very low energies (near zone center). The
probability of scattering into one of these states depends on the relative DOS
(g
kxj
DOS) of the final state. The average energy of the emitted AP is given by the
weighted computation
〈~ωAP 〉 = ~cs
∑
i
gkxiDOS
kxi −
∑
j
g
kxj
DOSkxj∑
j
g
kxj
DOS

∑
i
gkxiDOS
(2.24)
Figure 2.7b shows the AP energy emitted and absorbed for different electron
energies in the conduction band up to nearly 0.8 eV. Since both ~ωemsAP and ~ωabsAP
are much less than the Debye energy (∼ 0.15 eV) the linear dispersion assumed
for Equations (2.22) and (2.23) is valid. This is consistent with the literature
[85, 88,97].
2.3.2 Scattering Rates
The OP and AP emission rates as shown in Figure 2.4c and 2.5d are approximated
as follows [88,94,95]:
1
τ emsOP
≈ vF
λ0OP
.
NOP (T ) + 1
NOP (300) + 1
.
gD(E − ~ωOP )
gD(E)
.Θ(E − ~ωOP ) (2.25)
1
τ emsAP
≈ pi~
4
.
v2F
λ0AP
.
T
300
.gD(E) (2.26)
where λ0OP = 15d and λ
0
AP = 280dt, with dt being the diameter of the CNT. Figure
2.4c and 2.5d show that the rate of OP absorption is three orders of magnitude
lower than the rate of OP emission. The AP scattering rate is nearly the same
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for both absorption and emission.
2.3.3 Average Energy Relaxation Rate
The average energy relaxation rates of carriers in tunnel and thermionic FETs on
just entering the drain are calculated using Equations (2.20), (2.25) and (2.26) by
substituting values for ~ωemsAP and ~ωabsAP by solving Equations (2.22) and (2.23) re-
spectively. So if all carriers are assumed to undergo only one scattering event, the
average energy relaxation rates in thermionic and tunnel FETs are respectively:
〈
∂E
∂t
〉th
=
∫ ∞
E1−qΦs
(
~ωOP
τ emsOP
+
~ωemsAP
τ emsAP
− ~ω
abs
AP
τabsAP
)
nthne(E)dE∫ ∞
E1−qΦs
nthne(E)dE
(2.27)
〈
∂E
∂t
〉tn
=
∫ qΦs
0
(
~ωemsAP
τ emsAP
− ~ω
abs
AP
τabsAP
)
ntnne(E)dE +
∫ qΦs
~ωOP
~ωOP
τ emsOP
ntnnedE∫ qΦs
0
ntnne(E)dE
(2.28)
Equation (2.27) will be dominated by OP scattering because the non-equilibrium
thermionic carriers (nthne(E)) will always have a few hot carriers with energies
higher than ~ωOP . Equation (2.28), however, has only the AP scattering term
in it if Φs < ~ωOP ∼ 0.18 eV. This is because no OPs would be emitted if
the tunneled electrons have less than the minimum OP energy, below which AP
scattering begins to dominate. Figure 2.8a compares the energy relaxation rate
between thermionic and tunnel FETs. Figure 2.8b shows the current density (Jtn),
power flux (Ptn) and energy relaxation rate
〈
∂E
∂t
〉tn
.
2.4 Summary and Discussion
If carriers have more than the minimum OP energy (~ωOP ∼ 0.18 eV), they relax
quickly emitting an OP; otherwise, they relax slowly with APs. Consequently,
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in tunnel FETs if the surface potential Φs < 0.18 eV, electrons relax energy
slowly by AP emission (Figure 2.8a). Thus the energy dissipation in devices is
dominated by (g-type) OP emission in the drain. The average OP emission length
is λemsOP ∼ 20 nm while the AP emission length is λemsAP ∼ 0.5-1 µm, although exact
values are computed based on energy, distribution, and band gap. If the drain is
constrained to be “short” (< 10 nm), only one phonon would be emitted, which is
the first scattering event. Further, most of the low energy carriers will not relax
energy in the drain and will do so in the metallic contacts, nearly maintaining
their non-equilibrium distribution [88,92].
Figures 2.8a and 2.8b show the energy relaxation rate in a tunnel FET with
EG = 0.311 eV plotted as a function of total injected current density Jtn or surface
potential Φs. Calculations show a sharp rise in the energy relaxation in tunnel
FETs at exactly 0.18 eV, below which the carriers relax very slowly with APs.
This contrasts with the thermionic FET (Figure 2.8a) of the same band gap where
OP scattering is the dominant relaxation mechanism until it nearly levels off at a
surface potential Φs < ~ωOP − EG (Figure 2.8a).
Another interesting effect can be observed at very low surface potentials in the
tunnel FET. If the surface potential is low and the junction barrier width small,
it is possible to tunnel electrons into the drain such that all lower energy states
are occupied. Therefore injected carriers do not relax energy at all and the non-
equilibrium distribution is retained until they reach the contacts. This suggests
that a tunnel FET could be a cool device in its OFF state unlike the thermionic
FET. Figure 2.8b shows that the energy relaxation rate is nearly zero for low
surface potentials.
For the ON state of the device, it is common to target a current density of
1000 µA/µm for digital integrated applications. Figure 2.9 contrasts the energy
relaxation rate in both devices at this current density as a function of device band
gap in the range of 0.2-0.5 eV. A tunnel FET of larger bandwidth needs a higher
surface potential to produce give a current density of 1000 µA/µm. But in the
thermionic FET the surface potential needed to produce an ON current of 1000
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µA/µm reduces as the band gap increases (Figure 2.9b). When the band gap
of the tunnel FET is 0.44 eV, the required surface potential to produce an ON
current of 1000 µA/µm is 0.18 eV. For devices with larger band gaps, the energy
relaxation rate shows a sharp rise (Figure 2.9a). Thus we find that the energy
relaxation in a tunnel FET with EG < 0.44 eV is roughly one sixtieth of the
thermionic FETs and sharply increases if the band gap is higher.
Before concluding, it is important to consider very recent experimental [98–100]
and theoretical [100–103] results that suggest direct energy relaxation in CNTs
and graphene with surface optical (SO) phonons of the underlying substrate.
Within our model, SO phonons can be included in a manner similar to the OP
emission with their own energy (55 meV) and scattering rates [98]. If this scat-
tering mechanism were to be included, then tunnel FETs would still have less
than one twentieth the energy relaxation rate of thermionic FETs. However, ex-
perimentalists have also shown that substrate Coulomb effects do not affect the
mobility of graphene [100, 104]. A comparison between recent mobility simula-
tions [85, 95] and data suggest that SO phonons do not play an observable role
in CNT mobility. Further, the effect of Joule heating has been observed to be a
largely electron-phonon scattering process [86,91,105]. All this does not necessar-
ily imply that they do not affect energy relaxation, but it is possible that present
experiments contain large variability in dielectric interface conditions. Such inter-
face issues may affect (or mask) energy relaxation mechanisms in future nanoscale
FETs, and are very important to study from an energy dissipation point of view.
While at this moment we concentrate on the effect of the CNT phonon-emission
alone, it is possible to include the effect of SO phonons on the energy dissipation
in nanoscale devices and make a comparison.
In summary, we find that energy relaxation rate can be as low as one sixtieth in
tunnel FETs when compared to energy relaxation rate in thermionic FETs based
on carbon nanotubes, at the same (1000 µA/µm) current density. This is partly
due to the large OP energy (~ωOP ∼ 0.18 eV), and to carriers injected below
this in tunnel FETs having very long relaxation lengths, λemsAP ∼ 1 µm. Thus,
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tunnel FETs with “short” drains and EG < 0.44 eV (needed for current drive)
will benefit from low power dissipation, well-preserved non-equilibrium carrier
distribution, and most of the energy relaxed at the contacts. More generally,
energy relaxation in such devices strongly depends on the inter-relationship of the
drain length, gate voltage, band gap and phonon energy. It is also noted that in
the OFF state the tunnel device could be a lot cooler than the thermionic device
due to “state-filling” at the drain’s CB edge.
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2.5 Figures
Figure 2.1: (a) Schematic of an n-channel thermionic transistor based on a (20,19)
semiconducting CNT with band gap EG = 0.311 eV. (b) Schematic of a tunneling
transistor with same diameter and band gap.
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Figure 2.2: The charge density variation in a carbon nanotube with applied surface
potential. Carrier statistics of nanotubes of three different chiral vectors are shown
in this plot. The nanotubes have diameters of 2.27, 2.48 and 2.68 nm respectively.
Ripples in the curves indicate van Hove singularities. The Fermi level is moved
relative to the bands by the electrostatic surface potential Φs.
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Figure 2.6: Schematic of a band diagram of a tunnel FET with an arbitrary surface
potential. As shown, electrons at different energy levels in the valence band tunnel
across different classical turning points x1 and x2. Since the electrons tunneling
near the valence band edge carry maximum energy density (Figure 2.5e), it is
important to know the number of high energy electrons injected into the drain that
would relax quickly by OP emission. So the expression for tunneling probability
should be evaluated for each value of carrier energy for different surface potentials.
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Figure 2.9: (a) Energy relaxation in CNT tunnel FETs and thermionic FETs with
band gaps ranging from 0.25-0.55 eV at fixed current density of 1000 µA/µm. (b)
The surface potential at which the thermionic or tunnel FETs could provide a
current density of 1000 µA/µm. It is intuitive from the WKB approximation
that the surface potential needed to achieve this current density would be less for
devices with low band gap. For band gaps EG < 0.44 eV, tunnel FET energy
relaxation of carriers entering drain is less than 10% that of the thermionic FET.
We get an optimal advantage with the tunnel FET when the device has a band
gap 0.35 eV. This happens when the thermionic device has a surface potential of
EG − ~ωOP .
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3 ACOUSTIC SIMULATIONS OF THERMAL
RECTIFICATION IN PATTERNED
GRAPHENE
3.1 Motivation
Solid-state thermal rectifiers have attracted growing interest over the last few years
[58, 106–110]. Moore et al. [111] and Roberts and Walker [112] modeled carbon-
nanotube thermal diode using Monte Carlo simulations. In these studies they
relied on edge phonon backscattering to decrease directional thermal conduction.
Furthermore, they found that the largest difference in scattering emerges when
the roughness is of the order of the dominant phonon wavelength [112]. In all
these cases, transmission is assumed to be ballistic.
Zeng and Wang summarize the mechanisms causing thermal rectification [113].
One important way of predicting thermal rectification is by using molecular dy-
namics simulations methods [57, 106, 107, 114–116]. These methods offer up to
about 350% rectification in the case of graphene ribbons. This is much higher
than the thermal rectification of carbon nanocones or carbon nanotubes [116,117].
However the structures proposed are hard to make and use. Hence it would be
useful to study thermal rectification in graphene.
Graphene has distinct advantages in application for anisotropic heat conduc-
tion. It has a long phonon mean free path (∼ 800 nm) [50,118], and so its thermal
conductivity would be a strong function of boundary scattering. This can be seen
from the fact that graphene nanoribbons have an intrinsic anisotropic thermal con-
ductivity [119]. The effect of boundary scattering is most pronounced in nanorib-
bons and their thermal conductivity itself is a subject of keen study [110,120].
In addition, the dominant phonon energy in graphene is very low when com-
pared to the Debye energy (kΘD). Therefore heat conduction in graphene can be
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studied much as in acoustic waveguides. It is intuitive that thermal rectification
could be significant if the difference in transmission rates in opposite directions is
significant near the dominant phonon frequency.
3.2 Dominant Phonons in Thermal Conduction in
Graphene
The theoretical framework of thermal conductivity in grapheme has tradition-
ally been established in two different ways. The first is the molecular dynamics
simulations using the Tersoff-Brenner potential for C-C interactions and Kubo-
Greenwood formalism, extracting thermal conductivity from the thermal current
correlation [16, 50, 118, 120]. The second is based on the relaxation time ap-
proximation of the Boltzmann transport equation including U¨mklapp phonon
scattering. Alternatively, the thermal conductivity can be extracted using the
Callaway-Klemens formula [121–126]. While some have used scattering rates fit-
ted to experimental observations [16], others use the dispersion relation found
using the valence force field (VFF) method and determine the scattering rates
using the Herring-Klemens formalism [50].
3.2.1 Thermal Conductivity
Here we shall make quick calculations based on the results of Nika et al. [50,118].
The phonon thermal conductivity of a 2D graphene sheet is given by
κ =
1
2h
∫ kΘD
0
τc
dE
(kT )2
eE/kT
(eE/kT − 1)2 =
k3T 2
2h
∫ xD
0
τcx
3exdx
(ex − 1)2 (3.1)
where x = E/kT is a normalized energy, xD = ΘD/T , and τc is the total scattering
rate. This is given by the Matthiessen’s rule
1
τc
=
1
τU
+
1
τB
+
1
τI
(3.2)
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where τ−1U , τ
−1
B and τ
−1
I are the U¨mklapp, boundary and isotope scattering rates.
The U¨mklapp scattering rate is given by [50,121,125]
1
τU
=
2k2~γ2x2T 2
Mc2sxD
(3.3)
where γ is the Gruneissen’s parameter, M is the atomic mass of the carbon atom
and cs is the velocity of sound in the the LA branch of graphene. The boundary
scattering rate is given by [50]
1
τB
=
1− p
1 + p
(cs
d
)
(3.4)
where d is the width of the graphene sheet and p is the specularity parameter.
In a single sheet of graphene, isotope scattering is very minimal and therefore
the thermal conductivity of graphene is dominated by U¨mklapp and boundary
scattering.
3.2.2 Dominant Phonons
Our calculations using Equations (3.1)-(3.4) yield a thermal conductivity of 3603.2
Wm−1K−1, quite close to experimentally observed values of 3000 Wm−1K−1. Fig-
ure 3.1 shows the plot of the integrand in Equation (3.1). It is clear that the
phonons with energy E ∼ nkT where n ∼ 2-3 are the dominant participants
in thermal conduction. At room temperature this corresponds to a frequency
of about 1.544 THz (which corresponds to wavelengths λLA ∼ 16.4 nm and
λTA ∼ 9.86 nm).
The phonon dispersion calculated using the VFF method described in [50] is
shown in Figure 1.8. We observe that the dominant phonons are near the zone
center and a simple Debye model could be applied to both the longitudinal (LA)
and transverse acoustic (TA) branches (f
(LA)
D ∼ 38 THz and f (TA)D ∼ 23 THz).
It is clear that the dominant phonons in thermal conduction are near the zone
center of both the acoustic branches, which span the entire spectrum (∼ 1 THz
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to 35 THz). This is consistent with what is seen in general [121,123] that the low
frequency acoustic phonons carry the bulk of the heat.
3.3 Acoustic Simulations
Since acoustic phonons near the zone center are the dominant heat carriers in
graphene we can treat them as simple acoustic waves. This estimate is valid as
long as the width of the thermal (or acoustic) waveguide is much smaller than
the coherence length of the wave, and the heat is predominantly carried by the
acoustic phonons not far from the zone center. The coherence length of the wave
can be roughly understood as the mean free path, which is quite long in graphene
(∼ 780 nm - 1.5 µm) [50]. So if we restrict the device length to be less than
700 nm, we can suppress U¨mklapp scattering and have just boundary scattering.
Under these conditions, phonons can be described using a continuum sound wave
equation
ρ
∂2ψ
∂t2
= ∇ (C∇ψ) (3.5)
where C is the elastic stiffness tensor, ρ is the volume density of graphene (∼
2.24× 103 kg.m3) and ψ is the wave function representing the wavefronts.
We simulated acoustic phonon transport for rectangular devices with triangular
baﬄes of sizes similar to the ones shown in Figure 3.2. The structure we simulate
for this work, shown in Figure 3.3, has baﬄe widths of 40 nm (comparable to the
wavelength of the dominant phonons). The direction of the arrow shown shall
be called “forward.” We shall summarize the method briefly taking the case of
the LA phonons (cs ≈ 1.83 × 104 m/s) but the same applies to the TA phonons
(cs ≈ 1.14× 104 m/s).
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3.3.1 Boundary Conditions
The boundary conditions applicable at the walls of the graphene and the baﬄes
fall into three main categories depending on the mechanism of energy transfer
we assume at the boundaries. Energy transfer or reflection will take place at the
baﬄe boundaries or edges depending on the acoustic impedance of the boundary.
These simulations are done using COMSOL.
1. The first is a simple Dirichlet boundary condition assuming the walls to
be fixed (ψboundary = 0) as if they are perfect reflectors (“hard” walls) that
rebound energy fully but with a phase reversal.
2. The second is a case of mismatch in the acoustic impedance of the wall
with the characteristic impedance of graphene. This is set up using the
Neumann condition ∇ψ|boundary = ιkψboundary where k is the wave number
of the phonon being considered. This is like having a “soft” wall.
3. The third is a case of perfectly matched acoustic impedance of the wall with
the characteristic impedance of graphene. This can be set up as a Neumann
condition ∇ψ|boundary = 0. In this case, the energy flux through the wall is
the same as the flux just before the wall.
3.3.2 Simulation Results
The transmission of phonons in the graphene ribbon is obstructed by the baf-
fles and, like sound waves reflecting from the surfaces of barriers, some acoustic
phonons will bounce back, while others are let through. The COMSOL simula-
tion results show the simulation of Equation (3.5). The transmission probability
is evaluated as
T =
∫
A1
|ψA1|2 dS
A1
× A2∫
A2
|ψA2|2 dS
(3.6)
where A1 and A2 are the areas of the two regions marked in Figure 3.3.
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The transmission rates in the two opposing directions are compared for four
different wavelengths with the three boundary conditions of Section 3.3.1. Figures
3.4 - 3.7 show the 2D graphical solution to the wave equation (3.5) for acoustic
waves of wavelengths 10 nm, 20 nm, 30 nm and 40 nm respectively, assuming that
the baﬄe walls are fixed (ψboundary = 0). In the same way Figures 3.8 - 3.15 show
the graphical solutions for these wavelengths assuming the other two boundary
conditions. The corresponding transmission probabilities are noted in each case
and are summarized in Table 3.1.
It is clear that transmission in the direction of the arrow (shown in Figure 3.3)
is more than the transmission in the opposite direction. This is also intuitively
reasonable since the horizontal baﬄe edges block the propagation of the wave
and hence wavefronts that meet that front should meet with more resistance. If
the transmission is computed for all wavelengths and integrated along with the
integrand of Equation (3.1), that could be used to predict the difference in thermal
conductivities in opposite directions.
3.4 Discussion
In this work we show a device structure for a thermal rectifier and simulate heat
conduction in it by assuming that the bulk of the heat is carried by phonons as if
they were acoustic waves. Because the thermal conductivity of graphene is largely
limited by boundary scattering, we may be able to control the flow of phonons
in graphene. We justify this assumption and describe conditions under which it
is valid. We demonstrate that nearly 50% thermal rectification at 300 K could
be theoretically achieved. The roles of the phonon wavelength and boundary
conditions are briefly discussed.
Figure 3.16. shows a plot of the ratio of the transmission rates in the two
directions, from which we can make certain qualitative deductions.
If the Dirichlet boundary condition applies, we can see that the phonons of
higher wavelength would not be efficiently obstructed as Tb monotonically in-
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creases. If the baﬄe boundaries really acted as “hard” perfectly reflecting walls,
we would have to make the baﬄes much larger than the most dominant phonons
participating in thermal conduction. But if the “soft” wall or matched impedance
boundary conditions apply, we get maximum anisotropy for wavelengths in the
vicinity of the baﬄe size. In these conditions, the baﬄes should be comparable in
size to the wavelength of the dominant phonons.
Finally we demonstrate that in graphene heat conduction is primarily through
acoustic phonons near the zone center. We demonstrate roughly 50% anisotropy in
heat transfer in graphene with the three limiting boundary conditions simulating
phonon transport in the graphene as continuum wave propagation. Much more
needs to be done before drawing a definite conclusion, but the analysis so far
indicates the possibility of observing thermal rectification.
There has been other work in the literature that shows thermal rectification, and
three known mechanisms are reported for observing the phenomenon [108,113]:
1. The first is based on thermal transport in structures with idealized anhar-
monic inter-atomic potentials [57,115].
2. The second involves asymmetric mass loading on boron-nitride and carbon
nanotubes [58, 107] where a rectification of 7% was measured.
3. The last mechanism, which is the focus of this work, is scattering of ballistic
phonons off of asymmetric nanostructures [111,112].
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3.5 Table
Table 3.1: Transmission Probabilities
Hard Soft Matched
Tf Tb Tf Tb Tf Tb
10 nm 0.1225 0.1422 0.0091 0.0031 0.0572 0.0395
20 nm 0.0599 0.0136 0.0066 0.0035 0.1817 0.0241
30 nm 0.1611 0.0929 0.0012 0.0005 0.0793 0.0423
40 nm 0.0243 0.0173 0.0032 0.0023 0.5625 0.1070
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Figure 3.1: Plot of the integrand in Equation (3.1). This plot shows the contri-
bution of different phonon modes to the thermal conductivity at three different
temperatures. The solid plot is at 300 K, the dashed plot at 270 K and the dotted
plot at 200 K. The plots are normalized with the maximum value of
∂κ
∂x
at 300
K. We can see that the dominant phonons at almost all temperatures have a fre-
quency of about nkT where n ∼ 2-3. At 300 K, the peak occurs at 2.47kT = 63.89
meV (1.544 THz).
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52.4 nm
Figure 3.2: SEM image of graphene sheet with triangular baﬄes. Courtesy M.-H.
Bae and E. Pop.
A
1
A
2
40nm
Figure 3.3: The structure of the graphene sheet we are simulating. This is similar
to the sheet shown in Figure 3.2. The length and width are chosen to be less than
the mean free path (coherence length of the wave). A1 and A2 are the areas of the
regions labeled. The direction of the arrow is “forward.” The spacing between the
baﬄes is 40 nm and the size of the triangular baﬄes is also 40 nm (comparable
to the wavelength of the dominant phonons).
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(b) T=0.014216(a) T=0.12257
Figure 3.4: The case of acoustic wave propagation with wavelength 10 nm and
hard baﬄe walls (ψboundary = 0). (a) Forward propagation. (b) Reverse propaga-
tion.
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(a) T=0.059937 (b) T=0.013677
Figure 3.5: The case of acoustic wave propagation with wavelength 20 nm and
hard baﬄe walls (ψboundary = 0). (a) Forward propagation. (b) Reverse propaga-
tion.
(a) T=0.16114 (b) T=0.092959
Figure 3.6: The case of acoustic wave propagation with wavelength 30 nm and
hard baﬄe walls (ψboundary = 0). (a) Forward propagation. (b) Reverse propaga-
tion.
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(a) T=0.024308 (b) T=0.017337
Figure 3.7: The case of acoustic wave propagation with wavelength 40 nm and
hard baﬄe walls (ψboundary = 0). (a) Forward propagation. (b) Reverse propaga-
tion.
(a) T=0.009111 (b) T=0.003128
Figure 3.8: The case of acoustic wave propagation with wavelength 10 nm and
baﬄe wall impedances mismatched with the characteristic impedance of graphene
(∇ψ|boundary = ιkψboundary). (a) Forward propagation. (b) Reverse propagation.
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(a) T=0.006655 (b) T=0.0035122
Figure 3.9: The case of acoustic wave propagation with wavelength 20 nm and
baﬄe wall impedances mismatched with the characteristic impedance of graphene
(∇ψ|boundary = ιkψboundary). (a) Forward propagation. (b) Reverse propagation.
(a) T=0.001236 (b) T=0.00053
Figure 3.10: The case of acoustic wave propagation with wavelength 30 nm and
baﬄe wall impedances mismatched with the characteristic impedance of graphene
(∇ψ|boundary = ιkψboundary). (a) Forward propagation. (b) Reverse propagation.
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(a) T=0.003237 (b) T=0.002332
Figure 3.11: The case of acoustic wave propagation with wavelength 40 nm and
baﬄe wall impedances mismatched with the characteristic impedance of graphene
(∇ψ|boundary = ιkψboundary). (a) Forward propagation. (b) Reverse propagation.
(a) T=0.057276 (b) T=0.039549
Figure 3.12: The case of acoustic wave propagation with wavelength 10 nm
and baﬄe wall impedances exactly matched with the characteristic impedance
of graphene (∇ψ|boundary = 0). (a) Forward propagation. (b) Reverse propaga-
tion.
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(a) T=0.18175 (b) T=0.024163
Figure 3.13: The case of acoustic wave propagation with wavelength 20 nm
and baﬄe wall impedances exactly matched with the characteristic impedance
of graphene (∇ψ|boundary = 0). (a) Forward propagation. (b) Reverse propaga-
tion.
(a) T=0.079382 (b) T=0.042295
Figure 3.14: The case of acoustic wave propagation with wavelength 30 nm
and baﬄe wall impedances exactly matched with the characteristic impedance
of graphene (∇ψ|boundary = 0). (a) Forward propagation. (b) Reverse propaga-
tion.
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(a) T=0.56253 (b) T=0.10696
Figure 3.15: The case of acoustic wave propagation with wavelength 40 nm
and baﬄe wall impedances exactly matched with the characteristic impedance
of graphene (∇ψ|boundary = 0). (a) Forward propagation. (b) Reverse propaga-
tion.
56
10 20 30 40
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Wavelength (nm)
T b
/T
f

	

	
Figure 3.16: Summary of the ratio of the transmission probabilities in the two
directions Tb/Tf .
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4 CONCLUSIONS AND FUTURE WORK
4.1 Summary of Results
We have studied the key mechanism of energy dissipation in nanoscale devices
with special focus on energy relaxation in CNTFETs. We find that the energy
relaxation rate can be about one sixtieth that of thermionic FETs in tunnel FETs,
at the same ON state (1000 µA/µm) current density. Thus, tunnel FETs with
“short” drains and EG < 0.44 eV (needed for current drive) will benefit from low
power dissipation, well-preserved non-equilibrium carrier distribution, and most
of the energy relaxed at the contacts [127]. It is also noted that in the OFF state
the tunnel device could be a lot cooler than the thermionic device due to “state-
filling” at the drain’s CB edge. More generally, energy relaxation in such devices
strongly depends on the inter-relationship of the drain length, gate voltage, band
gap and phonon energy.
With the help of thermal rectifiers, faster cooling of electronic devices on board
could be achieved. In this thesis we demonstrated that in graphene heat conduc-
tion is primarily through acoustic phonons near the zone center. Roughly 50%
anisotropy in heat transfer could be observed in graphene. However, this work is
still incomplete and a detailed analysis needs to be done for all phonon frequencies.
Different baﬄe shapes can also be investigated to improve the rectification.
4.2 Directions for Future Research
Non-equilibrium energy relaxation in transistors is particularly important to un-
derstand the physics of nanoscale devices. Further investigation into the trans-
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port and non-equilibrium power dissipation in nanoscale devices using a Monte
Carlo simulation of the Boltzmann transport equation could be one direction of
research [94, 128]. While detailed modeling of nanoscale devices with focus on
their physics is useful, compact modeling is also required for large scale simula-
tions in circuits. A compact model for the CNT tunnel FET would be useful for
researchers employing these devices in integrated circuits [44,45,47].
Another interesting direction for future research is to study the different ways to
control the flow of heat in modern integrated circuits. Constraining heat to flow
in only one direction and not the opposite ensures faster cooling of the device
and can be used in heat sinks and thermal baths. So far the model assumes
three simple cases: acoustically reflective boundaries, acoustically mismatched
boundaries and acoustically matched boundaries. It is useful to study the model
with more realistic boundary conditions.
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