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Abstract. We discuss the strong interaction regime of the nonlinear Landau-Zener problem coming up 
at coherent photo- and magneto-association of ultracold atoms. We apply a variational approach to an 
exact third-order nonlinear differential equation for the molecular state probability and construct an 
accurate approximation describing the whole time dynamics of the coupled atom-molecular system. 
The resultant solution improves the accuracy of the previous approximation by A. Ishkhanyan et al. [J. 
Phys. A 39, 14887 (2006)]. The obtained results reveal a remarkable observation that in the strong 
coupling limit the resonance crossing is mostly governed by the nonlinearity while the coherent atom-
molecular oscillations coming up soon after the resonance has been crossed are principally of linear 
nature. This observation is supposed to be general for all the nonlinear quantum systems having the 
same generic quadratic nonlinearity, due to the basic attributes of the resonance crossing processes in 
such systems. The constructed approximation turns out to have a larger applicability range (than it was 
initially expected) covering the whole moderate coupling regime for which the proposed solution 
accurately describes all the main characteristics of the system’s evolution except the amplitude of the 
coherent atom-molecule oscillation, which is rather overestimated. 
 
PACS numbers: 03.75.Nt Other Bose-Einstein condensation phenomena, 33.80.Be Level crossing 
and optical pumping, 34.50.Rk Laser-modified scattering and reactions 
 
1. Introduction 
 In contrast to atomic Bose-condensates [1, 2], achieving molecular ones via standard 
laser cooling techniques [3-5] is complicated, since the laser cooling freezes only the centre-
of-mass motion of a quantum object. In the case of atoms this is sufficient. However, 
molecules possess rotational and vibrational degrees of freedom. Hence, to create ultracold 
molecules, different approaches should be employed. Currently, there are several approaches 
to this problem, among which the most widely used techniques are the optical laser 
photoassociation [6, 7] and magnetic Feshbach resonance [8, 9]. 
 For theoretical discussion of the specific field configurations applied within these 
techniques, of particular interest is the Landau-Zener model of linear resonance crossing 
( ttt 02)( δδ = ) at constant field amplitude ( const)( 0==UtU ) [10, 11]. This is because, in 
order to achieve high conversion efficiency, one has to apply a level-crossing field 
configuration [12]. Then, as it is well appreciated, the Landau-Zener model inevitably comes 
up as a natural starting point for studying such models. For this reason, this model has been a 
subject of intensive investigations over the last years (see, e.g., [13-19]). 
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 In the present paper we re-examine the strong interaction regime of the resonance 
crossing in nonlinear systems involving quadratic nonlinearities generic for all the bosonic 
field theories. We reveal a general property of such processes, namely, we show that the 
whole time dynamics of the transition process is effectively divided into two distinct regimes. 
We find that in the strong coupling limit, the time dynamics of atom-molecule conversion 
process consists of the crossing of resonance in an essentially nonlinear manner followed by 
atom-molecular coherent oscillations that are principally of linear nature. This separation of 
the two processes is rather unexpected because of generic mixing of the corresponding terms 
in the governing equations. The general nature of this observation is due to the basic attributes 
of the specific form of the quadratic nonlinearity involved. 
 Applying a variational approach to an exact third-order nonlinear differential equation 
obeyed by the molecular state probability, we develop an approximation that accurately 
describes the whole time dynamics of the coupled atom-molecular system in the strong 
coupling limit. The formulas improve the accuracy of the previous result [19] by providing 
the next approximation term. It turns out that the proposed approximation is applicable also 
for the intermediate regime of moderate coupling. In this regime, the solution accurately 
describes all the main characteristics of system’s time dynamics except the amplitude of 
coherent atom-molecule oscillation occurring at the end of the association process. 
 
2. Mathematical treatment 
 In the mean field two-mode approximation, both photoassociation and Feshbach 
resonance are described by a basic semiclassical time-dependent nonlinear two-state model 
[12, 20, 21] 
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where  and  are the probability amplitudes of atomic and molecular states, respectively, 1a 2a
1a  denotes the complex conjugate of . The real functions  and 1a )(tU )(tδ  are the 
characteristics of the applied field. When photoassociation terminology is used,  is 
referred to as the Rabi frequency of the laser field, and 
)(tU
)(tδ  is the frequency detuning 
modulation function for which the derivative, )(ttδ , is the detuning of the laser field 
frequency from that of transition from the atomic state to the molecular one. 
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 We start our discussion with changing from set (1) to the equation for the molecular 
state probability 22ap =  [18, 19, 22], which we write in the following factorized form 
  04)1281(
2
1 22 =+⎥⎦
⎤⎢⎣
⎡ +−−⎟⎠
⎞⎜⎝
⎛ − ttt ptppptdt
d λ  (2) 
(hereafter, the alphabetical index denotes differentiation with respect to the mentioned 
variable). Here we have passed to the dimensionless time by applying the scaling 0/ δtt →  
and have introduced the conventional Landau-Zener parameter . Note that system 
(1) describes a lossless process, hence, the total number of particles is conserved: 
0
2
0 /δλ U=
1const2 22
2
1 ==+ aa , and note also that this normalization relation is incorporated in Eq. 
(2). We suppose that the system starts from the all-atom state so the initial conditions read: 
  ,  0)( =−∞p 0)( =−∞tp ,  0)( =−∞ttp . (3) 
  Since we consider the strong interaction regime we suppose that the Landau-Zener 
parameter is large (equivalently, the field intensity  is large enough or the detuning sweep 
across the resonance is sufficiently slow, that is the sweep rate 
2
0U
0δ  is small). Hence, the 
second term in the square brackets in Eq. (2) adopts, in general, large value. Since for large t  
the last term of the equation also adopts large value, we suppose that the leading terms in Eq. 
(2) are the last two so that we neglect, for a while, the term  thus arriving at a limit 
nonlinear equation of the first order. This equation admits two trivial stationary solutions, 
 and , and a nontrivial one. Unfortunately, for the initial condition 
 the nontrivial solution diverges as 
ttp
2/1=p
)( =−∞p
6/1=p
0 +∞t →  [19], hence, it cannot be directly 
applied as a proper initial approximation. In Ref. [19], an appropriate initial approximation 
was constructed via combination of the nontrivial solution with the trivial one . Using 
the constructed function as a zero-order approximation, the nonadiabatic transition probability 
has been calculated and it appeared that the final transition probability is expressed as a power 
of the Landau-Zener parameter [14, 19] in contrast to the familiar exponential prediction of 
the linear theory [10, 11]. However, this approach is rather complicated and it does not 
provide a clear treatment of the time dynamics of the association process. Here we make a 
step forward proposing a much simpler treatment of the problem that gives comprehensive 
understanding of the whole time evolution of the system. To achieve this goal, we use an 
extended limit equation which differs from that used in Ref. [19] by a term of the form , 
where 
2/1=p
tA /
A  is a constant which is supposed to be small compared with other involved terms in 
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order not to change the leading asymptotes. Due to this modification of the limit equation, we 
manage to construct a simple two-term approximation that accurately describes the whole 
time dynamics of the system. Importantly, the constructed solution reveals the main 
characteristics of the process in a simple and natural manner. 
 The extended limit equation, involving an adjustable constant A , is written as 
   04)1281(
2
1 22 =+⎥⎦
⎤⎢⎣
⎡ ++−−⎟⎠
⎞⎜⎝
⎛ − tptApptdt
d λ . (4) 
This equation is integrated via transformation of the independent variable followed by 
interchange of the dependent and independent variables. This results in a polynomial equation 
of the fourth degree for the limit solution : )(0 tp
  2
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where  is the integration constant and 0C
  λα
A61
6
1
3
1
2,1 += ∓ ,    λβ 22
1
2,1
A∓= . (6) 
For the initial condition  it holds 0)(0 =−∞p 00 =C . Note that at 0=A  the quartic equation 
(5) reduces to a quadratic one since in this case three of the four parameters 2,1α , 2,1β  
become equal, 2/121 ==2 = ββα . The solution to this quadratic equation diverges at 
. However, for a positive  the solution to the quartic equation (5) defines a 
bounded, monotonically increasing function which tends to a finite value less than  when 
 (Fig.1). This solution has all the needed features to be used as an appropriate initial 
approximation for constructing a solution to the problem. It is thus understood that 
introduction of the parameter 
+∞→t
+∞→t
A
2/1
A  is, indeed, an essential point. 
 
0p
 
 
 
 
 
 
 
Fig.1. The limit solution  for positive  and a fixed )(0 tp 0>A λ . 
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 Consider the properties of the limit solution  defined by Eq. (5) with )(0 tp 00 =C . 
The final value  is easily found by noting that the left hand-side of Eq. (5) goes to 
zero as . It is then seen that should be 
)(0 +∞p
+∞→t 0)(0 =+∞p  or 10 )( β=+∞p  or 2)0 ( β=+∞p . 
Since  is a monotonically increasing function with )(0 tp 0)(0 =−∞p  and since 2/12 >β , we 
deduce that 10 )( β=+∞p . In the similar way we find that 10 )0( α=p . Thus, 
  λ
Ap 61
6
1
3
1)0(0 +−= ,    λ22
1)(0
Ap −=+∞ . (7) 
To determine the appropriate value of the parameter , we substitute  into the exact 
equation for the molecular state probability (2) and examine the remainder 
A ),(0 Atp
  [ Ap
tdt
dR tt −⎟⎠
⎞⎜⎝
⎛ −= 01 ]. (8) 
Obviously, the better the approximation  is the smaller the remainder is. Now note that if 
 the remainder diverges at the resonance crossing point  while it is finite 
for all other points of time. Therefore, we eliminate this divergence by requiring 
0p
0)0(0 ≠− Ap tt 0=t
A  to obey 
the equation 
0)0(0 =− Ap tt . (9)   
After some algebra, this equation is rewritten as 
  ⎟⎟⎠
⎞
⎜⎜⎝
⎛
+
−+= 2/3)/61(
/1811
9
2
λ
λ
λ A
AA . (10) 
The approximate solution to the derived equation can be constructed by Newton’s successive 
approximations starting, e.g., from 0=A . It turns out that the first approximation is already 
good enough. Thus, we put  in the right-hand side of the equation and obtain 0=A
  λ9
4=A . (11) 
 This value of A  leads to a good zero-order approximation . Numerical 
simulations show that for large 
)(0 tp
λ  this function accurately describes the time evolution of the 
system in the interval covering the prehistory (up to the resonance point) and an interval after 
the resonance has been crossed. However, after that,  misses several essential features of 
the process. Indeed, for instance, the coherent oscillations between atomic and molecular 
populations which come up at a certain time point after the resonance has been passed are not 
incorporated in this solution. Furthermore, the final transition probability at  predicted 
0p
+∞→t
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by  is always lower than what is shown by the numerical solution to the exact equation. 0p
 It is understood that the shortcomings of the suggested limit solution are due to the 
singularity of the procedure we have applied to obtain it. Indeed, we have constructed  by 
neglecting the term  in the square brackets in Eq (2), i.e., the two highest order derivative 
terms of the equation. Of course, when determining the appropriate value of 
0p
ttp
A  via imposing 
Eq. (9), we have taken into account these terms (in fact, to some extent). Yet, this was an 
indirect procedure and we have convinced that it is not enough. 
 Therefore, to improve the result, we need a correction that accounts for the second and 
third order derivatives of p . However, this is not an obvious task because the equation 
obeyed by the correction term 0ppu −≡  is still an essentially nonlinear one. Moreover, at an 
attempt to linearize the exact Eq. (2) using  as a zero-order approximation and supposing 
the correction u  to be small as compared with : 
0p
0p 0pu <<
>>
, we arrive at a complicated 
equation with variable coefficients (depending on ) the solution to which is not known. We 
now introduce an approach that enables one to overcome these difficulties. Importantly, the 
resultant solution not only correctly accounts for the higher order derivate terms in the 
equation for correction term u  but also takes into account, to a very good extent, the 
nonlinear terms. The constructed solution displays much more improved results. It both 
accurately treats the oscillations and well fits the final transition probability. For the most part 
of the variation range of the Landau-Zener parameter 
0p
1λ , the resultant graphs are 
practically indistinguishable from the numerical solution. 
 Consider a correction u  defined as 
  upp += 0 . (12) 
This function obeys the following exact equation:  
  ( 046)31(41 2200 =+−−+−+⎟⎠⎞⎜⎝⎛ − ttttt utuApuputdtd λλ ) . (13) 
Taking into account the initial conditions discussed here, we impose: 
  ,    0 0)()( =−∞u =−∞tu ,    0)( =−∞ttu . (14) 
Since the limit solution  is supposed to be a good approximation, the correction u  is 
expected to be small. So, we neglect, for a while, the nonlinear term  in Eq. (13) thus 
arriving at a linear equation. Despite the fact that we now have a linear equation, there is only 
little progress since the solution to the derived equation in the general case of variable  
)(0 tp
26 uλ−
)(0 tp
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is not known. However, note that in the case of a constant  one can construct the solution 
using the scaling transformation 
0p
  v
p
Au
)31(2 0−
= λ . (15) 
As a result, in this case we get a linear Landau–Zener problem for v  with an effective 
Landau–Zener parameter . )31( 0
* p−= λλ
 This observation gives an argument to make a conjecture that the exact solution to Eq. 
(13) can be approximated as: 
  
),(
),(
*
*
*
∞= λ
λ
LZ
LZ
p
tpCu , (16) 
where  is the solution to the linear Landau-Zener equation with an effective 
Landau-Zener parameter : 
),( * tpLZ λ
*λ
  ( ) 04241 2 LZp** =+−+⎟⎠⎞⎜⎝⎛ − tLZttLZ tpptdtd λλ  (17) 
satisfying the initial conditions (3). This solution is conveniently written in terms of the 
Kummer hypergeometric functions [23] (see e.g., [18]). 
 This proves to be a good conjecture. The numerical simulations show that one can 
always find , , and *C *λ A  such that the approximate solution (16) accurately fits the 
numerical solution to Eq. (13). 
 Now, in order to derive analytic formulas for fitting parameters  and , we 
substitute expression (16) into the exact Eq. (13) and aim at minimization of the remainder 
*C *λ
 [ ] ( )
⎭⎬
⎫
⎩⎨
⎧
∞−−tt+∞+∞−−
⎟⎠
⎞⎜⎝
⎛ −=
),(
),(61
),(
2
),(
),()31(4
1
*2
*2
*
0**
*
*
*
*
0 λ
λλλ
λ
λ
λλλ
LZ
LZ
LZLZ
LZ
P
tPCAp
CPP
tPp
tdt
dR
 (18) 
via appropriate choice of these parameters. 
 The first term in the curly brackets is a product of two functions. The function 
),(
),(
*
*
∞λ
λ
LZ
LZ
P
tP
 is an increasing (though oscillating) function that starts from zero at  and 
noticeably differs from zero only for time points . On the other hand, the function 
 is a monotonically decreasing function that tends to a large, since 
−∞=t
0>t
])31([4 *0 λλ −− p λ  is a 
large parameter, final value at +∞→t  (see Fig. 2). It is then understood that this term is 
highly suppressed if one chooses 
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Fig. 2. Behavior of functions (dashed line) and . ])31([4 *0 λλ −− p ),(/),( ** ∞λλ LZLZ PtP
 
 
 
  . (19) ))(31( 0
* +∞−= pλλ
Note that for 1>>λ  this gives 
   (20)  2/* λλ −≈
so that for large λ ,  becomes a large negative parameter. Interestingly, this choice of  
leads to other relevant observations. First, it is known that 
*λ *λ
  , (21) 
*
1),(lim * λπλ −+∞→ −= etPLZt
hence, in the case of negative  the function  grows exponentially with *λ ),( * ∞λLZP *λ . 
Consequently, with this choice of  the second term in the curly brackets in Eq. (18) is also 
essentially suppressed. Second, in contrast to positive , for negative  the Landau-Zener 
function  starts to noticeably differ from zero not merely for non-negative time 
points  but exclusively for those of the order of or larger than 
*λ
*λ *λ
),( * tPLZ λ
0≥t 2/*λ−  (see Fig. 2). 
Hence, the first term in the curly brackets in Eq. (18) is even smaller than it was initially 
expected. Thus, the choice (19) essentially suppresses the first two terms in Eq. (18). 
 Regarding the two last terms in Eq. (18), one should minimize them with respect to 
the parameter . This implies the condition  *C
  ( ) 0
),(
),(
611 *2
*2
02**
=⎟⎟⎠
⎞
⎜⎜⎝
⎛
∞−−−⎟⎠
⎞⎜⎝
⎛ −=∂
∂
λ
λλ
LZ
LZ
tt P
tPAp
Ctdt
d
C
R . (22) 
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Since the last term of this equation is proportional to (large) λ  and 
),(
),(
*
*
∞λ
λ
LZ
LZ
P
tP
 is an 
increasing function of time, it is understood that the “worst” point is +∞=t . Hence, we look 
for minimization at +∞=t . This immediately leads to the following value for : *C
  λ6
* AC = . (23) 
This result, together with relation (19), is of considerable general importance. Indeed, we see 
that though we use a solution to a linear equation, , the parameters of this solution, 
and , are essentially changed due to the nonlinear terms  involved. 
),( * tPLZ λ
*λ *C
 The obtained formulas (19) and (23) present a rather good approximation. As it can be 
checked numerically, the solution (12), upp += 0 , with  being the exact solution to the 
limit equation (4) and u  being a linear Landau-Zener function qualitatively well describes the 
process. This solution can be then used as an initial approximation for linearization of the 
initial equation (2). 
0p
 However, more elaborate approaches can be suggested. An immediate observation, 
e.g., is that if we try the approximation (12), (16) without imposing the initial restriction that 
the introduced parameter  is already determined by Eq. (9), one may modify the latter 
equation to determine a value of 
A
A  which will take into account the correction term u . The 
development of this approach leads to the following formulas for  and : *λ *C
  ⎟⎠
⎞⎜⎝
⎛ +⋅+−= λλ
λλ 11ln
2
* , (24) 
  3
*
27
1
4
1
λλ +=C . (25) 
 These formulas define a fairly good approximation. Indeed, starting already from 
3=λ , the produced graphs (Fig. 3) are practically indistinguishable from the numerical 
solution of the exact Eqs. (1). The derived approximation notably improves the accuracy of 
the previous approximation of Ref. [19]. However, importantly, it is applicable far beyond the 
strong interaction limit and provides a sufficiently good description also for intermediate 
regime of moderate field intensities (or sweeping rates) down to 1=λ  and even slightly less 
( 1<95.0 < λ ) (Fig. 4). Though in this regime the predicted amplitude of oscillations differs 
from that displayed by the numerical solution, it is seen from Fig. 4 that the approximation 
correctly describes many properties of the system’s time evolution including the effective 
transition time, the final transition probability, and the period of atom-molecule oscillations. 
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Fig. 3. Molecular state probability vs. time at 4=λ  (dashed line – approximate solution with 
parameters (11), (24), (25), dotted line – limit solution). It is seen that in the strong coupling 
limit 1>>λ  the prehistory of the system and the resonance crossing are basically defined by 
the limit solution  while the atom-molecule oscillations are described by the correction u . 0p
 
This is, indeed, a rather unexpected result, especially, if one notes that at moderate coupling 
5.11~ ÷λ  the function  is very far from the exact solution, as it is seen from Fig. 4. An 
immediate conclusion following from this result is that it is not the limit solution  that 
basically defines the time evolution of the system in this regime but the “correction” u  which 
was during our calculation envisaged to be small as compared with the limit solution. 
)(0 tp
0p
 
  
Fig. 4. Molecular state probability vs. time at 1=λ  (dashed line – approximate solution with 
parameters (11), (24), and (25), dotted line – limit solution). The limit solution  is small so 
that it is the “correction”  that basically defines the time evolution of the system in the 
regime of moderate coupling 
0p
u
1≥λ . 
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 Let us note in conclusion that the obtained formulas show that the final probability of 
the molecular state is given by the simple formula 
  . (26) *1)( Cp +=+∞ β
Hence, the formula derived in Ref. [19] for the strong coupling limit 1>>λ  is modified to 
include also the intermediate regime of moderate coupling 1≥λ  as follows 
  33 27
12214.0
2
1
27
11
4
1
3
2
2
1)( λλλλ +−≈+⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−=+∞p . (27) 
Thus, for the quadratic nonlinear interaction we have discussed here the final probability for 
the system to stay in its initial all-atom state, )(21)( 21 +∞−=+∞ pa , is not given by an 
exponential as predicted by the linear Landau-Zener theory [10, 11]. Instead, in the limit of 
strong coupling it is a linear function of the sweep rate λδ /1~0
1
 if the leading order of the 
approximation is discussed [14, 19]. This linear dependence of the non-transition probability 
on the sweep rate is confirmed to occur also by many-body calculations [15, 16, 17]. Note, 
finally, that formula (27) suggests the next approximation term as . )27/( 3λ
 
Conclusion 
We have presented an analysis of a quadratic-nonlinear version of the Landau–Zener 
problem that comes up in various physical situations, e.g., in photoassociation of an atomic 
Bose–Einstein condensate, in controlling the scattering length of an atomic condensate by 
means of Feshbach resonance, in second-harmonic generation, and generally in nonlinear 
field theories involving a Hamiltonian with a 2:1 resonance. Using an exact third-order 
nonlinear differential equation for the molecular state probability, we have developed an 
effective variational method for constructing the approximate solution to the problem in the 
strong coupling limit corresponding to the large values of the Landau-Zener parameter, 
1>>λ . In the case of photoassociation this implies that the intensity of the applied laser field 
is large enough or, equivalently, the sweep rate across the resonance is sufficiently slow. 
 We have shown that the approximation describing time evolution of the molecular 
state probability can be written as a sum of two distinct terms. In the strong coupling limit the 
first term, being a solution to a limit first-order nonlinear differential equation, effectively 
describes the process of the molecule formation while the second one, being the scaled 
solution to the linear Landau-Zener problem (but now with negative effective Landau-Zener 
parameter as long as the strong coupling limit of high field intensities or, equivalently, slow 
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sweeping rates is considered), describes the oscillation which comes up some time after the 
system has passed through the resonance. From this, one can conclude that in the strong 
coupling limit the time dynamics of the atom-molecule conversion consists of the essentially 
nonlinear process of resonance crossing followed by atom-molecular coherent oscillations 
that are principally of linear nature. The possibility to make such a decomposition is quite 
surprising since the Hamiltonian of the system is essentially nonlinear. 
 The constructed approximation describes the molecule formation process with high 
accuracy. For 3>λ  the produced graphs are practically indistinguishable from the exact 
numerical solution (Fig. 3). Interestingly, the approximation rather well works also in the 
regime of moderate coupling down to 1=λ  (Fig. 4) and slightly less: 195.0 << λ . It 
correctly describes many properties of the system’s time evolution including the effective 
transition time, the final transition probability, and the period of the atom-molecule 
oscillations. The only noticeable discrepancy is that the approximate solution overestimates 
the amplitude of the oscillations [the largest deviation is observed at the points of maxima and 
minima of the probability  within the time interval covering several first periods of 
oscillation]. The applicability of the proposed approximation to the intermediate regime of 
moderate coupling is, indeed, a rather unexpected result because at 
)(tp
5.11÷~λ  the limit 
solution  is very far from the exact solution, hence, it is not the limit solution that 
mostly defines the evolution of the system in this regime. Using the constructed 
approximation one can easily find the main characteristics of the association process such as 
the tunneling time, the frequency of the oscillations of the transition probability that start soon 
after crossing the resonance, as well as the final transition probability to the molecular state. 
In particular, we have confirmed that the non-transition probability in the leading 
approximation order is a linear function of the sweep rate. In addition, we have found that the 
next approximation term is . 
)(0 tp
)3λ27/(1
 Finally, we note that the presented approach is not restricted to the Landau-Zener 
model only. It can be generalized to other time-dependent level-crossing models [24, 25] too. 
Also, it can be adopted to explore other nonlinear regimes beyond by the Landau-Zener model 
[26]. Importantly, the developed approach allows one to treat the extended version of the 
nonlinear two-state state problem, when higher-order nonlinearities involving functions of the 
transition probability are added to the basic system (1). For example, one can analyze the role 
of the inter-particle elastic scattering which is described by Kerr-type cubic nonlinear terms 
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[27]. Hence, the developed method may serve as a general strategy for attacking analogous 
nonlinear two-state problems involving the generic quadratic nonlinearity as discussed here. 
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