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Abstract
By employing a generalized Riccati technique and an integral averaging method, interval oscilla-
tion criteria are established for the second-order half-linear differential equation [r(t)|x′(t)|α−1 ×
x′(t)]′ + q(t)|x(t)|α−1x(t) = 0. These criteria are different from most known ones in the sense that
they are based on information only on a sequence of subintervals of [t0,∞), rather than on the whole
half-line. They also extend, improve, and complement a number of existing results, and can be ap-
plied to extreme cases such as
∫∞
t0
q(s) ds = −∞. In particular, several interesting examples that
illustrate the importance of our results are included.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Consider the second-order half-linear differential equation
[
r(t)
∣∣x ′(t)∣∣α−1x ′(t)]′ + q(t)∣∣x(t)∣∣α−1x(t) = 0, α > 0, (1)
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Q.-R. Wang, Q.-G. Yang / J. Math. Anal. Appl. 291 (2004) 224–236 225on the half-line [t0,∞). In Eq. (1) we assume that 1/r, q ∈ Lloc([t0,∞),R), the set of
real-valued, locally integrable functions on [t0,∞), and r > 0 a.e. on [t0,∞).
By a solution of Eq. (1), we mean a function x ∈ C1[Tx,∞), Tx  t0, which has the
property |x ′(t)|α−1x ′(t) ∈ C1[Tx,∞) and satisfies Eq. (1). We restrict our attention to the
nontrivial solutions x(t) of Eq. (1), i.e., to solutions x(t) such that suptT {|x(t)|} > 0 for
all T  Tx . A nontrivial solution of Eq. (1) is called oscillatory if it has arbitrarily large
zeros, otherwise it is called nonoscillatory. Finally, Eq. (1) is called oscillatory if all its
solutions are oscillatory.
The oscillation problem for Eq. (1) and for less general equations such as the Sturm–
Liouville linear differential equation[
r(t)x ′(t)
]′ + q(t)x(t) = 0 (2)
has been studied extensively in recent years, e.g., see [1,4–9,13–15] and references therein.
Most known oscillation criteria involve the integral of q and hence require the information
of q on the entire half-line [t0,∞). It is difficult to apply them to the cases where q has
“bad” behavior on a big part of [t0,∞), e.g., when
∫∞
t0
q(s) ds = −∞.
However, from the Sturm separation theorem, we see that oscillation is only an interval
property, i.e., if there exists a sequence of subintervals [ai, bi] of [t0,∞), ai → ∞, such
that for each i there exists a solution of Eq. (2) that has at least two zeros in [ai, bi], then
every solution of Eq. (2) is oscillatory, no matter how “bad” Eq. (2) is (or r and q are) on
the remaining parts of [t0,∞). Moreover, Sturmian comparison and separation theorems
for Eq. (2) have been extended to Eq. (1) by Elbert [1], and Li and Yeh [9]. Thus, the
zeros of two linearly independent solutions of Eq. (1) separate each other and all nontrivial
solutions of Eq. (1) are oscillatory or nonoscillatory. This should motivate further study of
the interval property for Eq. (1).
Recently in [2,4,6,7,10–12], some interval criteria for oscillation of certain forms
of second-order differential equations have been established. Motivated by the ideas of
Kong [6] and Wang [15], by employing the generalized Riccati technique and the integral
averaging method, we shall extend the interval oscillation behavior to Eq. (1) and establish
several interval criteria for oscillation of Eq. (1), that is, criteria given by the behavior of
Eq. (1) (or r and q) only on a sequence of subintervals of [t0,∞). In fact, by choosing ap-
propriate functions H and ρ, we shall present several easily verifiable oscillation criteria.
Our results involve the Kamenev’s type condition and can be applied to extreme cases such
as
∫ ∞
t0
q(s) ds = −∞. Finally, several interesting examples that point out the importance
of our results are included.
We give our main results in the following section.
2. Main results
In the sequel, we say that a function H = H(t, s) belongs to a function classH, denoted
by H ∈H, if H ∈ C(D, [0,∞)), where D = {(t, s): −∞ < s  t < ∞}, and H satisfies
H(t, t) = 0, H(t, s) > 0 for t > s, (3)
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∂H
∂t
(t, s) = h1(t, s)
√
H(t, s) and
∂H
∂s
(t, s) = −h2(t, s)
√
H(t, s), (4)
where h1, h2 ∈ Lloc(D,R).
The following lemmas will be useful for establishing oscillation criteria for Eq. (1). The
first one is a well-known inequality which is due to Hardy et al. [3].
Lemma 1. If X and Y are nonnegative, then
Xλ + (λ − 1)Y λ − λXYλ−1  0, λ > 1,
where equality holds if and only if X = Y .
Lemma 2. Assume x is a solution of Eq. (1) such that x(t) > 0 on [c, b). For any ρ ∈
C1([t0,∞), (0,∞)), let
v(t) = ρ(t) r(t)|x
′(t)|α−1x ′(t)
|x(t)|α−1x(t) (5)
on [c, b). Then for any H ∈H, we have
b∫
c
H(b, s)ρ(s)q(s) ds
H(b, c)v(c)+
b∫
c
ρ(s)r(s)
(α + 1)α+1
∣∣∣∣−h2(b, s)+ ρ′(s)ρ(s)
√
H(b, s)
∣∣∣∣
α+1
× (H(b, s))(1−α)/2 ds. (6)
Proof. Differentiating (5) and making use of (1), we have that for t ∈ [c, b),
ρ(t)q(t) = −v′(t) + ρ
′(t)
ρ(t)
v(t) − α |v(t)|
(α+1)/α
(ρ(t)r(t))1/α
. (7)
Multiplying (7) (with t replaced by s) by H(t, s), integrating with respect to s from c to t
for t ∈ [c, b), using integration by parts, and applying (3)–(4), we find
t∫
c
H(t, s)ρ(s)q(s) ds
= −
t∫
c
H(t, s)v′(s) ds +
t∫
c
H(t, s)
ρ′(s)
ρ(s)
v(s) ds −
t∫
c
H(t, s)α
|v(s)|(α+1)/α
(ρ(s)r(s))1/α
ds
= H(t, c)v(c)+
t∫ [
−h2(t, s)
√
H(t, s)+ H(t, s)ρ
′(s)
ρ(s)
]
v(s) dsc
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t∫
c
αH(t, s)
|v(s)|(α+1)/α
(ρ(s)r(s))1/α
ds
H(t, c)v(c)+
t∫
c
∣∣∣∣−h2(t, s)√H(t, s) + H(t, s)ρ′(s)ρ(s)
∣∣∣∣∣∣v(s)∣∣ ds
−
t∫
c
αH(t, s)
|v(s)|(α+1)/α
(ρ(s)r(s))1/α
ds. (8)
Applying Lemma 1 with
X = (αH(t, s))α/(α+1) |v(s)|
(ρ(s)r(s))1/(α+1)
, λ = α + 1
α
,
Y =
(
α
α + 1
)α(
ρ(s)r(s)
(αH(t, s))α
)α/(α+1)∣∣∣∣−h2(t, s)√H(t, s)+ H(t, s)ρ′(s)ρ(s)
∣∣∣∣
α
,
we have that for b > t > s  c,∣∣∣∣−h2(t, s)√H(t, s)+ H(t, s)ρ′(s)ρ(s)
∣∣∣∣∣∣v(s)∣∣− αH(t, s) |v(s)|(α+1)/α(ρ(s)r(s))1/α
 ρ(s)r(s)
(α + 1)α+1(H(t, s))α
∣∣∣∣−h2(t, s)√H(t, s)+ H(t, s)ρ′(s)ρ(s)
∣∣∣∣
α+1
. (9)
From (8) and (9), we obtain
t∫
c
H(t, s)ρ(s)q(s) ds
H(t, c)v(c)+
t∫
c
ρ(s)r(s)
(α + 1)α+1
∣∣∣∣−h2(t, s) + ρ′(s)ρ(s)
√
H(t, s)
∣∣∣∣
α+1
× (H(t, s))(1−α)/2 ds.
Letting t → b− in the inequality above, we obtain (6). This completes the proof of
Lemma 2. 
Lemma 3. Assume x is a solution of Eq. (1) such that x(t) > 0 on (a, c]. For any ρ ∈
C1([t0,∞), (0,∞)), let v(t) be defined by (5) on (a, c]. Then for any H ∈H, we have
c∫
a
H(s, a)ρ(s)q(s) ds
−H(c, a)v(c)+
c∫
a
ρ(s)r(s)
(α + 1)α+1
∣∣∣∣h1(s, a) + ρ′(s)ρ(s)
√
H(s, a)
∣∣∣∣
α+1
× (H(s, a))(1−α)/2 ds. (10)
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integrate it with respect to s from t to c for t ∈ (a, c], and use (3) and (4). We then have
c∫
t
H (s, t)ρ(s)q(s) ds
= −
c∫
t
H (s, t)v′(s) ds +
c∫
t
H (s, t)
ρ′(s)
ρ(s)
v(s) ds −
c∫
t
H (s, t)α
|v(s)|(α+1)/α
(ρ(s)r(s))1/α
ds
= −H(c, t)v(c) +
c∫
t
[
h1(s, t)
√
H(s, t) + H(s, t)ρ
′(s)
ρ(s)
]
v(s) ds
−
c∫
t
αH(s, t)
|v(s)|(α+1)/α
(ρ(s)r(s))1/α
ds
−H(c, t)v(c)+
c∫
t
∣∣∣∣h1(s, t)√H(s, t) + H(s, t)ρ′(s)ρ(s)
∣∣∣∣∣∣v(s)∣∣ds
−
c∫
t
αH(s, t)
|v(s)|(α+1)/α
(ρ(s)r(s))1/α
ds
−H(c, t)v(c)+
c∫
t
ρ(s)r(s)
(α + 1)α+1
∣∣∣∣h1(s, t) + ρ′(s)ρ(s)
√
H(s, t)
∣∣∣∣
α+1
× (H(s, t))(1−α)/2 ds.
Letting t → a+ in this inequality gives (10). The proof is complete. 
The following theorem is an immediate result from Lemmas 2 and 3.
Theorem 1. If there exist some c ∈ (a, b) and functions H ∈H, ρ ∈ C1([t0,∞), (0,∞))
such that
1
H(b, c)
b∫
c
H(b, s)ρ(s)q(s) ds + 1
H(c, a)
c∫
a
H(s, a)ρ(s)q(s) ds
>
1
H(b, c)
b∫
c
ρ(s)r(s)
(α + 1)α+1
∣∣∣∣−h2(b, s) + ρ′(s)ρ(s)
√
H(b, s)
∣∣∣∣
α+1(
H(b, s)
)(1−α)/2
ds
+ 1
H(c, a)
c∫
a
ρ(s)r(s)
(α + 1)α+1
∣∣∣∣h1(s, a) + ρ′(s)ρ(s)
√
H(s, a)
∣∣∣∣
α+1(
H(s, a)
)(1−α)/2
ds,
(11)
then every solution of Eq. (1) has at least one zero in (a, b).
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exists a solution x(t) of Eq. (1) such that x(t) > 0 for t ∈ (a, b). From Lemmas 2 and 3 we
see that (6) and (10) hold. By dividing (6) and (10) by H(b, c) and H(c, a), respectively,
and then adding, we have that
1
H(b, c)
b∫
c
H(b, s)ρ(s)q(s) ds + 1
H(c, a)
c∫
a
H(s, a)ρ(s)q(s) ds
 1
H(b, c)
b∫
c
ρ(s)r(s)
(α + 1)α+1
∣∣∣∣−h2(b, s) + ρ′(s)ρ(s)
√
H(b, s)
∣∣∣∣
α+1(
H(b, s)
)(1−α)/2
ds
+ 1
H(c, a)
c∫
a
ρ(s)r(s)
(α + 1)α+1
∣∣∣∣h1(s, a) + ρ′(s)ρ(s)
√
H(s, a)
∣∣∣∣
α+1(
H(s, a)
)(1−α)/2
ds.
This contradicts assumption (11) and completes the proof. 
Theorem 2. If, for each T  t0, there exist H ∈ H, ρ ∈ C1([t0,∞), (0,∞)), and a, b,
c ∈R such that T  a < c < b and (11) holds, then Eq. (1) is oscillatory.
Proof. Pick up a sequence {Ti} ⊂ [t0,∞) such that Ti → ∞ as i → ∞. By the assump-
tion, for each i ∈ N, there exist ai, bi, ci ∈ R such that Ti  ai < ci < bi , and (11) holds,
where a, b, c are replaced by ai, bi, ci , respectively. From Theorem 1, every solution x(t)
of Eq. (1) has at least one zero, ti ∈ (ai, bi). Noting that ti > ai  Ti , i ∈ N, we see that
every solution has arbitrary large zeros. Thus, Eq. (1) is oscillatory. The proof is com-
plete. 
Theorem 3. For some H ∈H, ρ ∈ C1([t0,∞), (0,∞)) and for each τ  t0, if
lim sup
t→∞
t∫
τ
[
H(t, s)ρ(s)q(s)
− ρ(s)r(s)
(α + 1)α+1
∣∣∣∣−h2(t, s) + ρ′(s)ρ(s)
√
H(t, s)
∣∣∣∣
α+1(
H(t, s)
)(1−α)/2]
ds > 0 (12)
and
lim sup
t→∞
t∫
τ
[
H(s, τ )ρ(s)q(s)
− ρ(s)r(s)
(α + 1)α+1
∣∣∣∣h1(s, τ ) + ρ′(s)ρ(s)
√
H(s, τ )
∣∣∣∣
α+1(
H(s, τ )
)(1−α)/2]
ds > 0, (13)
then Eq. (1) is oscillatory.
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that
c∫
a
[
H(s, a)ρ(s)q(s)
− ρ(s)r(s)
(α + 1)α+1
∣∣∣∣h1(s, a) + ρ′(s)ρ(s)
√
H(s, a)
∣∣∣∣
α+1(
H(s, a)
)(1−α)/2]
ds > 0. (14)
In (12) we choose τ = c. Then there exists b > c such that
b∫
c
[
H(b, s)ρ(s)q(s)
− ρ(s)r(s)
(α + 1)α+1
∣∣∣∣−h2(b, s)+ ρ′(s)ρ(s)
√
H(b, s)
∣∣∣∣
α+1(
H(b, s)
)(1−α)/2]
ds > 0. (15)
Combining (14) and (15) we obtain (11). The conclusion thus comes from Theorem 2. The
proof is complete. 
For the case where H := H(t − s) ∈H, we have that h1(t − s) ≡ h2(t − s) and denote
these by h(t − s). The subclass ofH containing such H(t − s) is denoted byH0. Applying
Theorem 2 to H0, we obtain the following result.
Theorem 4. If, for each T  t0, there exist H ∈H0, ρ ∈ C1([t0,∞), (0,∞)), and a, c ∈ R
such that T  a < c and
c∫
a
H(s − a)[ρ(s)q(s) + ρ(2c − s)q(2c − s)]ds
>
1
(α + 1)α+1
c∫
a
[
ρ(2c − s)r(2c − s)
∣∣∣∣−h(s − a) + ρ′(2c − s)ρ(2c − s)
√
H(s − a)
∣∣∣∣
α+1
+ ρ(s)r(s)
∣∣∣∣h(s − a)+ ρ′(s)ρ(s)
√
H(s − a)
∣∣∣∣
α+1 ](
H(s − a))(1−α)/2 ds, (16)
then Eq. (1) is oscillatory.
Proof. Let b = 2c − a. Then H(b − c) = H(c − a) = H((b − a)/2), and for any f ∈
L[a, b], we have
b∫
c
H(b − s)f (s) ds =
c∫
a
H(s − a)f (2c − s) ds.
Thus if (16) holds, then (11) holds for H ∈ H0 and ρ ∈ C1([a,∞), (0,∞)). Therefore
Eq. (1) is oscillatory by Theorem 2. The proof is complete. 
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R(t) =
t∫
t0
r−(1/α)(σ ) dσ, t  t0, (17)
and let
H(t, s) = [R(t) − R(s)]λ, t  s  t0, (18)
where λ > max{1, α} is a constant.
By Theorem 3, we have the following oscillation criterion.
Theorem 5. Assume that limt→∞ R(t) = ∞. Then Eq. (1) is oscillatory provided that for
each τ  t0 and for some λ > max{1, α}, the following two inequalities hold:
lim sup
t→∞
1
Rλ−α(t)
t∫
τ
[
R(s) − R(τ)]λq(s) ds > λα+1
(α + 1)α+1(λ − α) (19)
and
lim sup
t→∞
1
Rλ−α(t)
t∫
τ
[
R(t) − R(s)]λq(s) ds > λα+1
(α + 1)α+1(λ − α) . (20)
Proof. Taking H(t, s) as in (18) and ρ(t) ≡ 1 for t  t0, we get
h1(t, s) = λ
[
R(t) − R(s)](λ−2)/2r−(1/α)(t)
and
h2(t, s) = λ
[
R(t) − R(s)](λ−2)/2r−(1/α)(s).
Noting that
t∫
τ
r(s)
∣∣h1(s, τ )∣∣α+1(H(s, τ ))(1−α)/2 ds
=
t∫
τ
λα+1
[
R(s) − R(τ)]λ−(1+α)r−(1/α)(s) ds = λα+1
λ − α
[
R(t) − R(τ)]λ−α
and
t∫
τ
r(s)
∣∣h2(t, s)∣∣α+1(H(t, s))(1−α)/2 ds
=
t∫
λα+1
[
R(t) − R(s)]λ−(1+α)r−(1/α)(s) ds = λα+1
λ − α
[
R(t) − R(τ)]λ−α,τ
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lim
t→∞
1
Rλ−α(t)
t∫
τ
r(s)
∣∣h1(s, τ )∣∣α+1(H(s, τ ))(1−α)/2 ds = λα+1
λ − α (21)
and
lim
t→∞
1
Rλ−α(t)
t∫
τ
r(s)
∣∣h2(t, s)∣∣α+1(H(t, s))(1−α)/2 ds = λα+1
λ − α . (22)
From (19) and (21), we have that
lim sup
t→∞
1
Rλ−α(t)
t∫
τ
[[
R(s) − R(τ)]λq(s)
− r(s)
(α + 1)α+1
∣∣h1(s, τ )∣∣α+1(H(s, τ ))(1−α)/2
]
ds
= lim sup
t→∞
1
Rλ−α(t)
t∫
τ
[
R(s) − R(τ)]λq(s) ds − λα+1
(α + 1)α+1(λ − α) > 0,
i.e., (13) holds. Similarly, (20) and (22) imply that (12) holds. By Theorem 3, Eq. (1) is
oscillatory. The proof is complete. 
In particular, when r(t) ≡ 1 for t  t0, R(t) = t − t0 and H(t, s) in (18) reduces to
(t − s)λ. Then H ∈ H0 and h(t − s) = λ(t − s)(λ−2)/2. By Theorem 5, we obtain the
following oscillation criterion of Kamenev’s type.
Theorem 6. Let r(t) ≡ 1 for t  t0. Then Eq. (1) is oscillatory provided that for each τ  t0
and for some λ > max{1, α}, the following two inequalities hold:
lim sup
t→∞
1
tλ−α
t∫
τ
(s − τ )λq(s) ds > λ
α+1
(α + 1)α+1(λ − α)
and
lim sup
t→∞
1
tλ−α
t∫
τ
(t − s)λq(s) ds > λ
α+1
(α + 1)α+1(λ − α) .
The theorems above are presented in the form of a high degree of generality. They
extend, improve, and complement a number of existing results in [1,2,4–15] and handle
some cases not covered by known criteria. They also give rather wide possibilities of
deriving different explicit oscillation criteria for Eq. (1) with appropriate choices of the
functions H(t, s) and ρ(t). Though throughout the paper we have always chosen H ∈H0,
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sibilities to apply our results, for instance, with
H(t, s) =
[ t∫
s
dz
θ(z)
]λ
, t  s  t0,
where λ > max{1, α} is a constant, θ ∈ C([t0,∞), (0,∞)) satisfying
∫∞
t0
(1/θ(z)) dz = ∞.
In fact, one of the important cases to be considered is θ(z) = zγ with γ real.
3. Examples
In this section, we will show the application of our oscillation criteria in two examples.
We first give an example to illustrate Theorem 4.
Example 1. Consider Eq. (1) for t  0 with r(t) ∈ C([0,∞), (0,1]) and
q(t) =
{
η(t − 3k), 3k  t  3k + 1,
η(−t + 3k + 2), 3k + 1 < t  3k + 2,
−k or − k| sinπt|, 3k + 2 < t < 3k + 3,
where
η >
(λ + 2)λα+1
(λ − α)(α + 1)α+1
is a constant for fixed λ > max{1, α}, k ∈N0 = {0,1,2, . . .}.
For any τ  0, there exists k ∈ N0 such that 3k  τ . Let a = 3k, c = 3k + 1, H(t, s) =
(t − s)λ and ρ(t) ≡ 1. Note that h(t − s) = λ(t − s)(λ−2)/2, it follows that
c∫
a
(s − a)λ[q(s) + q(2c − s)]ds
− λ
α+1
(α + 1)α+1
c∫
a
[
r(2c − s) + r(s)](s − a)λ−(α+1) ds
 2
3k+1∫
3k
η(s − 3k)λ+1 ds − λ
α+1
(α + 1)α+1
3k+1∫
3k
2(s − 3k)λ−(α+1) ds
= 2
λ + 2η −
2λα+1
(λ − α)(α + 1)α+1 > 0,
i.e., (16) holds. Thus, this equation is oscillatory by Theorem 4. However, the known
results such as in [1,2,4–15] fail to apply to this equation and in this equation we have∫∞
q(s) ds = −∞.0
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case:
x ′′ + µ
t2
x = 0. (23)
The following example also illustrates Theorem 5.
Example 2. Consider the second-order differential equation
[
r(t)
∣∣x ′(t)∣∣α−1x ′(t)]′ + µr−(1/α)(t)
Rα+1(t)
∣∣x(t)∣∣α−1x(t) = 0, α > 0, (24)
where t  t0, µ > 0 is a constant, 1/r ∈ Lloc([t0,∞),R) and r > 0 a.e. on [t0,∞), R(t)
is defined as in (17), and limt→∞ R(t) = ∞. Let α0 := max{1, α}. Then we can verify that
Eq. (24) is oscillatory for µ > αα+10 /(α + 1)α+1 by Theorem 5.
Let H(t, s) = [R(t) − R(s)]λ for λ > α0 and ρ(t) ≡ 1 for t  t0. Note that λ > α0  1,
and from Lemma 1 we have[
R(s) − R(τ)]λ Rλ(s) − λR(τ)Rλ−1(s) for s  τ  t0
and [
R(t) − R(s)]λ Rλ(t) − λR(s)Rλ−1(t) for t  s  t0.
It follows from R′(t) = r−(1/α)(t) that for each τ  t0,
lim sup
t→∞
1
Rλ−α(t)
t∫
τ
[
R(s) − R(τ)]λµr−(1/α)(s)
Rα+1(s)
ds
 lim
t→∞
1
Rλ−α(t)
t∫
τ
(
Rλ(s) − λR(τ)Rλ−1(s)) µ
Rα+1(s)
dR(s) = µ
λ − α .
For any µ > αα+10 /(α + 1)α+1, there exists λ > α0 such that
µ
λ − α >
λα+1
(α + 1)α+1(λ − α) .
This means that (19) holds.
On the other hand, we have
lim sup
t→∞
1
Rλ−α(t)
t∫
τ
[
R(t) − R(s)]λ µr−(1/α)(s)
Rα+1(s)
ds
 lim
t→∞
1
Rλ−α(t)
t∫
τ
(
Rλ(t) − λR(s)Rλ−1(t)) µ
Rα+1(s)
dR(s).
Noting that when α = 1,
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t→∞
1
Rλ−α(t)
t∫
τ
(
Rλ(t) − λR(s)Rλ−1(t)) 1
Rα+1(s)
dR(s)
= lim
t→∞
(
1
R(τ)
R(t) − λ lnR(t) + λ lnR(τ) − 1
)
= ∞
and when α = 1,
lim
t→∞
1
Rλ−α(t)
t∫
τ
(
Rλ(t) − λR(s)Rλ−1(t)) 1
Rα+1(s)
dR(s)
= lim
t→∞
(
R−α(τ )
α
Rα(t) + λ
1 − αR
1−α(τ )Rα−1(t) − 1
α
− λ
1 − α
)
= ∞,
then for any µ > 0, α > 0 and λ > α0, we have
lim sup
t→∞
1
Rλ−α(t)
t∫
τ
[
R(t) − R(s)]λ µr−(1/α)(s)
Rα+1(s)
ds = ∞ > λ
α+1
(α + 1)α+1(λ − α) ,
i.e., (20) holds. Applying Theorem 5, we find that Eq. (24) is oscillatory for µ >
αα+10 /(α + 1)α+1.
Remark. The explicit equations which satisfy the hypotheses of Example 2 are infinite.
For instance, we choose 0 < r(t)  (kt)α with certain positive constant k for t  0; here
we omit the details. In particular, when r(t) ≡ 1 for t  t0 := 0 and α = 1, then R(t) = t
and Eq. (24) reduces to Eq. (23). In this case, αα+10 /(α + 1)α+1 = 1/4, then Example 2 is
consistent with the well-known result of Eq. (23) that Eq. (23) is oscillatory if µ > 1/4 and
to a certain extent it also reveals the construction of the Euler equation (23).
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