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Resumo – O presente trabalho possui como objetivo apresentar uma revisão sobre os
métodos desenvolvidos para classificação espectral. Os classificadores espectrais que
visam à identificação realizam uma comparação do espectro da imagem (EI) com um
espectro de referência (ER), proveniente de bibliotecas espectrais ou de membros finais
das imagens. As principais diferenças entre os métodos são basicamente duas: (a)
opção do emprego da remoção do contínuo e (b) o critério de similaridade a partir do
ajuste linear. A remoção do contínuo tem como propósito enfatizar as feições de absorção
a partir da retirada do background utilizando uma função matemática, geralmente, o
spline cúbico. Os critérios de similaridade são oriundos da regressão linear e do ajuste
por mínimos quadrados sendo assim utilizadas formulações do coeficiente de correlação
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e do erro padrão. Serão descritos os algoritmos dos principais métodos existentes:
Spectral Angle Mapper (SAM), Spectral Feature Fitting (SFF), Spectral Correlation
Mapper (SCM) e o coeficiente de determinação utilizado pelo Tricorder e Tetracorder.
Palavras – Chave – mistura espectral, classificação espectral, sensoriamento remoto.
Abstract – This present work has as objective to present a review about the methods
developed for spectral classification. The spectral classifiers that focus in the
identification perform a comparison of spectrum (EI) of the image with a reference
spectrum (ER), obtained from the spectral library or the image endmembers. The main
differences between these methods are basically two: (a) the option to employ continuum
removal, and (b) the similarity criterion based on linear fitting. Continuum removal has
as purpose to emphasize the absorption features from the background removal utilizing
a mathematical function, generally, the cubic spline. The similarity criteria are originated
from linear regression and by minimum squares fitting so utilizing formulations of the
correlation coefficient and the standard error. It will be described the algorithms of the
main existing methods: Spectral Angle Mapper (SAM), Spectral Feature Fitting (SFF),
Spectral Correlation Mapper (SCM), and coefficient of determination utilized by Tricorder
and Tetracorder.
Keywords – spectral mixture, spectral classification, remote sensing.
INTRODUÇÃO
Os classificadores espectrais para identificação baseiam-se na comparação do
espectro da imagem (EI) com um espectro de referência (ER), proveniente de
bibliotecas espectrais ou de membros finais das imagens. A comparação é
realizada por intermédio de um critério de similaridade. Desta forma, a
identificação do material procurado é feita segundo o ajuste obtido entre as
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duas curvas espectrais. Quanto melhor for o ajuste, maior será a probabilidade
da existência do material de referência no pixel da imagem.
O objetivo desse tipo de classificação é responder aonde existe o espectro
procurado, sem importar com a sua quantidade no pixel. Basicamente procura-
se identificar a existência ou não do espectro de referência. Esse fato torna-se
importante, pois em muitos casos ocorrem equívocos com a utilização de métodos
de quantificação com o objetivo de identificar ou vice-versa. Os procedimentos
de quantificação apresentam resultados coerentes quando o material procurado
apresenta um predomínio no pixel, em caso contrário, quando as proporções do
material de interesse são baixas esses métodos assinalam a inexistência do
material decorrendo em erro.
Um dos primeiros métodos desenvolvidos com esse objetivo foi o método
Binary Encoding (Mazer et al., 1988). Os demais métodos desenvolvidos
foram baseados no ajuste linear entre o espectro da imagem e o espectro de
referência. Desta forma, os critérios de similaridade considerados são medidas
de correlação e de erro médio da regressão linear. Por causa disso observa-se
que o efeito provocando pelo sombreamento que é proveniente de um ganho
arbitrário é minimizado ou anulado. Além dos critérios de similaridade outra
variação entre os métodos é o emprego de curvas espectrais com ou sem a
remoção do contínuo. O emprego dessa técnica permite realçar as feições de
absorção que são geralmente as principais características para identificação do
material. Portanto, as principais diferenças entre os métodos são basicamente
duas: (a) opção do emprego da remoção do contínuo e (b) o critério de
similaridade a partir do ajuste linear.
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O presente trabalho possui como propósito descrever os principais métodos
de classificação espectral para identificação realizando uma comparação e
salientando as principais características de cada procedimento.
REMOÇÃO DO CONTÍNUO
A remoção do contínuo tem como propósito enfatizar as feições de absorção
a partir da retirada do background utilizando uma função matemática,
geralmente, o spline cúbico (Clark et al., 1990). Essa função gera uma linha
contínua que se ajusta ao background do espectro proporcionando o realce
das feições de absorção (Clark, 1980, 1981b, 1983; Clark & Lucey, 1984; Clark
& Roush, 1984; Clark et al., 1990; McCord et al., 1981; Singer, 1981). A obtenção
do espectro removido do contínuo (Ec) é obtida pela simples divisão do espectro




EEc =                                               (1)
A Figura 1 mostra a seqüência dos procedimentos para a remoção do
contínuo da feição espectral da caulinita (Figura 1a). Inicialmente delineia-se
a curva do contínuo sobre o espectro da caulinita (Figura 1b). Determinada a
reta, efetua-se a divisão entre a curva espectral e o seu respectivo contínuo.
Isso proporciona um nivelamento da feição a partir da linha estabelecida, que é
rebatida para um valor unitário (Figura 1c).
A partir das curvas sem o contínuo realiza-se o processo de classificação
pelo método da regressão linear.
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Figura 1 – Etapas para a remoção do contínuo de um espectro.
CRITÉRIOS DE SIMILARIDADE POR AJUSTE LINEAR
O procedimento baseia-se em estabelecer o grau de ajuste de uma regressão
linear com apenas uma variável independente. Podemos considerar a variável
independente (X) sendo o espectro da imagem (EI) e a variável dependente
(Y) como o espectro de referência (ER) ou podemos empregar de forma inversa.
O emprego de um ou outro procedimento apresenta diferenças que são
posteriormente discutidas. No presente tópico para descrever os fundamentos
da regressão linear é adotada a regressão onde Y = ER e X = EI sendo expressa
pela seguinte equação:
bEIaER +=                                          (2)
Quanto maior a similaridade entre o ER e o EI, maior é a aderência da
distribuição dos dados em uma reta. Como exemplificação, a Figura 2 compara
um determinado ER com dois EI (EI1, EI2). Observa-se, nesse caso hipotético,
que o EI1 apresenta maior grau similaridade ao ER, do que o EI2.
Os valores do coeficiente angular (b) e o linear (a) da reta gerada são obtidos
pelas seguintes equações:
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a ii ∑∑ −=                                     (4)
ou,
         EIbERa −=                                            (5)
Desta forma, a reta da regressão que estima o valor de ER (ÊR) a partir de
EI torna-se:
ii bEIaÊR +=                                          (6)
Todo o valor estimado ÊR ocorre dentro de um certo intervalo de confiança.
Para definir esse intervalo é necessário descrever os três termos que definem
a variação da variável dependente.
• A soma total dos quadrados (SQt).
A SQt representa a variância do ER. A sua formulação é descrita pelo desvio
dos pontos de ER em relação à sua média ( ER ) :
( )∑ −= 2ERERSQt i                                      (7)
• A soma dos quadrados da regressão (SQr)
A SQr representa a variância do ÊR, ou seja, o desvio dos pontos de ÊR em
relação à sua média. Como a média do ÊR é igual a do ER, temos que:
( )∑ −= 2ERÊRSQr i                                       (8)
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Figura 2. Relação entre um espectro de referência (ER) e dois espectros de
uma imagem (EI1 e EI2): (a) tabela dos dados, (b) curvas relativas aos espec-
tros, (c) diagrama de dispersão entre ER e EI1, e (d) diagrama de dispersão
entre ER e EI2.
Para exemplificar o comportamento do SQr a Tabela 1 apresenta os valores
de ÊR para os dados presentes na Figura 1. O ΣÊR é igual ao ΣER e como
conseqüência suas médias (0,13625) também.
Quanto melhor for o ajuste da regressão linear, maior é a variância de ÊR e
maior é o valor obtido para o SQr. A Figura 3 ilustra as retas de regressão para
os dados ÊR1 (variância próxima do ER) e ÊR2 (praticamente nula).
O valor máximo que o SQr pode adquirir é igual ao SQt. Com base nessa
constatação estipula-se um coeficiente de confiança para a regressão denominado
de coeficiente de determinação:
Amostras Er Ei1 Ei2
1 0,20 0,20 0,18
2 0,15 0,17 0,15
3 0,10 0,14 0,14
4 0,05 0,11 0,18
5 0,09 0,13 0,18
6 0,13 0,15 0,15
7 0,17 0,17 0,11
8 0,20 0,20 0,20
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SQt
SQrR =2                                                    (9)
Observa-se que quando existe um perfeito ajuste dos dados segundo uma
regressão linear, o SQr se iguala ao SQt resultando em um R2 igual a 1. A raiz
quadrada desse coeficiente é conhecida como sendo o coeficiente de correlação
R.
SQt
SQrR =                                             (10)
O R varia de 0 a 1, podendo ser expresso em porcentagem. No entanto, o
coeficiente de correlação R não considera a correlação negativa. Como todos
os termos das equações 9 e 10 estão ao quadrado, a correlação negativa
acaba sendo convertida para o campo da correlação positiva.
Tabela 1 - Análise dos dados obtidos com a regressão.
Amostras Êr1 Êr2 (Êr1 - Er)
2 (Êr2 - Er)
2
1 20.45283 13.66879 46.61927 0.001918
2 15.48714 13.59873 3.467549 0.00069
3 10.52144 13.57537 9.63208 0.002463
4 5.555746 13.66879 65.11286 0.001918
5 8.866209 13.66879 22.64609 0.001918
6 12.17667 13.59873 2.097653 0.00069
7 15.48714 13.50531 3.467549 0.014326
8 20.45283 13.7155 46.61927 0.00819
Σ 109 109 199.6623 0.032113
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             a
        b
Figura 3 – Gráfico de dispersão dos dados referentes a ÊR e ER com relação:
(a) EI1 e (b) EI2.
• A Soma dos Quadrados dos desvios (SQd)
A SQd expressa o erro da regressão sendo obtida pela seguinte formulação:
SQrSQtSQd −=                                   (11)
Que também pode ser apresentada como:
( )∑ −= 2ii ÊRERSQd
                             (12)
O SQd é denominado de Erro Médio Quadrático. Quanto menor for o valor
do SQr, maior é o ajuste da regressão e maior a probabilidade da existência da
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mesma unidade de medida dos dados, sendo também conhecida como erro
padrão da estimativa:
( )∑ −= 2ii ERÊRErro                                         (13)
O erro é um importante parâmetro para definir o grau de similaridade entre
as curvas.
CLASSIFICADORES ESPECTRAIS QUE UTILIZAM
COEFICIENTES DE CORRELAÇÃO
Além do coeficiente de determinação R2 (Eq. 9) e o seu respectivo coeficiente
de correlação R (Eq. 10) existe também um coeficiente de correlação (CC)








                                    (12)
No entanto, essa formulação também é incapaz de detectar correlações
negativas e apresenta algumas variações em relação ao coeficiente R. Um
aprimoramento dessa formulação é o coeficiente de correlação de Pearson
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Uma grande vantagem dessa formulação é que apresenta uma mesma
eficiência do coeficiente R e ainda possui a capacidade de detectar correlações
negativas.
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Os principais classificadores espectrais de identificação são propostos a partir
dessas três medidas de correlação (coeficiente de determinação, coeficiente de
correlação e coeficiente de correlação de Pearson).
CRITÉRIO DE SIMILARIDADE DO MÉTODO TRICORDER.
O Tricorder proposto por Clark & Swayze (1995), utiliza como critério de
similaridade uma simplificação do coeficiente de determinação (R2). Quando o
contínuo é removido pode-se adotar uma simplificação do procedimento de
regressão linear baseada em uma interessante relação matemática entre os
coeficientes da regressão linear que é expressa como:
ba −= 1                                    (14)
Desta forma, pode-se descrever esses coeficientes pelo emprego de um
único fator k (Clark et al., 1990), sendo:
k




                                        (16)
Portanto o espectro removido do contínuo previsto pelo método de regressão
linear (ÊRc) expressa uma relação matemática onde o ajuste das feições de
absorção é obtido pela simples operação de uma constante (k) ao espectro





                                   (17)
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A relação descrita não alterada considerando tanto Y=ERc e X=EIc ou o
inverso Y=EIc e X=ERc. Tanto o coeficiente angular quanto o coeficiente de
correlação apresentam-se inalterados por essa simplificação podendo-se utili-
zar qualquer uma das abordagens para a obtenção dos resultados do Tricorder.
A metodologia do Tricorder vem sendo testada e aprimorada, principalmente
pelos pesquisadores da USGS (United States Geological Survey), para o
mapeamento mineralógico e geológico em várias localidades como em Canon
City, Colorado (Clark et al., 1991), Cuprite, Nevada (Clark et al., 1991; Swayze
et al., 1992, 1998a), Canyonlands, Utah (Clark et al., 1992a), Death Valley
(Crowley & Clark, 1992), Summitville, sudoeste do Colorado (Duncan et al.,
1998; Dalton et al., 1998) e nas fontes termais do Yellowstone National Park
(Livo et al., 1999). Também, muitos dos trabalhos apresentam como enfoque a
detecção de fontes de contaminação em regiões de minas abandonadas que
coloca em risco o meio ambiente (King et al., 1995; Clark et al., 1996; Clark et
al., 1998; Swayze et al., 1996, 1998b; Livo et al., 1998). Com relação à vegeta-
ção, trabalhos têm sido desenvolvidos no Yellowstone National Park (Kokaly et
al., 1998).
É importante enfocar que o Tricorder não utiliza o critério de similaridade R2
somente para a classificação. Esse método apresenta outros procedimentos
complementares para a detecção do elemento procurado como a posição da
feição espectral, as feições espectrais de emissão, a profundidade das bandas
entre outros (Clark et al., 1992b). O Tricorder com o acréscimo de novas
funções foi ampliado em uma nova versão denominada de Tetracorder (Clark
et al., 2003).
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MÉTODO SAM
A formulação matemática do SAM (Kruse et al., 1993a) é oriunda da equação












SAM α                      (18)
Desta forma, temos que o valor do SAM é expresso em radianos, sendo
que, quanto menor o ângulo α, maior é a similaridade entre as curvas. O ângulo
α, determinado pela função arco – coseno, apresenta uma variação entre 0o
até 90o. O método SAM herda os problemas do coeficiente de correlação não
normalizado pela média, ou seja, a incapacidade de detectar os falsos positivos
(Carvalho & Meneses, 2000).
O SAM é um dos métodos de classificação espectral mais utilizado. Esse
método foi utilizado em muitas pesquisas como: estudos de região semi-árida
(Conel et al., 1992; Yuhas et al., 1992); mapeamento geológico (Baugh et al.,
1998; Bogliolo et al., 1998; McCubbin et al., 1998; Riaza et al., 1998; Rowan
& Mars, 2003), estudos da superfície lunar (Pinori & Bellucci, 2001), entre
outros.
MÉTODO SCM
Esse método foi proposto por Carvalho & Menezes (2000) sendo oriundo do
coeficiente de correlação de Pearson. Apresenta como vantagem em relação
aos métodos anteriores a capacidade de detecção da correlação negativa e
melhor ajuste na presença de mistura espectral.
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Esse método por se fundamentar na correlação de Pearson, variando de –1
até 1, diferentemente do cos(SAM), que varia de 0 até 1. O SCM também pode
ser expresso na forma de ângulo. Para tanto, os valores relativos à correlação
negativa adquirem valores nulos e é aplicada a função arco-coseno sobre os
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CLASSIFICADORES ESPECTRAIS QUE UTILIZAM MEDIDAS
DE ERRO
A regressão linear entre os espectros pode ser realizada de duas formas consi-
derando o ER como termo dependente ou o EI. Essas variantes da forma de
realizar a regressão apresentam particularidades para os valores de erro médio
e mantêm-se inalterada para os valores de correlação.
A regressão do tipo Y=ER possui como a variável dependente sempre um
dado fixo e gera imagens de erro padrão e de coeficientes de correlação (R)
que são descritas por uma função. Como exemplo, a Figura 4 mostra os gráfi-
cos de dispersão dos valores de erro médio considerando Y=ER, R e SCM para
a detecção do mineral caulinita em uma imagem hiperespectral. Nesse gráfico
são representados todos os pixels da imagem tratada que se distribuem confor-
me uma função parabólica. Observa-se que o emprego do SCM apresenta van-
tagens em relação aos dois demais métodos por detectar os pixels com correla-
ção negativa.
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Figura 4 – Gráfico de dispersão entre: (a) Erro Padrão onde Y=ER e R, e (b)
Erro Padrão onde Y=ER e SCM para o mineral de caulinita em uma imagem.
Em contraposição a regressão onde Y=EI caracteriza-se por gerar uma
imagem de erro que não estabelece uma função com as imagens R ou SCM. A
comparação das imagens dos erros considerando Y=EI e Y=ER apresenta uma
intensa diferença visual. A Figura 5 mostra um diagrama de dispersão entre
imagens referentes aos dois tipos de erro para a caulinita. Observa-se a
existência de valores altos para um tipo de erro e baixo para outro o que constata
a inexistência de correlação entre esses dois parâmetros. Desta forma, o
emprego do erro do tipo Y=EI apresenta um resultado pior que o erro Y=ER
devendo-se ter cuidados especiais no seu uso.
MÉTODO SPECTRAL FEATURE FITTING
Na mesma concepção metodológica do Tricorder/Tetracorder, existe um módulo
dentro do ENVI para realizar um procedimento análogo, denominado de Spectral
Feature Fitting (SFF). O método SFF consiste em uma simplificação do método
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realizam também as seguintes funções: (a) remoção do efeito do background;
(b) cálculo da profundidade da banda de absorção, e (c) comparação de espectros
sendo que o SFF utiliza o erro do tipo Y=EI e o Tricorder/Tetracorder emprega
o coeficiente de determinação (R2). A comparação dos dois métodos por um
diagrama de dispersão evidencia as pronunciadas diferenças entre os dois
métodos (Figura 6).
Figura 5 – Diagrama de dispersão entre as imagens dos erros do tipo Y=ER e
Y=EI para a feição da caulinita.
Figura 6 – Gráfico de dispersão entre as imagens conforme o método Tricorder
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CONSIDERAÇÕES FINAIS
Os dois principais fatores para a distinção dos classificadores espectrais são o
critério de similaridade adotado e a utilização ou não da remoção do contínuo. A
Tabela 2 apresenta uma síntese dos diferentes métodos para a classificação
espectral. A apresentação dos métodos conforme esse prisma permite
estabelecer uma relação entre as diferentes estratégias adotadas para a
classificação espectral. Dentre os critérios de similaridade o que apresenta
melhores resultados é a correlação de Pearson, pois possui a vantagem de ser
o único procedimento capaz de detectar a correlação negativa. O emprego ou
não da remoção do contínuo deve ser avaliado, considerando o espectro a ser
procurado. Esse procedimento intensifica as feições de absorção que
caracterizam os materiais, mas infelizmente, intensifica também os ruídos. Desta
forma, no método SCM fica a critério do usuário estabelecer o uso ou não da
remoção do contínuo.
Tabela 2. Principais métodos de classificação espectral.
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