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I. INTRODUCTION 
In recent years there has been an increasing interest in infinite delay 
equations. The main reason is that equations of this type are becoming 
more and more important for different applications. The theory of 
existence, uniqueness, continuation of solutions, and continuous depen- 
dence on initial data is developed by Driver [Z], Hale and Kato [S], Kap- 
pel and Schappacher [6]. Driver [2], Grimmer and Seifert [3, 121, 
Kato [7], Terjeki [13] discuss the stability heory for functional differen- 
tial equations with infinite d lay. The question of convergence of solutions 
is also appropriate for delay differential equations where any constant is a 
solution, since for this case, asymptotic stability of any solution is 
impossible. In [ 10, 1 l] Parrott gives sufficient conditions for the con- 
vergence of solutions of infinite d lay differential equations. These methods 
are not applicable, when the right-hand side of the equation is the sum of 
an ordinary and a functional part of the same order. But such equations 
occur in the applications (see, e.g., [1,4]). 
In this paper conditions are given to guarantee the existence of the limit 
as t + 00 of Liapunov functions along the solutions of functional differen- 
tial equations with infinite d lay. The proof of the main theorem is based 
on differential nequalities. We work in a general state space, for which the 
fundamental theories have been developed in [S, 61. Applications are given 
for C, and Tkp (defined in Sect. 2). Our result can be applied to prove the 
convergence of solutions even if the ordinary and functional part of the 
right-hand side of the equation have the same order. 
*This paper was written in part while the author was a visiting faculty member at 
Memphis State University. 
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2. NOTATIONS AND DEFINITIONS 
Let R”, R, R+, R be the n-dimensional vector space, the set of real 
numbers, the set of nonnegative and nonpositive real numbers, respectively, 
and let 1.1 denote a norm in R”. Let B be a real vector space of R”-valued 
functions defined on R , which is endowed with a semi-norm 1. le. If 
x: ( - co, A) -+ R”, A E R, is a given function, let x, : R - --+ R”, for each 
t E (- co, A), be defined by x,(s) = x(t + s), s E R -~. 
Consider the functional differential equation with infinite d lay 
x’( 2) = F( t, xt), (1) 
where F: R + x B -+ R”. 
Let (to, cp) ER + x B be given. A function x(.) is said to be a solution of 
(1) on [[,,&,+A) through (to,~), where O<A<co, if x(.) is defined on 
(-a, to+A), absolutely continuous on bounded subintervals of 
[&,t,+A), (t,x,)~R+ xBforalmostal1 t~[&,t~+A),x,,=cpand(l)is 
satisfied almost everywhere on [to, t, + A). 
Denote by x(t,, cp) any noncontinuable solution of (1) through (to, q) 
and by x(t,, q)(t) its value at t. 
In this paper we suppose that the function F and the vector space B have 
properties to guarantee the existence of x(t,, cp) on [to, co). In [S, 61 suf- 
ficient conditions for F and B are given for the existence and continuation 
of solutions. For example, the spaces C( -r, 0), C,, 2’kp satisfy these 
axioms, where 
(i) C( -r, 0), r > 0, is the space of functions cp: R- + R” that are 
continuous on C-r, 0) with the semi-norm 
lcPIC(-,,oj= sup I&)l. 
r<s<O 
(ii) C,, y E R, denotes the space of continuous functions cp: R - + R” 
having the limit lim s-+-cc 8” q(s) with norm 
blc, = w+ Ids)l. 
SGO 
(iii) Suppose that 1 6 p < cc and k: R ~ + R + is a function so that k 
is locally integrable over R - and for all t > 0 
ess. sup k(s) < co, 
-t<.S<O 
and there exists a function K: R ~ -+ R + such that for almost all .YE R 
and all TV R-, 
k(t+s)<K(t) k(s). 
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Y,$ is the vector space of all measurable functions CQ: R- -+ R” such that 
with the semi-norm 
By a Liapunov function we mean a continuous, locally Lipschitzian 
function V: R f x R” + R +. The upper right-hand derivative D(:,V of a 
Liapunov function V with respect o system (1) is defined by 
7 
~,:,W, d=pJ f Cut+& cp(o)+wG cp))- V(t, do))1 - + 
((f, cp)~R+ xB). 
We remark that if x(.) = x(t,, cp)(.) is a solution of (1) on [to, to + A), 
then V(., x(.)) is absolutely continuous on bounded subintervals of 
[to, t, + A) and 
0;) V(t, x,) = V’(h x(t)) 
a.e. on [to, to + A). 
For a Liapunov function V and cp E B, 0 d t, < t,, define the functional 
W as follows 
For a Liapunov function V and given numbers E > 0, v] > 0, 0 < t, < t,, let 
S( v, E, v, t,, f2) 
3. THE MAIN RESULT 
The main result guarantees the existence of the limit of a Liapunov 
function along solutions of (1) as t + co. 
We first give a simple differential inequality, which is a special case of a 
result of Lakshmikantham and Leela [9, Theorem 1.10.21. 
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LEMMA. If u: R + -+ R + is absolutely continuous on bounded subintervals 
ofRf,p,q:R+dR+, p,qEL’(R+), AER, TER+ and 
u’(t) 6 CA - u(t)1 p(t) + q(t) (a.e. on [T, co)), 
u(T)=u,, 
then 
u(t)<A+(u,--A)exp (+W) 
+f~q(s)exp(-l:p(r)dr)ds ObT). 
THEOREM 1. Suppose that for a Liapunov function V there exist functions 
~(:R+xR+x(0,a)+R+, fl:R+xR+xB+R+, y:(O,co)+(O,co), 
n: (0, co ) + (0, co ), and a number r E R + such that 
(i) foreveryu~O,v>O,and~pB, 
I 
5 
46 u, v) dt 6 y(v), 
u
(2) 
(3) 
(ii) if~>O, 06t,<t,+r<tz<t, and 
cp ES( K 6 v-C&), t3t), V(t, do)) = wt2, 4 CPL (4) 
then 
q, V(t, cp) G c Tt, > 6 cp) - V(t3 (P(O))1 dt, t2, &I + B(t, t, 9 cp,,-,I. (5) 
Then for each (to, cp) ER+ x B the Zimit lim,,, V(t, x(t,, q)(t)) exists. 
Proof Let x(t,, cp)(.) be a solution of (1) on [to, co), and let 
v(t) = V(t, x(t,, q)(t)), t3 to. We first prove that v is bounded on [to, co). 
Let 
ul(t)=max(l, ,oy~$,v(s)l (t 2 to), . . 
S,={tfz[t,+r,co):u,(t)=v(t)). 
Clearly u1 is absolutely continuous on bounded subintervals of [to, co). It 
iS easy to see that if tE [to +r, co)\,!?,, then u;(t)=0 and 
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u;(t) < max{u’(t), 0}, a.e. on Si. Apply condition (ii) setting tE S,, tl = to, 
t, = t, E = u(t2). We obtain 
40) GmaxMt, to, x,,), 01 = BP, to, cp) (a.e. on S,). 
Since /I is nonnegative 
u;(t) d B(t, to7 cp) (a.e. on [to + r, co)). 
Hence, by using the lemma and condition (3), it follows that u1 is bounded 
on [to, co). This implies that v is also bounded on [to, co). 
Assume that the limit lim, _ o. u(t) does not exist. Then there are num- 
bers E, a, b such that O<~<b<a<2~, a-b-cl](~), ih,,, u(t)=a, 
lim --I-cc u(t) < b. Let 6, t, be defined such that 
0<6<min 
(a-b) e-Y(E) 
2(1-e-Y(E)) (6) 
t,Bt, and u(t)<u++ for tat,. By using condition (3), we have 
/I(., tl,x,,)EL1([tl, co)). From this and lh,,u(t)<b it follows that 
there exists a number t, such that t2 > t, + r, u(tZ) = b and 
5 O” P( 
‘2 
s, tl,x,,)ds<(~-b~e-Y”). 
Define 
u*(t) = max u(s) 
QGS<l 
s2= (tE [t2, co):U*(t)=U(t)}. 
Clearly u2 is absolutely continuous on bounded intervals of [t2, co). It is 
easy to verify that if t E Cl*, cx3 I\&, then z&(t) = 0, and 
u;(t) d max{ u’( t), 0} a.e. on S2. Obviously 
x, E S( K 6, d(E), t,, t), u(t) = max u(s) 
f2<S<f (1 E S2). 
Thus, by condition (ii), u2(t) Q a + 6 for t > t,, and the nonnegativity of tl, 
fi, we have 
40) 9 Ca + 6 - u,(t)1 4t, tz,E) + P(t, t, 7x,,) (8) 
a.e. on S2. From the nonnegativity of the right-hand side of (8) it follows 
that relation (8) is also valid a.e. on [t,, co). Apply the lemma setting 
obtain 
( J 
, 
u*(t) <a+ 6 + (b -a-6)exp - 48, t,, ~1 ds 
12 ) 
I, x,,) exp - 
(1 
, 
(t a tz). (9) 
., 
514 TIBOR KRISZTIN 
U(.) = UZ(.), P(.) = a(., t2, E), q(.) = B(., t,, x,,), A = a + 6, T= t,, u,, = b. We 
Inequalities (2), (6), (7), and (9) imply that 
u2(t)da+6+(b-a-6)e-Y’“‘+ 
(a-b)e ml(L)<a 
2 
(tat,). (10) 
From (10) and the definition of u2 we get hm, _ x, u(t) < a, which is a con- 
tradiction. This completes the proof. 
Theorem 1 implies easily a corollary for the finite delay case (i.e. 
B= C( -r, 0)), which is the main result of [S]. 
COROLLARY. Let r > 0 and B = C( -r, 0). Suppose that for a Liapunov 
function V there exist functions [, u]: (0, co) + (0, CE ) such that ifs > 0, t 2 0, 
and cp E S( V, E, V(E), t-r, t), then 
0,:) V(t. cp) 6 t(&)C Wt - r, t, cp) - V(t, dO))l. 
Then for each (t,,q)ER+xC(-r,O) the limit lim,,, V(t,x(t,,q)(t)) 
exists. 
Remark 1. If lim, Y, _ ~. V(t, X) = a~, for every t E R+ in addition to the 
assumptions of Theorem I, and the existence of x(t,, cp) is not assumed on 
[to, co), but local existence is on some interval [t,, t, + A), 0 < A 6 M, and 
A < co implies lim, _ (,,+ 4 I.x(t,,, cp)(t)( = co, then it can also be proved 
that any solution x(t,,, VP) of (1 ), (to, q) E R + x B, is continuable on 
[to, ml. 
4. APPLICATIONS AND EXAMPLES 
I. Consider the equation 
x’(t) =J‘(t, x(t)) + g(t, x,1, (11) 
where .f: R c x R” + R”, g: Rf x B-+ R” are continuous functions. 
Equation ( 11) is a special form of ( 1 ), when F( t, cp) = f (t, q(O)) + g( t, cp). 
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THEOREM 2. Suppose that the functions h:R+xR+-+R+, 
L:(O,co)xR++R+,p,q:R+-+R’, anduL:R+xR-+[O,l] have the 
,following properties: 
(i) h(t, .) is nondecreasing, for each E > 0 the function h(t, .) is 
Lipschitzian o [E, 2~1 with the Lipschitz constant L(E, t); 
(ii) p(t, .) is nondecreasing and continuous from the right on R -, 
lim, _ _ r u( t, s) = 0, and for all u >, 0, u > 0, 
I a L(u, t) p(t, u- t) dt d q(v); u 
(iii) PEL’(RI). 
Iffor every t,uERf, XER”, ~IEB, 
-1 
lim ii-o+ 3 [lx + hf(t, x)1 - Ix11 e -hU, lxl), 
(12) 
(13) 
lg(t, CPM G/O h(t, Ids)l) ds/$t, s)+ p(t), (14) -cc 
m 
s i 
u-r 
h(t, Icp(s+t-u)l)d,~(t,s)dt<oo, 
u x 
(15) 
then for each solution x(t,, rp)(.) of (1 1 ), (to, cp) ER + x B, the limit 
lim,, m Ix(t,, q)(t)1 exists. 
Proof Apply Theorem 1 setting V(t, x) = 1x1, 
u(t, u, 0) = L(v, t) p(t, u - t), 
B(t, u, d=/“-‘W, Ids+t-u)l)dAt, s)+p(t), -2 
y(u) = q(u), q(u) = u, and r = 0. Inequalities (12) and (15) and property (iii) 
imply that CI, /& y satisfy condition (i) of Theorem 1. Using properties (i), 
(ii), (iii) we can check condition (ii) of Theorem 1 as follows: if E > 0, 
OGtIGtt,Gt, ~PES(V,E,E,~~,~), and Icp~~~l=~~plz-,~~~oIcp~~)l, then 
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This completes the proof. 
II. Consider the scalar equation 
x’(t)= -a(t)x(t)+b(t)x(t-r(t)), (16) 
where a, b: R + -+ R, r: R + + R + are continuous functions. 
THEOREM 3. Suppose that 
0) Ill <a(t) for t 20, 
(ii) lim ,,,C~-~(t)l=Q 
(iii) lim,, co j:-r(u) Ib(f)l dt< ~0, 
(iv) for eoery u > 0, q E B, 
s lb(t)1 .Id?-- r(t) - u)l dt < 00, A(u) 
where ,4(u)= {s:s-r(s)<u<s}. Then for each (to, (P)ER+ xB the 
solution x(t,, cp) of (16) tends to a constant as t + co. 
Proof Clearly we can apply Theorem 2 by putting f(t, x) = -a(t)x, 
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g(4 cp) = b(t) cp(-r(t)), 44 xl = P(t)1 x, L(o, t) = Ht)l, pt.1 = 0, 
q(u) = sup,20 j,+j lb(t)1 4 
At, s) = 
i 
0 if s< -r(t), 
l if -r(t)<s<O, 
and R” = R. 
Remark 2. For example, the space C,, y E R, satisfies condition (iv) of 
Theorem 3 for any continuous function b(t). 
In [Z, 7, 111, Eq. (16) is studied provided that lb(t)1 <a(t)@, t 20, 
O<O<l, lim,,, [t-r(t)]=co. In the case a(.)=-a>O asymptotic 
stability is proved by Driver [2], and in the case a(.) = a > 0, Et - N < 
t - r(t) < t, t 2 0, E > 0, equi-asymptotic stability is proved by Kato [7] 
for the zero solution of (16), considered as an equation on R+ x C,, 
y >o. Parrott shows that each solution x(t,, cp) of (16), 
(to,cp)ER+xBC((-cO,O],R), tends to a constant as t-+cO, and if 
j? u(t) dt = co, then the zero solution is asymptotically stable. 
BC(( - co, 01, R) denotes the space of bounded continuous functions map- 
ping ( - co, 0] into R. Clearly BC c C, for any y > 0. 
Conditions of Theorem 3 and jr u(t) dt = co do not imply convergence 
to zero, since any constant is a solution of (16), when b(t) = u(t), t 2 0. 
Assumption (iii) of Theorem 3 cannot be omitted. We show that there 
exist continuous functions x, r, cp such that r(t) > 0, t 2 0, 
lim , - oc Ct - r(t)1 = 00, cp ECo, 4s) = q(s), s 6 0, 
x’(t)= -x(t)+x(t-r(t)) (r20) (17) 
and lim, _ o. x(t) > lim --f-m x(t). Let 
if s< -1, 
if -l<SdO. 
Functions x, r and a sequence { tn} can be constructed by the method of 
steps as follows: let tc,=t_,= -1, tO=O, x(s)=(p(s), s<O, and suppose 
that t,, t, ,..., t,, and x(t), r(t), 0 <t < tdkr are defined so that x is a solution 
of (17) through (0, cp) on [0, t,,] and t,, - r(t,k) = t,,-,. Define t4k+, , 
x(t), r(t), t, < t < t kl 1 4k+l: f4k+l>t4k, t-r(t)=t4k--2fortE[t4k,t4k+I],xiS 
a solution of (17) on [t4k, t4k+i] and x(t4k+1)<x(t4k-2)+(1/24k+2). Let 
t4k+2, x(t), r(t) for tE [f4k+l, t4k.21 be chosen such that f4k+2>t4k+l, 
t4k + 2 - r(t4k+2)=t4k, X is a solution of (17) on [t4k+l, t&+2] and 
x(t4k+2)<x(t4k+l)+(1/24k+3). Let t4k+3>t4k+2 be so that t-rr(t)=t,, 
for tE [t4k+2, t4k+3]r x is a solution of (17) on [t4k+2, t4k+3], and 
X(f4k+3)~X(t4k)-(1/24k+4). Define f4k+49 x(t), r(t) for te [t4kt3? t4k+41, 
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as follows: t4k+4>t4k+3, t4,+4-r(t4k+4)=t4k+2, x is a solution of (17) 
for t E [t,, +3, t,,+,] and x(t4k+4)>x(t4k+3)-(1/24k+5). It is easy to see 
that t4k +4 - t,, -+ cc as k --t in, and condition (iii) of Theorem 3 is not 
satisfied. ~~~O((1/24k+2)+(1/24k+3)+(1/24k+4)+(1/24k+5))=~ implies 
iii5 I-m x(t)>!&&, m x(t). 
III. Let us consider the scalar equation 
x’(t) = -a(t) x”(t) + j” b(t, s, x( t + s)) ds + c(t), (18) 
-Ix: 
wherea,c:Rf-+R,b:R+xR-xR -P R are continuous functions, a > 0 is 
the quotient of odd integers. 
In the next two theorems suflkient conditions are given for the con- 
vergence of solutions of (18) in the state spaces R + x C, and R + x 9;. 
THEOREM 4. Assume that 
(i) there exists afunction m: R + x R + R + and a positive number y 
such that 
lb(t, s, r)l <m(t, s) lrl’ ((t,s,r)ER+xR- xR), (19) 
s 
0 
m( t, s) ds < a(t) (tER+), 
,x, 
(20) 
03 
i‘ i 
U-, 
m(t s) eqlu-I-J.) ds dt < K (u > 0). (21) 
u - 50 
(ii) CEL’(R+). 
Then .for each solution x(t,, cp) of (18), considered as an equation on 
[to, co) x C,,, (to, (P)E R+ x C,., the limit lim,, .~ x(t,, cp)(t) exists. 
Prooj Apply Theorem 2 setting R” = R, B = C,,, 
f( t, x) = -u(r) x1, g(t, cp)= j”. b(t, s, ds)) ds + 4th 
h(t,x)= j” 
( 
m( t, s) ds 
> 
x’, p(t) = Ic(t)l, 
~~ 72 
L(u, t)= 
( 
j” m(t,s)ds a.max{x”-‘:v<xd2uf, 
-r > 
q(v)=Ka.max{x’-‘:v<x<2v} 
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and 
i 
Ssco m(t’ u)du if j” m(t u)duzO 
S”,m(t,u)du -a ’ ’ 
PL(4 s)= 
0 
0 if 
i 
m(t, u)du=O. 
-z 
Inequality (21) implies for u 3 0, u > 0, 
cc 
J‘ s 
U-f 
=a m(t,s)dsdt.max{x”. ‘:u<xf2u} 
u ~ % 
If cp E C,, then Iv(s)1 6 K,e-Y”, s < 0, for some positive constant K,. Hence 
and from (21) 
Thus, clearly conditions (i), (ii), (iii) of Theorem 2 and (13), (14), (15) are 
satisfied. 
Remark 3. Kato [7] proves that if a(.) = a>O, c(.) z 0, a = 1, 
IN& s, r)l G m(s)lrl, JY m m(s) ds -=z a, and j’? o. m(s) epys ds < cc for a y > 0, 
then the zero solution of (18), considered as an equation on R + x C,, is 
uniformly asymptotically stable. 
Parrott [lo] shows the convergence of solutions of (18), considered as 
an equation on R + x C,, y >O, provided that a = 1, Ib(t, S, r)l < m(t, s)lrl 
and S~‘,rn(t,~)e-Y”ds~a(t)O, O<Q<l. 
In Kato and Parrott’s results the constant functions cannot be solutions 
of (18), except for the trivial case a(.) E 0 in [ 101. If in (20) equality holds, 
then conditions (19), (20), (21) allow constants to be solutions of (18) 
when c(t) z 0. Thus, asymptotic stability ofany solution is impossible. 
520 TIBOR KRISZTIN 
THEOREM 5. Suppose that 
(i) there exist functions m: R + + R +, k, K: R ~ + R + such that 
J? n k(s) ds = 1, ess. sup ~ , i.s G0 k(s) < CO for all t > 0, and for almost all 
SERB, all tER-, 
k(t + s) < K(t) k(s), (22) 
IN& s, r)l <m(t) 4s)lrl” ((t,s,r)ER+xR-xR), 
m(t) da(t) (tER+), 33 j s U-, m(t) k(s) ds dt ,< M u -x2 
I 
03 
m(t) K(u - t) dt < CC 
u 
(u 3 01, 
(2420). (23) 
(ii) CEL’(R+). 
Then every solution of (18), considered as an equation on R + x 9,/j, 
p>max(a, l}, tends to a constant as t-t co. 
ProoJ: Clearly our statement follows from Theorem 2 setting 
f(t, x)= -a(t)x’, dt, cp) = j”.a Ht, s, cpb)) ds, 46 x) = m(t) x1, p(t) = 
/c(t)l, L(v, t) =m(t) a max(x’ ‘:u<x62u}, q(u)=Mamax(x”~‘:v< 
x<2v), p(t,s)=f’,k(u)du, R”=R, and B=6P[. It is easy to see that 
conditions (i), (ii), (iii) of Theorem 2 and (13), (14) are satisfied in this 
case. Inequality (15) can be proved by using (22), (23), the Hijlder’s 
inequality, and the definition of A!! as follows: 
m 
1 I 
u -- I 
h(t, 14s + t - u)l) d.At, $1 dt 
u -I 
Icp(s+t-u)l”k(s)dsdt 
lcp(s)(” k(s + u - t) ds dt 
<la m(t) K(u- t) Jo Icp(s)l”[k(s)]“‘P[k(s)]l~‘“‘P)dsdt 
u -m 
I 
02 
d lG,p m(t) K(u - t) dt < co (u30). u 
This completes the proof. 
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EXAMPLE. Consider the equation 
An easy application of Theorems 4 and 5 gives that each solution of (24) 
tends to a constant in the state spaces C, for 0 < y < 4 and Y24,p, for p B 3. 
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