The gamma-band oscillatory activity notably appears in the primary sensory and motor cortical areas. Because both sensory and motor responses are characterized by many static and dynamic variables, questions are raised regarding how cortical neurons manage to transmit analog information within the gammaoscillatory activity. Here, a possible way of communication among pyramidal neurons in the gamma frequency range is proposed based on the sampling theorem in communication theory.
INTRODUCTION
In the motor cortices, EEG power in the gamma band was increased with muscular force level [1, 2] , which suggests that the gamma oscillation re¯ects the efferent drive to the muscle. This raises a question about the way motor parameters, or analog information generally, are represented within the gamma-band activity.
This possibility does not seem to be unrealistic from the view points of signal processing theorem. The membrane of neurons show low-pass ®ltering owing to the nature of their equivalent electronic circuits [3] . Although the details of this low-pass ®ltering depend on the types of neurons or animals [4] , simulations of a pyramidal neuron model indicated that the cut-off frequency í c of the dendrosomatic low-pass ®ltering is 20±30 Hz [5] . If neurons are only interested in the information represented in low frequencies , í c , the sampling theorem call be applied to signal reconstruction:
where {F n } are the discrete data sampled from F(t) at the frequency 2í c , the sampling function of frequency í, S(t;í), is given as (2ðít) À1 sin(2ðít), and ä represents a possible delay. In fact, the impulse response of the dendritic lowpass ®ltering provides an approximate sampling function at the somata of postsynaptic neurons (Fig. 1a) : R(t) I ÀI dvG(v)e i2ðít % 2í c S(tÀä; í ) for suf®ciently large ë, where the ®lter in the frequency domain may be described as G(í) e Ài2ðíä 3 1(í , í c ) or e Ài2ðíä 3 |í/í c | Àë (í . í c ) or besides an overall factor irrelevant to the present argument. The modelling study suggested ë $ 1.3 for pyramidal neurons [5] , while the value can be calculated as ë 2.5 for electric-®sh midbrain neurons [4] . For these values, the response functions R á (t) of the low-pass ®lter to an alphafunction input were calculated as in Fig. 1b .
In Eqn (1), the sampling rate 2í c falls within the range of the gamma oscillations (40±60 Hz) for cortical pyramidal neurons. In the following, I introduce a neuron model and its ensemble to transmit the sampled data at this frequency.
MATERIALS AND METHODS
Consider the following oscillating stochastic integrate-and®re (IF) neuron:
The resting membrane potential V r À60 mV and the membrane time constant ô m 30 ms. Threshold is À50 mV and the membrane potential is reset to À52 mV after every ®ring. The signal F(t), either subthreshold or suprathreshold, should vary slowly compared with the gamma oscillation. The value of F o is ®xed at 11.45 mV so that the amplitude F o /!(1 ô 2 m ù 2 ), where ù 2ðí g , of subthreshold oscillation arising for F(t) 0 is about 1.5 mV. In reality, the oscillatory term may represent input from the ®rst-rhythmic bursting pyramidal neurons [6] or a network of inhibitory interneurons [7] . The effects of background cortical activity are represented by a DC bias ç dc and a Gaussian-white noise ç(t). The DC bias ç d 7 mV.
Given the model of single neurons, I shall consider a presynaptic ensemble of these neurons (Fig. 1a) whose membrane potentials obey Eqn (2) with the same signal and the independent Gaussian-white noise terms. The gamma oscillation is assumed to be coherent over the presynaptic neural ensemble. A postsynaptic neuron is projected to by suf®ciently many presynaptic neurons with the same synaptic ef®cacy.
RESULTS
Treating F(t) as constant within a gamma cycle, it can be shown that the probability P y (F) that the neuron ®res with at least one spike in a gamma cycle varies almost linearly with the signal intensity measured from threshold intensity. In the following, I give a heuristic derivation to explain qualitatively how the linearization occurs for intensive noise [8] . A more rigorous analysis of a similar neuron model was conducted in [9] from slightly different, view points. Also in rate coding, stochastic noise was used in maximizing the signal-response coherence [10] .
Let the sum of the oscillatory bias and F be subthreshold, although similar argument follows when it is suprathreshold. The solution to Eqn (2) can be formally written as
if a neuron has spent a suf®ciently long time without spiking. Here, , E(t) . 0,
Since this neuron ®res probably at a peak of the membrane oscillation (results not shown), we may calculate P y (F) as the probability that the noise term raises the membrane potential above the threshold at some peak:
where
In deriving the last expression, I expanded the error function assuming suf®ciently large D or Ä $ 0. Thus, P y (F) is almost linear around the boundary F-value between sub-and suprathreshold regions. The stochastic linearization was con®rmed by numerical simulations of the present IF neuron (Fig. 1c) .
The above results showed that the data set {F n } can be encoded into the number of presynaptic neurons that ®re in the individual gamma cycles using the linear response 
a) F(t)
Low-pass filtering t (ms) property [4] . Namely the number of synapses co-activated on a postsynaptic neuron in each gamma cycle should be proportional to the population ®ring probability, or the data size, in that cycle (Fig. 1d) . Thus, the right-hand side of Eqn (1) with S(t;í ) being replaced with R á (t) is obtained by the dendrosomatic low-pass ®ltering at the somata of postsynaptic neurons. Thus reconstructed signals exhibit small errors in frequencies greater than í c [Hz] . Figure 2a demonstrates the performance of the network consisting of 500 neurons encoding the same signal. Spike raster shows their synchronous ®ring owing to the presence of the gamma oscillation. The averaged spike crosscorrelogram is shown in Fig. 2b , from which we can read out essential information on the encoded signal. Simulations were repeated changing the temporal pro®les of signal to show that they are reliably represented in the cycle-to-cycle population ®ring probability, as far as they vary suf®ciently slow. To quantify this, the signal-response coherence was calculated in Fig. 2c for sinusoidal signals. The coherence is almost unity for í , 18 Hz.
DISCUSSION
How neurons represent information using spikes is a longstanding issue in neuroscience [9±12] . The present results showed that gamma-oscillatory neural ensembles can encode quantitative information. (I do not mean to say that the gamma oscillation is necessary for encoding analog information.) It is noted that the gamma oscillation is not encoded as a signal in this model. As mentioned previously, the model neuron ®res always around the peaks of the gamma oscillation where the oscillatory term behaves almost as a constant bias. Thus the effective signal is the cycle-to-cycle deviation F n from this bias input. In fact, as shown in Fig. 1c , P cy is simply proportional to the signal size in the linear response range.
In visual information processing, the gamma oscillation was proposed to bind segments of an object into a perceptual entity [13, 14] . While the binding information may be represented by a spatially-broad neuronal synchronization, information on each segment (e.g. the brightness) may be represented by the cycle-to-cycle sizes of neural population responding to that segment. Since these neurons have the same receptive ®eld property, they possibly belong to some layer of a minicolumn [15] . It is noted that the activity of one cortical layer may be stably propagated to down stream layers, only if suf®ciently many spikes are synchronized [16] .
In principle, the proposed signal transmission works properly only for such slow signals as involve frequencies less than half the sampling rate. This does not necessarily put a serious functional restriction. Indeed, the most essential information for speech recognition is represented by the slow energy¯ows (, 10±15 Hz) within the individual auditory frequency bands [17] . Various physical conditions in motor control enable us to move our hands or legs only slowly compared with the gamma oscillation. EEG power in the gamma band was increased with muscular force level in the somatosensory cortex [2] , and the cerebellothalamic pathway of cats also showed the gamma oscillation preferentially when animals were attentive [18] . It is intriguing to test whether the gamma oscillation in any motor-related brain area directly encodes motor parameters.
CONCLUSION
In this paper, I described a possible way pyramidal neurons communicate time-dependent analog information within the coherent, gamma-oscillatory activity. I showed that the discrete samples needed for the signal reconstruction are encoded by the cycle-to-cycle population ®ring probability of a local neural ensemble. In postsynaptic neurons, the signals are decoded using the sampling theorem introduced by the dendritic low-pass ®ltering. , black) , the cycle-to-cycle ®ring probability P cy (diamonds) and the decoded signal (solid curve, gray) calculated using R á (t) for ë 2.0. F(t) 2.17À0.45 cos(2ðí 1 t)À0.4 cos(2ðí 2 t)À0.55 cos(2ðí 3 t), where í 1 5 Hz, í 2 2.3 Hz, v 3 0.6 Hz. The response delays were omitted to make comparison easier. (b) Spike cross-correlograms averaged over all possible pairs of the 20 neurons. The arrows indicate the peaks corresponding to the three frequency components in F(t). (c) The coherence between F(t) sin(2ðít) and the signal reconstructed from the resultant P cy (F(t)).
