Abstract-The nonlinearity of the power flow equations leads to algorithm ic and theoretical challenges for a wide variety of optim ization and control problems relevant to electric power system s. Solution algorithm s for these problems often use linearization techniques to obtain tractable power flow formulations. Many existing linearizations lack specialization to a given system and operating range o f interest, leading to unnecessarily large linearization errors. In contrast, recently proposed "optimal adaptive" linearizations are 1) tailored to specific system s and operating ranges of interest and 2) optim al in the sense that they minimize a selected error m etric relative to the nonlinear power flow equations. Existing work proposes optim al adaptive linearizations that minimize the worst-case linearization error.
error for a predefined set of evenly distributed points near a nominal operating point. While the resulting linearization is adaptive to the system and operating range of interest, the set o f points is not selected in any optimal manner to minimize some objective. Using a "generalized moment" approach, [10] also computes power flow linearizations that minimize the expected error. Specifically, [10] minimizes the error for the solution to a specified optimization problem (parameterized by the uncertain power injections).
In contrast, the main contribution of this paper is an approach for computing linearizations that minimize the expected linearization error for a given distribution o f uncertain power injections; hence considering an entire operating range, independent of any particular application. The linearizations are calculated using an uncertainty quantification method called Polynomial Chaos Expansion (PCE) [12, 13] . PCE can handle many classes o f probability distributions and does not require sampling. Prior applications of PCE to power systems include stochastic power flow [14] and chance-constrained optimal power flow [6, 15, 16] .
The present paper is organized as follows. Section II poses the problem formulation. Section III proposes our PCE approach for solving this formulation. Section IV numerically demonstrates the advantages o f the proposed approach. Section V concludes the paper and discusses future work.
II. P r o b l e m F o r m u l a t io n
After introducing the power flow equations, this section presents the stochastic optimization formulation used to determine the expected-error-minimizing linearizations.
A. Power Flow Overview
Consider an n-bus power system with sets o f buses and fines denoted Af and £ , respectively. Each fine (j, k) £ £ is modeled by a II-circuit with shunt susceptance bcjk, mutual conductance gjk, and mutual susceptance bjk. To represent typical equipment behavior, we choose to specify each bus as "PQ" (fixed active and reactive power injections), "PV" (fixed active power injection and voltage magnitude), or "slack" (fixed voltage magnitude and angle reference, i.e., fi = 0). We define the sets of PQ, PV, and slack buses as VQ, VV, and S, respectively.1
Together with the bus type specifications, the power flow equations (1) constitute an implicit nonlinear mapping from R2n -» R2". We denote this mapping as h(P, Q, e, / ) = 0.
B. Expected Error Minimization Problem Formulation
We seek a linearization that relates a single "output" quantity of interest to some "input" quantities.2 The output is typically a quantity that is constrained or optimized but not directly controlled, such as voltage magnitudes at PQ buses, active and reactive fine flows, and current flows. Typically, the inputs are controllable quantities or uncertain parameters. While the approach we propose is applicable to a variety of choices for input and output quantities, this paper focuses on outputs consisting of active and reactive power flows on Consequently, if we speak of linearizations (plural) we mean the set of mappings that relates several outputs to inputs. Since the probabilistic power flow problem (2b) is independent o f the objective (2a), the solution from the first step can be repeatedly used (in parallel) to compute linearizations for multiple quantities o f interest in the second step. Even though we can decompose the linearization problem (2), the probabilistic power flow problem (2b) remains infinite-dimensional and is therefore challenging. Also, the objective (2a) still requires evaluating an integral. We cope with both challenges by means of Polynomial Chaos Expansion (PCE), which is, loosely speaking, a "Fourier series for random variables" [13], PCE enables any random variable of finite variance to be represented by a set of deterministic scalars, the so-called PCE coefficients. These PCE coefficients are to random variables what Fourier coefficients are to periodic signals: if the PCE (Fourier coefficients) are known, the entire random variable (periodic signal) may be reconstructed. With respect to (2), PCE allows the probabilistic power flow problem to be reformulated as a deterministic system of equations, and the objective (2a) can be formulated entirely in terms of the PCE coefficients. Before presenting these reformulations, we briefly introduce PCE; see [13] for details.
A. Polynomial Chaos Expansion
Consider a (multivariate) probability density function p : T> -> R. Then, there exist polynomials {V-'z l^o on V that are orthogonal with respect to the probability density function p:
J v where ji is positive and 5m is the Kronecker-delta. The 
B. Probabilistic Power Flow
We next show how PCE facilitates the reformulation of probabilistic power flow (2b) as a deterministic system of equations in terms of the PCE coefficients, similar to [14]. First, we introduce PCE for all random variables in (2b): 
C. Optimal Linearization Coefficients
Turning to the objective (2a), we next show how PCE facilitates the derivation of a closed-form solution in terms o f PCE coefficients. We first substitute the equalities (2c) and (2d) into the objective to obtain an unconstrained optimization problem. We then rewrite ( 
E[PjkPjk] = w T e, ( i i )
3We slightly abuse notation since h is vector-valued but the scalar product ( , •) is defined in (3) for scalar-valued arguments. Equation (7) 
D. Computational Characteristics
As demonstrated, the linearization problem (2) For each example (IEEE 9-, 14-and 24-bus system), we solve an optimal power flow problem to obtain a nominal operating point. The active and reactive power injections at the nominal point are given by p f m and g"om. We consider
where ftli2i3 = (il>ii iln2,il>i3) (12) a range of operation around tins nominal point defined by a specified probability distribution in terms o f the active and reactive power injections at certain buses. In this paper, we consider uniform distributions:
Pi ~ U[p"om( l -e / 1 0 0 ) , + e/100)],
Qi ~ U [ C m(l -e/100), qTm{ 1 + e/100)]. We observe that while the differences in the coefficients are rather small, the resulting improvement in the approximation errors can be quite significant, as shown in Figure 1. 
4) Comparison Across Test Cases:
We present the results of the optimal linearizations and the Taylor expansions for the IEEE 9-, 14-and 24-bus systems in Table I . There are several trends that generalize to all systems tested. First, there is a significant difference between expected squared error averaged over all lines (eavg) and the largest expected squared error (emax) for any line, suggesting that the Taylor approximation is reasonable for most of the lines except some critical lines where the optimal linearization shows significant improvements. Second, the approximation errors for reactive power flows are higher than the errors for active power flows. This is in agreement with the observations in [4] for the worstcase linearization error and is in accordance with the general intuition that reactive power tends to display higher levels of nonlinearity than active power.
5) Computation Time:
The computation times for the two steps o f the proposed method are given in the last column of Table I . Most of the time is spent solving the PCE-overloaded probabilistic power flow in (6). Once (6) is solved, computing an unconstrained convex quadratic program provides the optimal linearizations. This step is completed very quickly.
V. C o n c l u s io n a n d F u t u r e W o r k This paper proposes a method for computing power flow linearizations that are 1) adaptive to a specific system and operating range of interest, as defined by a specified probability distribution for the active and reactive power injections, and 2) optimal in the sense that they minimize the expected linearization errors relative to the nonlinear power flow equations. These optimal adaptive linearizations are computed using an approach based on Polynomial Chaos Expansion. Linearizations constructed for several test cases demonstrate the capabilities o f this approach, such as expected linearization errors that are up to approximately a factor o f two smaller than the errors resulting from a first-order Taylor expansion. Additionally, the error bounds provided by the proposed algorithm are validated using Monte Carlo sampling. Our future work will improve the computational tractability of the approach with respect to the number of uncertainty sources (i.e. > 10). This may be achievable by characterizing which higher-order components of the PCE expansions are most relevant. We also plan to compare the performance of the expected-error-minimizing linearizations with alternatives, such as the adaptive linearizations proposed in [4, [9] [10] [11] .
R e f e r e n c e s Root mean square (RMS) difference in linearization coefficients between PCE-optimal and first-order Taylor approximation as a function of the fluctuation radius for line #1 in the IEEE 9-bus system. Notice that this RMS is unitless because the linearization coefficients are ratios between power flows. Table I Av e r a g e l in e a r iz a t io n e r r o r eavg a n d m a x im u m l in e a r iz a t io n e r r o r emax in (MW , M VAR) o v e r a l l t r a n s m is s io n l in e s . 
