As an extension of the method by Bahcall et al. (2004) to investigate the time dependence of the fine structure constant, we describe an approach based on new observations of forbidden line multiplets from different ionic species. We obtain optical spectra of fine structure transitions [OI], and [SII] multiplets from a sample of 14 Seyfert 1.5 galaxies in the low-z range 0.035 < z < 0.281. Each source and each multiplet is independently analyzed to ascertain possible errors. Averaging over our sample, we obtain a conservative value α 2 (t)/α 2 (0) = 1.0030±0.0014. However, our sample is limited in size and our fitting technique simplistic as we primarily intend to illustrate the scope and strengths of emission line studies of the time variation of the fine structure constant. The approach can be further extended and generalized to a "many-multiplet emission line method" analogous in principle to the corresponding method using absorption lines. With that aim, we note that the theoretical limits on emission line ratios of selected ions are precisely known, and provide well constrained selection criteria. We also discuss several other forbidden and allowed lines that may constitute the basis for a more rigorous study using high-resolution instruments on the next generation of 8 m class telescopes.
Introduction
The variation of the fine structure constant α =e 2 /4πǫ 0 hc is of fundamental interest in cosmology. However, if there is a variation of the fundamental constants by time, the effect will be very small. Recent laboratory measurements using 171 Yb + by Peik et al. (2004) give an upper limit of 2×10 −15 yr −1 resulting in a change of α of the order of 10 −5 in 10 Gyrs. In order to measure this effect using astronomical observations, they have to be performed with highredshift objects. Therefore the lines to be studied need to manifest themselves as strong features in the spectrum. The most common methods are measurements of high-redshift Lyα forest metal absorption lines. Among the first ones was the "alkali-doublet method" (e.g. Bahcall et al. 1967) with transitions from the singlet ground level to the two fine structure doublets in alkali-like systems, such as the recent study of C IV and Si IV systems using a QSO spectra from UVES (Martinez Fiorenzano et al. 2003) . The most extensive body of work in recent years is described by Murphy et al. (2003) (and references therein), who have considerably extended absorption line studies to a relatively large number of multiplets in heavy atomic systems, including the iron group elements. Their "many multiplet method" represents 'an order of magnitude increase in precision' over the alkali doublet method and uses Lymanα forests of Quasars (Dzuba et a. 1999a,b; Webb et al. 1999 Webb et al. , 2002 Murphy et al. 2001a,b, e.g.) .
Recently, as an alternative Bahcall et al. (2004) described an extensive analysis of forbid-den fine structure lines of the well known nebular [O III] doublet at 5006.84 and 4958.91Å. These lines have the great advantage that they are extremely bright and nearly ubiquitous in the optical spectra of H II regions in most sources. The approach by Bahcall et al. (2004) involved the study of archived spectra of 3,814 quasars from the large database of the Sloan Digital Sky Survey (SDSS York et al. 2000) . They devised elaborate algorithms based on stringent selection criteria to search for and obtain a standard spectral sample of 42 quasars, as well as alternate samples based on variants of the selection criteria. Among these criteria are fits to the line profiles and line ratios. Since both lines originate within the same upper level, their line profiles must be similar and their line ratios depend only on intrinsic atomic properties, the energy differences between the fine structure levels and corresponding spontaneous decay Einstein A-coefficients, i.e. independent of external physical conditions such as the density, temperature, and velocities. Bahcall et al. (2004) also noted that other similar forbidden multiplets of [Ne V] and [Ne III] could be exploited for emission line studies, but they are likely to be weaker than the [O III] by an order an magnitude in typical quasar spectra.
The quasar absorption line many-multiplet method has clear advantages: because it measures the Lyα forest of high-redshift systems at observed optical wavelengths its look-back time into the Universe's history is long. It also uses many line pairs to measure any time dependence of α and provides good statistics to minimize systematic errors of the measurements of an individual line pair. However, the method has some disadvantages: It is observationally expensive, requiring very high resolution, like λ/∆λ ≥50000 using high-resolution Echelle spectrographs and long exposure times on large telescopes (e.g. Murphy et al. (2003) ). Also the line pairs measured by this method are from different atomic stages suggesting that they are not necessarily formed in the same regions. Another disadvantage is that the large number of absorption lines in Lyα forest systems make it difficult for the correct identification of the lines; many lines are blended requiring multi-Gaussian fits to the line blends in order to determine the wavelengths. Based on high-resolution Keck spectra of several different samples of quasars, Murphy et al. (2003) report a 'highly significant' value of ∆α/α 0 = −0.57 ± 0.10 × 10 −5 . In contrast the statistically invariant result by Bahcall et al. (2004) yields a value of 0.7 ± 1.4 × 10 −4 . An extensive discussion of relative problems and advantages of various methods is given, among others, by Bahcall et al. (2004) and Levshakov (2003) .
The optical [O III] forbidden emission lines λλ4959, 5007Å studied by Bahcall et al. (2004) are relatively easy to measure in most AGN, (except in Narrow-Line Seyfert 1 galaxies (NLS1s) in which these lines can be very weak and contaminated by strong FeII emission (e.g. Boroson & Green 1992; Grupe 2004; Sigut & Pradhan 2003 . The observations can be performed with lower resolution Spectrographs and smaller telescopes. Bahcall et al. (2004) presented a sample of 44 AGN carefully selected from the SDSS and measured the wavelength shifts between the [OIII]λλ4959,5007Å lines. The disadvantage of this method is that it only uses one line pair and it can only be used in the optical wavelength range for objects with redshifts z<0.8 before the [OIII]λ5007Å line is shifted out of the observable optical wavelength range and NIR spectroscopy is required for objects of higher redshift.
In this paper we generalize the emission line method outlined by Bahcall et al. (2004) by incorporating, in principle, the main advantage of the many-multiplet absorption line method. However, there are other key differences with Bahcall et al. (2004) . We carry out new observations of quasars and Seyfert 1 galaxies, rather than analyze existing data. This obviates the need for complex search routines that forms the bulk of the analysis of the SDSS data by Bahcall et al. (2004) . We expect better accuracy since objects are pre-selected from previous observations for good quality optical spectra to enable optimum analysis. Since the redshifts are known a priori, we know the approximate positions of the well known forbidden lines. Theoretically known line ratios (discussed in the next section) offer an additional indication of the quality of the spectra.
This many-multiplet emission line method not only allows us to measure more than one line pair per object and gives a more secure result, it also, once established, opens the possibility of observing objects of higher redshift in the optical wavelength range. Another purpose of our observing run was to test whether it is feasible to use a 2m class telescope with a medium resolution spectrograph to get enough accuracy to perform a measurement of the time variation of the fine-structure constant α. While the availability of observing time at large 8-10m class telescope is very limited, many institutions have access to 2-3m small/medium size telescopes. In this work we focus on laying out the framework for general emission line analysis, potentially leading to future studies using the manymultiplet emission line method, with a relatively small sample. However, we discuss a variety of further extensions.
This paper is organized as follows: in § 2 we describe the theoretical background of the fine structure separation of the LS multiplets, in § 3 we describe the spectroscopic observations at MDM observatory, in § 4 the results are presented, and discussed in § 5 usually in the context of systematical errors in the wavelength calibration. Finally, we note a few main features of our method in the concluding section 6.
Theory
Relativistic electron interactions lead to fine structure separation of LS-coupling multiplets. The level energies may be expanded in terms of a non-relativistic term and relativistic terms in powers of α (Bethe & Salpeter 1977) . Although the exact formulation is predicated on the Dirac theory (Grant 1996) , Breit formulated the generalized interaction for non-hydrogenic systems that leads to the so called Breit-Pauli approximation for the total electronic Hamiltonian as a sum of one-body and two-body operators, referred to as the non-fine structure and fine structure terms Frose-Fisher 1996) . The leading relativistic terms, such as the spin-orbit coupling, are of the order of α 2 ; higher order terms are orders of magnitude smaller. Forbidden lines arise from transitions between LS states of the same electronic configuration of an atomic system, usually the ground configuration. Fine structure components of a forbidden LS multiplet are separated by ∆E ∝ α 2 . The time dependence of α therefore should manifest itself in different energy or wavelength separations at different cosmological epochs. Bahcall et al. (2004) show that, for two lines from a forbidden multiplet, the ratio
Forbidden Lines and α (t)
at a cosmological time t is related to the ratio at the present epoch t = 0 by
where the RHS is a measure of the variation in α as a function of the 'cosmological look-back time' t. Wavelength separation between a pair of well defined forbidden lines may thus be used as a 'chronometer' provided its value at an earlier cosmological epoch differs from that at present.
As mentioned, Bahcall et al. (2004) 
Line Ratios
Subsequent analysis of different emission line multiplets rests on the basic property of the ratio of lines originating in the same upper level. For such a 3-level system the theoretical emissivity ratio of line intensities is
The upper level population is the same for both lines, and the R ǫ depends only the intrinsic atomic parameters, the transition rates or A-values, and the energy differences. Generally, for forbidden lines, the A-values are obtained from sophisticated theoretical calculations, whereas the energies are available from laboratory measurements. While the prime resource for both quantities is the online National Institute of Standards and Technology (NIST) compilation (www.nist.gov), some of the NIST data for A-values is not quite up-to-date. The differences may be slight but quite significant. Table 2 shows the line ratios for the 5 ions and respective multiplets using both the NIST data and the most recent calculations.
In their work Bahcall et al. (2004) quote the line ratio for the [O III] λλ4959,5007Å line using NIST values as 2.92, as opposed to their measured value of 2.99 ± 0.02. However, the 2.92 is the ratio of the A-values alone, not the emissivity ratio above; taking account of the energy differences the NIST tabulations yield 2.89. While this is in even worse agreement with the measured ratio, the most recent calculations of A-values by Storey & Zeippen (2000) yields a significantly better theoretical value of 2.98, in agreement with Bahcall et al. (2004) . The crucial difference between the Storey & Zeippen (2000) results and previous calculations (such as by Galavis et al. 1997 ) is taking account of higher order relativistic corrections to the magnetic dipole M1 operator (Drake 1971; Eissner & Zeippen 1981) . The above discussion emphasizes the need for extremely accurate atomic calculations including all relevant relativistic effects, as well as a well optimized configuration interaction expansion, both of which are important to obtain precise A-values for fine structure transitions.
The actual value of the forbidden line ratio may be of decisive importance in spectral identification and analysis of observational datasets, and they indicate the extent of line blending and signalto-noise ratio. It is therefore instructive to examine further (with a view towards future work as well) the line ratios of interest in this work. For the forbidden lines in the left panel of Figure 1 the dominant contribution is from the M1 operator (the E2 contribution is about 3 orders of magnitude smaller). In the LS coupling limit, as the magnetic interaction goes to zero, the ratio of the line strengths S( (Storey & Zeippen 2000) . The A-values however involves the energy differences as well, i.e. A(
The line ratio (Eq. 3) deviates from the value of 3, in accordance with the magnitude of the magnetic interaction. It is highly fortuitous that for O III this ratio is in fact 3, as noted by Bahcall et al. (2004) and (Storey & Zeippen 2000) . But for other ions there is significant deviation, as seen in Table 2 . We do not give line ratios for the [SII] lines because their line ratios depends strongly in the gas temperature (e.g. Osterbrock 1989). We derive this ratio for all three ions using 4 different datasets available in literature. While all sets of line ratios agree to within few percent, we envisage that this level of difference could turn out to be crucial in analyzing large datasets, with line ratios measured and calculated to better than 1% accuracy.
In addition to the ions with ground state fine structure levels discussed above, there are well known pairs of lines in ions with excited state fine structure levels, such as the doublet forbidden (Osterbrock 1989; Pradhan 1976) . While collisional coupling leads to variations in line ratios dependent on electron density, the limiting values of these ratios are precisely known. For example, the low density line ratio LR (N e −→ 0) = 1.5 for both [O II] and [S II]: the ratio of the statistical weights of the upper levels in associated pair of transitions
/2 ). The high density limit is given by (Mendoza and Zeippen 1982) . Studies of ionized gaseous nebulae show no known cases of deviations from these 'canonical' limits (Wang et. al. 2004) . Whereas the wavelength separation between the [O II] doublet is possibly too small to be resolved in AGN, the [S II] doublet is easily observed and resolved, as in the present exploratory work.
3.

Observations and data reduction
We observed a small sample of 14 Seyfert 1.5 galaxies with the 2. (Table 3 ). All spectra were taken with the OSU CCDS spectrograph with the 600 grooves/mm grating in first order. The slit width of the 2003 run was 1 ′′ corresponding to a spectral resolution in FWHM of about 2Å. The weather conditions during the whole run were excellent with mostly photometric conditions. The slit position was normally at E-W for the spectra in the 4000-7000Å range, but all spectra in the blue were observed in N-S direction to compensate for refraction losses in the earth's atmosphere. The total exposure times per spectrum are given in Table 3 . Each spectrum consists of 2-4 single spectra which were combined after going through all data reduction steps. For each individual spectrum a wavelength calibration spectrum was taken. For the wavelength calibration we used a Hg lamp for the 3400-4300Å range, Xe for the 4100-5100Å range, Ne for the 5100-6000Å range, and Ar for the 4900-5900Å and all observation with λ >6000Å. For the flat field correction the CCDS spectrograph only allows internal flats. To perform a flat field correction we used an average of 10 flats. We used standard stars BD+28-4211, Feige 110, G191 B2B, and Hiltner 600 for the flux calibration. The data reduction was performed with the ESO MIDAS data reduction and analysis package version 01FEBpl1.4.
The wavelength measurements were performed by fitting a Gaussian at 80% of the line peak in order to avoid possible line asymmetries that can occur at lower parts of an emission line. Line fluxes were measured by integrating over the whole line using the MIDAS command integrate/line. In order to estimate the error of the data reduction, the data were reduced and analyzed independently by D.G. and S.F..
Results
Figure 2 displays the optical spectra of the [NeV0, NeIII], and [OIII] line regions of the objects sorted by RA as given in Table. 3. As shown in Figure 2 For the low-redshift AGN in our sample with a maximum look-back time of about 2 Gyrs we would expect a maximum change of α of 4×10 −6 regarding the the laboratory measurements of Peik et al. (2004) . Therefore the expected ratio α 2 (t)/α 2 (t) maximum is 1.000008. Every deviation from this value gives us a handle on the quality of our measurements. Table 6 lists the ratios of α 2 (t)/α 2 (0) which are equal to the R(t)/R(0) ratio, with R(t) = (λ2(t) − λ1(t))/(λ1(t) + λ2(t) and R(0) are given by the laboratory wavelengths as R (0) Even though we are not attempting to measure a redshift dependence of the fine structure constant α by redshift due to the low redshift of the AGN in our sample, Figure 4 displays the redshift vs. α 2 (t)/α 2 (0) diagram. As expected we do not see any significant deviation from 1.0000.
Discussion
As mentioned before, it is beyond the scope of this paper to measure the time dependence of the fine structure constant α with adequate precision. The redshifts of the objects in our sample only cover a range between 0.034-0.281. The look-back time of an object of z=0.28 is of the order of ≈ 3 Gyrs. With the upper limit of a possible change of α measured by Peik et al. (2004) of ∆α = 2 × 10 −15 yr −1 we would expect an upper limit of ∆α = 6 × 10 −6 , which implies that a two orders of magnitude improvement is needed over what we can achieve from our current data set.
For measuring any redshift dependence of the fine structure constant α , estimates of the accuracy in determining the wavelengths of the line doublets are absolutely crucial. Evaluating α 2 (t)/α 2 (0) we do not need to rely on absolute wavelength calibrations, but relative wavelengths ratios. However, the issues that are important are: First, the stability of the wavelength calibration between two lines in a line pair, which can be separated up to ≈100Å in the case of [NeIII] , and second, the ability to determine the line centroids. While the first issue is relatively safe for the [OIII] , [OI] and [SII] lines, because their separation is rather small and the wavelength calibration is very secure due to the large number of calibration lamp lines, the situation is more difficult for the [NeIII] and [NeV] lines. Not only that the separation between the two lines in the [NeIII] and [NeV] line pairs are about 100Å, also the wavelength calibration in the blue using the CCDS spectrographs suffers from a lack of enough calibration lamp lines. The CCDS spectrograph only has a Hg lamp providing just 5 calibration lines throughout the blue/UV wavelength range. Certainly, a Th/Ar lamp could improve our ability to provide for a more stable calibration in this regime. The situation for these line pairs would also improve for objects of higher redshift as the observed features shift into the longer wavelength regime where the calibration is better. Furthermore, we indicate that the abundant night-sky lines upwards from 6500Å could be used as additional calibrators to measure small-scale flexures as already indicated by (Bahcall et al. 2004 ).
Measuring the center of the lines depends on a variety of factors: the spectral resolution and dispersion of the instrument, the pixel sampling, the signal-to-noise ratio in the line and the line shape that often deviates substantially from a simple Gaussian. With the setup used for our observations, the resolution is λ/∆λ=2000 and the dispersion yields 0.79Å per pixel. A low S/N also introduces an error in the wavelength measurement, because noise changes the shape of the line and causes the estimate of the line center to shift. Clearly, lines with high SNR will provide the best results regarding this aspect. An important aspect of performing a high-precision analysis study is the sample selection. Bahcall et al. (2004) had to be very critical about the shape of the [OIII] lines of the sources in his sample reducing the number of good targets from about 1000 to about 40. This was necessary for the SDSS sources which were reduced and analyzed automatically. For our small sample, we could work on each source manually and had hoped to obtain reasonably good lines from prior knowledge. Our sources were selected to be X-ray hard which tend to have stronger [OIII] emission than soft X-ray selected AGN . For many of the sources optical spectra were available from the ROSAT Bright Source Catalogue (www.aip.de/∼aschopwe/rbscat/rbscat.html) which gave us some indication of the expected line shapes. Furthermore, by only fitting a Gaussian line to the narrow part of the emission lines, we tried to minimize the effect of asymmetric line shapes as much as possible.
The identification and analysis of lines is greatly facilitated by the fact that the emission line multiplets chosen in our study have well constrained line ratios. Therefore observed line pairs with ratios outside the theoretical limits can be safely ruled out if they are blended or suffer from instrumental effects. However, it is essential that the relevant Einstein A-coefficients be accurately calculated, particularly taking account of all relativistic effects. Whereas such data are available for the ions and transitions considered in this work, high precision atomic calculations are needed before expending the study to more complicated atomic species. If these calculations are carried out then emission line studies of other ions should be possible. Taking these factors into account individually for each line pair, we have estimated an error budget for each line centroid measurement which is listed in table 5. On average, we thus believe to be able to constrain an individual line center to about 0.6Å, a value substantially higher than (Bahcall et al. 2004 ) who estimate their precision to 0.05 pixels or about 0.06Å at 5000Å. The effect on the error budget of α(t) 2 /α(0) 2 ∼ R(t)/R(0) depends on the actual wavelength splitting of the line pairs, and is most pronounced for the lines with small separations. We achieve the best values for the [NeIII] lines, but even in that case the error on an individual measurement of R(t)/R(0) is never below 1.0 × 10 −3 and usually of the order 7× 10 −3 .
For the time being the primary aim of this study is to lay the groundwork for future studies based on the many emission-line method with 8-10 m telescopes to explore the high-z regime of faint objects. For example, the Large Binocular Telescope (LBT) is slated to have two spectrographs, the Multi-Object Double Spectrograph [OIII] in the middle. As the higher-z objects become accessible with, say, the LBT, pairs of lines from these ions would move into the range from MODS into the J,H,K bands covered by LUCIFER. This would enable a natural and logical extension of the present studies with LBT. With the predicted capabilities of LUCIFER, MODS at the LBT, we estimate the error budget of an individual line measurement of [NeIII] at a redshift of z∼2.5 to be ∼0.2Å which allows us to constrain α(t) 2 /α(0) 2 to 8 × 10 −4 even with our much simpler fitting approach than (Bahcall et al. 2004 ) used for their sample. Implementing their detailed analysis for the determination of the line centroid and carefully choosing a reasonably sized sample with prior line-shape knowledge, we will be able to push the error limit for an averaged α(t) 2 /α(0) 2 to ∼ 10 −5..6 , comparable to the limit reached in recent absorption line studies and thus providing an interesting alternative.
2 http://www.astronomy.ohio-state.edu/LBT/MODS/ 3 http://www.lsw.uni-heidelberg.de/projects/Lucifer/index.html In summary, the emission line multi-multiplet method has certain advantages: it combines the multi-multiplet absorption line method, having many line pairs and getting good statistics of the measurements of α 2 (t)/α 2 (0), with the ease of identifying lines and measuring the wavelengths of the emission line pairs. It is observationally relatively inexpensive to get good spectra of the [OIII] and [NeIII] line pairs. However, our experience with the current data set shows that by using a 2m class telescope in order to archive better S/N of the [NeIII] and [NeV] lines more than the typical 1-2 hours of observing time that we spent have to be invested. Is this project still suitable or 2-3m class telescopes? In principle, yes. However it becomes more and more challenging for objects with higher redshifts which are fainter and therefore require much longer integration times. Because a possible time dependence of the fine structure constant α can only be measured from quasars with redshifts of z=3 or higher this type of high-precision measurements is limited to large telescopes with medium-or high-resolution NIR spectrographs only. However, because the resolution does not have to be as high as for the absorption line method, the exposure time per object will be in the order of an hour only. Nevertheless smaller telescopes can build up the fundamentals which can be extended by larger telescopes. With a number of 8-10 m class telescopes available in the future it should be feasible to request allocation for such a project.
Conclusion
We have demonstrated the application of a method for studying time variation of the fine structure constant based on the analysis of many emission line multiplets, with the following salient features:
• Extension of the [O III] multiplet method by Bahcall et al. (2004) to a 'many multiplet method' of well known forbidden line multiplets in the optical rest frame.
• Our best measurements archive errors in α 2 (t)/α 2 (0) in the order of 10 −3 .
• In contrast to Bahcall et al. (2004) whose work based on a search of the SDSS database, the present work involved new observations of selected Seyfert 1 galaxies specifically targeted to obtain several emission line multiplets. Two separate observation runs were made, focused on the blue and the red sides of the optical spectrum.
• Best suited are sources with strong very narrow NLR lines. However, this requirement becomes more challenging for high-redshift AGN. High redshift AGN tend to have central black holes with masses in the order of 10 9 to 10 10 M ⊙ (e.g., Dietrich & Hamann 2004; Vestergaard 2004) . Due to the well-known relation between the black hole mass and the bulge stellar velocity distribution, the M BH −σ relation (e.g., Ferrarese Merritt 2000; Gebhardt et al. 2000) , high-redshift quasars will tend to have broader NLR emission lines than lowredshift AGN which tend to have smaller black hole masses. Counteracting this problem is the growing wavelength separation for increasing redshifts.
• If a Thorium calibration lamp is not available to observe at wavelength λ <4100Å, it is recommended to use only AGN with a redshift z>0.24 to observe the [NeV] lines with appropriate wavelength calibration.
• Analysis of observed pairs of lines showed the necessity of high accuracy theoretical atomic calculations in order to obtain line ratios which, in principle, can be ascertained a priori.
• The next generation of 8-10m class of telescopes should be able to achieve the required precision of ∆α(t) ∼ 10 −5..−6 to make a more definitive prediction.
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