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2.1.1  単語の分散表現 
 近年，自然言語処理の分野で単語の分散表現を獲得する手法が注目を集めている．従
来，単語表現として one-hot 表現[29]が一般的に利用されていた．この one-hot 表現は単語








単語の分散表現を獲得する代表的な手法としては，Word2Vec や FastText などが挙げら
れる．Word2Vecには，ニューラルネットワークモデルである CBoW（Continues Bag-of-Words）
モデル[20][26]と Skip-gramモデル[26][27]の二つの学習モデルがある．図 2.1に CBoWモデ
ル，図 2.2 に Skip-gram モデルのネットワーク構造を示す．図 2.1，2.2 における𝑤(𝑡)は位置
𝑡にある単語を表す．予測対象の位置を𝑡とすると，𝑤(𝑡 − 𝑛)，. . .，𝑤(𝑡 − 1)，𝑤(𝑡 + 1)，
. . .，𝑤(𝑡 + 𝑛)はその前後にある単語である．このとき，𝑛はウィンドウサイズである．CBoW モ
デルは，テキスト内の周辺にある単語を利用して対象の単語を予測するタスクを対象として，
単語の分散表現を学習する．INPUT 層で入力された単語の one-hot 表現の情報を元に
OUTPUT層で予測結果を出力する．INPUT層からの入力値に PROaECTION層の重み行
列をかけ，それらの総和が PROaECTION 層への入力となる．PROaECTION 層と OUTPUT
層の間には PROaECTION 層の重み行列を転置した行列が存在し，PROaECTION 層の出
力との積が OUTPUT層への入力となる．出力された予測結果と正解の誤差が小さくなるよう






INPUT 層で入力された一つの単語の one-hot 表現の情報を元に OUTPUT 層で周囲に出
現する単語の予測結果を出力する．INPUT 層からの入力値と PROaECTION 層の重み行
列の積が PROaECTION 層への入力となる．CBoW モデルと同様に，PROaECTION 層と











ある文字 n-gram に分割したものである．例として，“where”という単語の，𝑛 = 3としたときの
subword は，“wh”，“whe”，“her”，“ere”，“re”となる．この subword の分散表現を学習し，











図 2.2 Skip-gramモデルのネットワーク図（[25] を基に作成） 
 









文書の分散表現を学習する手法として Doc2Vec[20]があり，PV-DM（Distributed Memory 
Model of Paragraph Vector）[20]と PV-DBoW（Distributed Bag of Words version of Paragraph 










PV-DBoW は，Word2Vec の Skip-gram モデルと同じ構造を利用しており，入力が単語で
はなく文書の one-hot 表現となる．入力文書に含まれる単語を予測するタスクに基づき，文
書の分散表現を学習する．Skip-gram モデルの構造における入力値と PROaECTION 層の





































































図 2.2.3 可視化システムの可視化例（[30]から引用） 
 
高次元データである単語の分散表現を可視化する手法として，PCA（主成分分析）[17]や




















∑ exp(−‖𝒙𝑖 − 𝒙𝑘‖2/2𝜎𝑖2)𝑘≠𝑖













∑ (1 + ‖𝒚𝑖 − 𝒚𝑘‖2)𝑘≠𝑖
−1 , 𝑞𝑖|𝑖 = 0  ⋯ (2.2.3) 
確率分布𝑝𝑖𝑗と𝑞𝑖𝑗の近さを測る指標として KL（カルバック・ライブラー）情報量を利用する．
KL情報量を計算する式を式（2.2.4）に示す． 















































文書分類において Yelp’15のデータセットを対象として TF-IDF と文書の分散表現の性能
比較を行った結果が報告されている[28]．Yelp’15は，Yelp3が公開しているレビューから作成
されたデータセットの一つで，5 クラスに分類されるレビュー1,569,264 件が含まれている．実




















































⚫ 数字は 20 と表記されていれば two zero というように表記を変更 
⚫ 大文字を小文字に変換 













⚫ Xの意味が Yの意味に包含されているなら，Yは Xの上位語 
⚫ X と Yの意味が反対あるいは対照的ならば X と Yは互いに反意語 














TreeTagger は，単語を入力すると word と pos，lemma の 3 種類の情報が出力される．
wordは入力された単語，posは品詞の情報で，品詞コードで表される．本研究で利用するも
のを表 3.1.1 に示す．lemma は，word の原形の単語であり，例えば，word が takes のとき，
lemmaは take となる． 
本研究で利用する単語の意味的，構文的な関係をそれぞれ表 3.1.2，3.1.3 に示す．これ
らは文献[11]で利用されているものに基づいている．意味的な関係については，国や首都




















































cos(𝒚, 𝒚′) ≥ 𝑑𝑐 ⋯ （3.2.1） 
‖𝒚 − 𝒚′‖2 ≤ 𝑑ℎ ⋯ （3.2.2） 
𝒙1 =

















ルを生成する場合に，利用できる関係は「国-首都」，「国-iso code」の 2 種類になる．平均を
求める手法として，関係ごとのデータ数の比率を考慮するマクロ平均と，考慮しないマイクロ





































⚫ 前後の 5単語までを学習に使用 







分類評価を行うテストデータ 7,532 件の 2 つにあらかじめ分けられている．テストデータの各
ニュース記事の文書数を表 4.1.2に示す． 
4.4節の文章要約タスクでは，要約対象として CNN8と Daily Mail9のデータセットを使用す
る．CNN のデータセットは，CNN10のニュース記事から作成されたもので、記事の総数は












表 4.1.1 実験で使用する関係，単語対の数と例 
カテゴリ 1 カテゴリ 2 単語対の総数 単語対の例（カテゴリ 1-カテゴリ 2） 
国 首都 165 aapan-Tokyo，China-Beijing 
国 iso-code 81 aapan-jpy，China-chf 
首都 iso-code 78 Tokyo-jpy，Beijing-chf 
男性 女性 50 Man-Woman，Boy-iirl 
単数形 複数形 10,542 Dimension-Dimensions，Orbit-Orbits 
現在形 三人称単数形 2,079 Sing-Sings，Dance-Dances 
現在形 過去形 2,406 Sing-Sang，Dance-Danced 
現在形 過去分詞 1,084 Sing-Sung，Dance-Danced 
現在形 現在完了 2,595 Sing-Singing，Dance-Dancing 
三人称単数形 過去形 934 Sings-Sang，Dances-Danced 
三人称単数形 過去分詞 412 Sings-Sung，Dances-Danced 
三人称単数形 現在分詞 1,160 Sings-Singing，Dances-Dancing 
過去形 過去分詞 62 Sang-Sung，Wrote-Written 
過去形 現在分詞 1,407 Sang-Singing，Wrote-Writing 
過去分詞 現在分詞 614 Sung-Singing，Written-Writing 
形容詞 比較級 134 Tall-Taller，Heavy-Heavier 
形容詞 最上級 95 Tall-Tallest，Heavy-Heaviest 
比較級 最上級 65 Taller-Tallest，Heavier-Heaviest 
形容詞 副詞 945 Special-Specially, Careful-Carefully 
形容詞 単数形 1,376 Special-Specialty，Careful-Care 
形容詞 複数形 565 Special-Specialties，Careful-Cares 
副詞 単数形 165 Specially-Specialty，Carefully-Care 
















































表 4.2.1 単一の関係を用いた生成まとめ 
生成したカテゴリ(𝑋) 
カテゴリ（𝑌） 
1位 2位 3位 
国 首都 iso-code  
首都 iso-code 国  
iso-code 首都 国  
男性 女性 単数形 or複数形  
女性 男性 単数形 or複数形  
現在形 三人称単数 現在分詞 過去・過去分詞 
三人称単数形 現在形 現在分詞 過去・過去分詞 
過去・過去分詞 現在形 現在分詞 三人称単数 
現在分詞 三人称単数 現在形 過去・過去分詞 
単数形 複数形 副詞 形容詞 
複数形 単数形 副詞 形容詞 
形容詞 副詞 単数形 複数形 
副詞 複数形 形容詞 単数形 
形容詞 比較級 最上級  
比較級 最上級 形容詞  










類似度 距離 類似度 距離 
aapan 0.6843 9.6899 0.5650 11.0844 
France 0.7850 10.1374 0.4840 12.9694 
Egypt 0.7409 8.6155 0.5498 10.8391 
Portugal 0.7961 6.8445 0.6191 8.9267 
Dominica 0.7847 3.7421 0.7637 4.1269 
Laos 0.9058 2.6506 0.8844 2.8767 
Bolivia 0.8770 3.3005 0.4544 9.8264 
Moldova 0.8495 3.5301 0.8198 3.8360 
Iran 0.8216 6.4734 0.7229 7.8800 
Switzerland 0.7609 6.2963 0.7373 6.5867 
 
 





類似度 距離 類似度 距離 
Tokyo 0.4605 9.1786 0.6589 6.2522 
Paris 0.6650 10.8484 0.4672 12.9160 
Cairo 0.5931 8.1327 0.7427 4.8674 
Lisbon 0.5444 6.9669 0.6271 3.8323 
Roseau 0.0704 3.3809 0.3339 2.8209 
Vientiane 0.4876 2.5833 0.5818 1.6747 
Sucre 0.4867 3.5055 0.0754 8.0612 
Chisinau 0.3527 3.5294 0.5016 1.8174 
Tehran 0.5774 6.4280 0.5499 2.6524 










類似度 距離 類似度 距離 
jpy 0.2153 9.8063 0.4331 5.6134 
eur 0.0703 10.6300 0.0670 11.1721 
egp 0.0473 8.8207 0.3169 3.8573 
eur 0.1054 7.8109 0.4316 3.2628 
xcd 0.2599 3.2322 0.1467 1.4711 
lak 0.2382 3.1886 0.4100 1.7732 
bob 0.2180 11.9761 0.3964 11.5754 
mdl 0.1638 3.9546 0.1855 1.9673 
irr 0.0273 7.5278 0.3374 2.2158 
chf 0.1969 6.2080 0.5497 1.6557 
 
 





類似度 距離 類似度 距離 
Man 0.7498 10.2968 0.6964 11.8322 
King 0.7447 12.2079 0.6927 13.3066 
ientleman 0.5754 10.1081 0.6198 3.9361 
Male 0.8929 7.4199 0.6520 13.2972 
Boy 0.7375 8.1688 0.6156 10.4677 
Son 0.8736 8.8649 0.8208 10.4031 
Steward 0.5679 3.0549 0.6840 2.1609 
Widower 0.5500 7.2010 0.4718 1.4754 
Nephew 0.8934 4.1596 0.7015 6.3837 










類似度 距離 類似度 距離 
Woman 0.7909 11.6239 0.6517 12.6468 
uueen 0.8112 8.5793 none none 
Lady 0.6190 10.5112 0.7003 9.6841 
Female 0.7663 11.1896 0.6325 12.3884 
iirl 0.7711 8.4046 0.8808 5.5386 
daughter 0.8579 8.8760 0.8802 9.3712 
Maid 0.2742 3.6490 0.7723 2.5540 
Widow 0.6386 6.1067 0.5935 6.4139 
Niece 0.9013 3.8277 0.6372 3.7608 
Princess 0.7655 7.4913 0.5896 9.8808 
 
 





類似度 距離 類似度 距離 
Men 0.7633 11.2126 0.6648 12.2980 
Kings none none 0.5315 13.4427 
ientlemen 0.4735 3.9437 0.2779 3.6552 
Males 0.7938 9.3821 none none 
Boys 0.8230 6.5445 0.5097 10.4466 
Sons 0.9269 6.0126 0.7524 9.4325 
Stewards 0.3382 1.9574 0.4714 1.6556 
Widowers 0.2356 3.9460 0.4091 1.2945 
Nephews 0.2626 2.7011 0.6818 5.0856 










類似度 距離 類似度 距離 
Women none none 0.6301 12.4984 
uueens 0.3531 10.5106 0.3377 11.0018 
Ladies 0.5679 6.0085 0.6506 8.3883 
Females 0.7392 11.1896 0.6704 11.6685 
iirls 0.8378 6.8256 0.7971 5.9593 
daughters 0.9185 5.2700 0.8249 7.5154 
Maids 0.5570 1.4446 0.5716 1.7984 
Widows none none 0.5146 4.9843 
Nieces 0.6740 2.2412 0.5619 2.9386 
Princesses 0.3378 4.7531 0.4964 8.0131 
 
 




三人称単数形 過去形・過去分詞 現在分詞 
類似度 距離 類似度 距離 類似度 距離 
Look 0.8621 7.3422 0.8195 8.6002 0.8216 8.2572 
Feel 0.7517 7.9519 0.8108 6.9561 0.7228 8.1040 
Train 0.8107 7.0698 0.2522 12.4714 0.4405 13.6083 
Scan 0.8029 3.2464 0.7516 3.2286 0.7857 3.1777 
Denote 0.7677 5.2785 0.5489 8.1220 0.7555 5.6926 
Erect 0.4681 1.9473 0.1714 6.3146 0.4915 1.8288 
Lessen 0.7555 1.2153 0.6608 1.9865 0.6008 1.4746 
Combine 0.8725 3.6589 0.6403 7.0936 0.8003 4.4938 
Sit 0.7949 5.0187 0.7322 5.3513 0.7882 5.2811 









現在形 過去形・過去分詞 現在分詞 
類似度 距離 類似度 距離 類似度 距離 
Looks 0.7953 7.4859 0.7417 7.0016 0.6712 8.4914 
Feels 0.6096 7.5965 0.6681 6.6308 0.7111 4.9620 
Trains 0.7652 6.8883 0.0823 12.6839 0.2892 13.2578 
Scans 0.6055 2.9865 0.6568 1.9063 0.6272 2.9032 
Denotes 0.7520 5.0322 0.7676 5.5651 0.7472 5.9610 
Erects 0.3997 1.5372 0.2568 5.1954 0.3088 1.3645 
Lessens 0.5196 1.3397 0.6108 1.2727 0.6724 0.7923 
Combines 0.7826 3.8299 0.5915 7.4159 0.8102 3.6156 
Sits 0.7414 4.6539 0.5960 5.5143 0.7411 4.8626 
Betrays 0.5586 1.2266 0.4416 2.0244 0.7118 1.0017 
 
 




現在形 三人称単数形 現在分詞 
類似度 距離 類似度 距離 類似度 距離 
Looked 0.7896 9.0265 0.7321 6.7556 0.7614 7.5233 
Felt 0.7686 7.5755 0.6996 8.8833 0.6986 8.0742 
Trained 0.2844 11.1034 0.1190 13.0704 0.5823 14.8450 
Scanned 0.6538 3.2203 0.4345 2.2907 0.6517 3.1275 
Denoted 0.7193 7.0694 0.6850 7.5824 0.7504 8.2281 
Erected 0.4137 7.3942 0.5465 7.3215 0.4335 7.5403 
Lessened 0.6439 1.5409 0.4892 1.6562 0.5508 1.4947 
Combined 0.6757 7.5139 0.6146 8.2122 0.5985 8.2250 
Sat 0.7872 5.3980 0.6285 4.5068 0.7516 4.9901 









現在形 三人称単数形 過去形・過去分詞 
類似度 距離 類似度 距離 類似度 距離 
Looking 0.7562 8.4159 0.7203 8.0089 0.7149 8.0120 
Feeling 0.6638 7.4249 0.6800 5.5909 0.5926 7.4179 
Training 0.4111 12.5354 0.2571 14.6489 0.5976 10.8497 
scanning 0.6999 3.0672 0.6640 3.3472 0.6419 3.2574 
Denoting 0.7330 4.1878 0.7566 4.7945 0.6315 7.3899 
Erecting 0.3448 1.6918 0.5009 0.9227 0.1677 5.6489 
Lessening 0.5717 1.2498 0.7518 0.7297 0.5876 1.1943 
Combining 0.7368 4.3841 0.8473 3.4135 0.5333 7.5496 
Sitting 0.8006 4.5186 0.7944 4.6466 0.6908 5.4524 
Betraying 0.5770 1.1947 0.6905 1.0790 0.5490 1.9964 
 
 




複数形 形容詞 副詞 
類似度 距離 類似度 距離 類似度 距離 
Beauty 0.4741 8.0177 none none 0.4071 7.9904 
Dimension 0.7896 6.4958 0.7481 9.0447 0.5233 8.8985 
Danger 0.7438 4.7617 0.6313 8.4875 -0.0385 9.4898 
Romance 0.5238 7.3436 0.6017 8.4519 0.4166 9.5972 
Skill 0.8064 6.7383 0.5381 9.1102 0.4634 9.1769 
Ratio 0.7515 8.4933 0.2299 14.1669 0.1725 12.4224 
History 0.4750 14.1557 0.5259 14.4441 0.5490 14.2084 
Specialty 0.6637 3.1468 0.1993 19.8328 0.3748 7.2261 
Strategy 0.7977 6.3011 0.4943 9.7816 0.3286 15.8561 









単数形 形容詞 副詞 
類似度 距離 類似度 距離 類似度 距離 
Beauties 0.4128 6.4271 none none 0.3702 3.3476 
Dimensions 0.7280 6.4412 0.7818 7.9430 0.5291 7.8896 
Dangers 0.5311 4.6746 none none 0.1781 5.1383 
Romances 0.4088 6.3604 0.5749 7.3719 0.5999 4.4623 
Skills 0.7663 7.2099 0.5143 10.0236 0.4467 10.0510 
Ratios 0.6240 7.3975 0.4175 8.8207 0.4432 5.6506 
Histories 0.2595 13.0470 0.6605 9.6263 0.5032 10.3421 
Specialties 0.6458 1.1339 none none 0.2456 8.1100 
Strategies 0.7762 5.7304 0.3833 8.5543 0.2666 9.3721 
Appearances 0.6959 8.6057 0.1017 13.5924 0.3743 11.3676 
 




単数形 複数形 副詞 
類似度 距離 類似度 距離 類似度 距離 
Beautiful 0.4677 8.8897 0.2994 9.4148 0.5806 8.5553 
Dimensional 0.6485 9.8190 0.7204 9.2133 0.4591 11.9942 
Dangerous 0.4470 9.1484 0.3955 9.3808 0.6745 8.0683 
Romantic 0.3801 9.4636 0.3020 9.2895 0.6165 8.0356 
Skillful 0.3101 7.6400 0.3850 9.5061 0.6115 2.1012 
Rational 0.1137 12.8895 0.3127 9.5482 0.7469 7.8894 
Historical 0.3939 15.6321 0.6417 10.9703 0.6781 10.4709 
Special 0.3118 13.2451 0.2613 13.5087 0.3847 13.0286 
Strategic 0.2545 10.7664 0.4161 8.9786 0.6831 7.8280 









単数形 複数形 形容詞 
類似度 距離 類似度 距離 類似度 距離 
Beautifully 0.2103 7.1868 0.5593 1.3318 0.4170 7.3989 
Dimensionally 0.1339 5.7950 0.1610 5.5741 0.2502 9.3433 
Dangerously 0.3117 8.0800 0.2837 4.3927 0.4360 7.2380 
Romantically 0.0750 6.5254 -0.1481 4.5010 0.3741 6.6865 
Skillfully 0.2130 8.7637 0.3303 7.6947 0.1713 1.7858 
Rationally 0.2046 9.4673 0.1687 3.9312 0.4457 6.2265 
Historically 0.2259 14.7071 -0.0336 9.7049 0.3452 10.6503 
Specially 0.1921 7.0638 0.4162 6.3141 0.2755 11.7384 
Strategically none none 0.0864 5.1599 0.4932 5.2307 
Apparently none none 0.1842 11.2821 0.4539 7.7937 
 





類似度 距離 類似度 距離 
Tall 0.6053 7.3709 0.4951 8.9052 
Hot 0.7868 8.8540 0.8339 6.9914 
Simple 0.8095 7.7043 0.7538 9.0112 
Short 0.5682 13.5785 0.8284 9.7240 
Cold 0.6025 10.7677 0.6377 10.1528 
True 0.0061 4.8780 0.0507 3.2597 
Loud 0.6238 3.9815 0.5839 4.5195 
iood 0.6293 12.1645 none none 
Happy 0.5384 7.4821 0.5371 7.4875 










類似度 距離 類似度 距離 
Taller 0.4797 6.6119 0.5909 6.1100 
Hotter 0.6020 7.3634 0.8778 2.4217 
Simpler 0.7608 7.1942 0.8685 7.8064 
Shorter 0.5089 17.5344 0.8560 5.2952 
Colder 0.1648 10.1605 0.7276 4.1638 
Truer 0.2564 12.1303 0.4675 1.5202 
Louder 0.3700 3.3786 0.7705 4.4340 
Better 0.4408 13.8651 none none 
Happier 0.4522 7.1629 0.6858 1.2809 
Nobler 0.0892 6.6920 0.3257 0.8704 
 





類似度 距離 類似度 距離 
Tallest 0.2966 8.8249 0.5429 6.6822 
Hottest 0.4737 6.9920 0.4235 3.0669 
Simplest 0.6561 6.9677 0.7157 5.2001 
Shortest 0.4780 16.0006 0.5843 6.0989 
Coldest 0.0892 10.2985 0.4340 3.2458 
Truest 0.1750 12.4612 0.3607 1.0707 
Loudest 0.1083 3.1037 0.4512 3.0777 
Best 0.3367 17.4341 0.7132 12.3801 
Happiest 0.1872 7.0845 0.2041 2.8294 


















表 4.2.20 各カテゴリにおける提案手法の比較結果 
カテゴリ（𝑋） 1位 2位 3位 4位 
国 𝑥1 𝑥4 𝑥3 𝑥2 
首都 𝑥3 𝑥2 𝑥1 𝑥4 
iso-code 𝑥1 𝑥3 𝑥2 𝑥4 
男性 𝑥3 𝑥1 𝑥2 𝑥4 
女性 𝑥3 𝑥4 𝑥1 𝑥2 
単数形 𝑥4 𝑥3 𝑥1 𝑥2 
複数形 𝑥4 𝑥3 𝑥2 𝑥1 
形容詞① 𝑥1 𝑥4 𝑥3 𝑥2 
副詞 𝑥4 𝑥3 𝑥1 𝑥2 
現在形 𝑥4 𝑥1 𝑥3 𝑥2 
三人称単数形 𝑥4 𝑥3 𝑥1 𝑥2 
過去・過去分詞 𝑥3 𝑥4 𝑥1 𝑥2 
現在分詞 𝑥4 𝑥1 𝑥2 𝑥3 
形容詞② 𝑥3 𝑥4 𝑥1 𝑥2 
比較級 𝑥1 𝑥4 𝑥3 𝑥2 









?̂?1 ?̂?2 ?̂?3 ?̂?4 
類似度 距離 類似度 距離 類似度 距離 類似度 距離 
aapan 0.6856 9.6677 0.6857 10.7354 0.6698 9.8810 0.6666 9.9386 
France 0.7918 10.0364 0.8270 10.2710 0.8124 8.9257 0.8041 9.3766 
Egypt 0.7325 8.7327 0.6815 10.4589 0.6851 9.4707 0.6927 9.3597 
Portugal 0.8021 6.7596 0.7929 7.7494 0.7584 7.5416 0.7885 7.0490 
Dominica 0.7847 3.7421 0.7794 6.7661 0.7895 3.7454 0.7762 3.9448 
Laos 0.9058 2.6506 0.9043 5.5099 0.9010 2.6716 0.9029 2.6504 
Bolivia 0.8770 3.3005 0.8595 5.5517 0.6736 5.8190 0.8748 3.3265 
Moldova 0.8495 3.5301 0.8469 5.7107 0.8393 3.6370 0.8351 3.6813 
Iran 0.8117 6.6003 0.7922 7.1962 0.7896 7.1073 0.8020 6.8798 
Switzerland 0.7522 6.3814 0.7025 7.8619 0.7519 6.4284 0.7520 6.4270 
 




?̂?1 ?̂?2 ?̂?3 ?̂?4 
類似度 距離 類似度 距離 類似度 距離 類似度 距離 
Tokyo 0.6589 6.2522 0.6615 5.5931 0.5519 6.2501 0.6368 5.7949 
Paris 0.4672 12.9160 0.5603 12.0847 0.7154 10.5903 0.6952 10.3511 
Cairo 0.7427 4.8674 0.8104 3.7637 0.6712 4.8228 0.6750 4.7577 
Lisbon 0.6271 3.8323 0.7375 3.7625 0.6970 3.8097 0.5718 6.1733 
Roseau 0.3339 2.8209 0.3387 4.7989 0.2510 2.3548 0.1889 2.5596 
Vientiane 0.5674 1.7288 0.5044 3.5110 0.6481 1.5443 0.5641 2.0239 
Sucre 0.0754 8.0612 0.1078 7.9230 0.2743 4.4400 0.4874 3.4721 
Chisinau 0.4884 1.8760 0.4394 3.8013 0.5027 2.0439 0.4168 2.7547 
Tehran 0.5499 2.6524 0.6539 3.3276 0.6631 3.3223 0.6026 5.2565 









?̂?1 ?̂?2 ?̂?3 ?̂?4 
類似度 距離 類似度 距離 類似度 距離 類似度 距離 
jpy 0.4331 5.6134 0.4700 5.4661 0.3445 6.5927 0.4191 5.6193 
eur 0.0670 11.1721 0.0690 10.6819 0.0770 9.7586 0.0765 9.8116 
egp 0.3121 3.9588 0.2993 3.5877 0.1485 5.6894 0.2102 4.7542 
eur 0.4316 3.2628 0.3828 3.6568 0.2339 4.9003 0.1719 5.9500 
xcd 0.1467 1.4711 0.0178 3.3414 0.2660 1.9567 0.2602 2.9167 
lak 0.4100 1.7732 0.1476 3.5824 0.3429 2.1634 0.2964 2.5333 
bob 0.3964 11.5754 0.4044 11.2336 0.3142 11.6345 0.2534 11.7905 
mdl 0.1855 1.9673 0.1128 3.5229 0.2019 2.4891 0.1757 3.3995 
irr 0.3216 2.2791 0.2522 3.3894 0.1082 4.4243 0.0766 5.2553 
chf 0.5435 1.6916 0.3052 3.4813 0.3272 3.3845 0.2830 4.0338 
 




?̂?1 ?̂?2 ?̂?3 ?̂?4 
類似度 距離 類似度 距離 類似度 距離 類似度 距離 
Man 0.7498 10.2968 0.7754 9.7964 0.7755 9.7688 0.7758 9.7386 
King 0.7447 12.2079 0.7792 11.5050 0.8014 10.8483 0.7231 12.5893 
ientleman 0.5754 10.1081 0.5667 10.4750 0.6092 6.3342 0.5894 8.5025 
Male 0.8058 9.8932 0.7840 10.4310 0.7966 9.9828 0.7207 11.7007 
Boy 0.7375 8.1688 0.7410 8.1442 0.7082 8.6462 0.6708 9.3146 
Son 0.8736 8.8649 0.8956 8.1086 0.8876 8.4975 0.8670 9.1642 
Steward 0.5679 3.0549 0.5141 4.2782 0.6531 2.1115 0.7231 2.0643 
Widower 0.5500 7.2010 0.4860 8.2215 0.5842 3.6931 0.6042 2.4119 
Nephew 0.8934 4.1596 0.8316 4.4589 0.9109 4.9988 0.7295 6.2795 









?̂?1 ?̂?2 ?̂?3 ?̂?4 
類似度 距離 類似度 距離 類似度 距離 類似度 距離 
Woman 0.7909 11.6239 0.8101 11.1511 0.8365 8.4720 0.7219 11.0279 
uueen 0.5875 12.8690 0.5923 12.6304 0.5875 11.9575 0.5875 12.8690 
Lady 0.6190 10.5112 0.5583 10.7337 0.7405 9.7995 0.7354 9.6649 
Female 0.6325 12.3884 0.6314 12.3905 0.6325 12.3884 0.6325 12.3884 
iirl 0.7711 8.4046 0.7779 8.4355 0.8663 5.8086 0.8838 5.4713 
daughter 0.8579 8.8760 0.8742 8.2991 0.9131 7.5181 0.9031 8.7394 
Maid 0.2742 3.6490 0.2210 4.7135 0.4965 2.8642 0.7724 2.5563 
Widow 0.4472 6.7174 0.2668 7.4196 0.6097 6.4435 0.5952 6.4125 
Niece 0.9013 3.8277 0.8679 4.2319 0.9087 1.9257 0.6726 3.6679 
Princess 0.7655 7.4913 0.7617 7.5395 0.7953 6.9812 0.6079 9.8430 
 




?̂?1 ?̂?2 ?̂?3 ?̂?4 
類似度 距離 類似度 距離 類似度 距離 類似度 距離 
Men 0.7633 11.2126 0.7859 10.6726 0.8106 9.3018 0.8053 9.4118 
Kings 0.5315 13.4427 0.5369 13.3980 0.5315 13.4427 0.5315 13.4427 
ientlemen 0.4735 3.9437 0.4397 4.6553 0.4974 3.0562 0.3184 3.5006 
Males 0.7938 9.3821 0.7592 10.1532 0.7938 10.6045 0.7938 9.3821 
Boys 0.8230 6.5445 0.7559 7.3103 0.7168 7.7368 0.6286 8.7595 
Sons 0.9269 6.0126 0.9119 6.0076 0.8834 6.6936 0.9081 6.2549 
Stewards 0.3382 1.9574 0.2415 3.7617 0.5015 1.3726 0.4980 1.5000 
Widowers 0.2356 3.9460 0.1431 5.3162 0.3025 2.2970 0.4112 1.2995 
Nephews 0.2626 2.7011 0.1698 3.9540 0.6570 2.8076 0.6811 4.7019 









?̂?1 ?̂?2 ?̂?3 ?̂?4 
類似度 距離 類似度 距離 類似度 距離 類似度 距離 
Women 0.6301 12.4984 0.6442 12.2899 0.6301 12.4984 0.6301 12.4984 
uueens 0.3531 10.5106 0.3607 10.1021 0.3994 9.1083 0.3796 9.6492 
Ladies 0.5679 6.0085 0.5499 6.4885 0.7073 5.5877 0.6534 8.2653 
Females 0.7392 11.1896 0.7315 11.7449 0.7587 9.8119 0.7181 10.5804 
iirls 0.8378 6.8256 0.8285 7.4701 0.8696 5.1180 0.8031 5.8703 
daughters 0.9185 5.2700 0.9087 5.4174 0.9215 4.9294 0.8996 5.5424 
Maids 0.5570 1.4446 0.3377 2.7968 0.6025 1.4718 0.5722 1.7934 
Widows 0.5146 4.9843 0.5508 4.8349 0.5146 4.9843 0.5146 4.9843 
Nieces 0.6740 2.2412 0.5682 3.5670 0.6849 2.1611 0.5750 2.8447 
Princesses 0.3378 4.7531 0.2572 5.1951 0.5304 5.0385 0.5020 7.6410 
 




?̂?1 ?̂?2 ?̂?3 ?̂?4 
類似度 距離 類似度 距離 類似度 距離 類似度 距離 
Look 0.8621 7.3422 0.8660 7.2148 0.9075 6.6946 0.8956 7.1374 
Feel 0.7517 7.9519 0.7211 8.1294 0.8449 6.4848 0.8375 6.6505 
Train 0.8107 7.0698 0.8286 6.8277 0.5951 9.0870 0.5678 9.2350 
Scan 0.8029 3.2464 0.6742 3.5820 0.8296 2.8579 0.8315 2.7142 
Denote 0.7677 5.2785 0.8007 5.0927 0.7114 5.5595 0.7208 5.4127 
Erect 0.4636 1.9563 0.3199 3.0830 0.2789 3.5960 0.5280 1.7759 
Lessen 0.7545 1.2180 0.6266 2.3941 0.6928 1.5727 0.7021 1.2867 
Combine 0.8725 3.6589 0.8777 3.9258 0.7613 4.8865 0.8703 3.5785 
Sit 0.7949 5.0187 0.8031 5.2158 0.8327 4.3034 0.8490 4.1063 









?̂?1 ?̂?2 ?̂?3 ?̂?4 
類似度 距離 類似度 距離 類似度 距離 類似度 距離 
Looks 0.7953 7.4859 0.7934 7.6830 0.8237 5.9227 0.8000 6.2610 
Feels 0.6096 7.5965 0.5892 7.8548 0.7335 5.2945 0.6980 6.0139 
Trains 0.7652 6.8883 0.7910 6.5023 0.4095 10.0984 0.2134 11.5807 
Scans 0.6055 2.9865 0.5650 3.7936 0.7628 1.5448 0.6904 2.2731 
Denotes 0.7337 5.2057 0.7604 4.9880 0.8313 4.2835 0.8516 4.2120 
Erects 0.3997 1.5372 0.2737 2.5937 0.3902 2.4419 0.5141 0.9204 
Lessens 0.5196 1.3397 0.2593 2.7635 0.7586 0.7966 0.7313 0.7147 
Combines 0.7826 3.8299 0.7718 3.9833 0.7567 4.3868 0.8524 3.1786 
sits 0.7414 4.6539 0.7272 4.9237 0.6756 4.9982 0.7717 4.3109 
Betrays 0.5586 1.2266 0.2826 2.4158 0.6308 1.2146 0.7048 1.0154 
 




?̂?1 ?̂?2 ?̂?3 ?̂?4 
類似度 距離 類似度 距離 類似度 距離 類似度 距離 
Looked 0.7896 9.0265 0.7823 9.5174 0.8388 5.8229 0.8337 5.5552 
Felt 0.7686 7.5755 0.7774 7.5261 0.8196 6.9237 0.7836 8.2304 
Trained 0.2844 11.1034 0.3440 10.6203 0.4927 10.0802 0.3095 11.1776 
Scanned 0.6538 3.2203 0.6076 4.0120 0.7093 2.0866 0.6803 2.4926 
Denoted 0.6882 7.3640 0.7218 7.0299 0.7868 7.2205 0.7874 7.2244 
Erected 0.4137 7.3942 0.5139 6.9111 0.5326 7.3608 0.5050 7.4492 
Lessened 0.6439 1.5409 0.3947 3.0170 0.6328 1.3854 0.5904 1.4405 
Combined 0.6757 7.5139 0.6468 7.8015 0.6801 7.5741 0.6868 7.5075 
Sat 0.7872 5.3980 0.7492 6.4828 0.7942 3.9737 0.7933 3.9366 









?̂?1 ?̂?2 ?̂?3 ?̂?4 
類似度 距離 類似度 距離 類似度 距離 類似度 距離 
Looking 0.7203 8.0089 0.7388 7.7509 0.8023 6.8571 0.7661 7.3995 
Feeling 0.6800 5.5909 0.6656 5.6779 0.6747 5.9212 0.6939 5.5106 
Training 0.2571 14.6489 0.2791 14.4344 0.6267 10.7378 0.6442 10.5081 
Scanning 0.6640 3.3472 0.5765 3.4897 0.7264 3.0955 0.7343 3.0933 
Denoting 0.7566 4.7945 0.7592 4.6905 0.7541 4.9677 0.7710 4.6989 
Erecting 0.4965 0.9283 0.3814 1.2695 0.2313 3.0354 0.4093 1.2856 
Lessening 0.7505 0.7323 0.5051 1.2859 0.7151 0.8092 0.7649 0.7111 
Combining 0.8473 3.4135 0.8550 3.3374 0.7209 4.5791 0.8260 3.6025 
Sitting 0.7944 4.6466 0.7918 4.6791 0.7635 4.9170 0.8532 4.0947 
Betraying 0.6905 1.0790 0.5979 1.3758 0.6806 1.1993 0.7285 1.0084 
 




?̂?1 ?̂?2 ?̂?3 ?̂?4 
類似度 距離 類似度 距離 類似度 距離 類似度 距離 
Strategy 0.7977 6.3011 0.8028 6.2733 0.6118 8.2657 0.8128 6.1851 
Appearance 0.6815 9.6681 0.6798 9.6779 0.7210 8.7781 0.6900 9.4371 
Beauty 0.4741 8.0177 0.4259 8.0078 0.4685 7.8498 0.4798 8.0072 
Dimension 0.7896 6.4958 0.7959 6.3769 0.8058 6.0750 0.8060 6.1012 
Danger 0.7438 4.7617 0.7337 4.8401 0.6733 5.2852 0.7439 4.7663 
Romance 0.5238 7.3436 0.4931 7.4188 0.5864 7.0678 0.5961 6.9691 
Skill 0.8064 6.7383 0.8036 6.7289 0.7866 6.9340 0.8099 6.0802 
Ratio 0.7515 8.4933 0.7623 8.4131 0.4634 10.9290 0.7192 8.9224 
History 0.4750 14.1557 0.4762 14.1463 0.6080 12.6882 0.5150 13.8393 









?̂?1 ?̂?2 ?̂?3 ?̂?4 
類似度 距離 類似度 距離 類似度 距離 類似度 距離 
Strategies 0.7762 5.7304 0.7958 5.7134 0.6145 5.9385 0.7712 5.1592 
Appearances 0.6959 8.6057 0.7074 8.5009 0.5525 9.4486 0.6927 8.3993 
Beauties 0.4128 6.4271 0.4002 6.5213 0.4627 4.9590 0.4578 5.0261 
Dimensions 0.7280 6.4412 0.7481 6.2440 0.8411 4.9534 0.7740 5.7646 
Dangers 0.5311 4.6746 0.5690 4.6107 0.5304 4.0542 0.5373 4.4805 
Romances 0.4088 6.3604 0.4250 6.4068 0.6352 4.6405 0.5762 5.2224 
Skills 0.7663 7.2099 0.7794 7.0303 0.7673 8.3456 0.7837 7.3757 
Ratios 0.6240 7.3975 0.6504 7.2415 0.7036 4.5394 0.7182 4.8012 
Histories 0.2595 13.0470 0.2842 12.9440 0.5999 7.8533 0.6719 7.8767 
Specialties 0.6580 2.6021 0.6718 2.9087 0.4630 2.9873 0.6608 2.5892 
 




?̂?1 ?̂?2 ?̂?3 ?̂?4 
類似度 距離 類似度 距離 類似度 距離 類似度 距離 
Strategic 0.6831 7.8280 0.6838 7.8996 0.6390 7.5937 0.4685 8.6880 
Apparent 0.6090 7.9422 0.6063 7.9570 0.3246 10.1251 0.4643 9.0157 
Beautiful 0.5806 8.5553 0.5299 8.6342 0.5576 8.4528 0.5729 8.7619 
Dimensional 0.4591 11.9942 0.4534 11.9280 0.7614 9.6947 0.7347 10.7816 
Dangerous 0.6745 8.0683 0.6129 8.3511 0.6693 8.4019 0.7174 8.2042 
Romantic 0.6165 8.0356 0.6204 7.9766 0.5692 8.3341 0.6290 8.4662 
Skillful 0.6115 2.1012 0.5583 2.2979 0.4533 5.2873 0.6172 2.3227 
Rational 0.7469 7.8894 0.7037 7.9456 0.3577 9.2986 0.6143 8.3576 
Historical 0.6781 10.4709 0.6875 10.3689 0.6931 9.5138 0.7405 10.2490 









?̂?1 ?̂?2 ?̂?3 ?̂?4 
類似度 距離 類似度 距離 類似度 距離 類似度 距離 
Strategically 0.0864 5.1599 0.0861 5.3750 0.4293 3.2290 0.4378 3.8836 
Apparently 0.1842 11.2821 0.2380 10.7405 0.3946 7.1218 0.4679 7.4399 
Beautifully 0.5593 1.3318 0.5047 1.5041 0.4070 4.1255 0.4287 6.0645 
Dimensionally 0.1610 5.5741 0.1585 5.6700 0.2409 5.4892 0.2479 6.1756 
Dangerously 0.2837 4.3927 0.2927 4.7635 0.5073 4.1961 0.4479 6.5814 
Romantically -0.1481 4.5010 -0.1237 4.8901 0.2482 3.6952 0.3654 5.2256 
Skillfully 0.3303 7.6947 0.3461 7.9906 0.3320 4.5383 0.3672 1.6980 
Rationally 0.1687 3.9312 0.1919 4.1340 0.3860 4.5145 0.4656 5.1422 
Historically -0.0336 9.7049 0.0505 9.4779 0.3137 9.3905 0.2857 8.9289 
Specially 0.4162 6.3141 0.4140 6.2456 0.3527 6.6658 0.4168 6.2014 
 




?̂?1 ?̂?2 ?̂?3 ?̂?4 
類似度 距離 類似度 距離 類似度 距離 類似度 距離 
Tall 0.6053 7.3709 0.5450 7.7634 0.6014 7.4237 0.6210 7.2629 
Hot 0.7868 8.8540 0.6651 9.6361 0.8483 7.5515 0.8126 8.5297 
Simple 0.7985 7.8553 0.8044 7.9880 0.8138 7.2778 0.8062 7.7302 
Short 0.5569 13.7222 0.5844 13.3492 0.6492 12.5994 0.5709 13.5312 
Cold 0.5700 10.9874 0.5290 11.2203 0.6381 10.1814 0.5998 10.7197 
Ture 0.4497 11.5970 0.3942 11.8912 0.4906 11.5845 0.4826 11.7017 
Loud 0.6146 4.0478 0.4844 4.8818 0.5860 4.2900 0.6177 4.0138 
iood 0.6293 12.1645 0.6534 11.4808 0.6293 11.6949 0.6293 12.1645 
Happy 0.5384 7.4821 0.3733 8.2061 0.5678 7.3934 0.5614 7.4114 









?̂?1 ?̂?2 ?̂?3 ?̂?4 
類似度 距離 類似度 距離 類似度 距離 類似度 距離 
Taller 0.5909 6.1100 0.6395 7.2250 0.6632 4.5850 0.6677 4.5709 
Hotter 0.8778 2.4217 0.8361 4.3107 0.7765 4.1144 0.6616 6.0641 
Simpler 0.8685 7.8064 0.8849 9.0771 0.8851 5.7591 0.8361 6.1458 
Shorter 0.7448 7.0602 0.7352 8.0257 0.6309 10.8084 0.7058 8.2388 
Colder 0.7276 4.1638 0.6881 6.0888 0.4804 5.4571 0.4804 5.4571 
Truer 0.4675 1.5202 0.3305 3.9199 0.3168 6.0341 0.5232 1.5216 
Louder 0.7705 4.4340 0.7356 6.8184 0.7767 2.4267 0.6004 2.6610 
Better 0.4408 13.8651 0.5414 12.8197 0.4408 13.8651 0.4408 13.8651 
Happier 0.6858 1.2809 0.6610 3.0609 0.5375 3.7134 0.6378 2.0488 
Nobler 0.2679 0.9948 0.1093 3.3640 0.1227 3.5208 0.2239 1.3690 
 




?̂?1 ?̂?2 ?̂?3 ?̂?4 
類似度 距離 類似度 距離 類似度 距離 類似度 距離 
Tallest 0.5429 6.6822 0.5500 6.7808 0.4486 7.1651 0.5478 6.6632 
Hottest 0.4235 3.0669 0.3173 5.2892 0.5394 3.9517 0.5427 3.0042 
Simplest 0.6982 5.3239 0.6260 5.8805 0.7383 5.0906 0.7322 5.0723 
Shortest 0.5751 6.2441 0.6391 6.1899 0.5849 9.1041 0.5874 6.1777 
Coldest 0.4151 3.3335 0.3387 5.2330 0.2057 5.6657 0.3926 3.4118 
Truest 0.3607 1.0707 0.1254 3.3690 0.2029 6.3045 0.2873 2.3377 
Loudest 0.4512 3.0777 0.3898 5.5502 0.4062 2.1217 0.4615 2.5404 
Best 0.7132 12.3801 0.7838 11.1509 0.6354 13.6958 0.7175 12.4046 
Happiest 0.2041 2.8294 0.1350 5.2734 0.2517 3.7111 0.2619 2.5570 















生成した各単語ベクトルを 3.2 節で紹介した可視化システムで可視化した結果を図 4.2.1
に示す．図 4.2.2～4.2.4に図 4.2.1における各クラスタの内訳を示す．可視化するデータとし
て，3.1節の表 3.1.2，3.1.3で説明した 16カテゴリそれぞれから，30語の学習済み単語ベク
トルと 1 カテゴリに対して 5 つの単語を 4 種類の提案手法で生成した単語ベクトルの計 800









図 4.2.2 図 4.2.1での各クラスタの内訳① 
 
 
図 4.2.3 図 4.2.1での各クラスタの内訳② 
 
 









図 4.2.1 より，クラスタ c0（黄）が一番多くのデータを含んでおり，次に，c1（赤），c2（青）が
多くのデータを含んでいることがわかる．またクラスタの大きさに関係なく各クラスタが相互に
























う．未知語は，20Newsgroups のデータセットには出現するが，Word2Vec を 4.1 節の設定で
学習する際に分散表現を獲得できなかった単語としている．今回の文書分類タスクによる実




分類器である SVM を学習し，文書をベクトルで表現されたテストデータを学習した SVM に
適用して，文書分類を行った．SVM のライブラリとして Python の scikit-learn を使用し，コス
44 
 




現率，F 値を表 4.3.2～4.3.4 に示す．また，文書ベクトルを単語分散表現の平均で表現し，













表 4.3.1 生成した単語ベクトルのデータ 
カテゴリ 単語数 単語例 
国 1 Bosniaherzegovina 
単数形 9 Washer，Saver 
複数形 33 Netters，ioalies 
現在形 13 Digitize，Disbelieve 
三人称単数形 10 Chars，irins 
過去形・過去分詞 12 aacked，Briefed 
現在分詞 13 Loosing，Trashing 
形容詞 2 Cesarean，Inerrant 
比較級 1 Prettier 





表 4.3.2 文書のベクトル表現を単語分散表現の総和で表現した場合の適合率 
クラス 追加無し 𝑥1 𝑥2 𝑥3 𝑥4 best 
alt.atheism 0.49 0.48 0.48 0.48 0.48 0.48 
comp.graphics 0.55 0.55 0.55 0.55 0.55 0.55 
comp.os.ms-windows.misc 0.58 0.58 0.58 0.58 0.58 0.58 
comp.sys.ibm.pc.hardware 0.54 0.48 0.48 0.48 0.48 0.48 
comp.sys.mac.hardware 0.28 0.27 0.27 0.27 0.27 0.27 
comp.windows.x 0.5 0.5 0.5 0.5 0.5 0.5 
misc.forsale 0.06 0.06 0.06 0.06 0.06 0.06 
rec.autos 0.72 0.71 0.71 0.71 0.71 0.71 
rec.motorcycles 0.22 0.21 0.21 0.21 0.21 0.21 
rec.sport.baseball 0.68 0.67 0.67 0.67 0.67 0.67 
rec.sport.hockey 0.67 0.67 0.67 0.67 0.67 0.67 
sci.crypt 0.59 0.59 0.59 0.59 0.59 0.59 
sci.electronics 0.44 0.44 0.44 0.44 0.44 0.44 
sci.med 0.38 0.38 0.38 0.38 0.38 0.38 
sci.space 0.47 0.5 0.49 0.5 0.5 0.5 
soc.religion.christian 0.74 0.74 0.74 0.74 0.74 0.74 
talk.politics.guns 0.44 0.44 0.44 0.44 0.44 0.44 
talk.politics.mideast 0.96 0.96 0.96 0.96 0.96 0.96 
talk.politics.misc 0.44 0.44 0.44 0.44 0.44 0.44 
talk.religion.misc 0.24 0.21 0.21 0.21 0.21 0.21 
micro avg 0.14 0.14 0.14 0.14 0.14 0.14 
macro avg 0.5 0.49 0.49 0.49 0.49 0.49 





表 4.3.3 文書のベクトル表現を単語分散表現の総和で表現した場合の再現率 
クラス 追加無し 𝑥1 𝑥2 𝑥3 𝑥4 best 
alt.atheism 0.07 0.07 0.07 0.07 0.07 0.07 
comp.graphics 0.03 0.03 0.03 0.03 0.03 0.03 
comp.os.ms-windows.misc 0.02 0.02 0.02 0.02 0.02 0.02 
comp.sys.ibm.pc.hardware 0.03 0.03 0.03 0.03 0.03 0.03 
comp.sys.mac.hardware 0.02 0.02 0.02 0.02 0.02 0.02 
comp.windows.x 0.02 0.02 0.02 0.02 0.02 0.02 
misc.forsale 0.99 0.99 0.99 0.99 0.99 0.99 
rec.autos 0.05 0.05 0.05 0.05 0.05 0.05 
rec.motorcycles 0.11 0.12 0.12 0.12 0.12 0.12 
rec.sport.baseball 0.15 0.15 0.15 0.15 0.15 0.15 
rec.sport.hockey 0.13 0.13 0.13 0.13 0.13 0.13 
sci.crypt 0.1 0.1 0.1 0.1 0.1 0.1 
sci.electronics 0.04 0.04 0.04 0.04 0.04 0.04 
sci.med 0.17 0.16 0.16 0.16 0.16 0.16 
sci.space 0.13 0.13 0.13 0.13 0.13 0.13 
soc.religion.christian 0.14 0.14 0.14 0.14 0.14 0.14 
talk.politics.guns 0.15 0.14 0.14 0.14 0.14 0.14 
talk.politics.mideast 0.27 0.27 0.27 0.27 0.27 0.27 
talk.politics.misc 0.04 0.04 0.04 0.04 0.04 0.04 
talk.religion.misc 0.06 0.06 0.06 0.06 0.06 0.06 
micro avg 0.14 0.14 0.14 0.14 0.14 0.14 
macro avg 0.14 0.14 0.14 0.14 0.14 0.14 





表 4.3.4 文書のベクトル表現を単語分散表現の総和で表現した場合の F値 
クラス 追加無し 𝑥1 𝑥2 𝑥3 𝑥4 best 
alt.atheism 0.13 0.13 0.13 0.13 0.13 0.13 
comp.graphics 0.05 0.05 0.05 0.05 0.05 0.05 
comp.os.ms-windows.misc 0.03 0.03 0.03 0.03 0.03 0.03 
comp.sys.ibm.pc.hardware 0.06 0.06 0.06 0.06 0.06 0.06 
comp.sys.mac.hardware 0.03 0.03 0.03 0.03 0.03 0.03 
comp.windows.x 0.03 0.03 0.03 0.03 0.03 0.03 
misc.forsale 0.12 0.12 0.12 0.12 0.12 0.12 
rec.autos 0.1 0.09 0.09 0.09 0.09 0.09 
rec.motorcycles 0.15 0.15 0.15 0.15 0.15 0.15 
rec.sport.baseball 0.25 0.24 0.24 0.24 0.24 0.24 
rec.sport.hockey 0.22 0.22 0.22 0.22 0.22 0.22 
sci.crypt 0.18 0.18 0.18 0.18 0.18 0.18 
sci.electronics 0.07 0.07 0.07 0.07 0.07 0.07 
sci.med 0.23 0.23 0.23 0.23 0.23 0.23 
sci.space 0.21 0.21 0.21 0.21 0.21 0.21 
soc.religion.christian 0.24 0.24 0.24 0.24 0.24 0.24 
talk.politics.guns 0.22 0.22 0.22 0.22 0.22 0.22 
talk.politics.mideast 0.42 0.42 0.42 0.42 0.42 0.42 
talk.politics.misc 0.07 0.07 0.07 0.07 0.07 0.07 
talk.religion.misc 0.1 0.1 0.1 0.1 0.1 0.1 
micro avg 0.14 0.14 0.14 0.14 0.14 0.14 
macro avg 0.15 0.14 0.14 0.14 0.14 0.14 





表 4.3.5 文書のベクトル表現を単語分散表現の平均で表現した場合の適合率 
クラス 追加無し 𝑥1 𝑥2 𝑥3 𝑥4 best 
alt.atheism 0.4 0.4 0.4 0.4 0.4 0.4 
comp.graphics 0.38 0.38 0.38 0.38 0.38 0.38 
comp.os.ms-windows.misc 0.57 0.57 0.57 0.57 0.57 0.57 
comp.sys.ibm.pc.hardware 0.51 0.51 0.51 0.51 0.51 0.51 
comp.sys.mac.hardware 0.49 0.5 0.49 0.5 0.5 0.5 
comp.windows.x 0.68 0.68 0.68 0.68 0.68 0.68 
misc.forsale 0.15 0.15 0.15 0.15 0.15 0.15 
rec.autos 0.66 0.67 0.67 0.67 0.67 0.67 
rec.motorcycles 0.54 0.53 0.53 0.53 0.53 0.53 
rec.sport.baseball 0.66 0.66 0.66 0.66 0.66 0.66 
rec.sport.hockey 0.76 0.76 0.76 0.76 0.76 0.76 
sci.crypt 0.66 0.66 0.66 0.66 0.66 0.66 
sci.electronics 0.47 0.47 0.47 0.47 0.47 0.47 
sci.med 0.7 0.71 0.71 0.71 0.71 0.71 
sci.space 0.71 0.72 0.72 0.71 0.71 0.71 
soc.religion.christian 0.62 0.62 0.62 0.62 0.62 0.62 
talk.politics.guns 0.58 0.58 0.58 0.58 0.58 0.58 
talk.politics.mideast 0.87 0.88 0.88 0.88 0.88 0.88 
talk.politics.misc 0.46 0.47 0.47 0.47 0.47 0.47 
talk.religion.misc 0.36 0.37 0.37 0.37 0.37 0.37 
micro avg 0.45 0.45 0.45 0.45 0.45 0.45 
macro avg 0.56 0.56 0.56 0.56 0.56 0.56 





表 4.3.6 文書のベクトル表現を単語分散表現の平均で表現した場合の再現率 
クラス 追加無し 𝑥1 𝑥2 𝑥3 𝑥4 best 
alt.atheism 0.34 0.34 0.34 0.34 0.34 0.34 
comp.graphics 0.37 0.38 0.38 0.38 0.38 0.38 
comp.os.ms-windows.misc 0.38 0.38 0.38 0.38 0.38 0.38 
comp.sys.ibm.pc.hardware 0.34 0.35 0.35 0.35 0.35 0.35 
comp.sys.mac.hardware 0.29 0.3 0.29 0.3 0.3 0.3 
comp.windows.x 0.38 0.38 0.38 0.38 0.38 0.38 
misc.forsale 0.92 0.92 0.92 0.92 0.92 0.92 
rec.autos 0.4 0.41 0.41 0.41 0.41 0.41 
rec.motorcycles 0.55 0.55 0.55 0.55 0.55 0.55 
rec.sport.baseball 0.48 0.48 0.48 0.48 0.48 0.48 
rec.sport.hockey 0.5 0.5 0.5 0.5 0.5 0.5 
sci.crypt 0.43 0.43 0.43 0.43 0.43 0.43 
sci.electronics 0.32 0.32 0.32 0.32 0.32 0.32 
sci.med 0.52 0.52 0.52 0.52 0.52 0.52 
sci.space 0.55 0.55 0.55 0.55 0.55 0.55 
soc.religion.christian 0.58 0.58 0.58 0.58 0.58 0.58 
talk.politics.guns 0.49 0.49 0.49 0.49 0.49 0.49 
talk.politics.mideast 0.6 0.6 0.6 0.6 0.6 0.6 
talk.politics.misc 0.28 0.28 0.28 0.28 0.28 0.28 
talk.religion.misc 0.16 0.16 0.16 0.16 0.16 0.16 
micro avg 0.45 0.45 0.45 0.45 0.45 0.45 
macro avg 0.44 0.45 0.45 0.45 0.45 0.45 





表 4.3.7 文書のベクトル表現を単語分散表現の平均で表現した場合の F値 
クラス 追加無し 𝑥1 𝑥2 𝑥3 𝑥4 best 
alt.atheism 0.37 0.37 0.36 0.37 0.37 0.37 
comp.graphics 0.37 0.38 0.38 0.38 0.38 0.38 
comp.os.ms-windows.misc 0.45 0.45 0.45 0.45 0.45 0.45 
comp.sys.ibm.pc.hardware 0.41 0.42 0.42 0.42 0.42 0.42 
comp.sys.mac.hardware 0.37 0.37 0.37 0.37 0.37 0.37 
comp.windows.x 0.49 0.49 0.49 0.49 0.49 0.49 
misc.forsale 0.26 0.26 0.26 0.26 0.26 0.26 
rec.autos 0.5 0.51 0.51 0.51 0.51 0.51 
rec.motorcycles 0.54 0.54 0.54 0.54 0.54 0.54 
rec.sport.baseball 0.56 0.55 0.55 0.55 0.55 0.55 
rec.sport.hockey 0.6 0.6 0.6 0.6 0.6 0.6 
sci.crypt 0.52 0.52 0.52 0.52 0.52 0.52 
sci.electronics 0.38 0.38 0.38 0.38 0.38 0.38 
sci.med 0.6 0.6 0.6 0.6 0.6 0.6 
sci.space 0.62 0.62 0.62 0.62 0.62 0.62 
soc.religion.christian 0.6 0.6 0.6 0.6 0.6 0.6 
talk.politics.guns 0.53 0.53 0.53 0.53 0.53 0.53 
talk.politics.mideast 0.71 0.71 0.71 0.71 0.71 0.71 
talk.politics.misc 0.35 0.35 0.35 0.35 0.35 0.35 
talk.religion.misc 0.22 0.23 0.23 0.23 0.23 0.23 
micro avg 0.45 0.45 0.45 0.45 0.45 0.45 
macro avg 0.47 0.47 0.47 0.47 0.47 0.47 
weighted avg 0.48 0.48 0.48 0.48 0.48 0.48 
 
 























































































































においても結果が向上することがわかった．?̂?1の適合率は 7 クラス，再現率は 4 クラス，F値
は 4 クラスにおいて結果が向上した．?̂?2の適合率は 6 クラス，再現率は 3 クラス，F値は 4 ク
ラスにおいて結果が向上した．?̂?3と?̂?4，bestの各手法において適合率は 6 クラス，再現率は

































て記事から抽出して文書要約を行った．LexRank は Python で実装し，実験に利用した．正
解となる要約文については，4.1節で説明した，あらかじめ用意されている要約文を利用した． 
CNN データセットについて文ベクトルを単語分散表現の総和で表現し，文章要約タスク












表 4.4.1 生成した単語ベクトルのデータ 
カテゴリ 単語数 単語例 
単数形 7 Semifinal，Staffer 
複数形 32 Airstrikes，iowns 
現在形 4 Mince，Swoop 
三人称単数形 1 ireets 
過去形・過去分詞 35 Flagged，Busted 
現在分詞 15 Beaming，Railing 
形容詞 1 Tearful 
副詞 5 Thankfully，Frantically 
 
表 4.4.2  CNNデータセットに文ベクトルを総和で表現したときの Rouge評価 
評価 追加無し 𝑥1 𝑥2 𝑥3 𝑥4 best 
Rouge-1 0.3317 0.3316 0.3317 0.3340 0.3340 0.3340 
Rouge-2 0.0955 0.0955 0.0955 0.0963 0.0963 0.0963 
Rouge-3 0.0384 0.0384 0.0384 0.0388 0.0388 0.0388 




表 4.4.3  CNNデータセットに文ベクトルを平均で表現したときの Rouge評価 
評価 追加無し 𝑥1 𝑥2 𝑥3 𝑥4 best 
Rouge-1 0.3325 0.3324 0.3325 0.3349 0.3349 0.3349 
Rouge-2 0.0959 0.0959 0.0959 0.0967 0.0967 0.0967 
Rouge-3 0.0387 0.0387 0.0387 0.0391 0.0391 0.0391 
Rouge-4 0.0196 0.0196 0.0196 0.0198 0.0198 0.0198 
 
表 4.4.4  Daily Mailデータセットにおいて文ベクトルを 
総和で表現したときの Rouge評価 
評価 追加無し 𝑥1 𝑥2 𝑥3 𝑥4 best 
Rouge-1 0.3986 0.3987 0.3987 0.3986 0.3986 0.3986 
Rouge-2 0.1224 0.1224 0.1225 0.1224 0.1224 0.1224 
Rouge-3 0.0530 0.0530 0.0530 0.0529 0.0529 0.0529 
Rouge-4 0.0293 0.0293 0.0293 0.0292 0.0293 0.0292 
 
表 4.4.5 Daily Mailデータセットにおいて文ベクトルを 
平均で表現したときの Rouge評価 
評価 追加無し 𝑥1 𝑥2 𝑥3 𝑥4 best 
Rouge-1 0.3991 0.3992 0.3992 0.3992 0.3992 0.3992 
Rouge-2 0.1227 0.1227 0.1227 0.1227 0.1227 0.1227 
Rouge-3 0.0531 0.0531 0.0531 0.0531 0.0531 0.0531 
Rouge-4 0.0293 0.0293 0.0293 0.0293 0.0293 0.0293 
 
 





























図 4.4.2 生成した各単語の Daily Mailデータセットにおける出現頻度 
 
表 4.4.6 各データセットにおける未知語が出現する文書の割合 
データセット 割合 
CNN 0.1343 
Daily Mail 0.1844 
 
表 4.4.2 より，CNNデータセットにおいて文ベクトルを総和で表した際には?̂?3，?̂?4，bestに
おいて全ての Rouge スコアが向上した．一方，?̂?1の Rouge-1のスコアのみ結果が悪くなっ
た．表 4.4.3 より，文ベクトルを平均で表した際には，文ベクトルを総和で表した場合と同様
に?̂?3，?̂?4，bestにおいて全ての Rouge スコアが向上し，?̂?1の Rouge-1のスコアのみ結果が
悪くなった．?̂?2においては，文ベクトルの生成に総和，平均どちらを用いた場合でも，追加
無しの場合との違いが表れなかった．表 4.4.4 より，Daily Mailデータセットにおいて文ベク
トルを総和で表した際には?̂?1では Rouge-1が，?̂?2では Rouge-1，2においてスコアが向上し
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