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Abstract
ETSECCPB
Escola de Camins
Master’s Minor Thesis
by Codony Gisbert, David
The objective of this work is to analyze the advantages of several high-order finite element
formulations to solve 2D and 3D stationary diffusion problems. This work states the first
step of a long-term research project carried out by my mentors, which aims to develop
a high-order finite element code able to simulate fluid flow through porous media in
oilfields.
Both continuous and discontinuous element-wise polynomial methods are considered
in this thesis. The former is the traditional Galerkin finite element approach. The
latter provides the solution for both the scalar and the flux unknowns using a mixed
formulation, that allows the local post-processing of the scalar unknown in order to
increase its convergence rate. The use of high-order meshes instead of linear ones leads
to an exponential error convergence, a higher accuracy level and to potentially faster
computations if hybridization is considered. To this end, four codes are developed,
considering continuous (CG) and discontinuous (DG) Galerkin methods, as well as their
hybridized versions (HCG and HDG respectively). The implementation is carried out
by means of Python.
The code is extensively validated in quadrilateral, triangular and hexahedral high-order
meshes, in complex domains with curved boundaries and in heterogeneous domains. The
efficiency of the code is assessed in terms of computing times and memory requirements.
The benefits of the hybridization technique and high-order methods are highlighted.
Continuous and discontinuous approaches are finally compared in these terms.
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Chapter 1
Introduction
1.1 Main Objectives
The objective of this thesis is to analyze high-order finite element formulations to solve
stationary diffusion problems, in terms of accuracy and computational resources. In
particular, we focus on the 2D and 3D linear Poisson equation. To this end, we have
developed four high-order finite element codes, considering different formulations:
• The Continuous Galerkin method (CG)
• The hybridized version of the Continuous Galerkin method (HCG)
• The Discontinuous Galerkin method (DG)
• The hybridized version of the Discontinuous Galerkin method (HDG)
These codes have been efficiently constructed and rigorously validated, in order to allow
us to make comparisons between continuous and discontinuous approaches, to assess the
usefulness of the hybridization technique and to analyze the performance of high-order
meshing.
1.2 Context of the Thesis
This work states the first step of a long-term research project carried out by my men-
tors, which aims to develop a high-order finite element code able to simulate fluid flow
through porous media in oilfields. The code will be able to deal with multiple materials
1
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interacting with each other, including changes of phase due to thermal and mechanical
conditions over time.
The simulation of elliptic problems prior to considering the whole intended physical phe-
nomena is a simplification which is useful to gain knowledge about high-order meshing,
about the hybridization technique and about the advantages, drawbacks and limitations
of the discontinuous formulation with respect to the continuous one.
1.3 Brief overview of Hybridizable Discontinuous Galerkin
methods
Discontinuous Galerkin (DG) methods are widely known in the scientific community.
The first DG method was developed by Reed and Hill [24] in 1973 for hyperbolic equa-
tions, and since then, several discontinuous schemes have been proposed by different
authors, such as the interior penalty (IP) family [9] in 1976. Discontinuous methods
have been extended to elliptic and parabolic equations since then.
DG methods have been combined with mixed formulations [2] too, e.g. with the mixed
method of Raviart-Thomas (RT) for symmetric second-order elliptic problems [23] or
with the Brezzi-Douglas-Marini (BDM) mixed method [3]. DG mixed schemes continued
being an interesting research field with the local discontinuous Galerkin (LDG) family
[5], first developed in 1988. Mixed methods are characterized by considering as unknowns
both the scalar u and the flux q. An interesting property of the mixed methods is that
both the scalar unknown and the flux converge at a rate of (p+ 1) in the L2-norm when
the shape functions used consist on polynomials of order p [20]. For DG mixed methods
with p ≥ 1, the convergence rate of the scalar solution can be increased up to (p + 2)
in the L2-norm performing a simple element by element post-processing procedure (see
section 3.2.4).
In 2004, [4] considered the hybridization of mixed methods. The distinctive feature of
hybridizable Discontinuous Galerkin (HDG) methods is that the only globally coupled
degrees of freedom are those of an approximation of the solution defined only on the
boundaries of the elements [7], the numerical traces. Note then that not all mixed DG
schemes can be hybridized.
In this thesis we implement both continuous and discontinuous approaches using high-
order meshes, which has been shown to be efficient in hybrid schemes, since the addition
of nodal unknowns is compensated by the condensation of the inner ones.
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The continuous approach, which is per se hybridizable, has been implemented in its
traditional (CG) and hybridized (HCG) versions, this latter using the standard static
condensation technique.
The discontinuous approach is based on the so-called Local Discontinuous Galerkin -
Hybridizable (or simply LDG-H) method (see [7, 15] for details), and similarly to the
continuous approach, both its non-hybridized (DG) and hybridized (HDG) versions have
been implemented.
1.4 Structure of the Document
This thesis is organized as follows. Chapter 2 presents the continuous and discontinuous
formulations for the Poisson equation. In addition, we explain the static condensation
procedure, known as hybridization in the scope of continuous and discontinuous schemes.
In chapter 3 we focus on the implementation details of these formulations. Chapter 4 is
devoted to illustrate the performance of the four implemented algorithms. In particular
we discuss their capabilities and drawbacks. Finally, the thesis ends with a conclusion
(chapter 5), which summarizes all the work done and presents the future work.
3

Chapter 2
Formulation
The purpose of this chapter is to detail the formulations of the different Galerkin for-
mulations presented in this thesis in the case of two- and three-dimensional elliptic
operators.
Section 2.1 explains the traditional Continuous Galerkin (CG) scheme. Static condensa-
tion procedure is explained in section 2.2 and used in the previous CG scheme in order
to get the statically condensed or hybridized version of it. For the sake of simplicity
we will name it as HCG in the scope of this thesis. Section 2.3 introduces the fam-
ily of Discontinuous Galerkin methods using a mixed formulation for both scalar and
flux unknowns. In particular, the LDG-H (local discontinuous Galerkin - hybridizable)
method is implemented, which is hybridizable and can be locally post-processed in or-
der to gain accuracy and improve convergence results once the global system has been
solved. This section shows its non-hybridized version, which will be named as DG all
along this thesis. Finally, section 2.4 shows the hybrid approach of the previous LDG-H
scheme, called the HDG method. This latter formulation is the one that motivates the
whole study.
2.1 CG Formulation
The well-known Continuous Galerkin (CG) method is next presented. The strong form
of the elliptic diffusion problem is:
∇·(D(x) · ∇u(x)) = −f(x), x ∈ Ω; (2.1a)
u(x) = gD(x), x ∈ ∂ΩD; (2.1b)
−D(x) · ∇u(x) · n = gN (x), x ∈ ∂ΩN ; (2.1c)
5
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where Ω represents the whole domain, ∂Ω = ∂ΩD ∪ ∂ΩN represents its boundary, which
is formed by the Dirichlet boundary, ∂ΩD, and the Neumann boundary, ∂ΩN , verifying
that ∂ΩD ∩ ∂ΩN = ∅. The scalar u(x) is the problem unknown. It can refer to the
temperature in the thermal diffusive problem, or to the hydraulic head in the problem
of fluid flow through porous media, to name a few particularizations of the Poisson
problem. D(x) represents the diffusion tensor, which is given by a symmetric positive
definite matrix. It defines in which way the diffusion process takes place. It refers to
the thermal conductivity in the thermal problem, and to the soil permeability in the
fluid flow through porous media problem. Finally, f(x) is the source term of Ω, and n
refers to the external unit normal of ∂Ω. Equations (2.1b) and (2.1c) hold Dirichlet and
Neumann boundary conditions for this problem, respectively.
2.1.1 Weak Form
Let us define the space of test functions V0 as:
V0 =
{
v ∈ L2(Ω) | v = 0 at ∂ΩD
}
. (2.2)
The weak form derivation of this problem begins multiplying eq. (2.1a) by any possible
test function v ∈ V0 and integrating in the whole domain:∫
Ω
v∇·(D · ∇u) dx = −
∫
Ω
vf dx, ∀v ∈ V0. (2.3)
Next step is to integrate by parts the left hand side of eq. (2.3) and to apply then the
divergence theorem. This leads to
−
∫
Ω
∇v ·D · ∇udx+
∫
∂Ω
v · (D · ∇u) · nds = −
∫
Ω
vf dx, ∀v ∈ V0. (2.4)
The second term on the left hand side of eq. (2.4) vanishes along the Dirichlet boundary,
since the test function v does so; consequently, to integrate along the full boundary is
equivalent as to integrate just along the Neumann boundary. The Neumann boundary
condition shown in eq. (2.1c) is then explicitly imposed in eq. (2.4).
The weak form of the continuous Galerkin problem is then:
Find u ∈ UD =
{
u ∈ L2(Ω) | u = gD at ∂ΩD
}
such that∫
Ω
∇v ·D · ∇u dx =
∫
Ω
vf dx−
∫
∂ΩN
vgN ds, ∀v ∈ V0. (2.5)
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The Dirichlet boundary condition in (2.1b) is imposed in the set of admissible functions
UD.
2.1.2 Discretization
The domain Ω can be discretized in several smaller elements, which conform the mesh
of the domain. This mesh is formed by N nodes. The scalar unknown u(x) can be
approximated in terms of a linear combination of simpler functions φj(x) (the shape
functions) as
u(x) ≈
N∑
j=1
φj(x)aj . (2.6)
The unknown is not u(x) anymore, but the vector a (a[j] = aj , ∀j = 1 . . . N).
The φj(x) shape functions are defined continuous element-wise polynomials of degree p,
in such a way that φi(xj) = δij . From this property it comes out that the coefficient aj
represents the value of the scalar unknown u at the node xj , or equivalently aj = u(xj).
We can sepparate the nodes of the mesh then in two sets: a) the Nunk nodes that do
not belong to the Dirichlet boundary of Ω (xj /∈ ∂ΩD) and b) the N −Nunk nodes that
belong to the Dirichlet boundary of Ω (xk ∈ ∂ΩD). Thus, the Dirichlet condition in eq.
(2.1b) can be imposed in equation (2.6) because ak = u(xk) = gD(xk) in the Dirichlet
boundary. Then, we get:
u(x) ≈
Nunk∑
j=1
φj(x)aj +
N∑
k=Nunk+1
φk(x)gD(xk). (2.7)
Note that the first term on the right hand side of eq. (2.7) is now a sum only for the
Nunk nodes which do not belong to the Dirichlet boundary, and not for all the N nodes
of the mesh as before. The gradient of u is:
∇u(x) ≈
Nunk∑
j=1
∇φj(x)aj +
N∑
k=Nunk+1
∇φk(x)gD(xk). (2.8)
It still remains to determine the test functions v. Depending on the definition of v, we
end up with one method or another. The Galerkin method is the one considered in this
thesis, which uses the same shape functions φj(x) previously seen for the discretization
of u in order to get the numerical solution for each element.
In order to approximate the space V0 we choose V
h
0 , the space of test functions, as:
V h0 = span {φi(x),∀i = 1 . . . Nunk} , (2.9)
7
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Thus, we set
v(x) = φi(x), ∀i = 1 . . . Nunk, (2.10)
and
∇v(x) = ∇φi(x), ∀i = 1 . . . Nunk. (2.11)
We can insert equations (2.7), (2.8) and (2.11) in the weak form in (2.5) to get
∫
Ω
∇φi ·D ·
Nunk∑
j=1
∇φj(x)aj +
N∑
k=Nunk+1
∇φk(x)gD(xk)
 dx = ∫
Ω
φif dx−
∫
∂ΩN
φigN ds,
∀i = 1 . . . Nunk.
(2.12)
Since the left hand side of eq. (2.12) is bilinear and gD(xk) and aj do not depend on
the x coordinate, this term of the equation can be split in two parts (the known, which
depends on gD(xk) and the unknown depending on aj), and both gD(xk) and aj can get
out of the integral. The final expression of the weak form discretization of the traditional
Continuous Galerkin elliptic problem is:
Find a1, . . . , aNunk , such that, ∀i = 1 . . . Nunk,
Nunk∑
j=1
∫
Ω
∇φi·D·∇φj dx·aj =
∫
Ω
φif dx−
∫
∂ΩN
φigN ds−
N∑
k=Nunk+1
∫
Ω
∇φi·D·∇φk dx·gD(xk).
(2.13)
The left hand side of eq. (2.13) refers to the stiffness of the system multiplied by the
unknowns vector, a. The right hand side of the same equation refers to the load vectors
accounting for the source term, the Neumann condition and the Dirichlet condition.
This equation can be written in matrix form according to the next definitions:
K[i, j] :=
∫
Ω
∇φi ·D · ∇φj dx, ∀i, j = 1 . . . Nunk, (2.14a)
f[i] := ff [i]− fN [i]− fD[i], ∀i = 1 . . . Nunk; (2.14b)
where
ff [i] :=
∫
Ω
φif dx, (2.15a)
fN [i] :=
∫
∂ΩN
φigN ds, (2.15b)
fD[i] :=
∫
Ω
∇φi ·D · ∇φk dx · gD(xk). (2.15c)
8
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Then, the matrix form of the Continuous Galerkin elliptic problem is
K · a = f. (2.16)
The matrix K and the vector f are frequently computed in terms of its local contributions
Ke and f e, which are assembled as usual:
K =
∧
Ωe∈Ω
Ke, f =
∧
Ωe∈Ω
f e, (2.17)
being
∧
the assembly operator that assembles each elemental matrix in the global matrix.
The vector a can be found out solving this algebraic linear system, and then the solution
of the whole problem is retrieved using eq. (2.7).
2.2 CG Formulation with Static Condensation
2.2.1 Static Condensation
The static condensation technique is known as a specific process for reducing the number
of unknowns of a global system of equations before solving it. It consists on splitting the
degrees of freedom in two sets: a) the primary unknowns, which are the ones that will
remain in the system, and b) the secondary unknowns to be condensed. This latter ones
will be expressed in terms of the primary unknowns, in such a way that the system of
equations will be reduced just to the primary unknowns. See [10, 21, 27, 30] for detailed
information.
Let us consider as an example the linear system A ·x = b. Let us label as 1 the primary
set of unknowns, and the secondary one as 2 . Without loss of generality, we can reorder
the equations according to its set label, leading to(
A11 A12
A21 A22
)
·
[
x1
x2
]
=
[
b1
b2
]
. (2.18)
If the submatrix A22 in eq. (2.18) is invertible, then we can write
x2 = A
−1
22 · {b2 −A21 · x1} (2.19)
and insert eq. (2.19) in the first subset of eq. (2.18) to get
A11 · x1 + A12 · {A−122 · {b2 −A21 · x1}} = b1. (2.20)
9
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Reorganizing terms leads us to the standard Schur complement formulation of the stat-
ically condensed problem for the primary unknowns:
{A11 −A12 ·A−122 ·A21} · x1 = b1 −A12 ·A−122 · b2. (2.21)
Note that x2 does not appear anymore in eq. (2.21) since it has been condensed. Once
equation 2.21 is solved, x1 is introduced in eq. (2.19) to compute x2.
This procedure reduces the size of the linear system, specially when dim(x1) dim(x2),
and increases the computational efficiency, specially when A−122 is easy to compute.
2.2.2 Static Condensation application in CG Formulation
In order to optimize the implementation of the CG formulation presented in section 2.1,
it is possible to apply the static condensation procedure to it. In this way, the linear
system in equation (2.16) will decrease its size, leading to less memory requirements and
shorter CPU-times to solve it.
The idea is to apply the procedure seen in section 2.2.1 to the equation (2.16). Instead
of applying static condensation to the global linear system, we condensate the local
contribution of each element before the assembly process. First, we define two sets:
a) the set of the primary unknowns containing all nodes of element e that belong to
the boundary of that element (xej ∈ ∂Ωe) and b) the set of the secondary unknowns
containing the inner nodes of the element Ωe (xej /∈ ∂Ωe). We label those sets as b (for
boundary) and i (for inner) respectively. The local approach is valid since the matrix of
the inner nodes of the system, Kii, is block-diagonal in smaller submatrices, K
e
ii. This
is because the inner nodes within one element are not related with the inner nodes of
another element. We write then the elemental contributions as
Ke : =
(
Kebb K
e
bi
Keib K
e
ii
)
, ae : =
[
aeb
aei
]
, f e : =
[
f eb
f ei
]
. (2.22)
For valid elements, the submatrix of the inner nodes Keii is always non-singular, since
it relates the inner nodes to an elliptic Dirichlet boundary problem at the element level
(see details in [15]). Therefore, the static condensation technique seen in section 2.2.1
can be applied in the same way to get the hybridized elemental contributions
KeH = {Kebb −Kebi · (Keii)−1 ·Keib} (2.23a)
f eH = f
e
b −Kebi · (Keii)−1 · f ei . (2.23b)
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Note that the size of Keii is relatively small using this local approach (e.g. for a 2-D
quadrilateral mesh, using polynomial shape functions of degree p = 5, the size of Keii is
only 4× 4), so the computation of its inverse is affordable.
The assembly process of KH and fH for the whole system is performed in the following
way:
KH =
∧
Ωe∈Ω
Kebb −Kebi · (Keii)−1 ·Keib, fH =
∧
Ωe∈Ω
f eb −Kebi · (Keii)−1 · f ei , (2.24)
so the final form of the linear system for the condensed problem is
KH · aH = fH . (2.25)
The size of the linear system in (2.25) is Nb × Nb, being Nb the number of nodes of
the whole mesh that belong to the boundary of an element that do not belong to the
Dirichlet boundary. So the inner nodes of the mesh have been then condensed and are
not present in (2.25). The vector aH , which contains the values of the scalar unknown
only for the nodes on the boundary of the elements that do not belong to the Dirichlet
boundary, is obtained once the linear system in (2.25) is solved. The value of the scalar
unknown at the inner nodes of the elements of the mesh can be computed element by
element as
aei = (K
e
ii)
−1 · {fei −Keib · aeb}. (2.26)
This particular approach avoids the assembly of both the full matrix and the full load
vector, as done in the CG case in section 2.1.2, and reduces the costs of the computation.
Moreover, it allows the parallel computation of the inner nodes of each element once the
scalar unknown along its boundaries has been computed.
2.3 DG Formulation
LDG-H method is defined using the mixed formulation, which introduces an auxiliary
flux variable q in order to write two first-order differential equations (2.27a), (2.27b) for
the traditional elliptic diffusion problem:
∇·q(x) = f(x), x ∈ Ω; (2.27a)
D(x) · ∇u(x) + q(x) = 0, x ∈ Ω; (2.27b)
u(x) = gD(x), x ∈ ∂ΩD; (2.27c)
q(x) · n = gN (x), x ∈ ∂ΩN . (2.27d)
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Note that the Dirichlet and Neumann boundary conditions appear in (2.27c) and (2.27d),
respectively.
2.3.1 Weak Form
Equation (2.27b) can be modified in order to simplify the weak formulation and optimize
the computation of the elemental contributions. Taking advantage of the properties of
the permeability tensor D (which is symmetric and positive definite), it is possible to
rewrite (2.27b) as
∇u(x) + D−1(x) · q(x) = 0, x ∈ Ω, (2.28)
since D will always be invertible. This procedure is also applied in [20] and [4], among
others. The advantages of following this approach will be explained in next lines.
In a DG framework, the unknowns u and q are discontinuous between elements. For this
reason the strong form shown in (2.27a) and (2.28) has to be fulfilled in a discontinuous
manner between elements.
Let us define the test functions v and w for scalar and vector fields of Ω, respectively,
and µ for scalar fields of ∂Ωe. The weak form derivation of this problem starts then
with (2.29):
∑
Ωe∈Ω
∫
Ωe
v∇·qdx =
∑
Ωe∈Ω
∫
Ωe
vf dx, ∀v ∈ L2(Ω); (2.29a)
∑
Ωe∈Ω
∫
Ωe
w ·D−1 · q dx+
∑
Ωe∈Ω
∫
Ωe
w · (∇u) dx = 0, ∀w ∈ [L2(Ω)]nsd .
(2.29b)
Next step is to apply integration by parts. Note that the permeability tensor appears
only in the first term of equation (2.29b), which is not being integrated by parts. Using
equation (2.28) instead of (2.27b) simplifies the weak form of the problem, since the
integration by parts of its second term is performed as usual. Moreover, with this
approach D is not required to be differentiable.
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The integration by parts and the divergence theorem lead to the following set of equa-
tions:
∑
Ωe∈Ω
(∫
∂Ωe
vq˜ · nds−
∫
Ωe
(∇v) · q dx
)
=
∑
Ωe∈Ω
∫
Ωe
vf dx, ∀v ∈ L2(Ω); (2.30a)
∑
Ωe∈Ω
(∫
Ωe
w ·D−1 · q dx+
∫
∂Ωe
(w · n)u˜ds
−
∑
Ωe∈Ω
∫
Ωe
(∇·w)u dx
)
= 0, ∀w ∈ [L2(Ω)]nsd ,
(2.30b)
where u and q have been substituted at ∂Ωe by their corresponding numerical traces
u˜ and q˜, which are defined on the boundary of each element. This procedure is done
because neither u nor q are defined on ∂Ωe.
The traditional DG schemes are characterised precisely by the definition of their numer-
ical traces. In our case, since the idea is to implement an hybridizable formulation, it
comes up that the numerical traces are the only unknowns that can be coupled glob-
ally. This means that the scalar unknown u and the flux q within a particular element
can only depend on themselves and on the numerical traces along the boundary of that
element or, conversely, that a given numerical trace can only depend on information of
their (two) adjacent elements and their surrounding numerical traces.
According to [7, 15], for any Ωe element we can express the numerical trace of the flux
q˜e in terms of ue, qe, λe and the traces u˜e, usually denoted as λe, as:
q˜e(x) := qe(x) + τ · (ue(x)− λe(x)) · ne on ∂Ωe. (2.31)
Equation (2.31) turns out to be the only possible definition of q˜e(x) if we require it to be
(i) linearly dependent on the primitive ue and the flux qe, (ii) consistent (u˜e = ue|∂ΩeD =
λe, q˜e ·ne = (qe ·ne)|∂ΩeD) and (iii) its normal component to be single-valued; see detail
in [1, 15]. This last property is equivalent as to say that the normal component of the
numerical trace is locally conservative:∫
∂S
q˜ · nS ds+
∫
S
f dx = 0, (2.32)
being S the union of any collection of elements [1]. The penalty function usually con-
sidered by the local discontinuous Galerkin (LDG) schemes is set here as a factor τ ,
assumed to be positive so that the existence and uniqueness of the approximate solution
is guaranteed [7, 15]. Other authors consider the possibility of this τ parameter being
coordinate-dependent, but we will consider it as constant for the sake of simplicity.
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Since we introduced a new unknown λ in the problem, we need a new equation to
determine it. This equation is known as the transmissivity condition:
∑
Ωe∈Ω
∫
∂Ωe
µq˜ · n ds =
∫
∂ΩN
µgN ds, ∀µ ∈ L2(Γ\∂ΩD), (2.33)
where Γ = ∪e∂Ωe. The transmissivity condition forces the normal component of the
numerical flux to coincide from one element to the adjacent one, and additionally holds
the Neumann condition in (2.27d) for those faces that belong to the Neumann boundary.
It remains to define the Dirichlet boundary condition, which is weakly enforced by∫
∂ΩD
µ(λ− gD) ds = 0, ∀µ ∈ L2(∂ΩD). (2.34)
The weak form of the discontinuous Galerkin problem reads:
Find (u, q, λ) ∈ (L2(Ω), [L2(Ω)]nsd , L2(Γ)) such that:
∑
Ωe∈Ω
∫
∂Ωe
vq˜ · nds−
∑
Ωe∈Ω
∫
Ωe
(∇v) · qdx =
∑
Ωe∈Ω
∫
Ωe
vf dx, ∀v ∈ L2(Ω);
∑
Ωe∈Ω
∫
Ωe
w ·D−1 · qdx+
∑
Ωe∈Ω
∫
∂Ωe
(w · n)u˜ ds
−
∑
Ωe∈Ω
∫
Ωe
(∇·w)udx = 0, ∀w ∈ [L2(Ω)]nsd ;
∫
∂ΩD
µ(λ− gD) ds = 0, ∀µ ∈ L2(∂ΩD);
∑
Ωe∈Ω
∫
∂Ωe
µq˜ · n ds =
∫
∂ΩN
µgN ds, ∀µ ∈ L2(Γ\∂ΩD);
according to the definition of q˜:
q˜e(x) := qe(x) + τ · (ue(x)− λe(x)) · ne on ∂Ωe. (2.35)
2.3.2 Discretization
The domain Ω is discretized in several smaller elements Ωe. Since the solution is discon-
tinuous between elements, the scalar unknown u(x) is locally discretized in ue(x) for all
the elements of the mesh:
ue(x) ≈
Nen∑
j=1
φej(x)uˆ
e
j , (2.36)
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being uˆej the value of the scalar unknown u at the node x
e
j of the e-th element, uˆ
e
j = u(x
e
j).
Here, Nen refers to the number of elemental nodes. The main difference with the CG
formulation is that the Dirichlet condition does not prescribe u values, but the values of
its numerical trace λ. In this way, all the element nodes will hold an unknown value for u.
The discretization of the flux qe(x) is defined in terms of the vectors ek, k = 1 . . . nsd,
which are the k columns of the identity matrix Insd . In this definition, nsd is the number
of spatial dimensions of the problem (2 for the 2D case and 3 for 3D case). The flux is
discretized in the following way:
qe(x) ≈
nsd∑
k=1
Nen∑
j=1
φej(x)qˆ
e
kjek, (2.37)
being qˆekj the value of the component k of the flux q at the node x
e
j of the e-th element,
qˆekj = q(x
e
j)[k]. Since we implement the Galerkin method, we approximate the spaces of
test functions L2(Ωe) and [L2(Ωe)]nsd as:
V = span {φei (x), ∀i = 1 . . . Nen} , (2.38a)
W = span {φei (x)em, ∀i = 1 . . . Nen, ∀m = 1 . . . nsd} , (2.38b)
respectively. Thus, we set the test functions v(x) and w(x) as
ve(x) = φei (x), ∀i = 1 . . . Nen; (2.39a)
we(x) = φei (x)em, ∀i = 1 . . . Nen, ∀m = 1 . . . nsd. (2.39b)
Therefore, the gradient of v(x) is:
∇ve(x) = ∇φei (x), ∀i = 1 . . . Nen; (2.40)
and the divergence of w(x):
∇·we(x) = ∇· (φei (x)em) =
∂
∂xm
φei (x), ∀i = 1 . . . Nen, ∀m = 1 . . . nsd. (2.41)
We have to discretize as well the functions defined along the boundary of each element,
∂Ωe, which are the numerical trace λe(x) and its corresponding test function µe(x). In
order to do so, we will make use of a new kind of shape functions ψej (x) defined along
the boundary ∂Ωe. These ψej (x) shape functions have the same polinomial degree p as
φej(x).
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Thus, the discretization of λe(x) reads
λe(x) ≈
Nef∑
s=1
Nfn∑
j=1
ψesj(x)λˆ
e
sj ; (2.42)
where Nef is to the number of element faces, Nfn is the number of face nodes, and λˆ
e
sj
refers to the value of the numerical trace λ at the node xs,ej of the s-th face in the e-th
element. The test function µe(x) is discretized in a similiar way for each element face:
µe(x) ≈
Nef∑
l=1
ψeli(x), ∀i = 1 . . . Nfn. (2.43)
We are ready to come back to the weak form. Inserting the definition of the numerical
trace (2.31) and the discretizations (2.36) to (2.43) in the particularization for the e-th
element of the weak form in (2.30), we end up with
∫
∂Ωe
φei
(
φej qˆ
e
kjek + τ · (φej uˆej − ψesj λˆesj) · ne
)
· ne ds−
∫
Ωe
(∇φei ) · φej qˆekjek dx =
∫
Ωe
φeif dx
∀e = 1 . . . Nel, ∀i = 1 . . . Nen;
(2.44a)∫
Ωe
φeiem ·D−1φej qˆekjek dx+
∫
∂Ωe
(φeiem · ne)ψesj λˆesj ds−
∫
Ωe
∂φei
∂xm
φej uˆ
e
j dx = 0
∀e = 1 . . . Nel, ∀i = 1 . . . Nen, ∀m = 1 . . . nsd;
(2.44b)∫
∂Ωe
ψeliψ
e
sj λˆ
e
sj ds =
∫
∂Ωe
ψeligD ds, ∀i = 1 . . . Nfn, ∀l = 1 . . . NefD ;
(2.44c)∫
∂Ωe
ψeli
(
φej qˆ
e
kjek + τ · (φej uˆej − ψesj λˆesj) · ne
)
· ne ds =
∫
∂Ωe
ψeligN ds,
∀i = 1 . . . Nfn, ∀l = (NefD + 1) . . . Nef ;
(2.44d)
from here to the end of this document, repeated indices account for the Einstein con-
vention. Here, NefD refers to the number of elemental faces that belong to the Dirichlet
boundary ∂ΩD; in this way, the ψ
e
li shape functions in equation (2.44c) refer only to the
Dirichlet faces, whereas ψeli in (2.44d) refer to all the restant faces.
In order to reorganize terms and simplify the formulation in (2.44), it is interesting to
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note that (i) ne · ne = ‖ne‖L2(Ω)2 = 1, (ii) ek · a = a · ek = ak for any vector a of the
same length of ek, (iii) em ·A · ek = Amk for any matrix A with the same number of
rows as the length of em and the same number of columns as the length of ek, and (iv)
the terms τ , uˆej , qˆ
e
kj and λˆ
e
sj do not depend on the coordinates x, and therefore they can
get out of the integrals.
After some straightforward simplifications on (2.44), we get the final expression of the
weak form discretization of the LDG-H scheme for the elliptic problem:
Find u1 . . . uNen, q1,1 . . . qnsd,Nen and λ1,1 . . . λNef ,Nfn, such that:
τ
∫
Ωe
φeiφ
e
j ds · uˆej +
∫
∂Ωe
φeiφ
e
jn
e
k ds · qˆekj −
∫
Ωe
∂φei
∂xk
· φej dx · qˆekj
− τ
∫
∂Ωe
φei · ψesj ds · λˆesj =
∫
Ωe
φeif dx, ∀e = 1 . . . Nel, ∀i = 1 . . . Nen;
(2.45a)
−
∫
Ωe
∂φei
∂xm
φej dx · uˆej +
∫
Ωe
φei
[
D−1
]
mk
φej dx · qˆekj +
∫
∂Ωe
φeiψ
e
sjn
e
m ds · λˆesj = 0,
∀e = 1 . . . Nel, ∀i = 1 . . . Nen, ∀m = 1 . . . nsd;
(2.45b)∫
∂Ωe
ψeliψ
e
sj ds · λˆesj =
∫
∂Ωe
ψeligD ds, ∀i = 1 . . . Nfn, ∀l = 1 . . . NefD ;
(2.45c)
τ
∫
∂Ωe
ψeliφ
e
j ds · uˆej +
∫
∂Ωe
ψeliφ
e
jn
e
k ds · qˆekj − τ
∫
∂Ωe
ψeli · ψesj ds · λˆesj =
∫
∂Ωe
ψeligN ds
∀i = 1 . . . Nfn, ∀l = (NefD + 1) . . . Nef .
(2.45d)
Equations (2.45a) and (2.45b) are known as the local solvers, since they solve the un-
knowns uˆe ( uˆe[j] = uˆej ) and qˆk
e ( qˆk
e[j] = qˆekj ) within the element e in terms of the
information of the traces λˆs
e
( λˆs
e
[j] = λˆesj ) along its boundaries s. Equation (2.45c)
simply forces the numerical trace of the scalar unknown λˆs
e
to be the projection of
the Dirichlet condition along ∂Ωe for those specific traces that belong to the Dirichlet
boundary. Finally, equation (2.45d) is known as the transmission condition, because it
determines the relationship between the traces λˆs
e
surrounding the e-th element, and
therefore couples the information of all the numerical traces of the mesh once the ele-
mental contributions of all the elements have been assembled.
17
Chapter 2: Formulation 18
The weak form in (2.45) can be expressed in matrix form according to the next defini-
tions:
Memk[i, j] :=
∫
Ωe
φei
[
D−1
]
mk
φej dx, Pesk[i, j] :=
∫
Γes
φeiφ
e
jn
e,s
k ds,
Dek[i, j] :=
∫
Ωe
∂φei
∂xk
φej dx, Qeks[i, j] :=
∫
Γes
φeiψ
e
sjn
e,s
k ds,
Ees[i, j] :=
∫
Γes
φeiφ
e
j ds, f
e[i] :=
∫
Ωe
φeif dx,
Fes[i, j] :=
∫
Γes
φeiψ
e
sj ds, d
e
s[i] :=
∫
Γes
ψesigD ds,
Ges[i, j] :=
∫
Γes
ψesiψ
e
sj ds, g
e
s[i] :=
∫
Γes
ψesigN ds. (2.46)
Then, the matrix form of the contribution of the e-th element is
τ
Nef∑
s=1
Ees
 · uˆe +
Nef∑
s=1
Pesk − Dek
 · qˆke − τFes · λˆse = fe; (2.47a)
−Dem · uˆe +Memk · qˆke +Qems · λˆs
e
= 0, ∀m = 1 . . . nsd; (2.47b)
Ges · λˆs
e
= des, ∀s = 1 . . . NefD ; (2.47c)
τ [Fes]
T · uˆe + [Qeks]T · qˆke − τGes · λˆs
e
= ges, ∀s = (NefD + 1) . . . Nef .
(2.47d)
To get to (2.47), two properties have been considered:
(i) The integrals along the boundary of the element have been decomposed in the sum
of the integrals along all the elemental faces
∫
∂Ωe
f ds =
Nef∑
s=1
∫
Γes
f ds, for any given f ∈ L2(∂Ωe);
(ii) The scalar product in Γs between the test function of the l-th numerical trace and
any other function f vanishes if l 6= s,∫
∂Γes
ψelif ds = 0 if l 6= s.
The combination of (i) and (ii) leads to∫
∂Ωe
ψelif ds =
∫
∂Γel
ψelif ds,
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which can be particularized in∫
∂Ωe
ψeliψ
e
sj ds =
∫
∂Γes
ψeliψ
e
sjδls ds.
The formulation (2.47) can get even more simplified grouping the matrices in (2.46) in
larger matrices Ae, Be, Ce and De in the following way:
Ae :=

τ
∑Nef
s=1 Ees
∑Nef
s=1 Pes1 − De1 · · ·
∑Nef
s=1 Pesnsd − Densd
−De1 Me11 · · · Me1nsd
...
...
. . .
...
−Densd Mensd1 · · · Mensdnsd
 ; (2.48a)
Be :=

−τFe1 · · · −τFeNef
Qe11 · · · Qe1Nef
...
. . .
...
Qensd1 · · · QensdNef
 ; (2.48b)
Ce :=

Ce1
...
CeNef
 , where Ces :=

(
0 · · · 0
)
if Γes ∈ ∂ΩD,(
τ [Fes]
T [Qe1s]
T · · · [Qensds]T
)
if Γes /∈ ∂ΩD;
(2.48c)
De :=

De1 0 0
0
. . . 0
0 0 DeNef
 , where Des :=

Ges if Γes ∈ ∂ΩD,
−τGes if Γes /∈ ∂ΩD.
(2.48d)
With the definitions in (2.48), it is straightforward to write the matrix form of the local
solver
Ae ·

uˆe
qˆ1
e
...
qˆnsd
e
+ Be ·

λˆ1
e
...
λˆNef
e
 =

fe
0
...
0
 , (2.49)
as well as the matrix form of the transmission condition
Ce ·

uˆe
qˆ1
e
...
qˆnsd
e
+De ·

λˆ1
e
...
λˆNef
e
 =

te1
...
teNef
 , where tes :=

des if Γ
e
s ∈ ∂ΩeD,
ges if Γ
e
s /∈ ∂ΩeD.
(2.50)
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In a similar way, we can write the e-th elemental contributions as
Ke : =
(
Ae Be
Ce De
)
, ae : =

uˆe
qˆ1
e
...
qˆnsd
e
λˆ1
e
...
λˆNef
e

, f e : =

fe
0
...
0
te1
...
teNef

. (2.51)
Finally, the assembly process of K and f for the whole system is performed as usual
K =
∧
e,Ωe∈Ω
Ke, f =
∧
e,Ωe∈Ω
f e, (2.52)
so the final form of the linear system for the whole problem is
K · a = f. (2.53)
The assembly process has to be carried out cautiously, specially when assembling the
numerical traces λˆs
e
, since the local numbering order of the nodes xs,ej along it may be
reversed from one element to the adjacent one (the local numbering of the nodes of the
numerical trace depends on the element it is considered to belong to).
Note that vector a can be found out solving the global system, and then the scalar
unknown, the flux and (eventually) the numerical trace can be retrieved using equations
(2.36), (2.37) and (2.42) for each element, respectively.
2.3.3 Post-process
A special feature of the mixed methods is that the approximate solution can be locally
post-processed in order to obtain a new approximation of the scalar unknown converging
with an additional order O(hp+2) [6, 8, 26]. This so called superconvergence is achieved
for p > 0 if the flux converges with order (p+ 1) and the average of the scalar unknown
on each element superconverges with order (p+ 2); see details in [15].
Let us denote uepost(x) the post-processed u
e(x). The idea is to take qe(x) and find an
uepost(x) such that q
e(x) = −D(x)∇uepost(x). Since q(x ) is interpolated with polynomial
shape functions of degree p, uepost(x) has to be interpolated with polynomials of degree
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(p+ 1). This problem is weakly defined by imposing:∫
Ωe
∇we · ∇uepost dx = −
∫
Ωe
∇we ·D−1qe dx, ∀w ∈ L2(Ω). (2.54)
The discretization of we and uepost with the usual shape functions of degree (p+ 1) leads
to an underdetermined system of linear equations, which requires an additional equation
to be added. This equation is ∫
Ωe
(
uepost − ue
)
dx = 0, (2.55)
which forces the average of uepost(x) and the average of u
e(x) to coincide within the e-th
element.
The new post-processed upost(x) is obtained repeating this procedure locally for each
element of the mesh.
2.4 HDG Formulation
This section shows the hybridization of the LDG-H formulation seen in section 2.3, using
the same Schur Complement technique exposed in 2.2. The LDG-H formulation has
been designed in order to be hybridizable, and here we take advantage of this property
to build up a faster and less memory-demanding solver, called HDG. Similarly as in
2.2.2, it is intended to hybridize the local contributions of each element, and not the
whole assembled system.
We define the set of primary unknowns aeλ which contains the unknown λ, and the set
of secondary unknowns aeh which contains u and q:
aeλ :=

λˆ1
e
...
λˆNef
e
 , aeh :=

uˆe
qˆ1
e
...
qˆnsd
e
 . (2.56)
This definition divides the matrix Ke and the vector f e in four and two blocks, respec-
tively:
Ke : =
(
Kehh K
e
hλ
Keλh K
e
λλ
)
, ae : =
[
aeh
aeλ
]
, f e : =
[
f eh
f eλ
]
. (2.57)
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Note that both u and q are not directly related between elements, thus leading to a
block-diagonal Kehh submatrix. From (2.49) and (2.50), we find the next identities:
Kehh = Ae,
Kehλ = Be,
Keλh = Ce,
Keλλ = De,
f eh =

fe
0
...
0
 , f eλ =

te1
...
teNef
 . (2.58)
Therefore, we can say that the equations in (2.57) that will remain after the hybridization
are the ones that belong to the transmission condition (2.50), and the ones that will
be hybridized are those belonging to the local solver (2.49), which is exactly what was
meant to do. The hybridization of the elemental contributions in this way is possible
because the matrix Ae is always non-singular. This is justified by [7, 15], since every local
solver involves the DG discretization of an elemental domain with Dirichlet boundary
conditions, and therefore each local elemental problem is well-posed and invertible.
We can apply then the static condensation procedure shown in (2.23) to this formulation
in order to get the hybridized version of the transmission condition:
{De − Ce · (Ae)−1 · Be} · aeλ = f eλ − Ce · (Ae)−1 · f eh . (2.59)
The assembly process of K and f (let us label them as Kλ and fλ in this hybridized
formulation) is performed in the following way:
Kλ =
∧
Ωe∈Ω
De − Ce · (Ae)−1 · Be, fλ =
∧
Ωe∈Ω
f eλ − Ce · (Ae)−1 · f eh , (2.60)
so the final form of the linear system for the condensed problem is
Kλ · aλ = fλ. (2.61)
The unknowns defined within the elements (the scalar unknown and the flux) have been
hybridized and are not present in (2.61). The vector aλ is obtained once the linear
system in (2.61) is solved. The value of the scalar unknown and the flux within the
elements can be computed locally retrieving the expression of the local solver in terms
of the numerical trace:
aeh = (Ae)−1 · f eh − (Ae)−1 · Be · aeλ. (2.62)
Once the scalar unknown, the flux and the traces are known, it is possible to perform
the local post-processing of the solution in the same way as it is done in section 3.2.4.
22
Chapter 2: Formulation 23
To illustrate the reduction of the size of the linear system due to its hybridization, we
consider a structured quadrilateral mesh, such that Nel = Nd ·Nd, being Nel the number
of elements of the mesh and Nd the number of divisions of both x− and y−boundaries.
The linear system in (2.61) hasNeqλ = Nλ(p+1) equations, beingNλ the total number of
faces of the mesh. Prior to the hybridization process, the system had Neqh = 3Nel(p+1)
2
further equations. Taking into account that for this kind of quadrilateral meshes the
number of faces is related with the number of elements as:
Nλ = 2 (Nel +Nd) ,
it can be shown that, for fine meshes, the reduction of the number of equations in the
global system due to the hybridization process can reach values up to
lim
Nel→∞
(
Neqh
Neqλ +Neqh
)
= . . . =
3p2 − 6p+ 3
3p2 + 8p+ 5
.
This means a reduction of the number of equations of 75% for p = 1, 86% for p = 3
or 90% for p = 5, to name a few examples. It is clear, then, that the hybridization
technique reduces drastically the size of the linear system for high interpolation degrees.
Note that for 3D problems, the reduction is even higher, since the ratio between the
number of inner nodes of a given element and the number of their face nodes increases
with p faster than in the 2D case.
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Chapter 3
Implementation and
Computational Strategy
The objective of this chapter is to present the most relevant aspects of the developed
implementation of the formulations presented in chapter 2.
This chapter is structured as follows. Section 3.1 explains the different softwares that
have been used throughout this thesis. Section 3.2 deals with the implementation of
the finite element code. This section is the most relevant one in terms of computational
engineering, and focuses on specific parts of the code that are worth commenting, such
as the building of the linear systems (section 3.2.2), the solvers (section 3.2.3) and the
post-process (section 3.2.4). Finally, the required operations after the problem has been
executed (error computation and files export) are explained in section 3.3.
3.1 Software Overview
Several softwares have been used in this thesis. Figure 3.1 shows the general flowchart
of the thesis implementation and the relationship between the different softwares in it.
The implementation consists of three main sections:
The generation of the meshes is not inside the scope of this thesis. In order to
generate the meshes, an in-house software called ‘ez4u’ [17] has been used. This
software is able to generate 2D/3D high-order meshes with different geometric
elements (triangles, quadrilaterals and hexaedra are used here) according to the
methodologies described in [11, 12, 25].
The basic information of a mesh, which is:
25
Chapter 3: Implementation and Computational Strategy 26
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Figure 3.1: Implementation flowchart.
• The coordinates matrix
• The connectivity matrix
• The location of the boundary conditions (e.g. Dirichlet and Neumann ones)
is stored in a file according to the .dcm mesh format. Therefore, our code im-
plementation (see section 3.1-Finite element code) needs a DCM Reader which
understands the information encoded in the .dcm files correctly. This mesh reader
was already implemented by my mentors when I first received the code, so it’s not
part of my own work.
The output of this process is a Python [22] instance of a Mesh class. It contains
the coordinates matrix, the connectivity matrix, the prescribed conditions and the
master element, which is fundamental in order to get the elemental contributions:
it contains information about the geometry of the reference element, the shape
functions and its derivatives, the weights and points of the numerical quadrature
required to integrate any function within its domain and the way to compute the
normal vectors at a given point.
The finite element code able to solve elliptic diffusion problems has been imple-
mented in ‘Python’. This code includes the mesh reading, the building of the
linear system (the computation of the elemental contributions and the assembly
process), the solvers and the export operations (see sections 3.2 and 3.3). Python
has also been used to plot 2D graphs in order to analyze the performance of the
developed algorithms (see section 3.3.2).
The visualization of the results is carried out by means of an external open-source
tool called ‘ParaView’ [16]. This software is a multi-platform data analysis and
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visualization application well-known in the scientific community. It is able to show
the results of the simulations by means of its Visualization Toolkit (VTK) library.
In order to visualize the results, all we have to do is import the output file .vtu
generated by our code (see section 3.3.3) into ParaView. Once in ParaView, there
exist a wide range of options in order to customize the visualization and the ren-
dering of the results in an interactive way, such as warping the 2-D scalar solution
to the z dimension, coloring the scalar solution and displaying the solution of the
flux as a vectorial field, among others.
3.2 Running the Finite Element codes
This thesis considers four different solvers: CG, HCG, DG and HDG. Figure 3.2 contains
the specific flowchart of each one.
The definition of the problem statement (see section 3.2.1) is the first step in the codes.
Once the problem is defined, two operations are required to get the solution of the
problem: the building of the linear system (see section 3.2.2) and its resolution (see
sections 3.2.3 and 3.2.4).
3.2.1 Problem Statement
The problem statement is defined in terms of:
• the mesh,
• the diffusivity tensor D(x),
• the source term f(x),
• the Dirichlet boundary conditions gD(x),
• the Neumann boundary conditions gN (x),
• the τ parameter (only required in DG and HDG problems).
Additionally, some indicators can be selected in order to store information during the
computation, such as the computational times, the memory consumptions and the errors
(see further details in section 3.3.2).
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Figure 3.2: Flowcharts of the different problems.
3.2.2 Building the System
This section explains the steps to follow in order to build the linear system to be solved.
Firstly, the elemental contributions have to be computed for each element. Additionally,
for HCG and HDG problems, these contributions are hybridized. Once we get the proper
elemental contributions, they are assembled into the global matrix and the global right
hand side vector in order to get the linear system of equations.
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Elemental contributions
The linear system is built from the assembly of the contributions of each element in
the mesh. This section explains how to compute these elemental contributions. Both
the elemental matrix Ke and the elemental right hand side vector f e are implemented
in Python as dense Numpy arrays, since they are relatively small and they are only used
to perform the assembly process (see section 3.2.2-Assembly Process); this latter is the
one which will consider sparse matrices.
The elemental contributions can be built in two ways:
• From an integral expression for each [i, j] entry of it. This is the case of the
continuous formulation, see equation (2.14a).
• From the concatenation of other submatrices. This is the case of the discontinuous
formulation, see equations (2.51) and (2.48). Note that, in fact, these submatrices
are built as well from integral expressions for each [i, j] entry, as equation (2.46)
shows.
In any case, the computation of integral expressions has to be carried out. The integra-
tion in the physical space is performed in the master element using numerical integration:∫
Ωe
f(x) dΩ =
∫
ΩM
(
f ◦ φ
)
(ξ)
∣∣∣∣∂φ(ξ)∂ξ
∣∣∣∣ dξ ≈∑
k
wk
(
f ◦ φ
∣∣∣∣∂φ∂ξ
∣∣∣∣) (ξk), (3.1)
where wk and ξk are the integration weights and points, respectively, and φ(ξ) is the
mapping between the reference space and the physical space.
Once all the Ke[i, j] and f e[i] are computed, we end up with two Numpy dense arrays
for each element, Ke and f e. In the case of HCG and HDG problems, these elemental
contributions are hybridized (see section 3.2.2-Hybridization). Finally, all the elemental
contributions are properly assembled (see section 3.2.2-Assembly Process).
Hybridization
Each elemental contribution is hybridized in the case of HCG and HDG problems. In
order to do so, we recall equations (2.24) and (2.26) from the HCG formulation (the
same for the HDG case):
KH = K11 −K12 · (K22)−1 ·K21, fH = f1 −K12 · (K22)−1 · f2; (3.2)
a2 = (K22)
−1 · f2 − (K22)−1 ·K21 · a1, (3.3)
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where the superindex e has been dropped for the sake of simplicity; label ‘1’ accounts
for the elemental primary unknowns and label ‘2’ for the elemental secondary ones.
Equation (3.2) is used together with (2.24) and (2.25) to find the primary unknowns
a1, and equation (3.3) to find the secondary elemental unknowns a2 once the primary
ones are already known. Both equations contain the inverse of the submatrix K22. In
order to reduce the computational cost of the implementation, we propose the following
procedure.
The first step is to define two auxiliar arrays Z and z
Z := (K22)
−1 ·K21, (3.4a)
z := (K22)
−1 · f2, (3.4b)
and to rewrite equations (3.2) and (3.3) using (3.4):
KH = K11 −K12 · Z, fH = f1 −K12 · z; (3.5)
a2 = z− Z · a1, (3.6)
The point now is to find the numerical expression of the auxiliar arrays Z and z from
equations (3.4), avoiding the computation of K−122 . To do so, we rewrite (3.4) as the
following linear systems:
K22 · Z = K21, (3.7a)
K22 · z = f2. (3.7b)
Solving the linear systems in (3.7), the auxiliar arrays are found. Note that (3.7a) is, in
fact, a set of n linear systems, where n is the number of columns of K21 or, equivalently,
the number of primary unknowns. Together with (3.7b), the total number of linear
systems to be solved is n+ 1. It is worth, then, to apply a decomposition technique on
the left hand side matrix K22, which is shared by all the linear systems to be solved. It
has been considered the well-known LU factorization for K22
K22 = L ·U, (3.8)
for two main reasons: (i) it is already implemented in Python in an efficient way, and
(ii) it is more general than the Cholesky Factorization, which is only valid for symmetric
positive definite matrices. This is always the case in HCG schemes, but not in HDG
ones.
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Once K22 is factorized in L and U, the Python LU solver gives us directly the auxiliar
arrays Z and z, which are used to find the hybridized local contributions of each element
using equation (3.5), and proceed to its posterior assembly (see section 3.2.2-Assembly
Process). In order to get also the secondary unknowns once the global system is solved
(see section 3.2.3), the local solver has to be performed element-by-element retrieving
equation (3.6), where the auxiliary arrays Z and z are needed again.
Assembly process
Up to this point, we have two Python arrays for each element, which correspond to
their elemental contributions Ke and f e. Each elemental contribution, whether it has
been hybridized (see section 3.2.2-Hybridization) or not, is assembled to conform the
global system of equations to be solved.
Since we are developing an efficient code able to deal with very large problems, and the
matrix of the global system is usually sparse in finite element schemes, the implemen-
tation in Python of the global system matrix has been done as well following two sparse
storage schemes [29]:
Coordinate List (COO) Matrix which is very efficient for incremental building of
sparse matrices (assembly process).
Compressed Sparse Row (CSR) Matrix which is very efficient to perform matrix
operations (solving process).
The first sparse format, the COO, stores a list of (row, column, value) tuples. This
specific format permits duplicate entries, and thus facilitates efficient construction of
finite element matrices.
Once the Coordinate List matrix is built, it is transformed into the Compressed Sparse
Row (CSR) format, which is the one that is used in order to solve the global system.
This format is similar to COO, but compresses the row indices I. It is made up as well
by three one-dimensional arrays, let us denote them by AI, AJ and A. The main idea of
this format is to store the entries of the matrix in the array A, but this time sorted as
they appear in a row-wise fashion. The entries equal to zero are ignored and the entries
with duplicated (row,column) tuples are added. With these changes, the array I can be
‘compressed’ to become AI, which stores just the locations of the entries in A that start
a row.
Next, we analyze the memory requirements of this implementation. We denote by nnz
the number of non-zero entries of the matrix, and by n the number of rows or columns of
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the original matrix. Instead of n2 floating point entries as in the dense matrix approach,
only 2 ·nnz+n+1 storage locations are required with the CSR approach, where nnz are
floating point and nnz+n+1 are integers (see further details in [13]). Typically, default
Python floating point precision is double (float64), meaning that 64 bits (8 bytes) are
needed to store a single float entry. Similarly, default Python integer entries are of the
type int32, meaning that 32 bits (4 bytes) are needed to store a single integer [28]. ,
Therefore, the condition that has to be fulfilled in order to make the storage of a given
matrix worthwhile in CSR format, instead of using the traditional dense format:
8 · (nnz) + 4 · (nnz + n+ 1) ≤ 8 · (n2) , (3.9)
which states that the total number of bytes required to store a given matrix in CSR
format has to be less or equal than the total number of bytes required to store the same
matrix in dense format. Thus, the maximum number of non-zero entries of a given
matrix in order to make the CSR storage worthy is
nnz ≤ 2
3
· n2 − 1
3
· n− 1
3
. (3.10)
According to the definition of the sparsity index, si (the number of non-zero entries of a
matrix with respect to its total size), we find the maximum sparsity of a matrix in order
to make its CSR storage worthy:
si =
nnz
n2
≤ 2
3
− 1
3 · n −
1
3 · n2 (3.11)
Although the equation (3.11) depends on n, it rapidly tends to just 2/3 when we in-
crease the matrix size, which is typically large enough in finite element computations.
Therefore, we can state that this CSR format implementation saves memory when the
sparsity of the matrix to be stored is below 66%, which means that only 1/3 of the total
entries in the matrix are required to be 0.
The usefulness of sparse matrices in terms of memory will be proved in chapter 4 once
we check that the sparsity of our system matrices is lower than 66%, but we can advance
that, for fine meshes or high interpolation degrees, the sparsity of the system matrices
can reach values even below 1%.
Another advantage of CSR format is that it is very efficient in arithmetic matrix opera-
tions, requiring less CPU time than other sparse formats, and much less CPU time than
the traditional dense approach [13]. Therefore, the usage of sparse matrices is highly
recommended in efficient finite element codes.
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The right hand side vector of the global system has to be assembled as well. It is
implemented as a numpy floating point array, which is firstly initialized. Then, we
check which entries of f e are going to be assembled into the global right hand side
vector, considering the source term, the Dirichlet boundary conditions and the Neumann
boundary conditions. The global numbering of each local node is as well found, and then
the assembly process takes place.
All the assembly process is carried out using a vectorized approach, which means that
operations are performed at once on multiple scalars, rather than called several times
on a single scalar. This technique saves a considerable amount of CPU time, specially
for large arrays.
3.2.3 Solving the System
This thesis considers the use of sparse iterative solvers in order to get the solution of the
global linear system. Incomplete LU factorization (ILU) is used to get the precondition-
ers of the linear system in order to speed up the convergence. In our case, this approach
is preferred rather than other direct methods such as the LU factorization, which require
the renumbering of the nodes prior to solving the system, in order to avoid large fill-in
of the factorized matrices which would lead to unaffordable memory consumptions.
Thus, we use the Conjugated Gradients (CG) solver in the case of continuous prob-
lems (CG and HCG), since the system matrix is always symmetric and definite positive.
Conversely, the Generalized Minimal Residual (GMRES) solver is considered for discon-
tinuous problems (DG and HDG), where the system matrix is not symmetric. Both
solvers are already implemented in Python. The same tolerance has been set for both
solvers, in order to make the computations comparable.
Note that we get directly the whole solution if the problem is not hybridized (CG and
DG). However, if the problem is hybridized (HCG and HDG) we also need to find the
secondary unknowns of the original system using the local solver, explained in section
3.2.2-Hybridization.
3.2.4 Local Post-processing
The post-processing procedure can be implemented in mixed schemes (DG, HDG). Al-
though the original solution is approximated using polynomials of degree (p), the post-
processed solutions u and q are approximated using polynomial shape functions of degree
(p+1). This new shape functions cannot be taken from the original mesh, since we want
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to increase the interpolation degree just for the solution, remaining with the same in-
terpolation degree for the geometry. This procedure is well-known as subparametric
interpolation [31].
The first step is to get the physical coordinates of the new nodes. This is straightforward,
since the interpolation of the new geometry is the same as the one of the old geometry:
xe(ξ) =
nold∑
i=1
φi(ξ) · xˆei , (3.12)
being nold the number of shape functions of the old mesh, and xˆ
e
i the nodes of the old
mesh. We just need to evaluate the old shape functions φi(ξ) at the nodes ξˆnew of the
new master element to get the new physical coordinates xˆenew:
[xˆenew]j = x
e([ξˆnew]j) =
nold∑
i=1
φi([ξˆnew]j) · xˆei , ∀j = 1 . . . nnew, (3.13)
being nnew the number of shape functions of the new geometry. Note that at this point
the physical geometry of the new element is already defined.
Next step is to map the current solutions u(x) and q(x) to the nodes of the new mesh
to get uˆenew and qˆ
e
new, with a double purpose: (i) to be able to build the system for the
post-process, and (ii) to export a single mesh (the post-processed one) containing all the
solutions, the post-processed one upost(x) and the previous ones u(x) and q(x). This
procedure is performed in the same way that we have used to interpolate the geometry;
that is, the values of the old solution are interpolated within the e-th element using the
old shape functions:
[uˆenew]j =
nold∑
i=1
φi([ξˆnew]j) · uˆei , ∀j = 1 . . . nnew; (3.14a)
[qˆenew]j =
nold∑
i=1
φi([ξˆnew]j) · qˆei , ∀j = 1 . . . nnew. (3.14b)
We can now build the linear system corresponding to the post-process (see equation
(2.54)) discretizing uepost, q
e and the test functions we in the new mesh using the new
shape functions of polynomial degree (p+ 1), φenewj(x), and the nodal values computed
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in eq. (3.14):
uepost ≈
nnew∑
j=1
[φenew]j(x) · [uˆepost]j ; (3.15a)
qe ≈
nnew∑
j=1
[φenew]j(x) · [qˆenew]j ; (3.15b)
we :=[φenew]i(x), ∀i = 1 . . . nnew, (3.15c)
as well as the gradient of uepost:
∇uepost ≈
nnew∑
j=1
[∇φenew]j(x) · [uˆepost]j , (3.16)
to get∫
Ωe
[∇φenew]i · [∇φenew]j dx · [uˆepost]j = −
∫
Ωe
[∇φenew]i ·D−1 · [φenew]j · [qˆenew]j dx,
∀i = 1 . . . nnew. (3.17)
The matrix form of (3.17) is then:
Ke · uˆepost = f e (3.18)
if we make the following definitions:
Ke[i, j] =
∫
Ωe
[∇φenew]i · [∇φenew]j dx; (3.19a)
f e[i] = −
∫
Ωe
[∇φenew]i ·D−1 · [φenew]j · [qˆenew]j dx. (3.19b)
The linear system in (3.18) is singular and requires one equation to be substituted by
the discretization of the equation seen in (2.55):∫
Ωe
[φenew]j dx · [uˆepost]j =
∫
Ωe
φei uˆ
e
i dx. (3.20)
The linear system is now well-posed and invertible, and it can be solved using numerical
integration (see section 3.2.2-Elemental Contributions) in order to get uˆepost. The post-
processed solution uepost within the e-th element is retrieved using eq. (3.15a). This
procedure is repeated for all the elements in order to get upost.
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3.3 After the Simulation
Once the problem has been solved, two kinds of information are obtained. On the one
hand, we get Python arrays which contain the solution of the problem. In the CG and
HCG cases, just a single array is obtained, corresponding to the nodal values of the
scalar unknown u(x); in the DG and HDG cases, the nodal values of the flux q(x) and
the post-processed solution upost(x) are additionally obtained. Section 3.3.1 details how
to compute the error of these numerical solutions with respect to the analytical ones.
On the other hand, we also get the registry of the computation, explained in section
3.3.2. This will allow us to measure the computational requirements and the accuracy
of the analyzed methods.
3.3.1 Error Computation
To assess the accuracy of the results obtained by our implementation, we will use L2-
error. The L2-error of a function f(x) with respect to another function g(x) is defined
as the L2-norm of the residual vector r(x), where r(x) := f(x)− g(x):
‖r(x)‖L2(Ω) :=
(∫
Ω
r(x) · r(x) dx
)1/2
. (3.21)
Therefore, our aim is to compute:
• The L2-error of the scalar unknown u(x) with respect to uan(x).
• The L2-error of the flux q(x) with respect to qan(x) = −D · ∇uan(x).
• The L2-error of the scalar unknown upost(x) with respect to uan(x).
Note that in continuous schemes (CG and HCG) the only available solution is u(x),
although q(x) can be derived from u(x) since we have that q(x) = −D ·∇u(x). However,
upost(x) is not available. Therefore, in these two cases we will compute only the L2-errors
of u(x) and q(x). For the other two schemes (DG and HDG) we can compute the three
previous errors directly.
In any case, the solutions are defined locally within every element, since its shape func-
tions are defined so. Therefore, the computation of the L2-errors will be performed
element by element:
‖r(x)‖L2(Ω) :=
(∑
Ωe∈Ω
∫
Ωe
re(x) · re(x) dx
)1/2
, (3.22)
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where re(x) depends on the problem we are solving (continuous or discontinuous) in the
following way:
u(x) for all problems : re =
∑
j
φej · uˆe[j]− uan; (3.23a)
q(x) for CG and HCG : re[k] =
∑
l
[∑
j
(
−Dkl
∂φej
∂xl
· uˆe[j]
)
+ Dkl
∂uan
∂xl
]
,
∀k = 1 . . . nsd; (3.23b)
q(x) for DG and HDG : re[k] =
∑
j
φej · qˆke[j] +
∑
l
Dkl
∂uan
∂xl
,
∀k = 1 . . . nsd; (3.23c)
upost(x) for DG and HDG : r
e =
∑
j
φpost
e
j · uˆposte[j]− uan. (3.23d)
The integrals in equation (3.22) will be computed numerically as usual (see section
3.2.2-Elemental Contributions).
3.3.2 Registry
The registry of the problem contains a certain number of performance indicators, that
are useful to generate line plots of the quantity of interest over the parameter involved
in the analysis (typically the mesh size h or the polynomial degree p) by means of the
Python plotters.
Time indicators. We have divided our implementation in several sections, and we have
assigned a time indicator for each one of them. For CG and HCG problems, we
have used three temporal indicators: the time to initialize the problem, the time to
build the global system of equations (including the computation of the elemental
contributions and the assembly process) and the time to solve it. For DG and
HDG problems, we have included an additional indicator, which stores the time to
perform all the postprocess operations in order to obtain upost(x). Note that, for
hybridized problems (HCG and HDG), the build time refers as well to the time
required to hybridize (or similarly condensate) the local systems for each element.
Similarly, the solve time refers to both the global solver and the local solvers of
each element.
Time indicators are used to plot time graphs, where the x-axis represents the ele-
ment size, h, and the y-axis represents the ratio between two times of computation,
typically HDG over HCG.
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Memory indicators. Each computation has a cost in terms of memory consumption.
This cost is not negligible and might be the limiting factor when running large
problems, depending on the available computational memory. The memory con-
sumption peak is associated to the size of the system matrix. For this reason the
memory indicator contains the size (referring to bytes) of the system matrix to be
solved. For hybridized problems (HCG, HDG), the size of the auxiliar array (see
section 3.2.2-Hybridization) is stored as well.
All this information can be plotted in the memory plots, where the x-axis repre-
sents the element size, h, and the y-axis represents the memory required to store
the system matrix in KB.
Sparsity indicators. This indicator quantifies the sparsity of the matrix system in
terms of the sparsity indicator, si, the ratio between the number of non-zero entries
of it and the total number of entries. The x-axis in the sparsity graphs represents
the element size, h, and the y-axis the sparsity of the system matrix in percentage.
Unknowns indicators. The information about the number of primary unknowns and
the number of secondary unknowns of the global system is stored here. Note that
in the case of CG and DG problems, since they are not hybridized, the former will
be equal to the total number of unknowns and the latter will be equal to zero.
This information can be plotted in the unknowns plots, where the x-axis represents
the element size, h, and the y-axis represents the number of unknowns of the
system.
Error indicators. This indicators have been computed according to section 3.3.1. The
CG and HCG problems store the error of the scalar unknown u and the flux
unknown q; the DG and HDG problems store as well the error of the post-processed
solution upost.
The error plots can be built using this indicators. The x-axis of this kind of graphs
represents the element size, h; it is typically set in log10-scale. The y-axis repre-
sents the L2-error of the numerical solution with respect to the analytical one in
a log10-scale. Since the L2-error theoretically converges at a constant rate of r for
a given polynomial interpolation degree p and for a given solver (see table 3.1),
straight lines with a slope of r are expected for each kind of variable and problem.
Note that not all the previous indicators may be filled in; only the ones that have been
selected in the problem statement (see section 3.2.1) may contain information. All the
rest are empty variables.
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CG and HCG DG and HDG
upost(x) - p+ 2
u(x) p+ 1 p+ 1
q(x) p p+ 1
Table 3.1: Theoretical convergence rate r of the L2-error of the solutions.
Figure 3.3: Example of .log registry file: 2DSqu P1 HDG1 squareH1P1.
3.3.3 Exporting the Results
Both the solution of the computation and its registry are exported in order to store them
outside Python. In order to do that, the writer functions are required.
Two Python writers are implemented in this thesis: the VTKWriter, which exports the
solution in a .vtu file, and the logWriter, which exports the registry in a .log file.
Both are ASCII files.
The VTKWriter was already implemented by my mentors when I first received the code,
so it’s not part of my own work. It writes the solution in a way that Paraview is able
to read (see section 3.1-Visualization of the results).
The logWriter was totally implemented by me. Let’s take a look at the registry file in
figure 3.3. It consists in an HDG computation with τ = 1 in the mesh SquareH1P1.dcm.
This file corresponds to a 2-D structured quadrilateral mesh for the [0, 1] × [0, 1] do-
main which has 2 linear squares in each x-y direction. The registry file is named
2DSqu P1 HDG1 squareH1P1.log, according to the Analysis Name (2DSqu P1), the
Problem Name (HDG1 including the τ parameter for discontinuous problems) and the
mesh name (squareH1P1).
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The header lines (1 to 13) contain general information about the computation: the
name of the registry file, the name of the solver, the value of the τ parameter (only for
discontinuous solvers), the identifier of the analytical problem (here, Sin1.38 refers to
a sinusoidal function in both x− and y− directions with a wave frequency of 1.38), the
name of the mesh file, the dimension of the problem and the interpolation degree of the
shape functions.
The rest of the file is composed of 5 sections, each one corresponding to a kind of
performance indicator (see section 3.3.2). Note that the errors are always written in
log10-scale. The L2-error of the scalar solution is shown in both its original and post-
processed form for discontinuous problems. The flux L2-error has a flag indicating
whether it has been computed using equation (3.23b) (Indirect) or (3.23c) (Direct).
The rest of the file is easily readable and presents no further particularities.
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Results and Validation
The aim of this chapter is to validate the capabilities and the performance of the devel-
oped code. To this end, we show that it can handle several kinds of geometries (even
with curved boundaries) in 2D and 3D, different interpolation degrees and mesh sizes,
and domains with several source terms and diffusion tensors, with both Dirichlet and
Neumann boundary conditions. A comparison between the four implemented solvers
(CG, HCG, DG and HDG) is performed in terms of the L2-error with respect to the
analytical solution, as well as the time and memory requirements for each simulation.
Additionally, the number of unknowns of each global system and the sparsity of the
matrix system are analyzed. All the computations have been carried out at the cluster
Clonetroop of the Laboratori de Ca`lcul Nume`ric (LaCa`N) of the UPC [18].
This chapter is organized as follows: section 4.1 contains several studies of convergence
of the L2-error of the solution in simple domains, in order to prove the reliability and
accuracy of the codes. Section 4.2 compares the performance of the different compu-
tations presented in section 4.1 in terms of CPU time and memory consumptions. In
addition, we also analyze the number of unknowns of the global systems and its sparsity.
Section 4.3 shows the reliability of the different solvers when complex geometries with
curved boundaries are considered. Finally, section 4.4 shows the effect of considering
non-homogeneous diffusion tensors in the domain.
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4.1 Error Convergence
In this section, two domains are considered:
• A square [0, 1] × [0, 1] domain for 2D cases. Dirichlet boundary conditions are
prescribed at the edges x = 0 and x = 1, and Neumann boundary conditions are
prescribed at the edges y = 0 and y = 1.
• A cubic [0, 1]× [0, 1]× [0, 1] domain for 3D cases. Dirichlet boundary conditions are
prescribed at the faces x = 0, y = 0 and z = 0, and Neumann boundary conditions
are set at x = 1, y = 1 and z = 1.
We consider the stationary diffusion problem:
∇(D · ∇u) = −f,
where D := Insd in order to get an homogeneous domain. Dirichlet and Neumann
boundary conditions, as well as the source term f , have been properly selected in order
to give an exact solution of the form
u(x, y) = sin (2pikx) · sin (2piky) for the 2D case, (4.1a)
u(x, y, z) = sin (2pikx) · sin (2piky) · sin (2pikz) for the 3D case, (4.1b)
with k = 1.38.
In order to solve this problem, three kind of meshes have been considered:
• Structured quadrilateral meshes for 2D domains.
• Unstructured triangular meshes for 2D domains.
• Structured hexahedral meshes for 3D domains.
All the considered meshes are present in appendix A.
The length of the edges of the mesh elements is set to h, in a way that each edge along
the boundary of the domain is divided in 1/h segments. The polynomial degree of the
shape functions of each element is denoted with p.
The convergence of the L2-error of the solution of this problem is analyzed in two different
ways. In section 4.1.1, the polynomial degree p is fixed whereas the mesh is refined.
With this procedure, the degrees of freedom of the global system increase, and the
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error is expected to decrease according to table 3.1. Section 4.1.2 introduces a different
approach: the idea is to generate meshes with a constant h/p ratio; in this way, all these
meshes lead to the same number of mesh nodes, and thus to the same spatial resolution.
Then, we are able to compare two refinement approaches: the h-refinement approach
(increasing the number of elements in the mesh) and the p-refinement (increasing the
degree of the polynomial shape functions).
4.1.1 Convergence Rates for each Polynomial Degree p
This section considers the meshes generated with an element size of h = 2−s where
s = 1 . . . 7, and with a polynomial degree of p = 1 . . . 5. In this way, we end up with 35
meshes for each kind of discretization (quadrilaterals, triangles and hexahedrals). These
meshes are used to perform the simulations in this section; however, due to memory
limitations, not all of them have been finally used in all the cases.
Note that the hybridization of the linear systems has a minimum impact on the total
error. In fact, a given linear system and its hybridized version are both originally built
from the same formulation, discretization and numerical integration. Thus, they lead
to the same solution if we neglect round-off errors. For this reason, next lines consider
either CG or HCG indistinctly as HCG, and DG and HDG are treated as HDG.
Figures 4.1, 4.2 and 4.3 show the L2-error of the numerical solutions of the problem stated
in section 4.1 with respect to their corresponding analytical solutions using quadrilateral,
triangular and hexahedral meshes, respectively. Each subplot in these figures refers to
a different solution (u, upost and q) and solver (HCG and HDG). The numbers over the
curves correspond to the slope of each one of them in a (log10− log10) scale; these slopes
coincide with the theoretical convergence rates shown in table 3.1. The scalar unknown
u theoretically converges at a rate of (p+ 1), and the post-processed solution upost at a
rate of (p+ 2). Similarly, the flux unknown q theoretically converges at a rate of (p) in
the HCG case and at a rate of (p+ 1) in the HDG case.
From these three figures, we realize that our numerical results converge with the theoret-
ical convergence rates when the convergence region is reached. For continuous problems,
the theoretical convergence rates are rapidly achieved, whereas for discontinuous prob-
lems this fact may slightly depend of the τ parameter, which controls the element-wise
discontinuity of the scalar solution u and the normal component of the flux q.
The post-processed solution upost provides more accurate results than just u without
post-process, because the interpolation degree of the former (p + 1) is higher than the
one of the latter (p). Since the post-processed solution upost is obtained from the flux
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Figure 4.1: L2-error convergence on structured quadrilateral meshes.
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(b) HCG: q
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(d) HDG: q
−7.0 −6.0 −5.0 −4.0 −3.0 −2.0 −1.0
log2 (h)
−12.0
−11.0
−10.0
−9.0
−8.0
−7.0
−6.0
−5.0
−4.0
−3.0
−2.0
−1.0
0.0
1.0
lo
g 1
0(
L
2
−E
rr
or
)
2.01
1.99
2.9
6
2.9
8
4.0
43
.99
4.9
2
4.9
7
5.
89
5.
87
(e) HDG: upost
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Figure 4.2: L2-error convergence on unstructured triangular meshes.
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Figure 4.3: L2-error convergence on structured hexahedral meshes.
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q, the accuracy gain of the scalar unknown when using local post-processing depends
on the inherent error of q. To illustrate this affirmation note that, for all kind of
meshes, τ = 10 provides more accurate results for u than τ = 1. For quadrilaterals and
hexahedral meshes, the flux q is also more accurate with τ = 10, and thus the post-
processed solution upost leads to less error when τ = 10 is considered instead of τ = 1.
Conversely, for triangular meshes, it comes out that τ = 1 leads to a more accurate
solution for the flux q, and for this reason the post-processed scalar solution upost is also
better approximated with τ = 1 in this case.
These numerical results agree with the theoretical convergence rates. Thus, we checked
that our code provides the correct solution with the expected convergence rates for the
L2-error when quadrilateral, triangular and hexahedral meshes are considered.
4.1.2 High-Order meshes with Constant Spatial Resolution
There exist two different approaches in order to reduce the norm of the error in finite
element simulations: a first approach is to refine the mesh (decrease h); a different
approach is to increase the polynomial degree of the shape functions used to interpolate
the solution (increase p). Since the error of the scalar solution u is of order O(hp+1), it
seems to be more interesting to increase p rather than decrease h. This section considers
4 quadrilateral meshes with a constant h/p ratio:
a) 2D structured quadrilateral mesh with h = 1/16 and p = 1
b) 2D structured quadrilateral mesh with h = 1/8 and p = 2
c) 2D structured quadrilateral mesh with h = 1/4 and p = 4
d) 2D structured quadrilateral mesh with h = 1/2 and p = 8
These meshes are presented in appendix A.
Despite the fact that these meshes are refined in a different way, all of them consist
of 289 nodes, 17 for each x, y direction. Therefore, all meshes have the same spatial
resolution.
For CG simulations, this means that all of them will lead to 289 scalar unknowns (with-
out taking into account the Dirichlet boundary conditions). When HCG is considered,
the number of unknowns of the global linear system decreases from mesh a) to mesh d)
since the interior nodes are condensed, leading to more efficient computations.
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Figure 4.4: L2-error convergence of the solution on quadrilateral meshes with constant
h/p ratio.
CG HCG DG HDG
Mesh a) : h = 1/16, p = 1 255 255 4160 1088
Mesh b) : h = 1/8, p = 2 255 191 2160 432
Mesh c) : h = 1/4, p = 4 255 111 1400 200
Mesh d) : h = 1/2, p = 8 255 59 1080 108
Table 4.1: Degrees of freedom of the global system for each solver and mesh.
CG HCG DG HDG
Mesh a) : h = 1/16, p = 1 1.95 · 10−2 2.40 · 10−3
Mesh b) : h = 1/8, p = 2 4.90 · 10−3 7.24 · 10−4
Mesh c) : h = 1/4, p = 4 4.79 · 10−4 8.71 · 10−5
Mesh d) : h = 1/2, p = 8 7.59 · 10−6 1.35 · 10−6
Table 4.2: L2-error of the scalar unknown u for each solver and mesh. Discontinuous
problems show the post-processed solution with τ = 10.
For DG simulations, the number of unknowns is reduced from mesh a) to mesh d) even
with no hybridization, since at each mesh there exist less nodes on elemental boundaries.
Every single node in DG can correspond to several scalar unknowns (one unknown for
each adjacent element and another one for each concurrent numerical trace) and to
several flux unknowns (one unknown for each adjacent element and dimension). When
hybridization is considered, this reduction is even more remarkable.
In any case, moving from fine meshes with low interpolation degrees, such as mesh a),
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towards coarse meshes with high interpolation degrees, such as mesh d), supposes a
reduction of the number of unknowns of the global system (see table 4.1).
On top of that, the L2-error of the solution is reduced as well, as table 4.2 and figure
4.4 show. Both the scalar unknown, u, with or without post-process, and the flux
unknown, q, are more accurate when coarse high-order meshes are considered instead
of fine low-order ones. For instance, the L2-error of the post-processed scalar unknown
upost decreases three orders of magnitude considering high-order meshes, from 2.40 ·10−3
to 1.35 · 10−6.
Therefore, we have shown that high order methods are more accurate than linear meth-
ods using the same spatial resolution.
4.2 Performance Analysis
The performance of the computations in 4.1.1 is assessed in this section in terms of
memory consumption (section 4.2.1) and computational times (section 4.2.2). The rank
of the global system and the sparsity of the global matrices are analyzed in sections 4.2.3
and 4.2.4 respectively.
The performance of every single simulation is covered in appendix B. Instead, we focus
here on a) the effect of the hybridization technique on the main performance indica-
tors, and b) the comparison between continuous and discontinuous approaches. For this
reason, we show relative data in this section.
Just hybrid schemes are considered for hexahedral meshes, since they are very memory-
and time-demanding. Therefore, the effect of hybridization will be only assessed on
triangular and quadrilateral meshes.
Note that the τ parameter does not have any effect in terms of memory requirements,
and has a negligible effect on the computational times. Therefore, a single value τ = 10
has been considered for all the discontinuous computations of this section.
4.2.1 Memory Consumption
Figure 4.5 shows the ratio between the hybrid and non-hybrid solvers in terms of memory
consumptions using structured quadrilateral meshes and unstructured triangular meshes,
depending on the polynomial degree p and on the mesh element size h. The total memory
requirements shown here refer in hybrid cases to the memory needed to store both the
global system matrix and the auxiliary arrays Ze and ze for each element.
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(a) Continuous cases, structured quadrilat-
eral mesh
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(b) Discontinuous cases, structured quadri-
lateral mesh
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(c) Continuous cases, unstructured triangu-
lar mesh
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(d) Discontinuous cases, unstructured tri-
angular mesh
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Figure 4.5: Impact of hybridization on the memory consumption.
From figure 4.5, it is clear that the hybridization technique saves memory in any case,
but specially when high-order meshes are considered. For discontinuous solvers, the
memory saving is much more remarkable than for the continuous ones. For instance,
for an interpolation degree of p = 5, the memory consumption in the discontinuous
approach gets reduced because of hybridization by a factor of 8 on quadrilateral meshes,
and by a factor of 6 on triangular meshes. For the continuous approach, this factor is
around 2 on both kind of meshes. So, in any case, hybridization saves memory. We note
that this memory saving due to hybridization is almost independent of the element size
h.
We compare continuous and discontinuous approaches now. The memory consumption
ratios between hybridized continuous and discontinuous solvers appear in figure 4.6.
Discontinuous schemes appear to require more memory than continuous ones, either if
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(a) Structured quadrilateral mesh
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(b) Unstructured triangular mesh
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(c) Structured hexahedral mesh
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Figure 4.6: Comparison of memory consumption between HCG and HDG solvers.
hybridization is considered or not. It makes sense, since every single node in the contin-
uous approach holds just a single scalar unknown. This is not the case in discontinuous
schemes, where the nodes along the elemental boundaries may hold more than one scalar
unknown for the different concurrent numerical traces. We note that, for coarse meshes
and low interpolation degrees, HDG spends much more memory than HCG, but this
difference gets reduced when high-order fine meshes are considered. For instance, if we
consider a fine quadrilateral mesh (h < 1/32) and an interpolation degree of p = 3,
the HDG spends 5 times more memory than HCG. However, for p = 5 this ratio is
reduced to 4. On triangular meshes, HDG is slightly more memory demanding than
previously, and when we move to hexahedral meshes, the relative memory-consumption
is even larger.
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(a) Continuous cases, structured quadrilat-
eral mesh
−7.0 −6.0 −5.0 −4.0 −3.0 −2.0 −1.0
log2 (h)
0.4
0.6
0.8
1.0
1.2
1.4
T
ot
a
l 
T
im
e 
C
G
/
H
C
G
(b) Discontinuous cases, structured quadri-
lateral mesh
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(c) Continuous cases, unstructured triangu-
lar mesh
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(d) Discontinuous cases, unstructured tri-
angular mesh
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Figure 4.7: Impact of hybridization on the total time.
4.2.2 Time Consumption
We analyze the influence of hybridization on the time requirements. Figures 4.7 and
4.8 show the the ratio between the hybrid and non-hybrid solvers in terms of total and
solving time consumptions respectively. Results depend on the type of considered mesh,
on the polynomial degree p and on the mesh element size h. Let’s recall that the total
time accounts for the time for the initialization, the building of the linear system, the
solving and, for discontinuous schemes, the post-process. The solving time refers to
the time for solving the global system and, for hybrid schemes, also to the time for
executing the local solver on each element. Each temporal data corresponds to the
minimum CPU-time over four separate runs.
Regarding to the solving time from figure 4.8, we point out that the hybridization of the
global system saves solving time in continuous schemes if p ≥ 3, and in discontinuous
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(a) Continuous cases, structured quadrilat-
eral mesh
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(b) Discontinuous cases, structured quadri-
lateral mesh
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(c) Continuous cases, unstructured triangu-
lar mesh
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(d) Discontinuous cases, unstructured trian-
gular mesh
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Figure 4.8: Impact of hybridization on the solving time.
schemes in any case. Hybridization leads to solving a smaller global system, but then
each element is locally computed afterwards. The total solving time is overall reduced in
discontinuous schemes since the size reduction of the global system is very remarkable.
For high interpolation degrees in continuous schemes, or for any interpolation degree in
discontinuous ones, the solving time is the part of the code that takes more time to run;
therefore, the total amount of time required to get the solution is reduced in these cases.
In the continuous case, the difference in time is not that relevant. However, in the
discontinuous case, the consideration of hybrid schemes reduces dramatically the solving
and total times for fine high-order meshes. For instance, regarding figure 4.8, we find
that for p = 5 simulations can become up to 11 times faster on quadrilateral meshes if
hybrid schemes are considered; on top of that, the time saving grows exponentially with
the mesh size h, meaning that high-order discontinuous schemes are not competitive if
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(a) Total time ratio on structured quadrilat-
eral meshes
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(b) Solving time ratio on structured quadri-
lateral meshes
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(c) Total time ratio on unstructured trian-
gular meshes
−7.0 −6.0 −5.0 −4.0 −3.0 −2.0 −1.0
log2 (h)
2
4
6
8
10
12
T
ot
a
l 
T
im
e 
H
D
G
/H
C
G
(d) Solving time ratio on unstructured tri-
angular meshes
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(e) Total time ratio on structured hexahe-
dral meshes
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(f) Solving time ratio on structured hexa-
hedral meshes
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Figure 4.9: Comparison of total time (left column) and solving time (right column)
consumptions between HCG and HDG solvers.
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hybridization is not considered.
Secondly, we can compare the hybrid continuous and discontinuous approaches. Figure
4.9 presents HCG and HDG time ratios. Results show that in the proposed implemen-
tation the formers are faster than the latters, both in solving and total times. Discontin-
uous schemes take more time to build the system since they hold more unknowns than
the continuous ones prior to the hybridization, and take more time to solve it since some
nodes hold more than one unknown in the global system. Moreover, an additional time
is spent getting the post-processed solution upost within each element of the mesh. For
fine high-order meshes, this difference gets decreased but is still remarkable. In these
cases HDG is around 3-4 times slower than HCG for 2D, and around 7 times slower for
3D.
We highlight that time consumptions depend on the code implementation. Although
the code is implemented in an efficient way, it can be further optimized as section 5.3
explains. Therefore, the time analyses presented here are just referring to our own
implementation. Other authors could get different performances, but our conclusions
would not differ significantly from those of other authors.
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(a) Continuous cases, structured quadrilat-
eral mesh
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(b) Discontinuous cases, structured quadri-
lateral mesh
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(c) Continuous cases, unstructured triangu-
lar mesh
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(d) Discontinuous cases, unstructured trian-
gular mesh
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Figure 4.10: Impact of hybridization on the number of unknowns in the system.
4.2.3 Number of Unknowns
Figure 4.10 shows the ratio between hybrid and non-hybrid schemes in terms of the
number of unknowns in the global system. Since the hybridization condensates the
inner elemental nodes in the case of HCG, and the unknowns u and q in the case of
HDG, the system gets reduced in any case. This reduction is specially noticeable in
discontinuous schemes. For instance, if we consider a fine mesh with polynomial shape
functions of degree 5, a reduction of a 90% is given in the discontinuous scheme if
quadrilateral meshes are considered, and a 87% with triangular meshes. Considering
the continuous scheme in the same situation, the number of unknowns gets a reduction
of a 66% with quadrilateral meshes and a 50% with triangular meshes.
Figure 4.11 compares the number of unknowns in hybrid continuous and discontinuous
schemes. We note that the rank in HDG schemes is always larger than in HCG. However,
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(a) Structured quadrilateral mesh
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(b) Unstructured triangular mesh
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(c) Structured hexahedral mesh
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Figure 4.11: Comparison of number of unknowns between HCG and HDG solvers.
considering high-order meshes, both approaches get closer; for p = 5, 2D meshes lead to
a factor of 1.5, while the hexahedral mesh leads to a factor of 2.
4.2.4 Sparsity
Figure 4.12 shows the ratio between hybrid and non-hybrid schemes in terms of the
sparsity index, si. Let us recall that when si tends to 1, the matrix tends to be dense,
and conversely when si tends to 0, the matrix tends to be sparse. We are interested in
this second case, and this is given for high-order fine meshes.
As figure 4.12 shows, hybridization increases the sparsity index of the matrix. It leads
to larger sparsity indexes si in all the studied cases, and this effect grows when p is
increased. For instance, fine meshes with high interpolation degrees (p = 5) double
the sparsity index on quadrilateral meshes and almost triple it on hexahedral meshes.
However, this is a normal consequence of reducing the rank of the system. Overall,
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(a) Continuous cases, structured quadrilat-
eral mesh
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(b) Discontinuous cases, structured quadri-
lateral mesh
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(c) Continuous cases, unstructured triangu-
lar mesh
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(d) Discontinuous cases, unstructured tri-
angular mesh
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Figure 4.12: Impact of hybridization on the sparsity indices of the system.
the matrix entries are reduced in any case, so both memory and time are saved using
hybridization.
We can compare hybrid continuous and discontinuous schemes in this terms (see figure
4.13). We note that the sparsity index in HDG schemes is always lower than in HCG
ones, even when considering high order meshes. Figure 4.14 (directly extracted from [15])
shows the coupling of the unknowns in the HCG (denoted in fig. 4.14 as CG) and HDG
formulations. On a discontinuous scheme, each node of a numerical trace is coupled with
the nodes of the traces of the adjacent elements: on quadrilateral meshes, this means
that each equation relates seven traces, and on triangular meshes five traces. Conversely,
on a continuous scheme, the node on a vertex of an element is related with the nodes on
the boundaries of all the adjacent elements: this means that some equations can relate
up to twelve elemental boundaries for both quadrilateral and triangular meshes.
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(a) Structured quadrilateral mesh
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(b) Unstructured triangular mesh
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(c) Structured hexahedral mesh
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Figure 4.13: Comparison of sparsity indices between HCG and HDG solvers.
Figure 4.14: Coupling of any node within a trace in HDG schemes vs. coupling of
a vertex node in HCG schemes, both in quadrilateral and triangular meshes. Figure
extracted from [15].
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4.3 Considering Real World Complex Geometries
This section considers complex geometries, such as round-shaped boundaries, inner holes
and concave/convex shapes. The aim of this section is to also validate our software on
this kind of domains.
In order to do so, two different examples are considered; the first one (see section 4.3.1)
reproduces the real 2D-geometry of a brake disk. The second one (see section 4.3.2)
considers a 3D-geometry of one half of a gear.
4.3.1 2D Example: Brake Disk
Our aim is to solve the elliptic diffusion problem with an homogeneous diffusion tensor
(D := I2). The boundary edges hold Dirichlet boundary conditions, which have been
properly selected together with the source term f in order to give an exact solution of
the form
u(x, y) = sin (2pikx) · sin (2piky) ,
with k = 1/100.
We have considered a curved high-order mesh with an interpolation degree of p = 7,
see figure 4.15. This mesh is able to describe curved shapes with not many elements
achieving a high level of accuracy.
Figure 4.16(a) shows the analytical solution.
The error of this solution depends on the solver considered. Table 4.3 presents the
L2-error for HCG and HDG (with τ = 1) formulations. Note that continuous and
discontinuous formulations achieve the same order of accuracy for the scalar unknown
u. However, the flux unknown q has better accuracy in HDG, since the convergence
rate is one order above the one of HCG. Moreover, the L2-error is highly reduced if local
post-process technique is considered.
u upost q
HCG 3.02 · 10−4 - 2.00 · 10−3
HDG 1.95 · 10−4 3.98 · 10−5 2.24 · 10−4
Table 4.3: L2-error of the brake disk, depending on the solver.
The error is not homogeneously distributed within the domain; figures 4.16(b) to 4.16(d)
show the spatial distribution of the error, depending on the solver. Figure 4.17 shows
the errors in a detailed zone of the geometry for both solvers.
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(a) Full view of the mesh
(b) Detail of the mesh
Figure 4.15: 2D triangular mesh of the brake disk.
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(a) Analytical solution to the brake disk
(b) Point-wise error of the brake disk with the HCG
solver
(c) Point-wise error of the brake disk with the HDG
solver
(d) Point-wise error of the brake disk with the HDG
solver, post-processed solution
Figure 4.16: Brake disk: scalar solution and its point-wise error spatial distribution.
Note that, in all cases, point-wise errors are mostly concentrated within the elements
around the curved boundaries of the mesh, since the spatial discretization errors arise
mainly there.
The maximum value of the error within all the domain is below 8.5 · 10−5 in any case,
which means that the solvers can handle curved boundaries, despite the additional errors
that arise due to the consideration of curved shapes. Figure 4.16(d) shows the point-
wise error of the post-processed scalar solution, and figure 4.17(c) details the zoom
including a zone with curved-shape boundaries. Comparing the post-processed point-
wise errors with the non post-processed ones, we note that local post-processing reduces
the point-wise error within all the domain, but specially around the curved boundaries.
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(a) HCG solver
(b) HDG solver (c) HDG solver, post-processed solution
Figure 4.17: Details of the point-wise error of the brake disk, depending on the solver.
Let us recall that the local post-processing does not consider a different interpolation
for the geometry, but only for the solution. Therefore, the spatial discretization errors
still remain. The total error is highly reduced, since the solution is interpolated with
polynomials of an extra degree (p+ 1).
4.3.2 3D Example: Semi Gear
This section considers the 3D-geometry of a half of a gear (see figure 4.18(a)).
Our aim is to solve the elliptic diffusion problem with an homogeneous diffusion tensor
(D := I2) considering symmetry Neumann boundary conditions in the faces at y = 0
and Dirichlet boundary conditions along the rest of the faces. They have been properly
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(a) Full view of the mesh
(b) Detail of the mesh
Figure 4.18: 3D hexahedral mesh of one half of a gear.
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Figure 4.19: Analytical solution to the semi gear.
Figure 4.20: Point-wise error of the semi gear with the HCG solver.
selected together with the source term f in order to give an exact solution of the form
u(x, y, z) = sin (2pikx) · sin (2piky) · sin (2pikz) ,
with k = 1/25.
We solve this problem using a coarse curved high-order mesh of interpolation degree
p = 4, see figure 4.18. This mesh can deal with curved boundaries using few elements
(see detail of the mesh in figure 4.18(b)).
Figure 4.19 shows the analytical solution of the problem.
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Figure 4.21: Point-wise error of the semi gear with the HDG solver.
Table 4.4 presents the total L2-error of the HCG and HDG (with τ=1) solvers. In this
case, the continuous solution achieves higher accuracy than the discontinuous one for
both the scalar unknown u and the flux unknown q.
u upost q
HCG 1.38 · 10−2 - 2.45 · 10−2
HDG 1.00 · 10+1 8.51 · 10+0 1.10 · 10+1
Table 4.4: L2-error of the semi gear, depending on the solver.
The point-wise error of the scalar solution is shown in figure 4.20 for the HCG case, and
in figure 4.21 for the HDG case. These figures show that the point-wise error is also
not homogeneously distributed within all the domain; it is larger on curved faces for
the same reason explained in the 2D brake disk example (see section 4.3.1). However,
the point-wise error distribution depends on the solver. Note that the error with the
HDG solver is relatively high at faces with confronted curved edges, even where Dirichlet
boundary conditions have been prescribed. A way to reduce the local error on this kind
of elements would be dividing these elements in two, leading to a straight shared face.
This procedure would facilitate the interpolation of the solution within these elements.
In any case, both solvers tend to provide the correct solution.
4.4 Considering non-Homogeneous Domains
In this section we focus on non-homogeneous domains, in order to show that the solver
also works for any symmetric positive definite diffusion tensor D. Two kind of domains
are considered: anisotropic and heterogeneous domains.
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Section 4.4.1 considers anisotropic domains, meaning that the diffusion tensor achieves
different values in the principal directions. Section 4.4.2 considers heterogeneous do-
mains, meaning that the diffusion tensor depends on the spatial coordinates.
From now on, we will refer to the hydraulic diffusion problem in order to illustrate the
simulations.
Both sections consider the same geometry, a square [0, 1]× [0, 1], with null source term
(f = 0):
• The edge at x = 0 is modeled as an impermeable layer, so it holds a Neumann
boundary condition set to zero (gN = 0 at x = 0).
• The edge at x = 1 is modeled as a drain, so it holds a Neumann boundary condition
set to one (gN = 1 at x = 1); in this way, some water is allowed to escape the
domain.
• The edges at y = 0 and y = 1 represent two different water reservoirs with constant
water levels, which hold Dirichlet boundary conditions, set to 0 and 1 respectively
(gD = 0 at y = 0; gD = 1 at y = 1).
The hydraulic head at the top reservoir is maximum. Therefore, water is forced to flow
across the domain, until it reaches the bottom reservoir (with lower head) or until it
escapes the domain through the drain in the right boundary.
The diffusion tensor accounts now for the permeability of the soil; therefore, the water
will flow across the domain according to D.
In order to solve this problem, the high-order mesh with an element size of h = 1/64
and a polynomial degree p = 6 has been considered, which is accurate enough for our
purposes.
4.4.1 Anisotropic domain
In this section we consider an anisotropic permeability tensor D. This kind of permeabil-
ity tensors can always be expressed in terms of the values (D1, D2) along the principal
directions in the following way:
D′ =
(
D1 0
0 D2
)
, (4.2)
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if the principal directions of the tensor are aligned with the x- and y-axis. In order to
get the permeability tensor oriented in a given direction, we have to rotate the tensor
using:
D = RT ·D′ ·R, (4.3)
where R is the 2D rotation matrix, which depends on the (counterclockwise) angle of
rotation α:
R =
(
cos(α) sin(α)
− sin(α) cos(α)
)
. (4.4)
In this way, we are able to define any constant permeability tensor. This way of con-
structing D leads to a symmetric matrix; note then that both D1 and D2 have to be
positive (D1, D2 > 0) in order to get a symmetric positive definite tensor. Picking
D1 = D2 we end up with the isotropic case; the anisotropy arises when D2 6= D1.
The next example considers the domain explained in 4.4 with diagonal stratification of
the soil, from northwest to southeast (α = pi2 ).
Different (D1, D2) tuples have been considered:
• Isotropy: (D1, D2)=(1,1).
• Anisotropy: (D1, D2)=(1,10).
• Strong anisotropy: (D1, D2)=(1,100).
We proceed now to simulate the hydraulic diffusion problem on these 3 scenarios.
For the three cases, figure 4.22 shows the resulting hydraulic head, represented by the
contour fill and the contour lines, and the flow direction is denoted with white arrows.
We highlight that the white arrows account for the flow direction only, and not for its
magnitude; instead, the flow magnitude is shown in figure 4.23, together with the stream
lines of the water flow.
In the isotropic case, some water coming from the top reservoir flows towards the bottom
reservoir, and some other amount of water ends up flowing towards the drain on the right
boundary. Note that the drain is even able to catch a small amount of water from the
bottom reservoir too, creating an inversed flow upwards at the right bottom corner.
The equipotential lines defined by the hydraulic head in figure 4.22 and the stream lines
defined by the flow in figure 4.23 are orthogonal just in this isotropic case, as expected.
As the stratification of the soil gets increased, the equipotential lines tend to become
parallel and horizontal, and the water in the bottom reservoir losses capacity to flow
towards the drain. Regarding to the flow magnitude in figure 4.23, we observe that it
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(a) Head in isotropy
(b) Head in a 1:10 anisotropy
(c) Head in a 1:100 anisotropy
Figure 4.22: Head (contour fill and contour lines) and flow direction (white arrows)
in an anisotropic soil depending on the stratification degree.
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(a) Flow magnitude in isotropy (b) Stream lines in isotropy
(c) Flow magnitude in a 1:10 anisotropy (d) Stream lines in a 1:10 anisotropy
(e) Flow magnitude in a 1:100 anisotropy (f) Stream lines in a :100 anisotropy
Figure 4.23: Flow magnitude (left column) and stream lines (right column) in an
anisotropic soil depending on the stratification degree.
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is quite uniform, presenting no oscillations. Just two areas (the right top corner and
the front of the bottom reservoir) present higher and lower flows respectively, the first
one due to the proximity of the reservoir to the drain, and the second one due to the
influence of the impermeable layer at the left boundary, that forces the water to flow
vertically even if it is not its preferential direction.
As a conclusion, we can say that the three scenarios provide different results depending
on the permeability considered, which match with our previous expectations.
4.4.2 Heterogeneous domain
This last section considers an heterogeneous permeability tensor D, which does depend
on the spatial coordinate x and on the considered direction. In order to get this kind
of diffusion, a possibility is to express D in terms of equations (4.2) and (4.3) defining
coordinate-dependent D1 and D2 permeabilities.
Here, we consider the following ones:
D1(x, y) = 1 + k1 cos
2(ωpix), (4.5a)
D2(x, y) = 1 + k2 sin
2(ωpiy). (4.5b)
In this way, we assure the positive definiteness of the tensor ({D1, D2} ≥ 1) and its
boundedness (1 ≤ D1 ≤ 1 + k1, 1 ≤ D2 ≤ 1 + k2).
We have considered the same diagonal stratification of the soil as before, from northwest
to southeast (α = pi2 ). The oscillation frequency ω has been set to 8.44 to produce a high
heterogeneity (8.44 oscillations of the permeability per unit of length in each diagonal
direction).
Finally, we consider several values for the (k1, k2) tuples, which define the stratification
degree within the heterogeneity of the soil:
• Low stratification: (k1, k2)=(1,1). This leads to 1 ≤ {D1, D2} ≤ 2.
• Moderate stratification: (k1, k2)=(1,10). This leads to 1 ≤ D1 ≤ 2 and 1 ≤ D2 ≤
11.
• High stratification: (k1, k2)=(1,100). This leads to 1 ≤ D1 ≤ 2 and 1 ≤ D2 ≤ 101.
These 3 scenarios have been simulated; the resulting hydraulic heads are represented in
figure 4.24 and the flow magnitude and the stream lines are shown in figure 4.25, in the
same way as in section 4.4.1.
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(a) Head in a 1:1 heterogeneity
(b) Head in a 1:10 heterogeneity
(c) Head in a 1:100 heterogeneity
Figure 4.24: Head (contour fill and contour lines) and flow direction (white arrows)
in an heterogeneous soil depending on the stratification degree.
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(a) Flow magnitude in a 1:1 heterogeneity (b) Stream lines in a 1:1 heterogeneity
(c) Flow magnitude in a 1:10 heterogeneity (d) Stream lines in a 1:10 heterogeneity
(e) Flow magnitude in a 1:100 heterogeneity (f) Stream lines in a 1:100 heterogeneity
Figure 4.25: Flow magnitude (left column) and stream lines (right column) in an
heterogeneous soil depending on the stratification degree.
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The results of the simulations in this kind of heterogeneous domains are significantly
different from those corresponding to the anisotropic cases presented in section 4.4.1,
specially the water flow. The streamlines and the flow magnitude in figure 4.25 present
an oscillatory behavior, that shows that the water is permanently changing its direction
and its velocity while flowing downwards, according to the permeability of the soil. The
oscillations decrease at the left part of the domain, due to the influence of the imper-
meable boundary at x = 0. As the permeability gets more oscillatory, the streamlines
and the flow magnitude do so. The hydraulic head is shown in figure 4.24. It presents
a similar behavior as in the anisotropic cases, with a tendency to get horizontal as the
stratification increases. Note that the flux is not orthogonal to the equipotential lines
in any of these heterogeneous cases.
The dependency of the results with respect to the permeability tensor considered in each
case is then clearly highlighted in these examples.
As it has been shown with the anisotropic and heterogeneous scenarios, the finite element
codes are able to deal with any symmetric positive-definite diffusivity.
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Conclusions and Future Work
5.1 Summary
We developed four efficient high-order finite element codes (CG, HCG, DG and HDG),
able to solve stationary diffusion problems in 2D and 3D. These codes are based on the
continuous and discontinuous Galerkin formulations, which can be hybridized by means
of the static condensation procedure. They have been finally validated and analyzed to
perform a comparison between them.
The chapters in this thesis answer the following questions:
Chapter 2:
– What is a stationary diffusion problem?
– How is the continuous Galerkin method formulation?
– How is the discontinuous Galerkin method formulation?
– What does it mean to hybridize a linear system?
Chapter 3:
– How are high-order meshes generated?
– How is the finite element code implemented?
– How are the results visualized?
Chapter 4:
– Is the code well implemented?
– Can it handle 2D and 3D simulations?
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– Can it handle complex geometries?
– Can it handle non-homogeneous diffusion?
– How is the performance of high-order methods compared to linear ones?
– How is the performance of hybridized approaches compared to non-hybridized
ones?
– How is the performance of the discontinuous approach compared to the con-
tinuous one?
Overall, we can say that we are very pleased with the achieved results and that we
fulfilled all the objectives stated at the beginning of the thesis.
5.2 Conclusions
We have shown the features of continuous and discontinuous approaches, the effect
of hybridization and the use of high-order meshing in triangular, quadratic and cubic
meshes.
One the one hand, we have checked that hybridization optimizes the code in all the per-
formance aspects. For continuous approaches, it makes sense just if high-order meshing
is considered (p > 1), getting more interesting as p increases. For discontinuous ap-
proaches it is worthy with any interpolation degree, even for linear interpolations, since
the scalar (u) and flux (q) unknowns within the elements are then condensed. For both
continuous and discontinuous approaches, but specially for this latter, hybridization
saves memory and time and reduces the number of degrees of freedom of the global
system. On top of that, we point out that hybridization does not affect the L2-error of
the solution. Therefore, our recommendation is to always use hybrid formulations.
On the other hand, we discuss about the use of high-order unstructured methods; section
4.1.2 highlights that, considering meshes with the same spatial resolution, high-order
meshes lead to less L2-error that linear meshes. In addition, the number of unknowns
in the system decreases for continuous and discontinuous cases when high-order meshes
are considered, with the exception of the non-hybridized continuous case, for which it
makes no difference to use high- or low-order polynomial degree. With this information
in hand, we note that high-order methods are more interesting than linear methods, and
thus it leads to recommend the use of high-order discretization. Moreover, high-order
meshes are able to catch curved-shape geometries better than linear meshes, requiring
no local mesh refinement.
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Finally, we compare continuous and discontinuous schemes, considering their hybridized
high-order versions. The main conclusion is that, for the elliptic problem, HCG and
HDG are both competitive. The HDG code turns out to be less efficient than the HCG
one in terms of memory and time consumptions; moreover, it leads to a larger rank of
the global system to be solved and also leads to less sparse global matrices. However,
the HDG method obtains a flux unknown q with an extra order of convergence (p+ 1)
compared to the flux in HCG, which is not directly computed, just derived from the
scalar unknown u, converging with an order of p. On top of that, local post-processing
of the scalar unknown u leads to an extra order of convergence (p + 2) for the scalar
unknown too. Thus, we can say that HDG requires higher computational resources than
HCG, but conversely it provides more accurate solutions of both the scalar unknown
and its flux.
5.3 Future Work
The current implementation of the four methods provides accurate numerical results.
However, they can still be further optimized in order to improve its performance in terms
of time and memory consumptions.
On the one hand, the elemental contributions in hybridized schemes (HCG and HDG)
could be constructed directly, instead of applying the static condensation technique to
the non-hybridized linear systems; these procedures are explained in [14] for HCG and in
[15] for HDG. These ways of constructing hybridized local contributions require a deep
knowledge of the block-structure of the elemental contributions, so its implementation
is somewhat more complex than ours. Since they make use of additional auxiliary
arrays, they may require more memory, but they may save computational time during
the building of the global system instead.
On the other hand, the nodes could be renumbered prior to solving the system in the four
finite element codes. This technique would lead to a lower band-width which reduces
the memory of the ILU preconditioner, as explained in [19]. Moreover, sparse direct
solvers could be considered instead of iterative ones, since the memory requirements
would decrease.
Parallel computation will be considered in the near future. This will reduce the compu-
tational cost of the methods. The parallel computation in hybrid schemes is relatively
easy to implement for the local solvers, since the unknowns within each element do not
depend on the ones of the other elements. Local post-processing of mixed schemes can
as well be easy parallelized for the same reason.
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Finally, I want to recall that my mentors will extend all this work to convective formu-
lations in the near future.
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Appendix A: Meshes used in the
computations
This appendix contains the meshes used in section 4.1.
Figure A.1 shows the structured quadrilateral meshes for the 2D squared domain in
section 4.1.1. These meshes coincide as well with the faces of the elements in the 3D
cubic mesh that are contained in the plane Z = 0.
Figure A.2 shows the unstructured triangular meshes for the 2D squared domain.
Figure A.3 shows the structured quadrilateral meshes for the 2D squared domain in
section 4.1.2. These meshes have all the same h/p ratio, and thus they have the same
spatial resolution.
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Figure A.1: Structured quadrilateral meshes for the 2D domain in section 4.1.1.
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Figure A.2: Unstructured triangular meshes for the 2D domain in section 4.1.1.
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Figure A.3: Structured quadrilateral meshes for the 2D domain in section 4.1.2.
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performance results
This appendix contains the individual results of the performance analyses of the com-
putations in section 4.1.1.
Figures B.1, B.2 and B.3 show the memory consumption of the different computations in
4.1.1 using structured quadrilateral, unstructured triangular ans structured hexahedral
meshes respectively, depending on the polynomial degree p and on the mesh element
size h.
Figures B.4, B.5 and B.6 show the time consumptions of the different computations in
4.1.1 using structured quadrilateral, unstructured triangular ans structured hexahedral
meshes respectively, depending on the polynomial degree p and on the mesh element
size h.
Figures B.7, B.8 and B.9 show the number of unknowns of the global system of the
different computations in 4.1.1 using structured quadrilateral, unstructured triangular
ans structured hexahedral meshes respectively, depending on the polynomial degree p
and on the mesh element size h.
Figures B.10, B.11 and B.12 show the sparsity index of the global matrix of the different
computations in 4.1.1 using structured quadrilateral, unstructured triangular ans struc-
tured hexahedral meshes respectively, depending on the polynomial degree p and on the
mesh element size h.
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(d) HDG
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Figure B.1: Total memory consumption on structured quadrilateral meshes.
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(b) DG
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(d) HDG
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Figure B.2: Total memory consumption on unstructured triangular meshes.
(a) HCG
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(b) HDG
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Figure B.3: Total memory consumption on structured hexahedral meshes.
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(a) Total and solving times for CG
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(b) Total and solving times for HCG
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(c) Total and solving times for DG
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(d) Total and solving times for HDG
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Figure B.4: Time consumptions on structured quadrilateral meshes.
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(a) Total and solving times for CG
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(b) Total and solving times for HCG
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(c) Total and solving times for DG
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(d) Total and solving times for HDG
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Figure B.5: Time consumptions on unstructured triangular meshes.
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Figure B.6: Time consumptions on structured hexahedral meshes.
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Figure B.7: Number of unknowns on structured quadrilateral meshes.
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Figure B.8: Number of unknowns on unstructured triangular meshes.
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Figure B.9: Number of unknowns on structured hexahedral meshes.
90
Appendix B: Individual performance results 91
(a) CG
log2 (h)
0.0
10.0
20.0
30.0
40.0
50.0
60.0
70.0
80.0
90.0
100.0
S
p
a
rs
it
y 
In
d
ex
 [
%
]
(b) DG
log2 (h)
0.0
10.0
20.0
30.0
40.0
50.0
60.0
70.0
80.0
90.0
100.0
S
p
a
rs
it
y 
In
d
ex
 [
%
]
(c) HCG
log2 (h)
0.0
10.0
20.0
30.0
40.0
50.0
60.0
70.0
80.0
90.0
100.0
S
p
a
rs
it
y 
In
d
ex
 [
%
]
(d) HDG
log2 (h)
0.0
10.0
20.0
30.0
40.0
50.0
60.0
70.0
80.0
90.0
100.0
S
p
a
rs
it
y 
In
d
ex
 [
%
]
p=1 p=2 p=3 p=4 p=5
Figure B.10: Sparsity index of the global system on structured quadrilateral meshes.
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Figure B.11: Sparsity index of the global system on unstructured triangular meshes.
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Figure B.12: Sparsity index of the global system on structured hexahedral meshes.
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