Introduction
Several authors have considered the problem of estimating the parameter of the gamma distribution. Fisher (1922) showed that the Method of Moments may be inefficient for estimating a two-parameter gamma distribution and suggested the use of Maximum Likelihood (ML) method. Kendall and Stuart (1977) showed that efficiency of the estimated shape parameter ()  of a gamma distribution by the method of moments may be as low as 22 percent. The main task is to find the modified moment estimators which are close to efficiency and easy to calculate and investigate their performance by comparing them with MLEs. We shall adjust the bias of these estimators to get MLEs and MMEs by use of Jackknife technique.
The gamma distribution is a two parameter family of continuous probability distributions. It has a scale parameter α and a shape parameter λ. The gamma distribution is frequently used as a probability model for waiting times. For instance, in life testing, the waiting time until failure is a random variable that is frequently modeled using the gamma distribution. The gamma distribution can also be used to model components that have two causes of failure such as sudden catastrophic failures and wear out failures.
A random variable X is said to have a gamma distribution with parameters α and λ, if its probability density function is of the form 
Two-parameter gamma distribution is a popular distribution for analyzing lifetime data. It has lots of applications in different fields other than lifetime distributions. The two parameters of a gamma distribution (scale and shape) and because of these parameters, the distribution has a bit of flexibility to analyze any positive real data. It has increasing as well as decreasing failure rate depending on the shape parameter. There are DOI: 10.9790/5728-10654250 www.iosrjournals.org 43 | Page specifically three basic shapes of the distribution depending on whether λ<1, λ=1 and λ>1. Gamma hazard function is capable of representing these three shapes. The sum of independent and identically distributed gamma random variables has a gamma distribution. If a system has one component and n-spare parts and if the component and each spare part have independent and identically distributed gamma lifetime distributions, then the lifetime distribution of the system also follows a gamma distribution. 


II. Jackknife Technique
The basic idea behind Jackknife technique is to systematically re-compute the statistic estimate leaving out one observation at a time. A sample of size n is selected and then the MMEs and MLEs of n-1 observations are computed. Let J   be the estimate obtained by leaving out the i th observation and then using the n-1 observations , the Jackknife estimate is given by 
Bias of an estimator
Bias of an estimator is the difference between the expected value of the estimator and the true value of the parameter being estimated. An estimator with zero bias is called unbiased. Otherwise the estimator is said to be biased. If  is an estimator of the parameter , then the bias of an estimator is defined as
is the expected value and θ is the true value
IV. Efficient estimator
Let T1 and T2 be any two unbiased estimators of a parameter  . We define efficiency of T1 relative to T2
by eff (T1/T2) = 
V. Consistency
A consistent sequence of estimators is a sequence of estimators that converge in probability to the quantity being estimated as the index (usually the size of the sample) grows without bound. In other words, increasing the sample size increases the probability of the estimator being close to the population parameter θ. A sequence of estimators {Tn ; n ≥ 0} is a consistent estimator for θ if and only if, for every ϵ > 0, no matter how small, we have
VI. Monte Carlo Simulation
Monte Carlo Simulation is a scheme employing numbers for solving problems where passage of time plays no substantive role. Here parameter estimates will be calculated, analyzed and compared with the true parameters of the two parameter gamma distribution.
VII.
Maximum likelihood estimation method.
The two parameter gamma distribution has a density function
Let x1,x2…xn (n>1) represent a random sample of values of X The log likelihood function is given by

Taking partial derivatives with respect to α and λ
The maximum likelihood estimates (MLEs) of the parameters of the gamma distribution are the values of the parameter that produce the maximum joint probability density for the observed data X. The gamma distribution is a regular unimodal distribution and its MLEs are derived by finding the locations of the function peaks with the estimated parameters ( , ). Choi and Wette (1969) considered a maximum likelihood scoring method and noted that although this proposed technique involves more computation than the Newton Raphson method, it is appealing because it provides a statistical criterion for stopping the iterations.
VIII.
Method of Moment estimators.
The method of moments consists of equating sample moments with unobservable population quantities for the quantities to be estimated. Suppose X1, X2,…, Xn are independent identically distributed random variables with a gamma pdf 
IX. Modified moment estimation
We can now present a class of 'method of moments' estimators of ( , ) A computational difficulty associated with digamma function poses a challenge and a search for its approximation is inevitable. Thorn (1958) proposed an approximation obtained by replacing ψ(α) by its second order asymptotic expansion. A more popular product of the search seems to be the estimator of Greenwood and Durand (1960) , who approximated Y by   From MLEs we got the following
Generally for K>0 we get
If K=1 then we get equation (xii) which employs two moments, otherwise equation (xiii) employs three moments as noted by Wiens et al (2003) who also did a passage to the limit as k tend to zero and obtained
Generally for K>1 we employ higher moments and get the estimates as follows
For K=1 we propose the modified moment estimators as follows 
X. Simulation
Simulation experiment was carried out to compare the performance of the Modified Moment Estimators and Maximum Likelihood Estimators for the two-parameter gamma distribution. The Monte Carlo simulation was performed for the samples of sizes n=10, 30, 50,100 and generated values of α and λ. To reduce the bias the Jackknife technique was applied to the simulated values. Figure 5 . Variance for estimates of α=1 for λ=3 Table 2 shows the estimates of α based on different sample sizes. It is evident that when the sample size is small (say 10) simulated at, the estimates of α=1 gives values for both MMEs and MLEs. The estimates of MMEs and MLEs are so close and coincide with small negligible differences as the sample size increases. It also shows how the estimates of α perform as λ=3 for various sample sizes. The MMEs asymptotically converge to the true value. It is evident that the estimates of α based on MLEs are more biased as compared to the MMEs. The Jackknife bias reduction method works very well in this case .From the simulated results, it is clear that the performance of MMEs are almost for different sizes is desirable. The variances of MMEs are so small as compared to the MLEs. It is evident that the MMEs are highly favorable as estimates of a two parameter gamma distribution. The table also shows the estimates of α perform as λ=6 for various sample sizes. For large sample sizes the MMEs almost converge to the true value. It also shows the variance of the estimates of α for λ=1 and λ=3. It is clear that the variance of the MMEs is small as compared to the MLE counterpart.
XI. Results
XII. Conclusion
The classical approach to estimating the parameters of the two parameter gamma distribution has largely centered on approximating the solution in the likelihood equation. Here the estimates of the two parameter gamma distribution have been obtained using modified moment estimation, which requires no numerical iterations and are easy to implement. The biases of MMEs and MLEs were adjusted using Jackknife technique. The estimates of MMEs work well as the MLEs especially when bias is taken into account for different sample sizes.
