This paper develops theory and methods for the copula modeling of stationary count time series. The techniques use a latent Gaussian process and a distributional transformation to construct stationary series with very flexible correlation features that can have any pre-specified marginal distribution, including the classical Poisson, generalized Poisson, negative binomial, and binomial count structures. A Gaussian pseudolikelihood estimation paradigm, based only on the mean and autocovariance function of the count series, is developed via some new Hermite expansions. Particle filtering methods are studied to approximate the true likelihood of the count series. Here, connections to hidden Markov models and other copula likelihood approximations are made. The efficacy of the approach is demonstrated and the methods are used to analyze a count series containing the annual number of no-hitter baseball games pitched in major league baseball since 1893.
Introduction
This paper develops the theory and methods for copula modeling of stationary discrete-valued time series. Since the majority of discrete cases involve modeling integer counts supported on some subset of {0, 1, . . .}, we hereafter isolate on non-negative integer count structures. Our methods are based on a copula transformation of a latent Gaussian stationary series and are able to produce any desired count marginal distribution. It is shown that the model class produces the most flexible pairwise correlation structures possible, including negatively dependent series. Model parameters are estimated via two methods: 1) a Gaussian pseudo likelihood approach, developed with some new Hermite expansion techniques, that only employs the mean and the autocovariance of the series, and 2) a particle filtering approach that adapts hidden Markov model (HMM) techniques to general (not necessarily Markov) latent Gaussian stationary series to approximate the true likelihood. Extensions to nonstationary settings, particularly those where covariates arise, are also discussed.
The theory of stationary Gaussian time series is by now well developed. A central result is that one can have a stationary Gaussian series {X t } t∈Z , with lag-h autocovariance γ X (h) = Cov(X t , X t+h ), if and only if γ X is symmetric (γ X (−h) = γ X (h) for h ∈ Z + ) and non-negative definite, viz.
a i γ X (t i − t j )a j ≥ 0 for every k ∈ {1, 2 . . . , }, t i ∈ Z and real numbers a 1 , . . . , a k (see Theorem 1.5.1 in [6] ). Such a result does not hold for count series. For example, existence of a stationary series with a Poisson marginal distribution is not guaranteed when γ X is merely symmetric and non-negative definite. In fact, in the Poisson case, such a result is false: γ X (h) = (−1) h is symmetric and non-negative definite, but it it is impossible to have X 1 and X 2 jointly distributed with the same Poisson marginal distribution and a correlation of −1 (the reader is challenged to verify this non-existence). In principle, distributional existence issues are checked with Kolmogorov's consistency criterion (see Theorem 1.2.1 in [6] ); in practice, one needs a specified joint distribution to check for consistency. Phrased another way, Kolmogorov's consistency criterion is not a constructive result and does not illuminate how to build time series having the desired marginal distributions and correlation structures. Owing to this, count time series have been constructed from a variety of methods over the years. We now discuss past approaches to the stationary correlated count problem; a recent overview of stationary methods is contained in [34] . While extensions to non-stationary cases with covariates are considered later, the fundamental problem lies with constructing models for stationary count series.
Borrowing from the success of autoregressive moving-average (ARMA) models in describing stationary Gaussian series, early count authors constructed correlated count series from discrete autoregressive moving-average (DARMA) and integer autoregressive movingaverage (INARMA) difference equation methods. Focusing on the first order autoregressive case for simplicity, a DAR(1) series {X t } T t=1 with marginal distribution F X (·) is obtained by generating X 1 from F X (·) and then recursively setting X t = B t X t−1 + (1 − B t )Y t , t ∈ {2, . . . , T }, where {Y t } T t=2 is generated as independent and identically distributed (IID) with marginal distribution F X (·) and {B t } T t=2 are generated IID independent Bernoulli trials, independent of {Y t } T t=2 , with P[B t = 1] =: p ∈ (0, 1). Induction shows that X t has marginal distribution 
is again a collection of IID Bernoulli trials with success probability p. The INAR(1) difference equation is X t = p • X t−1 + t , where { t } is an IID count-valued random sequence. DARMA methods were initially explored in [25, 26] , but were subsequently discarded by practitioners because their sample paths can remain constant for long periods in highly correlated cases (observe that P[X t = X t−1 ] ≥ p for DAR(1) series); INARMA series are still used today. Both INAR (1) and DAR(1) models have a correlation function of form Corr(X t+h , X t ) = p h , which cannot be negative since p ∈ (0, 1). While one can add higher order autoregressive and even moving-average terms to the DAR(1) and INAR(1) setups (see [37, 38, 39] ), all correlations remain non-negative. In contrast to the Gaussian ARMA brethren, DARMA and INARMA models do not span the entire range of possible correlation structures for stationary count series. Extensions of DARMA and INARMA methods are considered in [28] , but again, none can produce series with negative correlations.
Blight [5] and [9] take a different approach, constructing the desired count marginal distribution by combining IID copies of a correlated Bernoulli series {B t } in various ways. By using a binary {B t } constructed from a stationary renewal sequence [5, 9, 27] , a variety of marginal distributions, including binomial, Poisson, and negative binomial, were produced; moreover, these models can have negative correlations. While these models do not necessarily produce the most negatively correlated count structures possible, they often come close to achieving this bound. The work in [33] derives explicit autocovariance functions when {B t } is made by binning a stationary Gaussian sequence into zero-one categories and gives an example of a hurricane count data set where negative correlations arise. That said, some important count marginal distributions, including generalized Poisson, are not easily built from this suite of methods. The results here easily generate any desired count marginal structure.
Other count model structures studied include Gaussian based processes rounded to their nearest integer [29] , hierarchical Bayesian count model approaches [3] , generalized ARMA methods [4] , and others. Each approach has some drawbacks. For example, rounding Gaussian processes to their nearest integer makes it difficult to produce a specific prescribed marginal distribution. Many hierarchical Bayesian procedures also exist for count series. These methods typically posit conditional distributions in lieu of marginal distributions. For example, in a Poisson regression, the Poisson marginal stipulation is being imposed on the marginal distribution of the data. This is not the same as positing a conditional Poisson setup where one takes X t given some random λ t > 0 to have a Poisson distribution with mean λ t . Indeed, as [2] shows, once the randomness of λ t is taken into account, the true marginal distribution can be far from Poisson.
As noted above, a very flexible class of stationary count time series models is constructed here, employing a latent Gaussian process and copula transformations. These techniques have recently shown promise in spatial statistics [14, 22] , multivariate modeling [42, 43] , and regression [35] , but the theory has yet to be developed for count time series ( [35, 32] provide some partial results). Our objectives here are several-fold. On a methodological level, it is shown, through some newly derived expansions based on Hermite polynomials, that accurate and efficient numerical quantification of the correlation structure of the copula count model class is feasible. Based on a result of [46] , the class produces the most flexible pairwise correlation structures possible -a property quantified in Remark 2.2. Connections of the copula model are also revisited to both importance sampling schemes, where the popular GHK sampler is adapted to the time series context, and to the HMM literature, which allows natural extensions of the GHK sampler and computation of quantities other than the likelihood. All methodological contributions are tested on both synthetic and real data. Other prominent count time series works include [17, 12, 11, 18, 16] .
The works [35, 32] are perhaps the closest papers to this study. While the general latent Gaussian construct adopted is the same, our work differs in that explicit autocovariance expansions are developed via Hermite expansions, flexibility and optimality issues of the model class are addressed, simple Gaussian pseudo-likelihood estimation of model parameters is developed, and both the importance sampling and HMM connections are explored in greater depth. More detail on the connections to [35, 32] can be found in the main body of the paper. The works [22, 24] are also closely related and will be referenced below with commentary, but their focus is on spatial count modeling.
The rest of this paper proceeds as follows. The next section introduces our latent Gaussian count model and establishes its basic mathematical and statistical properties. Section 3 moves to estimation, developing two techniques. The first method is a Gaussian pseudolikelihood approach that involves only the mean and covariance of the series and can be numerically optimized to rapidly obtain model parameter estimates. The second method uses particle filtering techniques to construct an approximation of the true likelihood of the series. Here, connections to HMM and importance sampling methodologies are made. Section 4 presents simulation results, showing some standard cases where the simpler Gaussian pseudo-likelihood approach performs reasonably well. The section also shows a case where particle filtering likelihood estimates, which feel the entire joint count distributional structure, are superior. Section 5 analyzes a count series containing the annual number of no-hitter Major League Baseball games since 1893. Here, two covariates are considered: pitching mound height and the number of games played in each season. Section 6 closes the paper with some comments and suggestions for future research.
Theory
We are interested in constructing stationary time series {X t } that have marginal distributions from several families of count structures supported in {0, 1, . . .}, including:
• Mixture Poisson (mixPois(λ, p)): • Negative binomial (NB(r, p)):
r p k , with r > 0 and p ∈ (0, 1);
, with λ > 0, ν > 0, and a normalizing constant C(λ, ν) making the probabilities sum to unity.
The negative binomial, generalized Poisson (when η ∈ (0, 1)), and Conway-MaxwellPoisson distributions are over-dispersed in that their variances are larger than their respective means. This is the case for sample variances and means of many observed count time series.
Let {X t } t∈Z be the stationary count time series of interest. Suppose that one wants the marginal cumulative distribution function (CDF) of X t for each t of interest to be F X (x) = P[X t ≤ x], depending on a vector θ containing all CDF model parameters. The series {X t } will be modeled through the copula type transformation
Here,
where Φ(·) is the CDF of a standard normal variable and
is the generalized inverse (quantile function) of the non-decreasing CDF F X . The process {Z t } t∈Z is assumed to be standard Gaussian, but possibly correlated in time t:
that is, Z t ∼ N (0, 1) for each t. This approach was recently used by [42, 35, 22] with good results. The autocovariance function (ACVF) of {Z t }, denoted by γ Z (·), is the same as the autocorrelation function (ACF) due to the standard normal assumption and depends on another vector η of ACVF parameters. The model in (1)-(3) has appeared in other bodies of literature under different nomenclature. In particular, [7, 8] call this setup the normal to anything (NORTA) procedure in operations research and [20] calls this a translational model in mechanical engineering. The goal here is to give a reasonably complete analysis of the probabilistic and statistical properties of these models.
The construction in (1) ensures that the marginal CDF of X t is indeed F X (·). Elaborating, the probability integral transformation theorem shows that Φ(Z t ) has a uniform distribution over (0, 1) for each t; a second application of the result justifies that X t has marginal distribution F X (·) for each t. Temporal dependence in {Z t } will induce temporal dependence in {X t } as quantified in the next section. For notation, let
denote the ACVF of {X t }.
Relationship between autocovariances
The autocovariance functions of {X t } and {Z t } can be related using Hermite expansions (see Chapter 5 of [41] ). More specifically, let
be the expansion of G(z) in terms of the Hermite polynomials
The first three Hermite polynomials are H 0 (z) ≡ 1, H 1 (z) = z, and H 2 (z) = z 2 − 1; higher order polynomials can be obtained from the recursion H k (z) = zH k−1 (z) − H k−1 (z). The Hermite coefficients are
The relationship between γ X (·) and γ Z (·) is key and is extracted from Chapter 5 of [41] as
where the power series is
In particular,
depends only on the parameters in the marginal distribution F X . Note also that
where
and k = k!g 
Using (6) and
however, L(−1) is not necessarily −1 in general. As such, L(·) "starts" at (−1, L(−1)), passes through (0, 0), and connects to (1, 1) . Examples will be given in Section 2.4. From (12) , one can see that
This will be useful later. Equation (12) shows that a positive ρ Z (h) leads to a positive ρ X (h). The same holds for a negative sign since L(u) is, in fact, monotone increasing (see Proposition 2.1 below) and crosses zero at u = 0 (the negativeness of ρ X (h) when ρ Z (h) < 0 can also be deduced from the nondecreasing nature of G via an inequality on page 20 of [45] for Gaussian variables). The quantity L(·) is called a link function, and k , k ≥ 1, are called link coefficients. (Sometimes, slightly abusing the terminology, we shall also use these terms for g(·) and g 2 k k!, respectively.) A key feature in (9) is that the effects of the marginal CDF F X (·) and the ACVF γ Z (·) are "decoupled" in the sense that the correlation parameters in {Z t } do not influence the g k coefficients in (9) -this will be useful in estimation later.
Remark 2.1. The short-and long-range dependence properties of {X t } can be extracted from those of {Z t }. Recall that a time series {Z t } is short-range dependent (SRD) if
is the LRD parameter and Q is a slowly varying function at infinity [41] . The ACVF of such LRD series satisfies
If {Z t } is SRD, then so is {X t } by (16) . On the other hand, if {Z t } is LRD with parameter d, then {X t } can be either LRD or SRD. The conclusion depends, in part, on the Hermite rank of G(·), which is defined as r = min{k ≥ 1 : g k = 0}. Specifically, if d ∈ (0, (r − 1)/2r), then {X t } is SRD; if d ∈ ((r − 1)/2r, 1/2), then {X t } is LRD with parameter r(d − 1/2) + 1/2 (see [41] , Proposition 5.2.4). For example, when the Hermite rank is unity, {X t } is LRD with parameter d for all d ∈ (0, 1/2); when r = 2, {X t } is LRD with parameter 2d − 1/2 for d ∈ (1/4, 1/2). Remark 2.2. The construction in (1)-(2) yields models with very flexible autocorrelations. In fact, the methods achieve the most flexible correlation possible for Corr(X t 1 , X t 2 ) when X t 1 and X t 2 have the same marginal distribution F X . Indeed, let ρ − = min{Corr(X t 1 , X t 2 ) : X t 1 , X t 2 ∼ F X } and define ρ + similarly with min replaced by max. Then, as shown in Theorem 2.5 of [46] ,
where U is a uniform random variable over (0, 1). Since U D = Φ(Z) and 1 − U D = Φ(−Z) for a standard normal random variable Z, the maximum and minimum correlations ρ + and ρ − are indeed achieved with (1)-(2) when Z t 1 = Z t 2 and Z t 1 = −Z t 2 , respectively. The preceding statements are non-trivial for ρ − only since ρ + = 1 is attained whenever X t 1 = X t 2 . It is worthwhile to compare this to the discussion surrounding (15) . Finally, all correlations in (ρ − , ρ + ) = (ρ − , 1) are achievable since L(u) in (13) is continuous in u. The flexibility of correlations for Gaussian copula models in the spatial context was also noted and studied in [22] , especially when compared to a competing class of hierarchical, e.g. Poisson, models.
The preceding remark all but settles flexibility of autocovariance debates for stationary count series. Flexibility is a concern when the count series is negatively correlated, an issue arising in the hurricane data in [33] . Since a general count marginal distribution can also be achieved, the model class appears quite general.
Covariates
There are situations where stationarity is not desired. Such scenarios can often be accommodated by simple variants of the above setup. For concreteness, consider a situation where J non-random covariates are available to explain the series at time t -call these M 1,t , . . . , M J,t . If one wants X t to have the marginal distribution F θ(t) (·), where θ(t) is a vector-valued function of t containing parameters, then simply set
and reason as before. Link functions, not to be confused with L(·) in (12)- (13), can be used when parametric support set bounds are encountered. As an example, a Poisson regression with correlated errors can be formulated via
Here, the exponential link guarantees that the Poisson parameter is positive and β 0 , . . . , β J are regression coefficients. The above construct requires the covariates to be non-random; should covariates be random, the marginal distribution may change.
Calculation and properties of the Hermite coefficients
Several strategies for Hermite coefficient computation are available. We consider the stationary setting here for simplicity. Since G(·) in (2) is discrete, the following approach proved simple, stable, and revealing. Let θ denote all parameters appearing in the marginal distribution F X . For θ fixed, define the mass and cumulative probabilities of F X via
where dependence on θ is notationally suppressed. Note that
(take C −1 = 0 as a convention). When C n = 0, we take Φ −1 (C n ) = −∞ and, when C n = 1, we take Φ −1 (C n ) = ∞. Using this in (8) provides, for k ≥ 1,
Plugging (7) into the above equation and simplifying provides
The telescoping nature of the series in (20) provides
(convergence issues are addressed in Lemma 2.1 below). When Φ −1 (C n ) = ±∞ (that is, C n = 0 or 1), the summand
is interpreted as zero. Before proceeding, the following results will clarify a number of coefficient issues. The key technical step is Lemma 2.1 below. As noted in these remarks and also in the next section, (21) is appealing from a numerical standpoint and also sheds light on the behavior of the Hermite coefficients. Proof. Observe that one obtains (21) from (20) if, after changing k − 1 to k for notational simplicity,
To see that this holds when E[X p t ] < ∞ for some p > 1, suppose that C n < 1 for all n, since otherwise the sum in (22) has a finite number of terms. Since
for some constant κ that depends on k. The sum in (22) can hence be bounded (up to a constant) by
To show that (23) converges, it suffices to show that
Taking logarithms in the last relation and ignoring constant terms, order arguments show that
For any δ > 0 and x ∈ (0, 1), one can verify that − log(x) ≤ x −δ /δ. Using this in (25) and C n = 1 − P[X > n], it suffices to prove that
for some δ > 0. Since X ≥ 0 and E[X p ] < ∞ are assumed, the Markov inequality gives
Thus the sum in (26) is bounded by
But (27) converges whenever δ < 2(p − 1)/(pk). Choosing such a δ proves (22) and finishes our work.
Remark 2.3. From a numerical standpoint, the expression in (21) is evaluated as follows. The families of marginal distributions considered in this work have fairly "light" tails, meaning that C n approaches unity rapidly as n → ∞. This means that C n becomes exactly unity numerically for small to moderate values of n. Let n(θ) be the smallest such value. For example, for the Poisson distribution with parameter θ = λ and Matlab software, n(0.1) = 10, n(1) = 19, and n(10) = 47. For n ≥ n(θ), the numerical value of Φ −1 (C n ) is infinite and the terms (21) are numerically zero and can be discarded. Thus, (21) becomes
Alternatively, one could calculate the Hermite coefficients using Gaussian quadrature methods, as discussed e.g. in [22] , p. 51. The approach based on (28) though is certainly simpler numerically. Furthermore, as noted below, the expression (28) can shed further light on the behavior of the Hermite coefficients.
Remark 2.4. Assuming that the g k are evaluated through (28) , their asymptotic behavior as k → ∞ can be quantified. We focus on g k (k!) 1/2 , whose squares are the link coefficients. The asymptotic relation for Hermite polynomials states that Numerically, this approximation, which does not involve Hermite polynomials, was found to be accurate for even moderate values of k. It implies that k!g 2 k decays (up to a constant) as k −3/2 . While this might seem slow, these coefficients are multiplied by
, which decay geometrically rapidly in k to zero, except in degenerate cases when
The computation and behavior of the link coefficients k are now examined for several families of marginal distributions. Figure 1 shows plots of k on a vertical log scale over a range of parameter values for k ∈ {1, . . . , 5} for the Poisson and negative binomial (with r = 3) distributions. A number of observations are worth making.
Since ∞ k=1 k = 1 and k ≥ 0 by construction, the parameter values in Figure 1 with log( 1 ) close to 0 (or 1 close to 1) implies that most of the "weight" in the link coefficients is contained in the first coefficient, with higher order coefficients being considerably smaller and decaying with increasing k. This takes place in the approximate ranges λ > 1 for the Poisson distribution and p ∈ (0.1, 0.9) in the negative binomial distribution with r = 3. Such cases will be called "condensed". As shown in Section 2.4 below, L(u) in the condensed case is close to u. In the condensed case, correlations in {Z t } and {X t } are similar.
Non-condensed cases are referred to as "diffuse". Here, weight is spread to many link coefficients. This happens in the approximate ranges λ < 1 for the Poisson distribution and p < 0.1 and p > 0.9 for the negative binomial distribution with r = 3. This was expected for small λs and small ps: these cases correspond to discrete random structures that are nearly degenerate in the sense that they concentrate at 0 (as λ → 0 or p → 0). For such cases, large negative correlations in (15) are not possible; hence, L(u) cannot be close to u and correlations in {Z t } and {X t } are different. The diffuse range p > 0.9 for the negative binomial distribution remains to be understood, although it is likely again some form of degeneracy. 
Calculation and properties of link functions
We now study calculation of L(u) in (13), which requires truncation of the sum to k ∈ {1, . . . , K} for some K. Note again that the link coefficients k are multiplied by
k in (9) before they are summed, which decays to zero geometrically rapidly in k for most stationary {Z t } of interest when h = 0. The link coefficients for large k are therefore expected to play a minor role. We now set K = 25 and explore consequences of this choice.
Remark 2.5. An alternative procedure would bound (29) by (2π
. Now let K = K(θ) be the smallest k for which the bound is smaller than some predetermined error tolerance . In the Poisson case with = 0.01, for example, such K are K(0.01) = 29, K(0.1) = 27, and K(1) = 25. These are close to the chosen value of K = 25. A different bound and resulting truncation in the spatial context can be found in [22] , Lemma 2.2. Figure 2 plots L(u) (solid line) for the Poisson and negative binomial distributions for several parameter values. The link function is computed by truncating its expansion to k ≤ 25 as discussed above. The condensed cases λ = 10 and λ = 1 (perhaps this case is less condensed) and p = 0.85 lead to curves that are close to L(u) ≈ u. However, the diffuse cases appear more delicate. Diffusivity and truncation of the infinite series in (13) lead to a computed link function that does not have L(1) = 1 (see (14) ); in this case, one should increase the number of terms in the summation.
Though deviations from L(1) = 1 might seem large (most notably for the negative binomial distribution with p = 0.95), this seems to arise only in the more degenerate cases associated with diffusivity; moreover, this occurs only when linking an ACVF of {Z t } for lags h for which ρ Z (h) is close to unity. For example, note that if the link deviation is 0.2 from unity at u = 1 (as it is approximately for the negative binomial distribution with p = 0.95), the error for linking ρ Z (h) as 0.8 (or smaller but positive) would be no more than 0.2(0.8) 26 ≈ 0.0006. In practice, any link deviation could be partially corrected by adding one extra "pseudo link coefficient", in our case, a 26th coefficient, which would make the link function pass through (1, 1) . The resulting link function is depicted in the dashed line in Figure 2 around the point (1, 1) and essentially coincides with the original link function for all u's except possibly for u values that are close to unity.
The situation for negative u and, in particular, around u = −1 is different: the theoretical value of L(−1) in (15) is not explicitly known. However, a similar correction could be achieved by first estimating L(−1) through a Monte-Carlo simulation and adding a pseudo 26th coefficient making the computed link function connect to the desired value at u = −1. This is again depicted for negative u via the dashed lines in Figure 2 , which is visually distinguishable only near u = −1 (and then only in some cases).
Remark 2.6. In our ensuing estimation work, a link function needs to be evaluated multiple times; hence, running Monte-Carlo simulations to evaluate L(−1) can become computationally expensive. In this case, the estimation procedure is fed precomputed values of L(−1) on a grid of parameter values and interpolation is used for intermediate parameter values.
The next result further quantifies the structure of the link function. The result implies that ρ X (h) is nondecreasing as a function of ρ Z (h). The link's strict monotonicity is known from [20] when G is non-decreasing and differentiable, which does not hold in our case. (Non-strict) monotonicity for arbitrary non-decreasing G is also argued in [7] . Our argument extends strict monotonicity to our setting and identifies an explicit form for the link function's derivative.
In particular, L(u) is monotone increasing for u ∈ (−1, 1).
This result is proven in Appendix A.
does not seem to have a closed form expression for general a, b ∈ R. (If it did, then one could integrate (30) explicitly and get a closed form expression for L(u).) But a number of numerical ways to evaluate the above integral over a finite interval have been studied; see, for example, [19] , Section 2.
Particle filtering and the HMM connection
This subsection studies the implications of the latent structure of our model, especially as it relates to HMMs and importance sampling approaches. This will be used in constructing particle filtering (PF) approximations to the true likelihood of the model and in goodnessof-fit assessments. The first suggested PF approximation of the likelihood is essentially the popular Geweke-Hajivassiliou-Keane (GHK) sampler for the truncated multivariate normal distribution, as discussed in more detail in Remark 2.9 below. Otherwise, we adhere more closely to the terminology and approaches from the HMM literature. Our main HMM reference is [15] . As in that monograph, the observations are taken to start at time zero. The following notations are key: let Z t+1 = z t+1 (Z 0 , . . . , Z t+1 ) = P (Z t+1 |Z 0 , . . . , Z t ) denote the one-step-ahead linear prediction of the latent Gaussian series Z t+1 from the history Z 0 , Z 1 , . . . , Z t . This will be expressed as Z t+1 = φ t0 Z t +. . .+φ tt Z 0 . The weights φ ts , s ∈ {0, . . . , t}, can be computed recursively in t and efficiently from the ACVF of {Z t } via the Durbin-Levinson (DL) algorithm, for example. By convention, Z 0 = 0. Let r
2 ] be the corresponding mean-squared prediction error. The following problems take centre stage:
Here, E X refers to an expectation conditioned on X 0 = x 0 , . . . , X t = x t . These quantities are needed to evaluate likelihoods in Section 3.2 and for model diagnostics in Section 3.3.
Our first task is to derive expressions for the above distributions. We use the notation
its role stemming from
(see (19) ). The proof of the following result can be found in Appendix A.
Lemma 2.2. With the above notation and a general function V ,
and
Also,
where, indicating the dependence on both V and t + 1 as subscripts,
Our filtering algorithm is next described and its connections to the HMM and importance sampling literatures are clarified in subsequent remarks. An additional remark provides insight for those unfamiliar with the HMM literature. The name of the algorithm is motivated by the HMM connection described in one of the remarks.
Sequential Importance Sampling (SIS) particle filtering: For i ∈ {1, . . . , N }, where N represents the number of particles, initialize the underlying Gaussian series Z i t by
that is, generate Z i t at time zero assuming X 0 = G(Z 0 ) = x 0 . In view of (32), this is equivalent to generating
Set also w 
or, by (32) ,
where C −1 = 0 by convention.
3: Update the underlying Gaussian series via
and set
Then the following approximation can be used:
This approximation is based on the following result showing that by the law of large numbers, the limit of the right-hand side of (44) is indeed E X [V ( Z t+1|t )]. The proof can be found in Appendix A. Proposition 2.2. In the above notation, , is one of the N "particles" that are involved in the averaging over N to estimate the quantities in (44). The particle {Z i t } is constructed to have two keys properties. First, by (41) and (39), it obeys the restriction G(Z i t ) = x t . Second, it is generated in the way to match the temporal structure of the underlying Gaussian series, which is ensured through (41) 
can be thought as a realization of the latent Gaussian stationary series that through our model, X t = G(Z t ), matches the observations X t = x t . While perhaps surprising, simply averaging one-step-ahead predictions from such particles actually does not lead to the expected onestep-ahead prediction of the latent Gaussian series given observations -the weights w i t are necessary as in (44) . This is shown in the proof of Proposition 2.2. Finally, let us note where the model parameters enter the SIS algorithm. The marginal distribution parameters θ of the model enter the algorithm through C x in (38), (40) , and (43). The temporal dependence parameters η of the model enter the algorithm through the coefficients in the calculation of Z i t in Step 1 of the algorithm, and through r t , which arises throughout the algorithm. Remark 2.9. By (45) and Remark A.1,
The left-hand side of this relation is used to approximate the model likelihood when using the SIS algorithm. Note further from (42)- (43) that
Expressed this way (using the averages of w i T to approximate the truncated multivariate integral on the right-hand side of (46)), the procedure can be viewed as the popular GHK sampler; see [21] , p. 2405. Our contribution is to note that the likelihood can be expressed through the normal integral as in (46)- (47), involving one-step-ahead predictions and their errors, that can be efficiently computed through standard techniques from the time series literature. The GHK sampler is also used in the related works of [35] , p. 1528, and [23, 24] .
The next two remarks and a subsequent discussion connect our model and algorithm to HMMs and particle filtering. Remark 2.10. When {Z t } is an AR(p), (Z t , . . . , Z t−p+1 ) is a Markov chain on R p and our model X t = G(Z t ) is an HMM (the same conclusion applies to ARMA(p, q) models with an appropriate state space enlargement). Indeed, when p = 1, the AR(1) model can be written as Z t = φZ t−1 + (1 − φ) 
governing the transitions of {Z t }, and a Markov kernel from R to N 0 ,
governing the transition from Z t to X t . Thus, many of the developments for HMMs (see e.g. Chapters 9-13 in [15] ) apply to our model for Gaussian AR(p) {Z t }. One important feature of our model when viewed as an HMM is that it is not partially dominated (in the sense described following Definition 9.3 in [15] ). Though a number of developments described in [15] apply or extend easily to partially non-dominated models (as in the next remark), there are also issues that have not yet been addressed for these models.
Remark 2.11. When our model is an HMM with, for example, the underlying Gaussian AR(1) series as in the preceding remark, the algorithm described in (37)- (44) is the Sequential Importance Sampling (SIS) algorithm for particle filtering discussed in Section 10.2 of [15] with the choice of the optimal kernel and the associated weight function in Eqs. (10.30) and (10.31) of [15] . Indeed, this can be seen from the following observations. For AR(1) series, the one-step-ahead prediction is Z t+1 = φZ t (and z t+1 = φz t ). Though as noted in the preceding remark, our HMM model is not partially dominated and hence a transition density function g(z, x) (defined following Definition 9.3 of [15] ) is not available, a number of formulas for partially dominated HMMs given in [15] also apply to our model by taking
This is the case, in particular, for the developments in Section 10.2 on SIS in [15] . For example, one could check with (50) that the filtering distribution of φ t in Eq. (10.23) of [15] is exactly that in (33) . The kernel Q t (z, A) appearing in Section 10.2 of [15] is then
where (48) and (50) were used. Sampling Z i t from the optimal kernel Q t (Z i t−1 , ·)/Q t (Z i t−1 , R) (see p. 330 in [15] ) can then be checked to be the same as defining Z i t through Steps 2 and 3 of our particle filtering algorithm above. The optimal weight function Q t (z, R) can also be checked to be that in (43) above.
Following particle filtering developments in the HMM literature (Sections 10.4.1 and 10.4.2 in [15] ), our SIS algorithm could be modified into the following two algorithms. In fact, the SISR algorithm below is used whenever the sample size T is larger; specifically, all Section 4 simulations use SISR when T = 400. For such larger T , the particles in the SIS algorithm "degenerate" in the following sense. Note from (42) that the weights w i t are defined as cumulative products of the multiplicative factors w s ( Z i s ) over s ≤ t − 1. But each w s (·), being a probability according to (43) , is between 0 and 1. With hundreds of such multiplicative factors, their cumulative products defining the weight becomes small numerically.
Sequential Importance Sampling with Resampling (SISR) particle filtering: Proceed as in the SIS algorithm, but modify Step 3 and add a resampling Step 4 as follows:
3: Modify Step 3 of the SIS by setting
and also Ω N,t = 
where w t (z) is defined in (43) . Discard the indices to take {Z i t , i = 1, . . . , N } for the particles at time t. Also, set w i t = 1 for all i ∈ {1, . . . , N }. We finally turn to the prediction problem, namely, that of evaluating E X [V ( X t+1|t )]. This can be addressed by relating prediction to the filtering problem as in (35) . For example, when using SIS particle filtering, approximate
(see (44) and (35)- (36)). The SISR and APF algorithms could also be used.
Inference
The model in (1) contains the parameters θ in the marginal count distribution F X and the parameters η governing the dependence structure in {Z t }. Several inference questions are now discussed, including parameter estimation and goodness-of-fit assessment.
Pseudo Gaussian likelihood estimation
As in Section 2.5, suppose that one has the observations x t for times t ∈ {0, . . . , T } and set X = (x 0 , . . . , x T ) . Denote the true likelihood of the model (1) by
Such a likelihood, while in truth is just a multivariate normal probability, has proven difficult to directly calculate for many count time series models [13] . In Section 3.2 below, we devise a particle filtering-based likelihood approximation (see [42] for an importance sampling approach; however, the resulting MLEs are relatively more computationally demanding to obtain). A simpler approach falls back to the time series staple of pseudo Gaussian likelihood (GL) estimation. In a pseudo GL approach, parameters are estimated as
where µ θ = (µ θ , . . . , µ θ ) is a (T + 1)-dimensional constant mean vector. These estimators maximize a likelihood assuming Gaussian data, each component having mean µ θ , and all components having covariance matrix
. Time series analysts have been maximizing Gaussian pseudo likelihoods for decades, regardless of the series' marginal distributions, with generally satisfactory performance. For large T , the pseudo GL approach is equivalent to least squares, where the regression minimizes the sum of squares
(see Chapter 8 in [6] ). Two other points related to pseudo GL estimation are worth making. First, pseudo GL estimation only uses the mean and the covariance structure of {X t }. The series' covariance structure was efficiently computed in Section 2; µ θ is usually explicitly obtained from the marginal distribution posited. Second, numerical optimization of (56) yields a Hessian matrix that can be inverted to obtain standard errors for the model parameters.
Particle likelihood approximations
Using the notation and results leading to (35) in Lemma 2.2, the true likelihood in (55) is
where (36) was used with D 1 {xs} ,s (z) = w s (z) and w s (z) is defined and numerically computed akin to (43) . The particle approximation of the likelihood is then
this uses the notation in (44) and supposes that particles are generated by one of the methods discussed in Section 2.5. The particle approximation MLEs satisfy
Remark 3.1. With the SIS algorithm, (58) reduces to
which is consistent with Remark 2.9. As stated in that remark, [35, 36, 23 ] also essentially implement (60). In fact, our model can also be fitted for a number of marginal distributions and correlation structures with the R package gcmr of [36] . The current implementation of gcmr, however, only allows for marginal distributions compatible with the GLM framework (and the glm function in R) and thus must be from the exponential family; see, in particular, Appendix A.1 in [36] . In our implementation, any parametric marginal distribution can be accommodated, including those not from the exponential family; for example, a mixture Poisson distribution is considered in Section 4 below. Furthermore, unlike the gcmr package, pseudo GL estimation is also considered. Pseudo GL estimation is computationally more efficient than PF techniques and often performs comparably (see Section 4 below). We also provide model diagnostics tools more specific to count series, such as the PIT histograms in Section 3.3 below.
In optimizing the "noisy" likelihood L T (θ, η), the R package DEOptim [1, 40] is used, which implements a global optimization method in [44] akin to particle swarm optimization. Another possibility, as in the package gcmr of [36] and gcKrig of [23] , is to express the random quantities in particle filtering methods through transformations (depending on model parameters) of uniform random variables and then keep the latter the same across likelihood approximations for different parameter values; we will explore this possibility upon releasing the R code implementing our estimation methods.
For particle approximated MLEs, confidence intervals and standard errors will be computed from a block bootstrap. Note that under (1), a block bootstrap of {X t } corresponds to that of {Z t }, the latter being well understood (see [31] ). Another possibility would be to take the Hessian from optimizing the approximate likelihood, especially when the random seed is fixed across the model parameters.
Model diagnostics
The goodness-of-fit of count models is commonly assessed through probability integral transform (PIT) histograms and related tools [10, 30] . These are based on the predictive distri-butions of {X t }, defined at time t by
This quantity can be estimated through the particle filtering methods in Section 2.5, namely
by using the notation D V,t in (36) and E X in (44), supposing that the particles are generated by the SIS, SISR, or APF algorithms. Similar to D 1 {xs} ,s (z) = w s (z), note that D 1 {x} ,t (z) = w x,t (z), where
(and w xt,t (z) = w t (z)). The (non-randomized) mean PIT is defined as
which is estimated by replacing P t by P t in practice. The PIT histogram with H bins is defined as a histogram with the height F (h/H) − F ((h − 1)/H) for bin h ∈ {1, . . . , H}.
As a more elementary diagnostic tool, another possibility considers model residuals defined as
which is the estimated mean of the latent Gaussian process at time t given x t , where the formula (66) follows by direct calculations for the model (1) (assuming the estimated parameter values θ of the marginal distribution entering C k s). For a fitted underlying time series model with parameter η, the residuals are then defined as the residuals t of this model fitted to the series Z t , after centering it by the sample mean. In more formal terms (omitting the sample mean for simplicity),
Nonstationarity and covariates
As discussed in Section 2.2, covariates can be accommodated in the model via a time-varying θ parameter in the marginal distribution. With covariates, θ at time t is denoted by θ(t). The GL and particle inference procedures are modified for θ(t) as follows. For the GL procedure, the covariance Cov(X t 1 , X t 2 ) = Cov(G θ(t 1 ) (Z t 1 ), G θ(t 2 ) (Z t 2 )) is needed, where θ(t) is subscripted on G to signify dependence on t. But as in (9),
where again, the subscript θ(t) is added to g k to indicate dependence on t. Numerically, evaluating (67) is akin to that in (9); in particular, both calculations are based on the Hermite coefficients {g k }.
For the particle filtering approach, the modification is somewhat simpler: one just needs to replace θ by θ(t) at time t when generating the underlying particles. For example, for the SIS algorithm, θ(t) would enter through C x in (38) , (40), and (43) . This modification is justified from the structure of the model, where the covariates enter only through the parameter θ controlling the marginal distribution.
A simulation study
To assess the performance of the developed Gaussian likelihood (GL) and particle filtering (PF) estimation methods, a simulation study considering several marginal distributions and dependence structures was conducted. Here, the classic Poisson, mixed Poisson, and negative binomial count distributions are examined, with underlying processes taken from the ARMA(p, q) class. All model setups were replicated 200 times for series of three lengths, T = 100, 200, and 400. Setting up some notation, we will refer to estimates of a parameter θ resulting from GL and PF methods, by θ GL and θ P F respectively. The cdf's of the three distributions will be denoted by P, MP, and N B. Finally, we take { t } t∈Z to be a Gaussian white noise series.
Poisson AR(1)
We begin with the simple case where X t has a Poisson marginal distribution for each t with mean λ > 0. To obtain X t , an AR(1) process Z t with E[Z 2 t ] ≡ 1 was first simulated from
and was subsequently transformed via (1)- (2) with F = P. Twelve parameter schemes resulting from all combinations of λ ∈ {2, 5, 10} and φ ∈ {±0.25, ±0.75} were considered. Figure 3 displays box plots of the parameter estimates from models with λ = 2. In estimating λ both GL (dark colored boxes) and PF (light colored boxes) methods perform reasonably well. When the lag-one correlation in {Z t } (and hence also that in {X t }) is negative (right panel), both λ GL and λ P F exhibit smaller variability compared to the positively correlated case (left panel-note the different y-axis scales between panels). This is expected: the mean of the process {X t } is λ, and the variability of the sample mean, one good estimator of the mean for stationary series, is comparatively smaller for negatively correlated series than for positively correlated ones. Moreover, the estimates λ GL from negatively correlated series have smaller bias than their positively correlated counterparts. In estimating φ, φ GL are biased toward zero for both negatively and positively correlated series, while the PF estimates show little, if any, bias; however, the two methods have similar variance. Finally, parameter schemes with λ = 5 and 10 produced similar results with smaller values of λ yielding less variable estimates. Again this is expected: the variance of the Poisson distribution is also λ. Additional box plots are omitted here for brevity. 
Mixed Poisson AR(1)
The next case we considered is the three-parameter mixture Poisson marginal distribution with parameters λ 1 > 0, λ 2 > 0, p ∈ [0, 1], and probability mass function
As in Section 4.1 the count series was obtained by transforming (68) via (1)- (2) with F = MP. Eight parameter schemes resulting from all combinations of λ 1 = 2, λ 2 ∈ {5, 10} p = 0.25, φ = {±0.25, ±0.75} were considered.
This example revealed glaring differences between the two estimation methods with the PF approach significantly outperforming the GL one. We attribute this to GL being unsuited to capture bimodality features that are possible in the mixture Poisson. For example, when λ 1 and λ 2 are far apart from each other, the probability that X t is close to its mean value of pλ 1 + (1 − p)λ 2 is small. But the GL method computes parameter estimates drawing information only from the mean and covariance structure of the series, and hence one might expect it to perform poorly. In contrast, the PF approach should feel the entire joint distribution of the process, basing estimates on more than the first and second moments of the series. Figure 4 shows box plots of the parameter estimates from models with φ = 0.75 and λ 2 = 5 or 10 (left and right panel respectively). To ensure parameter identifiability, p was constrained in [0, 0.5]. As expected, PF method outperforms GL in estimating all parameters. PF's superiority is more pronounced as the difference between λ 1 and λ 2 becomes larger. 
Negative binomial MA(1)
Finally, to capture possible over-dispersion features we considered the negative binomial distribution with probability mass function
and parameters r > 0, p ∈ (0, 1). To obtain X t , a MA(1) process was first simulated from
and was subsequently transformed via (1)- (2) with F = N B; E[Z 2 t ] ≡ 1 was induced by setting σ 2 = (1 + θ 2 ) −1 . Eight parameter schemes resulting from all combinations of p ∈ {0.2, 0.5}, r = 3, and θ ∈ {±0.25, ±0.75} were considered. Figure 5 displays box plots of the parameter estimates from models with θ = 0.75 (left panel) and θ = −0.75 (right panel). The PF approach is clearly the superior method here for all parameters and sample sizes. The results again seem reasonable, with the possible exception of a large variance and boundary concerns in θ GL for smaller, negatively correlated series (right panel). The GL bias and boundary issues dissipate and sampling variability decreases appreciably for sample size T = 400, however, PF still performs significantly better in all aspects. The PF was also the recommended method to use in [24] , when compared to other likelihood approximation methods in the spatial setting. 
An application
This section analyzes annual counts of Major League Baseball games where no hitters were pitched from 1893 -2017 (T = 125). The data are over-dispersed, with a sample mean of 2.12 and a sample variance of 3.40. Figure 6 displays the count series along with the sample ACF and partial ACF (pACF), which hint toward an AR(1) dependence structure. Two covariates are available to explain the counts: 1) the total number of games played in each year (denoted by M 1 ) and the height of the pitching mound (denoted by M 2 ). The total number of games played in a season has increased over the years as more teams have gradually joined the league. Also, baseball seasons have lengthened slightly, with teams currently playing a 162-game season. Of course, one expects more no hitters when more games are played. The height of the pitching mound changed following the year 1968 from 15 to 10 inches and could also be a significant factor. Higher pitching mounds are purported to give pitchers an advantage; this said, hitters tend to adjust quickly to such changes. Below, two over-dispersed count marginal distributions, the negative binomial and generalized Poisson, are fitted to the counts.
The over-dispersed generalized Poisson distribution with parameter η ∈ (0, 1) fixed in time and λ t varying with time is our first considered model. The log link
is used to keep λ t positive. One can also let η depend on the covariates, but this will not be needed as the fitted model below has residuals with desirable properties.
A model with a negative binomial marginal distribution with parameters r > 0 and p ∈ (0, 1) will also be fitted to the counts. In this fit, we again use the log link
and p is kept fixed in time t.
We now explore the fits of both distributions under some low order ARMA models for {Z t }, specifically the AR(1), AR(2), ARMA(1,1), MA(1), and MA(2) models. The classical AIC and/or BIC model order selection statistics will be used to select the best fitting model. Table 1 shows Gaussian likelihood (GL) and particle filtering (PF) AIC and BIC statistics for each ARMA model and marginal distribution type. The BIC statistic selected the generalized Poisson fit with AR(1) process {Z t } as the best fit. Note, that the AR(1) structure was selected by BIC for both marginals and both estimation methods, verifying the suggested dependent structure in the ACF and pACF plots of Figure 6 . On the other hand, the AIC statistic showed ambiguity across dependence structures for different methods and distributions. Overall, the best fit was a generalized Poisson with underlying process ARMA(1,1) (although the difference with the Negative Binomial marginal fit was small).
The PF results on the negative binomial distribution were consistent with those produced by the gcmr package.
Marginal Distribution Model AR(1) AR (2) Table 2 shows standard errors for the generalized Poisson AR(1) model fit. The standard errors for the GL estimates were obtained from the Hessian matrix at the estimated model parameters; PF standard errors were obtained from block bootstrap methods. Standard errors for the PF estimates are larger than those for the GL estimates. It was not clear that block bootstrapped standard errors are good in this setting and they should be interpreted with some caution. Nonetheless, the standard errors suggest that β 0 and β 2 are not significantly different from zero. The parameter β 1 looks to be significantly positive; this will be confirmed in a reduced model fit below with β 0 and β 2 eliminated. While asymptotic normality of the parameter estimators has not been proven (this would take us far from our salient points), there is no obvious reason we see to discount it.
As a tuning step, the model was refit assuming that β 0 = β 2 = 0. with correlated errors -a task that was difficult decades ago but is easily done via our methods. The end implication is that no-hitters increase with the number of games played, but the change in the mound height did not appreciably influenced the counts to the point of statistical significance (p-values for all estimates in Table 3 are smaller than 0.01). We now turn to residual diagnostics to assess the AR(1) generalized Poisson fit. Estimating the latent {Z t } process from the observed {X t } via (66) gives a { Z t } series. The estimated time t ARMA residual is then simply Z t − P ( Z t | Z 1 , . . . , Z t−1 ), where P (X|A 1 , . . . , A k ) denotes the best (minimal mean squared error) prediction of X from linear combinations of A 1 , . . . , A k . These are computed from the fitted ARMA model coefficients in the usual time series manner. In the AR(1) case, P ( Z t | Z 1 , . . . , Z t−1 ) = φ 1 Z t−1 for t ≥ 2 and P ( Z 1 |·) = 0. Figure 7 summarizes an analysis of the residuals from the reduced generalized Poisson AR(1) model's fit (that with β 0 = β 2 = 0). The sample autocorrelations and partial autocorrelations do not show significant departures from white noise. It is stressed that normality of these residuals is needed. A QQ plot to assess normality of the residuals is presented in the Northeastern plot and suggests a good fit, some possible misfit in the very lower quantiles aside. The gray lines in the QQ plot are 100 realizations from a normal distribution with size, mean and standard deviation matching the residual sample counterparts. The p-value for the Shapiro-Wilks test for normality is 0.4012, which is quite reasonable.
As an additional diagnostic check, Figure 8 shows the PIT histograms discussed in Section 3.3. Both PIT plots assume a generalized Poisson marginal distribution having the reduced model parameters in Table 3 . The left plot uses GL estimates and the right one PF estimates. Both models fit the data well, but the PF methods appear slightly better when the counts are small. Overall, the methods have worked quite well on this data.
Conclusions and comments
This paper developed the theory and methods for a general copula-based stationary count time series model. By using a Gaussian copula with Hermite expansions, a very general count time series model class was devised. In particular, the autocorrelations in the series can be positive or negative, and in a pairwise sense, span the range of all achievable correlations. The series can have any marginal distribution desired, thereby improving classical DARMA and INARMA count time series methods. On inferential levels, the ACVF of the model was computed via Hermite expansions, thereby permitting Gaussian pseudo-likelihood inference. A particle filtering HMM approach was also developed for parameter estimation and produced approximate likelihood estimators that were more accurate than Gaussian pseudo likelihood estimators in some cases. These results complement the importance sampling methods for copula likelihoods in [42] . The methods were applied in a generalized Poisson regression analysis of the number of annual no-hitter baseball games pitched in Major League Baseball. Here, the height of the pitching mound and the number of games played in a season were assessed as two explanatory covariates. Table 3 . The left plot uses GL estimates and the right PF estimates.
While the paper provides a reasonably complete treatment for copula count time series models, avenues for future research remain. First, some statistical issues -asymptotic normality of parameter estimators is one example -were not addressed here. Second, the paper only considers univariate methods. Multivariate count time series models akin to those in [43] could be developed by switching {Z t } to a multivariate Gaussian process {Z t }, where the components of Z t are correlated for each fixed t, but each have a standard normal marginal distribution. The details for such a construction would proceed akin to the methods developed here, but were not pursued due to space limitations. Third, while the count case is considered here, the same methods will also produce stationary time series having any general prescribed continuous distribution. In fact, in the continuous case, the change of variables density formula yields an exact likelihood for the model; this tactic was recently pursued in [47] for extreme value modeling. Finally, the same methods should prove useful in constructing spatial and spatio-temporal processes having prescribed marginal distributions. While [14, 22] recently addressed this issue in the spatial setting, work remains to be done, including exploring spatial Markov properties of the model and likelihood evaluation techniques. To the best of our knowledge, no copula-based work has been conducted for space-time count modeling to date.
A Proofs
This section proves some of our results. We first turn to Proposition 2.1.
Proof of Proposition 2.1: We first derive the expression (30) informally and then furnish the technicalities. When G(·) in (1) and (2) is continuous and differentiable, the derivative of the link function can be obtained from the Price Theorem (Theorem 5.8.5 in [41] ); namely, for u ∈ (−1, 1),
(the notation indicates that the correlation between the standard Gaussian pair (Z 0 , Z 1 ) is u). If G is further nondecreasing, then G (x) ≥ 0 for all x and (72) implies that L (u) ≥ 0 for all u. This is the argument in [20] . While our G is nondecreasing, it can be seen to be piecewise constant via (19) and is hence not differentiable at its jump points.
To remedy this, we approximate G by differentiable functions, apply (72), and take limits in the approximation error. Executing on this, for > 0 and U D = N (0, 1), set
where the expression in (19) was substituted for G(z).
since the "kernel" e
Let L be the link function induced by G , and X ( ) t = G (Z t ) its corresponding time series. Observe that G (x) is nondecreasing and is differentiable by (73) with derivative
where the last step uses the telescoping nature of the series, justifiable from the finiteness of E[X p t ] for some p > 1 analogously to (20) and (21) . Formula (72) now yields 
Noting again that e which is (30) and is always non-negative. Note that the derivative of L always exists in u ∈ (−1, 1) since L(u) is a power series with positive coefficients that sum to unity.
The formal justification of (76) proceeds as follows. We focus only on proving that L (u) converges to L (u), which is the most difficult step. For this, we first need an expression for the Hermite coefficients of G (·), denoted by g ,k . These will be compared to the Hermite coefficients g k of G. Using H k (x + y) = k =0 k y k− H (x), note that
Then, after changing summation indices and using that E[U p ] = 0 if p is odd, and = (p − 1)!! if p is even, where k!! = 1 × 3 × · · · × k when k is odd, we get
This implies that
The Cauchy-Schwarz inequality gives the bound , where M k is some finite constant that converges to zero as k → ∞. Here, we have used that ∞ q=1 g 2 k+2q (k + 2q)! → 0 as k → ∞, which is justifiable via (11) , and the fact that (2!) 2 is of the same order as (2q)!.
To bound sums of form 
The rest of the argument is straightforward with this bound. In particular, note from (13) that
where the series converges for u ∈ (−1, 1) since the "extra" k gets dominated by u k−1 . Similarly,
Then,
For example, the series in the last bound converges to 0 as ↓ 0. Indeed, by using (79), this follows if
In both of these cases, the convergence follows from the dominated convergence theorem since (1 − 2 ) −k−1 − 1 → 0 as ↓ 0. By using (11) , one can similarly show that γ X ( ) (0) → γ X (0). Hence, we conclude that L (u) → L (u) as → 0.
2 Lemma 2.2 will follow from the following more general result. 
We next prove Lemma 2.2 .
Proof of Lemma 2.2:
The relation (33) follows from (81) since Z t+1 = z t+1 (Z 0 , . . . , Z t ). Similarly, (34) follows from (82) since V (X t+1 ) = V (G(Z t+1 )). 2
Finally, we prove Proposition 2.2.
Proof of Proposition 2.2:
The superscript i is dropped for notational simplicity. Note that E X w t V ( Z t+1 )] = E X [w t−1 w t ( Z t )V ( z t+1 (Z 0 , . . . , Z t )) = E X w t−1 w t ( Z t )V ( z t+1 (Z 0 , . . . , Z t + r t t )) = E X E X [w t−1 w t ( Z t )V ( z t+1 (Z 0 , . . . , Z t + r t t ))|Z 0 , . . . , Z (the term in the denominator does not cancel out since w 0 = 1), and the proposition now follows via (33) . 2
