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Abstract
We study relations between P{supt∈[0; h] (t)¿u} and h limn→∞ 2nP{(0) 6 u¡(2−n)} +
P{(0)¿u} for a stationary process (t). Applications include Markov jump processes, 	-stable
processes, and quadratic functionals of Gaussian processes. c© 2001 Elsevier Science B.V. All
rights reserved.
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1. Introduction
Let {(t)}t∈[0; h] be a real valued stationary stochastic process de=ned on a complete
probability space (
;F;P), where h¿ 0 is a constant. Suppose that (t) is separable
and continuous in probability (P-continuous).
Let the support of (0) have endpoints u ≡ inf{u ∈ R: P{(0)6 u}¿ 0} and
u ≡ sup{u ∈ R: P{(0)6 u}¡ 1} where P{(0) = u}= 0; (1.1)
so that u¡ @u. Set M (h) ≡ supt∈[0; h] (t) and J (u) ≡ limn→∞ J (2−n; u) where
J (q; u) ≡ q−1P{(0)¿u¿ (q)}= q−1P{(q)¿u¿ (0)}:
If (t) is continuous a.s. with (0) continuously distributed, then J (u) coincides with
the upcrossing intensity (u) of the level u by (t). Further, we have
P{M (h)¿u}6 P{(0)¿u}+ h(u):
This relation and work on formulae for (u) date back to Rice (1945). See also e.g.,
Leadbetter et al. (1983, Chapters 7 and 13) and Albin (1992).
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However, it seems natural to use J (u) instead of (u), since we show that
P{M (h)¿u}6 P{(0)¿u}+ hJ (u) ≡ h(u) for u ∈ (u; u) (1.2)
assuming P-continuity only. Further, making use of the quantity
Js(q; u) ≡ 1qP
{
(0)¿u¿ (q);
[s=q]⋃
‘=2
{(‘q)¿u}
}
for s ∈ (0; h]
[so that J0(q; u) = J (q; u)], we give characterizations of when any of the converses
lim
u ↑ u
P{M (h)¿u}=h(u) = 1; (1.3)
lim
u ↑ u
P{M (h)¿u}=h(u)¿ 0 (1.4)
to (1.2) apply: Of course, in order for (1.3) or (1.4) to hold it is necessary that
there exists a u0 ∈ (u; u) such that J (u)¡∞ for u ∈ [u0; u): (1.5)
In Theorem 1 we do discrete approximation with a grid that works for all pro-
cesses (t). This gives general characterizations of (1.3) and (1.4). In a typical ap-
plication one need not compute J (u) but only prove (1.5), which often is
feasible.
We use a more traditional approach with a grid adapted to (t) in Theorem 2.
This requires an additional often hard-to-verify technical condition, but gives virtually
weaker and potentially easier to verify necessary and suJcient conditions for (1.3) and
(1.4). In Theorem 3 we show how the technical condition can be modi=ed and thus
sometimes more easily dealt with.
In Examples 1 and 2 we show how Theorems 1 and 2 connect to contemporary
research on the argmax process of Brownian motion minus parabolic drift and on
	-stable processes. In Sections 4–7 we use Theorems 1 and 3 to prove new results
for 	-stable processes, for pure-jump Markov processes, and for quadratic functionals
(squared norms) of Gaussian processes.
2. Relations between extremes and streams of upcrossings I
First, we prove (1.2) and give general characterizations of (1.3) and (1.4) in terms
of
s;h ≡ lim
u ↑ u
lim
n→∞
hJs(2−n; u)=h(u):
Theorem 1. If {(t)}t∈[0; h] is a separable and P-continuous stationary process satis-
fying (1:1); then (1:2) holds. If in addition (1:5) holds; then we have
(1:3) holds ⇔ s;h = 0 for each s ∈ (0; h); (2.1)
(1:4) holds ⇔ s;h ¡ 1 for some s ∈ (0; h): (2.2)
J.M.P. Albin / Stochastic Processes and their Applications 94 (2001) 271–300 273
Proof. By P-continuity the dyadic numbers is a separant for (t). Hence, we have
P{M (h)¿u}=P


∞⋃
n= 0
[2nh]⋃
k= 0
{(2−nk)¿u}


= lim
n→∞P


[2nh]⋃
k= 0
{(2−nk)¿u}


= lim
n→∞
[2nh]∑
k= 0
P

(k)¿u;
[2nh]⋂
‘=k+1
{(2−n‘)6 u}


=P{(0)¿u}+ lim
n→∞
[2nh]∑
k=1
P
{
(0)¿u;
k⋂
‘=1
{(2−n‘)6 u}
}
(2.3)
(by stationarity). Here the right-hand side is bounded by h(u), which gives (1.2).
Further an inspection of (2.3) shows that
lim
u ↑ u
P{M (h)¿u}
h(u)
= lim
u ↑ u
lim
n→∞
1
h(u)
(
P{(0)¿u}+[2nh]P{(0)¿u¿ (2−n)}
−
[2nh]∑
k=2
P
{
(0)¿u¿ (2−n);
k⋃
‘=2
{(2−n‘)¿u}
}
= lim
u ↑ u
lim
n→∞
P{(0)¿u}+ 2−n[2nh]J (2−n; u)− @Jh(2−n; u)
h(u)
6 lim
u ↑ u
lim
n→∞
P{(0)¿u}+ 2−n[2nh]J (2−n; u)
h(u)
− h
¿ lim
u ↑ u
lim
n→∞
P{(0)¿u}+ 2−n[2nh]J (2−n; u)
h(u)
− h
= 1− h; (2.4)
where
h = lim
u↑u
lim
n→∞
@Jh(2−n; u)
h(u)
and @Jh(2−n; u) ≡
[h=2−n]∑
k=2
J2−nk(2−n; u)
2n
:
The implications to the right in (2.1) and (2.2) now follow from (1.2) using that
h ¿ lim
u↑u
lim
n→∞
(h− s)Js(2−n; u)=h(u)¿ (1− s=h)s;h for s¡h:
Conversely, since s(u)=h(u)¿ s=h, the implications to the left follows from
h
s
lim
u↑u
P{M (h)¿u}
h(u)
¿ lim
u↑u
P{M (s)¿u}
s(u)
¿ 1− s ¿ 1− s;s ¿ 1− s;h:
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Clearly (1.4) holds when J (u) = O(P{(0)¿u}) as u ↑ @u, since we then have
lim
u ↑ u
P{(0)¿u}=h(u) = lim
u ↑ u
(1 + hJ (u)=P{(0)¿u})−1¿ 0: (2.5)
Proposition 1. Let {(t)}t∈[0; h] be P-di4erentiable from the right at t = 0 with
lim
t ↓ 0
1
t
P
{∣∣∣∣(t)− (0)− t′(0)t
∣∣∣∣¿
}
= 0 for each ¿ 0: (2.6)
Let the distribution function F(0)(x) have a right derivative at x = u. We have
lim
t ↓ 0
P{(0)¿u¿ (0) + t′(0)}
t
6 J (u)6 lim
t ↓ 0
P{(0)¿u¿ (0) + t′(0)}
t
;
(2.7)
lim
t ↓ 0
P{(0) + t′(0)¿u¿ (0)}
t
6 J (u)6 lim
t ↓ 0
P{(0) + t′(0)¿u¿ (0)}
t
(2.8)
and
s;h6 lim
" ↑ 2
lim
u ↑ u
lim
# ↓ 0
h
#h(u)
P
{
(0)¿u¿ (0) + #′(0); sup
t∈["#; s]
(t)¿u
}
6lim
" ↑ 1
lim
u ↑ u
lim
# ↓ 0
2h
#h(u)
P
{
sup
t∈["#; s]
(t)−(0)− t′(0)
t
¿
(0)−u
#
; (0)¿u
}
:
(2.9)
If in addition (t) is continuous a.s. and F(0)(u−) = F(0)(u); then we have
J (u) = lim
t ↓ 0
P{(0)¿u¿ (0) + t′(0)}
t
= lim
t ↓ 0
P{(0) + t′(0)¿u¿ (0)}
t
:
(2.10)
Proof. For a non-increasing family of events {At}t¿0 ⊆F we have
P{(0)¿u¿ (t); At}
t
6
1
t
P
{
′(0)¿− (1− )(0)− u
t
; (0)¿u+ t; (t)6 u
}
+
1
t
P
{
′(0)6 −(1− )(0)− u
t
; (0)¿u; At
}
+
P{u¡(0)6 u+ t}
t
6
1
t
P
{
(0)− (t) + t′(0)
t
¿
(0)− u
t
¿
}
+
1
1− 
1− 
t
P
{
(0)¿u¿ (0) +
t
1− 
′(0); At
}
+ (F ′(0)(u
+) + o(t)) for ; ; t ¿ 0 (small):
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Sending t ↓ 0 and ;  ↓ 0 (in that order), (2.6) shows that (=rst taking At = 
)
lim
t ↓ 0
J (t; u)6 lim
t ↓ 0
P{(0)¿u¿ (0) + t′(0)}
t
; (2.11)
lim
t ↓ 0
P{(0)¿u¿ (t); At}
t
6 lim
 ↑ 1
lim
t ↓ 0
1
t
P{(0)¿u¿ (0) + t′(0); A(1−)t}: (2.12)
In an analogous way we obtain the estimates downwards
J (t; u)¿−1
t
P
{
′(0)6 −(1 + )(0)− u
t
; (0)¿u+ t; (t)¿u
}
+
1
t
P
{
′(0)6 −(1 + )(0)− u
t
; (0)¿u
}
− P{u¡(0)6 u+ t}
t
¿−1
t
P
{
(0)− (t) + t′(0)
t
¡− (0)− u
t
¡− 
}
+
1
1 + 
1 + 
t
P
{
(0)¿u¿ (0) +
t
1 + 
′(0)
}
− (F ′(0)(u+) + o(t)):
Sending t ↓ 0 and ;  ↓ 0 and using (2.6) and the diKerentiability of F(0), we get
lim
t ↓ 0
J (t; u)¿ lim
t ↓ 0
P{(0)¿u¿ (0) + t′(0)}
t
; (2.13)
lim
t ↓ 0
J (t; u)¿ lim
t ↓ 0
P{(0)¿u¿ (0) + t′(0)}
t
: (2.14)
Using (2.12), =rst together with (2.13) and for At =
, and then for At = {supr∈[2t; s](r)
¿ u} we get (2.7) and the =rst inequality in (2.9).
To prove the second inequality in (2.9), we note that the =rst inequality gives
s;h6 lim
" ↑ 2
lim
u ↑ u
lim
# ↓ 0
h
#h(u)
P
{
sup
t∈["#; s]
(t)−(0)− t′(0)
t
¿
(0)−u
#t=(t− #) ; (0)¿u
}
;
which in turn obviously is bounded by the right-hand side of (2.9).
In the proof of (2.7) we computed lim t ↓ 0 and lim t ↓ 0 for J (t; u) = t
−1P{(0)¿u¿
(t)}. Sending t ↓ 0 in J (t; u) = t−1P{(t)¿u¿ (0)} instead, we get (2.8).
The left equality in (2.10) follows from (2.11), (2.14) and that (under the assump-
tions speci=ed) limt ↓ 0 Jt(u) exists (and is the upcrossing intensity of the level u). The
right equality follows sending t ↓ 0 in J (t; u) = t−1P{(t)¿u¿ (0)}.
Example 1 (The argmax process of Brownian motion minus parabolic drift). Let
V (t) ≡ argmax{s ∈ R: W (s)−(s−t)2} where {W (s)}s∈R is standard Brownian motion.
Hooghiemstra and LopuhaLa (1998) studied local extremes of (t) ≡ V (t)− t by quite
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diJcult analytic methods. We shall recover that result here quite easily. As they did,
we use some facts from the Rollo Davidson awarded work by Groeneboom (1989).
The process V (t) is non-decreasing pure jump Markov with transition kernel
Px(dy)
dy
≡ lim
t ↓ 0
P{V (t) ∈ dy |V (0) = x}
t dy
=
2g(y)p(y − x)
g(x)
for y¿x: (2.15)
Here g and p are continuous with g locally bounded away from zero. Further
p(x) ∼
{
4xe−,x as x →∞;√
2=(-x) as x ↓ 0
and g(x) ∼


4xe−(2=3)x
3
as x →∞;
e,x as x → −∞;
(2.16)
where ; ,¿ 0 are constants. The process (t) is stationary Markov and
(0) has density function f(x) ≡ f(0)(x) = fV (0)(x) = 12g(x)g(−x): (2.17)
Proof of (1.3) for ^ (t). Since (t)¿ (0)− t (1.5) holds with [cf. (2.17)]
J (u)6 lim
n→∞
2nP{(0) ¿ u¿ (0)− 2−n}= f(u): (2.18)
The time to a jump / ≡ inf{t ¿ 0 :V (t) = V (0)} is exponentially distributed
P{/ ∈ dt|V (0) = x}
dt
= c(x)e−c(x)t with
Px(dy)
c(x)
= P{V (/) ∈ dy|V (0) = x}:
By (2.15)–(2.17) and routine calculations we get [note that g(u+ u−2x) ∼ e−2xg(u)]
c(u) =
∫ ∞
0
g(y)p(y − u) dy
g(u)
∼
∫ ∞
0
g(u+ u−2x) dx
ug(u)
√
-x=2
∼ 1
u
∫ ∞
0
e−2x dx√
-x=2
=
1
u
(2.19)
as u→∞. By conditional independence of the past and the future we have
lim
n→∞
2nP{(0)¿u¿ (2−n); sup
t∈(2−n; s]
(t)¿u}
6 lim
n→∞
2n
∫ u+2−n
u
P{V (0)¿u¿ V (2−n)− 2−n|V (2−n) = x}
×P{ sup
t∈(2−n; s]
V (t)¿u+ 2−n|V (2−n) = x}fV (2−n)(x) dx
6 lim
n→∞ 2
nP{(0)¿u¿ (2−n)} sup
x∈(u;u+2−n]
P{/6 s|V (0) = x}
= J (u) lim
n→∞ supx∈(u;u+2−n]
(1− e−c(x)s) for s¿ 0;
which is o(J (u)) as u→∞ by (2.19). Hence s;h = 0 and (2.1) yields (1.3).
Remark 1. Since f(u) ∼ 4ue−,u−(2=3)u3 as u→∞ by (2.16) and (2.17), we have
P{(0)¿u}=
∫ ∞
u
f(x) dx ∼ (2u2)−1f(u) = o(f(u)) as u→∞:
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Further J (u) ∼ f(u) as u→∞, since J (u)6 f(u) [by (2.18)] and
J (u)¿ lim
# ↓ 0
1
#
∫ u+#
u
P{/¿ s|V (0) = x}f(x) dx ¿ lim
# ↓ 0
inf
x∈[u;u+#]
e−c(x)#f(u) ∼ f(u)
by (2.19). Hence (1.3) reduces to P{M (h)¿u} ∼ hf(u) as u→∞.
3. Relations between extremes and streams of upcrossings II
Let h(q; u) ≡ P{(0)¿u} + hJ (q; u). Choose functions {qa: (u; @u) → (0;∞)}a¿0
that satisfy
lim
a ↓ 0
lim
u ↑ u
qa(u) = 0: (3.1)
[Usually qa(u) = aq(u).] The grid {kqa(u) ∈ [0; h]: k ∈ N} is dense enough when
lim
a ↓ 0
lim
u ↑ u
1
h(qa(u); u)
P
{
M (h)¿u;
[h=qa(u)]⋂
‘= 0
{(‘qa(u))6 u}
}
= 0: (3.2)
This is the sparsest grid to which the proof of Theorem 1 carries over. It gives virtually
weaker versions of the criteria s;h = 0 and s;h ¡ 1 expressed in terms of
Ds;h ≡ lim
a ↓ 0
lim
u ↑ u
hJs(qa(u); u)
h(qa(u); u)
and Ds;h ≡ lim
a ↓ 0
lim
u ↑ u
hJs(qa(u); u)
h(u)
:
In the presence of (3.2), the “natural” bounds for P{M (h)¿u} that correspond to
(1.2)–(1.4) are
lim
a ↓ 0
lim
u ↑ u
P{M (h)¿u}=h(qa(u); u)6 1; (3.3)
lim
a ↓ 0
lim
u ↑ u
P{M (h)¿u}=h(qa(u); u)¿ 1; (3.4)
lim
a ↓ 0
lim
u ↑ u
P{M (h)¿u}=h(qa(u); u)¿ 0: (3.5)
As an alternative to (3.2), we will also use the requirement
lim
a ↓ 0
lim
u ↑ u
h(qa(u); u)=h(u)¿ 1: (3.6)
By Theorem 2 below, this requirement implies the following two relations
lim
a ↓ 0
lim
u ↑ u
P{(0)6 u;M (qa(u))¿u; (qa(u))6 u}=(qa(u)h(u)) = 0; (3.7)
lim
a ↓ 0
lim
u ↑ u
h(qa(u); u)=h(u) = lim
a ↓ 0
lim
u ↑ u
h(qa(u); u)=h(u) = 1: (3.8)
From (3.7) and (3.8) in turn one immediately gets (3.2), so that (3.6) implies (3.2).
Further, under (3.8), (3.4) and (3.5) are equivalent to (1.3) and (1.4), respectively.
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Note that (3.5) holds when lima ↓ 0 limu ↑ @uh(qa(u); u)=P{(0)¿u}¡∞ [cf. (2.5)].
If J (u)¿ 0 for u ∈ [u0; @u) for some u0 ∈ (u; @u), then (3.6) holds if e.g.,
lim
a ↓ 0
lim
u ↑ u
J (qa(u); u)=J (u)¿ 1: (3.9)
This follows from the easily established inequality
h(qa(u); u)=h(u)¿ 1 + min{J (qa(u); u)=J (u)− 1; 0}:
Condition (3.9) in turn generalizes to the P-continuous setting the requirement
lim
a ↓ 0
lim
u ↑ u
J (qa(u); u)=(u)¿ 1 (3.10)
of Leadbetter and RootzPen (1982). Assuming that (t) has a.s. continuous sample paths
with (0) continuously distributed, and that the upcrossing intensity (u) [which in this
case coincides with J (u)] is =nite, they proved that (3.10) implies
lim
a ↓ 0
lim
u ↑ u
P {(0)6 u; M (qa(u))¿u; (qa(u))6 u} =(qa(u)(u)) = 0 (3.11)
and
lim
a ↓ 0
lim
u ↑ u
J (qa(u); u)=(u) = lim
a ↓ 0
lim
u ↑ u
J (qa(u); u)=(u) = 1: (3.12)
It has been established above (more or less) that the following implications hold
(3:2)⇐= (3:7)& (3:8)⇐= (3:6)⇐= (3:9)⇐= (3:11)& (3:12)& continuity
⇐= (3:10)& continuity:
It is also quite clear that no converses to any of these implications hold in general.
To see that (3.6); (3.9), for example, let J (u) = o(P{(0)¿u}) as u ↑ @u. Now
(3.9) may or may not hold, while on the other hand (3.6) holds trivially since
h(qa(u); u)=h(u)¿ 1− hJ (u)=P{(0)¿u}:
It is (3.2) or (3.7), rather than (3.11), that is needed in extremes. In view of the
above discussion, in order to ensure suJcient accuracy of the discrete approximation
(denseness of the grid), it seems both natural and bene=cial to use condition (3.2) or
(3.6) [that implies (3.7)], rather than (3.9) or indeed (3.10) [that implies (3.11)].
Remark 2. Hooghiemstra and LopuhaLa (1998) noted that (3.10) implies (3.11) for the
jump process in Example 1. This was an important inRuence for me.
Theorem 2. Let {(t)}t∈[0; h] be a separable and P-continuous stationary process sat-
isfying (1:1); and choose functions {qa(·)}a¿0 that satisfy (3:1).
(i) If (3:2) holds; then (3:3) holds. Moreover; we have
(3:4) holds ⇔ Ds;h = 0 for each s ∈ (0; h); (3.13)
(3:5) holds ⇔ Ds;h ¡ 1 for some s ∈ (0; h): (3.14)
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(ii) If (3:6) holds; then (3:2); (3:7) and (3:8) hold. Moreover, we have
(3:4) holds ⇔ (1:3) holds ⇔ Ds;h = 0 for each s ∈ (0; h); (3.15)
(3:5) holds ⇔ (1:4) holds ⇔ Ds;h ¡ 1 for some s ∈ (0; h): (3.16)
Proof. (i) Using (3.1) together with (3.2), we get [cf. (2.3) and (2.4)]
lim
a ↓ 0
lim
u ↑ u
P{M (h)¿u}=h(qa(u); u)
= lim
a ↓ 0
lim
u ↑ u
1
h(qa(u); u)
(
P
{[h=qa]⋃
k= 0
{(kqa)¿u}
}
+ P
{
M (h)¿u;
[h=qa]⋂
k= 0
{(kqa)6 u}
})
= lim
a ↓ 0
lim
u ↑ u
1
h(qa(u); u)
[h=qa]∑
k= 0
P
{
(kqa)¿u;
[h=qa]⋂
‘=k+1
{(‘qa)6 u}
}
= lim
a ↓ 0
lim
u ↑ u
1
h(qa(u); u)
(
P{(0)¿u}+
[h=qa]∑
k=1
P
{
(0)¿u;
k⋂
‘=1
{(‘qa)6 u}
})
= lim
a ↓ 0
lim
u ↑ u
1
h(qa(u); u)
(
P{(0)¿u}+ [h=qa]P{(0)¿u¿ (qa)}
−
[h=qa]∑
k=2
P
{
(0)¿u¿ (qa);
k⋃
‘=2
{(‘qa)¿u}
})
= lim
a ↓ 0
lim
u ↑ u
P{(0)¿u}+ qa[h=qa]J (qa(u); u)− @Jh(qa(u); u)
h(qa(u); u)
=1− dh; (3.17)
where
dh = lim
a ↓ 0
lim
u ↑ u
@Jh(qa(u); u)
h(qa(u); u)
≡ lim
a ↓ 0
lim
u ↑ u
qa(u)
h(qa(u); u)
[h=qa(u)]∑
k=2
Jqa(u)k(qa(u); u):
Here we have, for each choice of s ∈ (0; h),
dh ¿ lim
a ↓ 0
lim
u ↑ u
(h− s)Js(qa(u); u)=h(qa(u); u) = (1− s=h)Ds;h
and
dh6 lim
a ↓ 0
lim
u ↑ u
sJs(qa(u); u)=h(qa(u); u) + lim
a ↓ 0
lim
u ↑ u
(h− s)J (qa(u); u)=h(qa(u); u)
6 (s=h)Ds;h + (1− s=h):
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Inserting this in (3.17) we obtain
lim
a ↓ 0
lim
u ↑ u
P{M (h)¿u}=h(qa(u); u)
{
6 1− (1− s=h)Ds;h
¿ (s=h)(1−Ds;h);
which readily give (3.13) and (3.14). Further, using (3.1) and (3.2) exactly as in
(3.17), we get the upper estimate (3.3) in the following way:
lim
a ↓ 0
lim
u ↑ u
P{M (h)¿u}
h(qa; u)
= lim
a ↓ 0
lim
u ↑ u
P{(0)¿u}+ qa[h=qa]J (qa; u)− @Jh(qa; u)
h(qa; u)
6 lim
a ↓ 0
lim
u ↑ u
P{(0)¿u}+ qa[h=qa]J (qa; u)
h(qa; u)
= 1:
(ii) Using (1.2) and (3.6), we get (3.7) and (3.8) from the estimate
P{(0)6 u;M (qa)¿u; (qa)6 u}
qa(u)h(u)
=
P{(0)6 u;M (qa)¿u} − qa(u)J (qa; u)
qa(u)h(u)
6 (h(u)−h(qa; u))=(hh(u)):
The =rst equivalencies in (3.15) and (3.16) follows directly from (3.8). The two
remaining ones reduce to (3.13) and (3.14), respectively, when (3.8) holds.
Corollary 1. If {(t)}t∈[0; h] is a separable and P-continuous stationary process satis-
fying (1:1) and (3:6); then (1:3) holds if the following two conditions hold:
lim
N→∞
lim
u ↑ u
[h=qa(u)]∑
k=N
P{(0)¿u; (kqa(u))¿u}
qa(u)h(u)
= 0;
lim
u ↑ u
P{(0)6 u; (qa(u))¿u; (‘qa(u))¿u; ((‘ + 1)qa(u))6 u}
qa(u)h(u)
=0 for 16 ‘ ∈ N:
Proof. Using the elementary fact that((
N−1⋃
k=2
{(kqa)¿u}
)
∩ {(Nqa)6 u}
)c
∩
( [h=qa]⋃
k=N
{(kqa)¿u}
)c
=
[h=qa]⋂
k=2
{(kqa)6 u}
=
( [h=qa]⋃
k=2
{(kqa)¿u}
)c
;
the corollary follows from Theorem 2(ii) together with the estimates
Jh(qa(u); u)=h(u)
=
1
qah(u)
P
{
(0)¿u¿ (qa);
[h=qa]⋃
k=2
{(kqa)¿u}
}
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6
1
qah(u)
P
{
(qa)6 u;
N−1⋃
k=2
{(kqa)¿u}; (Nqa)6 u
}
+
1
qah(u)
P
{
(0)¿u;
[h=qa]⋃
k=N
{(kqa)¿u}
}
6
N−1∑
k=2
N−1∑
‘=k
P{((k − 1)qa)6 u; (kqa)¿u; (‘qa)¿u; ((‘ + 1)qa)6 u}
qah(u)
+
[h=qa]∑
k=N
P{(0)¿u; (kqa)¿u}
qah(u)
: (3.18)
Now assume that the distribution of (0) belongs to a domain of attraction of ex-
tremes. This means that there exist a constant xˆ ∈ [−∞; 0) together with continuous
functions w: (u; @u)→ (0;∞) and F : (xˆ;∞)→ (−∞; 1) such that
lim
u ↑ u
P{(0)¿u+ xw(u)}=P{(0)¿u}= 1− F(x) for x ∈ (xˆ;∞): (3.19)
Set qa(u) = aq(u) for some function q: (u; @u)→ (0;∞) that satis=es
lim
u ↑ u
q(u)¡∞ and lim
x ↓ 0
lim
u ↑ u
q(u)=q(u− xw(u))¡∞: (3.20)
Assume that, to each choice of ¿ 0, there exists a constant tˆ = tˆ()¿ 0 such that
lim
N→∞
lim
u ↑ u
[h=(q(u)t)]∑
k=N
P{(0)¿u; (kq(u)t)¿u}
P{(0)¿u} = 0; (3.21)
lim
u ↑ u
P{(0)6 u; (q(u)t)¿u+ w(u)t; (‘q(u)t)¿u+ w(u)t; ((‘ + 1)q(u)t)6 u}
P{(0)¿u}
=0 (3.22)
for 16 ‘ ∈ N and t ∈ (0; tˆ ]. Further assume that, to each choice of ¿ 0, there exist
constants C, "ˆ¿ 0, uˆ ∈ (u; @u) and %¿ 1 such that
P{(0)6 u+ "w(u); (q(u)t)¿u+ ("+ t)w(u); (2q(u)t)6 u+ "w(u)}
6 Ct%P{(0)¿u} for u ∈ [uˆ; u); t ¿ 0 and " ∈ [0; "ˆ]: (3.23)
Theorem 3. Let {(t)}t∈[0; h] be a separable and P-continuous stationary process sat-
isfying (1:1) and (3:19)–(3:23). Eqs. (3:3) and (3:4) hold with
0¡ lim
a ↓ 0
lim
u ↑ u
h(aq(u); u)
P{(0)¿u}=q(u) 6 lima ↓ 0 limu ↑ u
h(aq(u); u)
P{(0)¿u}=q(u) ¡∞: (3.24)
Remark 3. Even when (3.6) holds, one needs Ds;h = 0 to get (3.4), which typically
means proving (3.21) and (3.22) (cf. Corollary 1). Theorem 3 is useful because, instead
of (3.6), what has to be shown in addition to (3.21) and (3.22) is (3.23), which often
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follows from the same calculations that gave (3.22) (e.g., Theorem 4 and Section 7
below). (Usually, q is non-increasing, so that (3.20) holds trivially.)
Proof of Theorem 3. By Albin (2000, Theorem 1), (3.19), (3.20) and (3.23) give
lim
a ↓ 0
lim
u ↑ u
q
P{(0)¿u}P
{
M (h)¿u;
[h=(aq)]⋂
‘= 0
{(‘q)6 u}
}
= 0 (3.25)
[where from now on q ≡ q(u)]. Using Boole’s inequality and stationarity, this gives
lim
u ↑ u
qP{M (h)¿u}=P{(0)¿u}
6 lim
u ↑ u
q
P{(0)¿u}
(
P
{
M (h)¿u;
[h=(aq)]⋂
‘= 0
{(‘q)6 u}
}
+P
{ [h=(aq)]⋃
‘= 0
{(‘q)¿u}
})
6 lim
u ↑ u
q
P{(0)¿u}P
{
M (h)¿u;
[h=(aq)]⋂
‘= 0
{(‘q)6 u}
}
+
h
a
¡∞ for a suJciently small: (3.26)
On the other hand, Albin (1990, Theorem 2.b) together with (3.21) imply that
lim
u ↑ u
qP{M (h)¿u}=P{(0)¿u}¿ 0: (3.27)
By an obvious modi=cation of (3.17), using (3.25) instead of (3.2), we get
lim
u ↑ u
P{M (h)¿u}
P{(0)¿u}=q = lima ↓ 0 limu ↑ u
h(aq; u)− @Jh(aq; u)
P{(0)¿u}=q : (3.28)
Arguing as for (3.18), (3.19) together with (3.21) and (3.22) show that
q @Jh(aq; u)=P{(0)¿u}
6
1
aP{(0)¿u}P
{
(0)¿u¿ (aq);
[h=(aq)]⋃
k=2
{(kaq)¿u}
}
6
N−1∑
k=2
N−1∑
‘=k
P{((k−1)aq)6 u; (kaq)¿u+aw; (‘aq)¿u+aw; ((‘+1)aq)6 u}
aP{(0)¿u}
+
N−1∑
k=2
N−1∑
‘=k
P{{u¡(kaq)6 u+ aw} ∪ {u¡(‘aq)6 u+ aw}}
aP{(0)¿u}
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+
[h=(aq)]∑
k=N
P{(0)¿u; (kaq)¿u}
aP{(0)¿u}
→ 0 + 2(N − 2)2F ′(0) + 0 as u ↑ u and a ↓ 0 (in that order): (3.29)
Using (3.27) and (3.28) together with (3.29) we thus obtain
lim
a ↓ 0
lim
u ↑ u
qh(aq; u)=P{(0)¿u}¿ 0: (3.30)
Hence (3.25) implies (3.2), so we get (3.3). Sending  ↓ 0 in (3.29) and using (3.30)
we get Ds;h = 0, so that (3.22) gives (3.4). Further (3.4) and (3.26) show that
lim
a ↓ 0
lim
u ↑ u
h(aq; u)
P{(0)¿u}=q 6 lima ↓ 0 limu ↑ u
h(aq; u)
P{M (h)¿u}
P{M (h)¿u}
P{(0)¿u}=q ¡∞:
4. P-di&erentiable -stable processes
A strictly 	-stable random variable Z with scale 6 = 6Z ¿ 0, skewness 7 = 7Z ∈
[− 1; 1] and 	 ∈ (0; 2) \ {1} satis=es
E{exp[i8Z]}= exp
{
−|8|	6	
[
1 + i7 tan
(
-(2− 	)
2
)
sign(8)
]}
for 8 ∈ R:
Let {(t)}t∈R be a separable and P-diKerentiable strictly 	-stable stationary process
and {9(t)}t∈R an 	-stable LPevy process with 69(t) = |t|1=	. We have
the =nite dimensional distributions of (t) =d those of
∫ ∞
−∞
gt(s) d9(s) (4.1)
for a suitable choice of {gt(·)}t∈R ⊆ L	(R). Here stationarity for (t) means that∥∥∥∥∥
n∑
i=1
8igti+/
∥∥∥∥∥
	
and
〈
n∑
i=1
8igti+/
〉
	
do not depend on /; (4.2)
where we use the notation 〈g〉 ≡ ∫R g(x) dx, 〈g〉	 ≡ 〈|g|	 sign(g)〉 and ‖g‖	 ≡ 〈|g|	〉1=	.
Further, P-diKerentiability is equivalent with
t−1[gt − g0]→ g′0 in L	(R) as t → 0 for some g′0(·) ⊆ L	(R): (4.3)
See Samorodnitsky and Taqqu (1994) on properties of stable stochastic processes.
Proposition 2. Let (t) be a separable 	-stable process given by (4:1) and (4:2) with
	¿ 1 and ‖g−0 ‖	 ¿ 0. If (4:3) holds; then (1:3) holds if and only if
lim
a ↓ 0
1
a
[〈g−0 ∨ g−a 〉	 − 〈g−0 〉	 − 〈g−0 ∨ · · · ∨ g−[s=a]a〉	 + 〈g−0 ∨ · · · ∨ g−[s=a]a−a〉	] = 0
for s ∈ (0; h). [Here we use the notation g− =max{−g; 0}:] Further; (1:4) holds.
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Proof. With C−1	 =
∫∞
0 sin(x) dx=x
	, Samorodnitsky (1988, Theorem 3.1) gives
P
{
n⋂
‘= 0
{(‘a)¿u}
}
∼ C	〈g−0 ∧ · · · ∧ g−na〉	u−	
P
{
n⋃
‘= 0
{(‘a)¿u}
}
∼ C	〈g−0 ∨ · · · ∨ g−na〉	u−	
as u→∞: (4.4)
Moreover Albin and Leadbetter (1999, Theorem 5 and Corollary 5) show that
J (u) = (u) ∼ 	C	〈(g′0)−(g−0 )	−1〉u−	 as u→∞: (4.5)
From this we readily conclude that (3.9) holds with qa(u) = a, since
lim
u→∞
h(a; u)
h(u)
=
(1 + h=a) 〈g−0 〉	 − (h=a) 〈g−0 ∧ g−−a〉	
〈g−0 〉	 + h	〈(g′0)−(g−0 )	−1〉
∼ (1 + h=a) 〈g
−
0 〉	 − (h=a) 〈g−0 ∧ [g0(1− ag′0=g0)]−〉	
〈g−0 〉	 + h	〈(g′0)−(g−0 )	−1〉
→ 1 as a ↓ 0:
Since J (u) = O(P{(0)¿u}) by (4.4) and (4.5), (1.4) holds [cf. (2.5)]. Further
(3.15) shows that (1.3) holds if and only if
lim
u→∞
u	
a
P
{
(0)¿u; (a)6 u;
[s=a]⋃
‘=2
{(‘a)¿u}
}
= lim
u→∞
u	
a
[
P
{
1⋃
‘= 0
{(‘a)¿u}
}
− P
{
0⋃
‘= 0
· · ·
}
−P
{ [s=a]⋃
‘= 0
· · ·
}
+ P
{ [s=a]−1⋃
‘= 0
· · ·
}]
=C	
1
a
[
〈g−0 ∨ g−a 〉	 − 〈g−0 〉	 − 〈g−0 ∨ · · · ∨ g−[s=a]a〉	 + 〈g−0 ∨ · · · ∨ g−[s=a]a−a〉	
]
→ 0 as a ↓ 0; for s ∈ (0; h):
Example 2 (	-Stable moving average processes). Take 	¿ 1 and g−t (x) = f(x − t)
where ‖f‖	 ¿ 0. This holds when (t) is a moving average process.
When f is unimodal, f is non-decreasing on (−∞; tˆ ) and non-increasing on (tˆ;∞)
for some tˆ ∈ R. Assume that f is left- or right-continuous at tˆ, and set
ˆ= ˆa ≡ argmax
{∫ tˆ+a
tˆ−(1−)a
f(x)	 dx :  ∈ [0; 1]
}
for a¿ 0:
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It is a straightforward matter to see that, for a¿ 0 suJciently small,
〈g−0 ∨ · · · ∨ g−na〉	 =
∫
R
max
06k6n
f(x − ka)	 dx
=
∫
R
f(x)	 dx + n
∫ tˆ+ˆa
tˆ−(1−ˆ)a
f(x)	 dx:
Hence the limit in Proposition 2 is zero (already before a ↓ 0) so that (1.3) holds.
When f have multiple modes, f is non-decreasing on (rˆ − #; rˆ) and (sˆ; tˆ ) and
non-increasing on (rˆ; sˆ) and (tˆ; tˆ+ #) for some rˆ ¡ sˆ¡ tˆ and #¿ 0, with f(rˆ); f(tˆ )¿
f(sˆ). Assume that f is continuous around sˆ, and set
(t) = a(t) ≡ argmin
{∫ t+a
t−(1−)a
f(x)	 dx :  ∈ [0; 1]
}
for a¿ 0 and t = sˆ:
Now straightforward reasoning reveal that (for a¿ 0 and s¿ 0 suJciently small)
∫ tˆ
rˆ+a
((g−0 ∨ · · · ∨ g−[s=a]a)(x)	 − (g−a ∨ · · · ∨ g−[s=a]a)(x)	) dx
=
[∫ tˆ
tˆ−a
−
∫ sˆ+[s=a]a (sˆ)[s=a]a
sˆ+[s=a]a (sˆ)[s=a]a−a
]
f(x)	 dx:
Hence the limit in Proposition 2 is bounded from below by
lim
a ↓ 0
1
a
[∫ sˆ+[s=a]a (sˆ)[s=a]a
sˆ+[s=a]a (sˆ)[s=a]a−a
−
∫ sˆ+a (sˆ)a
sˆ+a (sˆ)a−a
]
f(x)	 dx:
=f(sˆ+ s(sˆ)s)	 − f(sˆ)	 ¿ 0
(since g−0 ∨ · · · ∨ g−[s=a]a − g−a ∨ · · · ∨ g−[s=a]a 6 g−0 ∨ g−a − g−a ), unless f is constant on
an interval of length s around sˆ, so that (1.3) does not hold.
Remark 4. Local extremes as u → ∞ of stable (t) with 7(t)¿ − 1 are studied
in Acosta de (1977) and Samorodnitsky (1988). But relations between extremes and
upcrossings have not been investigated, and our characterization of (1.3) is new.
Now take 	¡ 1 and skewness 7(t)=−1, so that the scale becomes 6= 6(t) = ‖g+0 ‖	
[with the notation g+ = max{g; 0}]. We have @u= 0 with
P{(t)¿u} ∼ A	(−u=6)	=[2(1−	)] exp{−B	(−6=u)	=(1−	)} as u ↑ 0 (4.6)
for some constants A	; B	 ¿ 0 (e.g. Samorodnitsky and Taqqu, 1994, p. 17).
By Minkowski’s inequality, we have ‖g0 + gt‖	 ¿ ‖2g0‖	 with equality iK. g0 = gt
a.e., i.e., (0) = (t) a.s. So when ‖g0 + gt‖	 = ‖2g0‖	 for arbitrarily small t ¿ 0
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stationarity show that (t) is periodic with arbitrarily small period. By separability and
P-continuity this gives (t) = (0) for all t a.s. Since this is uninteresting, two times
diKerentaibility of ‖g0 + gt‖	 makes natural the requirement
‖g0 + gt‖	 ¿ ‖2g0‖	 + Ct2 for t ∈ [0; t1]; for some constants C; t1¿ 0: (4.7)
(The =rst derivative is zero since ‖g0 + gt‖	 ¿ ‖2g0‖	.) To ensure “total skewness”
7=−1 as well as suJcient accuracy of certain Taylor expansions of (t) we assume
that to each ‘ ∈ N there is a constant t2 = t2(‘)¿ 0 such that
gt + 
(gt − g0)− (g(‘+1)t − g‘t)
t2
¿ 0 a:e: for ; t ∈ [0; t2]; (4.8)
inf
t∈[0; t2]
∥∥∥∥gt +  (gt − g0)− (g(‘+1)t − g‘t)t2
∥∥∥∥
	
¿ ‖g0‖	 + O() as  ↓ 0: (4.9)
Theorem 4. Let (t) be a separable 	-stable process given by (4:1) and (4:2) with
	¡ 1 and ‖g0‖	 = ‖g+0 ‖	 ¿ 0. If (4:7)–(4:9) hold; then (3:3)–(3:4) and (3:19)–(3:24)
hold with q(u) = (−u)	=[2(1−	)] and w(u) = (−u)1=(1−	) for u¡ 0.
Proof. Set tˆ = t1 ∧ h. Since q is non-increasing (3.20) holds, while (4.6) gives (3.19)
with F(x) = 1 − exp{−B	[	=(1 − 	)]‖g0‖	=(1−	)	 x}. Taking D¿ 0 such that
(1 + 12‖g0‖−1	 Ct2)	=(1−	) ¿ 1 + Dt2 for t ∈ [0; tˆ], (4.6) further shows that
P{(0)¿u; (t)¿u}
6 P{(0) + (t)¿ 2u}
6 2A	
( −2u
‖2g0‖	
)	=[2(1−	)]
exp
{
−B	
(‖2g0‖	 + Ct2
−2u
)	=(1−	)}
6 2A	
( −u
‖g0‖	
)	=[2(1−	)]
exp
{
−B	
(‖g0‖	
−u
)	=(1−	)
(1 + Dt2)
}
6 4P{(0)¿u} exp{−B	D(−‖g0‖	=u)	=(1−	)t2}
for t ∈ [0; tˆ] and u close to zero (negative). From this we readily obtain (3.21).
Noting that w=(q(−u)) = q and q=(−u)	=(1−	) = 1=q, (4.8) and (4.9) yield
P
{
(qt) + q
[(qt)− (0)]− [((‘ + 1)qt)− (‘qt)]
(qt)2
¿u+
2w
qt
}
6 2A	
( −u
‖g0‖	 + O(q)
)	=[2(1−	)]
exp
{
−B	
( ‖g0‖	 + O(q)
−u− 2w=(qt)
)	=(1−	)}
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6 3A	
( −u
‖g0‖	
)	=[2(1−	)]
exp
{
−B	
(‖g0‖	
−u
)	=(1−	) [
1 +
	
1− 	
q
t
]}
6 4P{(0)¿u} exp
{
−B	‖g0‖	=(1−	)	
	
1− 	

qt
}
(4.10)
for t ¿ 0 small compared with ¿ 0, and u close to zero. From this we conclude that
(3.22) and (3.23) hold. Now Theorem 3 gives (3.3), (3.4) and (3.24).
Remark 5. When 7(t) = −1 and 	¿ 1 we have @u = ∞ with a very light tail for
P{(t)¿u} as u→∞: This case is studied in Albin (1999, 2000).
5. Markov jump processes
Let {(t)}t∈R be a stationary pure jump Markov process with transition probabilities
Px(t; dy) = P{(t) ∈ dy|(0) = x} such that
J (u) = lim
n→∞
∫
x6u
2nPx(2−n; (u; u))F(0)(dx)
= lim
n→∞
∫
x¿u
2nPx(2−n; (u; u)c)F(0)(dx)
is =nite [i.e., (1.5) holds]. By the Markov property we have
lim
n→∞
2nP

(0)¿u¿ (2−n);
[2ns]⋃
‘=2
{(2−n‘)¿u}


6 lim
n→∞
2n
[2ns]∑
‘=2
P{(0)¿u¿ (2−n); (2−n(‘ − 1))6 u¡(2−n‘)}
= lim
n→∞
2n
[2ns]∑
‘=2
∫
x¿u;y6u;z6u
Px(2−n; dy)Py(2−n(‘ − 2); dz)
×Pz(2−n; (u; u))F(0)(dx): (5.1)
Introducing the transition kernel Px(dy) ≡ limt ↓ 0t−1[Px(t; dy) − x({y})], we expect
the right-hand side of (5.1) to be equal to∫
0¡t¡s; x¿u; y6u; z6u
Px(dy)Py(t; dz)Pz((u; u))F(0)(dx): (5.2)
If (5.1) really is bounded by (5.2), then Theorem 1 and Fatou’s lemma show that
(1:3) [(1:4)] holds if lim
u ↑ u
sup
z6u
Pz((u; u)) = 0 [¡ 1]: (5.3)
Note that (1.3) [(1.4)] and (1.5) follow directly from (5.1) (and Theorem 1) when
lim
u ↑ u
lim
n→∞ supz6u
2nPz(2−n; (u; u)) = 0 [¡ 1]:
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Now assume that (t) is a stationary Markov chain in Z that satis=es
lim
t ↓ 0
Px(t; {y}) = x({y}); |P| ≡ sup
y∈Z
|Py({y})|¡∞ and
∑
y∈Z
Px({y}) = 0
(5.4)
for each x ∈ Z. By e.g., Chung (1967, Corollary p. 137), we have
2nPx(2−n; A)→ Px(A) with 2nPx(2−n; A)6 |P| for A ⊆ Z\{x}: (5.5)
Using (5.5) together with the Dominated Convergence Theorem we see that
J (u) = lim
n→∞
∑
y6[u]¡x
2nPx(2−n; {y})P{(0) = x}=
∑
y6[u]¡x
Px({y})P{(0) = x}
is bounded by |P| and thus =nite. Since Py(t; {z}) is continuous in t we have
1
[2ns]− 1
[2ns]∑
‘=2
Py(2−n(‘ − 2); {z})→ 1s
∫ s
0
Py(t; {z}) dt as n→∞:
Since the functions on both sides are densities, (5.5) and ScheKe’s Theorem give
[2ns]∑
‘=2
∫
z6u
Py(2−n(‘ − 2); dz)Pz(2−n; (u;∞))→
∑
z6[u]
∫ s
0
Py(t; {z})
∑
v¿[u]
Pz({v}) dt;
where the left-hand side is bounded by s|P|. Moreover (5.5) shows that
2n
∑
y6[u]
Px(2−n; {y})→
∑
y6[u]
Px({y}) and 2n
∑
y6[u]
Px(2−n; {y})6 |P|:
Using the Dominated Convergence Theorem we conclude that the right-hand side in
(5.1) is equal to the expression in (5.2). Hence (5.3) yields the following result:
Theorem 5. For a separable and stationary Markov chain (t) in Z that satis<es
(5:4); we have that
(1:3) [(1:4)] holds if lim
u→∞ supx6[u]
∑
y¿[u]
Px({y}) = 0[¡ 1]:
6. Di&erentiable n-dimensional Gaussian processes
Let {X (t)}t∈R be a centered and a.s. continuously diKerentiable stationary Gaus-
sian process with values in Rn|1 (the set of n× 1-matrices with real elements). Since
diKerentiability a.s. implies that in mean square for Gaussian processes, we have
R(t) ≡ E{X (s)X (s+ t)T}= R(0) + r′t + 12 r′′t2 + o(t2) as t → 0: (6.1)
We can assume that R(0) is diagonal since rotations do not aKect (6.3) below.
Writing P for the projection on the span of the eigenvectors of R(0) with maximal
eigenvalue, the probability that a “high” extrema of X (t) is not generated by PX (t)
is asymptotically negligible (e.g. Albin, 1992, Section 5), so we can assume that all
eigenvalues of R(0) are equal. Taking unit eigenvalues we get R(0) = I:
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We shall study extremes of the process (t) = ‖X (t)‖= (X (t)TX (t))1=2. To exclude
periodic components we require that, writing Sn ≡ {z ∈ Rn|1 : zTz = 1},
inf
x∈Sn
xT[I − R(t)R(t)T]x¿ 0 for each choice of t ∈ (0; h]: (6.2)
The =rst works on extremes for Gaussian processes in Rn are Sharpe (1978) and
Lindgren (1980). See Albin (2000, Section 5) for more historic details.
In Albin (2000, Theorem 4) we treat two-times diKerentiable processes. However,
in some applications one has diKerentiability only once (e.g. JaruUskovPa, 2000).
Let ,n(·) denote the (n− 1)-dimensional HausdorK measure over Rn|1.
Theorem 6. Let {X (t)}t∈R be an Rn|1-valued; centered and a.s. continuously di4eren-
tiable stationary Gaussian with R(0) = I in (6:1). If (6:2) holds; then we have
lim
u→∞
P{supt∈[0; h] ‖X (t)‖¿u}
uP{‖X (0)‖¿u} = h
∫
y∈Sn
√
yT[r′r′ − r′′]y d,
n(y)√
2-,n(Sn)
: (6.3)
Proof. The process X#(t) ≡ X (t)− R(t + #)TX (−#) is independent of X (−#) and
(t)2 − (−#)2 = ‖X#(t)‖2 + 2X (−#)TR(t + #)X#(t)
−X (−#)T[I − R(t + #)R(t + #)T]X (−#): (6.4)
Clearly X0(t) = X (t) − R(t)TX (0) is continuously diKerentiable a.s., with X ′0(0) =d
N(0; r′r′ − r′′) [by (6.1) together with symmetry of r′′ and skew-symmetry of r′].
Since X0(0) = 0, this in turn gives (with obvious notation and a.s. convergence)
X ′0(0) = lim# ↓ 0
X0(#)
#
= lim
# ↓ 0
(
X (#)− R(#)TX (0)− X (0) + R(#)TX (−#)
#
+
X#(0)
#
)
= lim
# ↓ 0
X#(0)
#
=d N(0; r′r′ − r′′): (6.5)
Using (6.1) again it follows that, given constants u¿ 0 and y ∈ Rn|1, we have
X u;y# ≡
‖X#(0)‖2 + 2uyTR(#)X#(0)− u2yT[I − R(#)R(#)T]y
2#u
→ yTX ′0(0) (6.6)
a.s. as # ↓ 0. Writing X (−#) ≡ (−#)Xˆ (−#) with Xˆ (−#) ∈ Sn, we further have
dF(−#); Xˆ (−#)(x; y) = f(−#)(x),
n(Sn)−1 dx d,n(y) for (x; y) ∈ (0;∞)× Sn:
Taking 06 ¡6 u=#, and using (6.4)–(6.6), we obtain
1
#
P{u− #¡(0)6 u− #; u¡(−#)6 u+ #}
=
∫
x∈(0;);y∈Sn
P
{
x + +
(x2 − 2)#
2u
¡
(−#)2 − (0)2
2#u
6 x + +
(x2 − 2)#
2u
∣∣∣∣ (−#) = u+ x#; Xˆ (−#) = y
}
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×f(−#)(u+ x#) dx d,
n(y)
,n(Sn)
→
∫ 
0
[∫
y∈Sn
P{x + ¡− yTX ′0(0)6 x + }
d,n(y)
,n(Sn)
]
dxf(0)(u) as # ↓ 0
(6.7)
for 0 6 ¡ 6 ∞. Since E{[yTX ′0(0)]+} =
√
yT[r′r′ − r′′]y=√2- by (6:5) and
f(0)(u) ∼ uP{‖X (0)‖¿u} as u→∞ (which is elementary), it follows that
lim
u→∞
J (u)
uP{‖X (0)‖¿u} =
∫
y∈Sn
√
yT[r′r′ − r′′]y d,
n(y)√
2-,n(Sn)
: (6.8)
When the integral in (6.8) is zero (1.2) gives (6.3). When the integral is non-zero,
(2.1) together with (6.7) and (6.8) show that (1.3) and (6.3) hold if
lim
# ↓ 0
1
#f(0)(u)
P{u− #¡(0)6 u− #; u¡(−#)6 u+ #;M (h)¿u} → 0
(6.9)
as u→∞ for 0¡¡¡∞: Using (6.4) as for (6.7), the limit in (6.9) becomes
lim
# ↓ 0
∫
x∈(0;);y∈Sn
P
{
x + +
(x2 − 2)#
2u
¡− X u;y# 6 x + +
(x2 − 2)#
2u
;
sup
t∈[0;h]
(‖X#(t)‖2 + 2uyTR(t + #)X#(t) + u2yTR(t + #)R(t + #)Ty)¿u2
}
×f(−#)(u+ x#) dx d,
n(y)
f(0)(u),n(Sn)
:
Using that −X u;y# ¿ x+ + (x2 − 2)#=2u and rearranging, this is seen to be bounded
by
lim
# ↓ 0
∫
x∈(0;); y∈Sn
P


⋃
t∈[0;h]
{‖X#(t)‖2 + 2uyTR(t + #)X#(t)− 2utX u;y#
¿u2 − u2yTR(t + #)R(t + #)Ty + t[2u(x + ) + (x2 − 2)#]}

 dx d,
n(y)
,n(Sn)
:
Sending # ↓ 0 and using (6.6), that bound becomes∫
x∈(0;); y∈Sn
P


⋃
t∈[0;h]
{
u−1‖X0(t)‖2 + 2yTR(t)X0(t)
t
− 2yTX ′0(0)
¿
uyT[I − R(t)R(t)T]y
t
+ 2(x + )
}
 dx d,
n(y)
,n(Sn)
:
Hence (6.9) follows from (6.2) and the fact that [by (6.5)] the process
B(t)≡ ‖X0(t)‖
2 +2yTR(t)X0(t)
t
−2yTX ′0(0) is continuous a:s: with B(0) = 0:
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7. Moving L2-norms of di&erentiable Gaussian processes
Let {X (t)}t∈R be a standardized, stationary, separable and mean-square diKerentiable
Gaussian process. The covariance function R of such a process X satis=es
R(t) ≡ Cov{X (s); X (s+ t)}= 1 + 12R′′(0)t2 + o(t2) as t → 0: (7.1)
We shall use Theorem 3 to prove relations (3.3), (3.4) and (3.24), by means of a
veri=cation of conditions (3.19)–(3.23), for the moving L2-norm process
(t) ≡ ‖I[t;1+t]X ‖2L2(R) = ‖I[0;1](·)X (·+ t)‖2L2(R) =
∫ 1+t
t
X (s)2 ds; t ∈ R: (7.2)
To that end we have to make two additional requirements: The =rst one is that
∫ 1
0
∫ 1
0
f(r)f(s)R′′(s− r) ds dr ¡ 0 (7.3)
for
f = argmax
{∫ 1
0
∫ 1
0
f(r)f(s)R(s− r) ds dr :f ∈ L2([0; 1]); ‖f‖L2([0;1]) = 1
}
:
[We have
∫ 1
0
∫ 1
0 f(r)f(s)R
′′(s− r) ds dr 6 0 since −R′′ is a covariance function.] In
Examples 3 and 5 below we show that (7.3) holds when the derivative process X ′(t)
has a spectral density, but also for example when the spectrum is discrete with only
one frequency-component (i.e., when X is a cosine-process).
The second additional requirement we have to impose is that
∫ 1
0
∫ 1
0
f(r)f(s) [R(s− r)− R(s− r − t)] ds dr ¿ 0 for t ∈ (0; h] (7.4)
and
f = argmax
{∫ 1
0
∫ 1
0
f(r)f(s)R(s− r) ds dr :f ∈ L2([0; 1]); ‖f‖L2([0;1]) = 1
}
:
[The integral on the left-hand side is equal to 12Var{
∫ 1
0 f(s)[X (s)−X (s− t)] ds}, and
is therefore non-negative.] In Examples 4 and 5 below we show that (7.4) holds in the
case when limt→∞ R(t)= 0, but also for example for the (periodic) cosine-process. In
addition, it follows from the latter part of the proof of Theorem 7 below, that (7.3)
implies that (7.4) holds for some (suJciently small) h¿ 0.
Put 〈f|g〉 = ∫s∈R f(s)g(s) ds for f; g ∈ L2([0; 1]). We can view X ≡ I[0;1]X as an
L2([0; 1])-valued zero-mean Gaussian random element, because
n∑
i=1
〈fi|X〉=
n∑
i=1
∫ 1
0
fi(s)X (s) ds is a zero-mean Gaussian random variable in R
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for any choice of n ∈ N andf1; : : : ; fn ∈ L2([0; 1]). The covariance operator R:L2([0; 1])×
L2([0; 1])→ R of X is given by
〈Rf|g〉= E{〈f|X〉〈g|X〉}=
∫ 1
0
∫ 1
0
R(s− r)f(r)g(s) dr ds for f; g ∈ L2([0; 1]):
There exists a complete orthonormal system {en}∞n=1 in L2([0; 1]) of eigenfunctions
of R with eigenvalues 1 = · · · = N ¿N+1 ¿ · · · ¿ 0 that satisfy
∑∞
n=1 n ¡∞.
Since the process X is continuous a.s., we have the Karhunen–LoWeve expansion X (s)=∑∞
n=1
√
n9nen(s) (with uniform convergence) for all s ∈ [0; 1] with probability 1,
where {9n}∞n=1 are independent N(0; 1)-distributed random variables. [See for example
Adler (1990, Sections 3:2 and 3:3).] This gives
(0) =
∫ 1
0
X (s)2 ds= 〈X |X 〉=
∞∑
n=1
n92n (7.5)
a.s. and in mean-square. Here we have
∑∞
n=1 n=E{(0)}=1, and the largest eigenvalue
1 is given by
1 = sup
{∫ 1
0
∫ 1
0
f(s)f(r)R(s− r) ds dr :f ∈ L2([0; 1]); ‖f‖L2([0;1]) = 1
}
: (7.6)
The asymptotic behaviour of the upper tail P{‖Z‖¿u} as u→∞ of a zero-mean
Gaussian random element Z in a separable Hilbert space were determined by Zolotarev
(1961). The next lemma completes Zolotarev’s result with upper bounds on the tail-
probability where Z may depend on an “external parameter” (e.g., u):
Lemma 1. Let {9n}∞n=1 be independent N(0; 1)-distributed random variables and 1 =
· · · = N ¿N+1 ¿ · · · ¿ 0 (N ¿ 1) constants with
∑∞
n=1 n ¡ ∞. Put Z ≡∑∞
n=1 n9
2
n; and let gN be the density function of the random variable 1
∑N
n=1 9
2
n.
There exists a (universal) constant K ¿ 0 such that
P{Z ¿u}6 K21gN (u) exp
{
1 + 1=N+1
2(1 − N+1)
∞∑
n=1
n
}
for u¿ 41(N=2− 1)+:
(7.7)
Moreover; we have; by Zolotarev (1961);
P{Z ¿u} ∼ 21gN (u)
∞∏
n=N+1
1√
1− n=1
as u→∞: (7.8)
Proof. We only prove inequality (7.7) when N+1¿ 0, because it reduces to an ele-
mentary statement concerning the D2(N )-distribution when N+1 = 0. In addition, we
assume without loss of generality that
∑∞
n=1 n 6 1.
Take N ¿ 2 and let gˆ be the density function of
∑∞
n=N+1 n9
2
n. Since
gN (x) = (E(N2 ))
−1(21)−N=2xN=2−1e−x=(21) for x¿ 0; (7.9)
elementary considerations reveal that
P{Z ¿u}= gN (u)
∫ x=∞
x= 0
∫ y=x+u
y= 0
(
1 +
x − y
u
)N=2−1
e−(x−y)=(21)gˆ(y) dy dx:
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Since (1+x=u)N=2−1exp{−x=(41)} is a non-increasing function of x ¿ 0 provided that
u¿ 41(N=2− 1), it follows that (for such values of u)
P{Z ¿u}
6 gN (u)
∫ x=∞
x= 0
∫ y=∞
y= 0
e−x=(41)+y=(21)gˆ(y) dy dx = 41gN (u)
∞∏
n=N+1
1√
1− n=1
:
Since −ln(1− x)6 1(1 − N+1)−1x for x ∈ [0; N+1=1], we have
∞∏
n=N+1
1√
1− n=1
= exp
{
1
2
∞∑
n=N+1
ln
(
1 +
n
1 − n
)}
6 exp
{
1
2
∞∑
n=N+1
n
1 − N+1
}
6 exp
{
1
2(1 − N+1)
}
: (7.10)
Here we used that
∑∞
n=1 n 6 1 by assumption. This gives (7.7) for N ¿ 2.
Now take N = 1. By basic properties of the modi=ed Bessel function I0(x) =∑∞
k= 0(x=2)
2k =(k!)2, the random variable 1921 + 29
2
2 has density function
f1921+2922 (z) =
∫ z
0
1√
x(z − x)exp
{
−
(
z − x
21
+
x
22
)}
dx
2-
√
12
=
1
2
√
12
exp
{
− z
4
(
1
1
+
1
2
)}
I0
(
z
4
(
1
2
− 1
1
))
for z¿ 0
[recall (7.9)]. Since I0 is continuous with I0(x) ∼ (2-x)−1=2ex as x → ∞, we have
K1 = sup
x¿0
√
2-x e−xI0(x) ∈ [1;∞). In the case when 3 = 0 we get
P{Z ¿u} =
∫ ∞
0
exp
{
−u+ x
4
(
1
1
+
1
2
)}
I0
(
u+ x
4
(
1
2
− 1
1
))
dx
2
√
12
6K1g1(u)
∫ ∞
0
√
u√
2
(
(u+ x)
(
1
2
− 1
1
))−1=2
e−x=(21) dx
6K121g1(u)
√
1
1 − 2 for u¿ 0:
This gives (7.7) in case 3 = 0 since
√
x 6 ex=2.
Finally, consider the case when N = 1 and 3¿ 0. Write g˜ for the density function
of
∑∞
n=3 n9
2
n and put K2 = supx¿0
√
-=2 e−xI0(x). The fact that (7.7) holds also in this
case follows from the following sequence of estimates [cf. (7.10)]
P{Z ¿u}=
∫ x=∞
x= 0
∫ y=x+u
y= 0
exp
{
−u+ x − y
4
(
1
1
+
1
2
)}
×I0
(
u+ x − y
4
(
1
2
− 1
1
))
g˜(y)
dy dx
2
√
12
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6K1g1(u)
∫ x=∞
x= 0
∫ y=u=2
y= 0
√
u√
2
(
(u+ x − y)
(
1
2
− 1
1
))−1=2
×e−(x−y)=(21)g˜(y) dy dx
+K2g1(u)
∫ x=∞
x= 0
∫ y=∞
y=u=2
√
u√
2
e−(x−y)=(21)g˜(y) dy dx
6K121g1(u)
√
21
1 − 2
∫ ∞
0
ey=(21)g˜(y) dy
+K221g1(u)
[
sup
y¿u=2
√
u√
2
exp
{
y
4
(
1
1
− 1
2
)}]
×
∫ ∞
0
exp
{
y
4
(
1
1
+
1
2
)}
g˜(y) dy
6K121g1(u)
√
21
1 − 2
∞∏
n=3
1√
1− n=1
+K221g1(u)
[
sup
z¿0
√
z√
2
exp
{
z
8
(
1
1
− 1
2
)}]
×
∞∏
n=3
1√
1− 12n(−11 + −12 )
6
√
2K121g1(u) exp
{
1
2
1
1 − 2
}
exp
{
1
2
∞∑
n=3
ln
(
1 +
n
1 − n
)}
+K221g1(u)
√
41=e
1 − 2 exp
{
1
2
∞∑
n=3
ln
(
1 +
1
2n(
−1
1 + 
−1
2 )
1− 12n(−11 + −12 )
)}
6
√
2K121g1(u) exp
{
1
2
1
1 − 2
}
exp
{
1
2
∞∑
n=3
n
1 − 2
}
+2K221g1(u) exp
{
1
2
1
1 − 2 −
1
2
}
exp
{
1
2
∞∑
n=3
1
2n(
−1
1 + 
−1
2 )
1− 122(−11 + −12 )
}
6
√
2K121g1(u) exp
{
1
2(1 − 2)
∞∑
n=1
n
}
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+2K221g1(u) exp
{
1
2
1
1 − 2
}
exp
{
1
2
∞∑
n=3
n(1 + 1=2)
1 − 2
}
6 (
√
2K1 + 2K2)21g1(u) exp
{
1 + 1=2
2(1 − 2)
}
for u¿ 0:
Here we used the inequality
√
x 6 ex=2 and the assumption
∑∞
n=1 n 6 1.
Theorem 7. Let {(t)}t∈R be given by (7:2) where {X (t)}t∈R is a standardized; sta-
tionary and separable Gaussian process such that conditions (7:1); (7:3) and (7:4)
hold. Eqs. (3:19)–(3:23) hold with q(u) = (1 ∨ u)−1=2 and w(u) = 1.
Proof. Using (7.5) together with (7.8) and (7.9) it follows that (3.19) holds with
F(x) = 1− e−x=(21). Further (3.20) holds since q is decreasing.
By a classical result due to Landau and Shepp (1970) and Marcus and Shepp (1972),
given an #¿ 0 there exists a constant u0 = u0(#)¿ 1 such that
P
{
sup
s∈[0; t]
X (s)¿u
}
6 P
{
sup
s∈[0;1]
X (s)¿u
}
6 exp
{ −u2
2(1 + #)
}
for u¿ u0 and t ∈ (0; 1]:
Moreover, there exists a constant C1 = C1(‘)¿ 0 such that
V (t) =Var
{∫ t
0
[X (‘t + s)− X (s)] ds
}
= 2
(∫ t
0
∫ t
0
−
∫ (‘+1)t
‘t
∫ t
0
)
R(s− r) ds dr 6 C1t4
for t ∈ [0; 1]: This follows from noting that V (0) = 0 and
V ′(t) = 4
∫ t
0
R(s) ds− 2 (‘ + 1)
∫ (‘+1) t
‘ t
R(s) ds+ 2(‘ − 1)
∫ ‘t
(‘−1)t
R(s) ds;
so that V ′(0) = 0 and, by (7.1),
1
2V
′′(t) = 2R(t)− (‘ + 1)2R((‘ + 1)t) + 2‘2R(‘t)− (‘ − 1)2R((‘ − 1)t)
=−6R′′(0)t2 + o(t2)
as t → 0. Taking C1 ≡ supt∈(0;1] V ′′(t)=t2, a Taylor expansion therefore gives
V (t) =
∫ t
0
(t − s)V ′′(s) ds6 C1t4 for t ∈ [0; 1]:
By application of the estimates obtained above we conclude that
P {(0)6 u+ "; (qt)¿u+ "+ t; (‘qt)¿u+ "+ t; ((‘ + 1)qt)6 u+ "}
6 P
{(∫ 1+qt
1
−
∫ qt
0
)
X (s)2 ds¿t;
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(∫ 1+(‘+1)qt
1+‘qt
−
∫ (‘+1)qt
‘qt
)
X (s)2 ds¡− t
}
6 P
{(∫ 1+(‘+1)qt
1+‘qt
−
∫ (‘+1)qt
‘qt
)
X (s)2 ds
−
(∫ 1+qt
1
−
∫ qt
0
)
X (s)2 ds¡− 2t
}
6 P
{{(∫ 1+(‘+1)qt
1+‘qt
−
∫ 1+qt
1
)
X (s)2 ds¡− t
}
∪
{(∫ (‘+1)qt
‘qt
−
∫ qt
0
)
X (s)2 ds¿t
}}
=2P
{∫ qt
0
[X (‘qt + s)2 − X (s)2] ds¿t
}
6 4P
{
sup
s∈[0;qt]
X (s)¿
√
u
2
√
t
}
+ 2P
{∫ qt
0
[X (‘qt + s)− X (s)] ds¿ t
3=2
√
u
}
6 4 exp
{ −u
8(1 + #) t
}
+ P
{
N(0; 1)¿
 t3=2√
u
√
C1 (qt)2
}
for t ∈ (0; 1]; ‘¿ 1 and u¿ u0. Hence (7.5) and (7.8) give (3.22) and (3.23).
Let L2([0; 1];R2) denote the Hilbert space of functions (f1; f2) : [0; 1] → R2 such
that f1; f2 ∈ L2([0; 1]), with inner product 〈(f1; f2) | (g1; g2)〉 = 〈f1| g1〉 + 〈f2| g2〉
and norm ‖(f1; f2)‖2 = ‖f1‖2L2([0;1]) + ‖f2‖2L2([0;1]). We can view Yt ≡
√
1=2(I[0;1]X;
I[0;1]X (· + t)) as an L2([0; 1];R2)-valued zero-mean Gaussian random element. The
arguments used to establish (7.5) carry over to show that
1
2
[(0) + (t)] =
1
2
[(∫ 1
0
+
∫ 1+t
t
)
X (s)2 ds
]
= ‖Yt‖2 =
∞∑
n=1
n(t) 92n (7.11)
(a.s. and in mean-square), where 1(t) = · · · = N (t)¿N+1(t) ¿ · · · ¿ 0 satisfy∑∞
n=1 n(t) = 1 [since the expected value of the left-hand side in (7:11) is 1] and
{9n}∞n=1 are independent N(0; 1)-distributed random variables. Since the process
{‖Yt‖2}t∈R is (two times) mean-square diKerentiable,
k(t) = E
{
1
2
(92k − 1)‖Yt‖2
}
is two (four) times diKerentiable:
Condition (3.21) holds if the largest eigenvalue 1(t) in (7.11) satis=es
1(t)6 1 − K3t2 for t ∈ (0; h]; for some constant K3¿ 0; (7.12)
where 1 = 1(0) is given by (7.5): Because by Lemma 1 together with continuity of
the eigenvalues n(t) (as functions of t), (7.12) readily yields
P{(0)¿u; (kqt)¿u}
P{(0)¿u} 6
P{ 12 [(0) + (kqt)]¿u}
P{(0)¿u} 6 K4 exp{−K3(kt)
2}
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for u ¿ 1 and kqt 6 h, for some constant K4¿ 0 which in turn easily gives
(3.21).
Note that the multiplicity N =N (t) of 1(t) is at most that of 1(0) for t suJciently
small, since, by (7:8) and diKerentiability properties of 1(t), we would otherwise have
P{(0)¿uk}=0
(
P
{N (q(uk ))∑
n=1
n(q(uk))92n ¿uk
})
6P
{
1
2
((0) + (q(uk)))¿uk
}
as k →∞, for some sequence uk →∞, which contradicts the elementary estimate
P
{
1
2
((0) + (q(uk)))¿uk
}
6 2P{(0)¿uk}:
In analogy with (7.6), the largest eigenvalue 1(t) in (7.11) is given by
1(t)
= sup
‖(f1 ;f2)‖=1
E{〈(f1; f2)|Yt〉 〈(f1; f2)|Yt〉}
= sup
‖(f1 ;f2)‖=1
1
2
∫ 1
0
∫ 1
0
([f1(r)f1(s) + f2(r)f2(s)]R(s− r)
+f1(r)f2(s)R(s− r + t) + f2(r)f1(s)R(s− r − t)) ds dr
= sup
‖(f1 ;f2)‖=1
1
2
∫ 1
0
∫ 1
0
([f1(r) + f2(r)] [f1(s) + f2(s)]R(s− r)
+12 t
2[f1(r)f2(s) + f2(r)f1(s)]R′′(s− r)) ds dr + o(t2)
= sup
‖((f1+f2)=
√
2;(f1−f2)=
√
2)‖=1
∫ 1
0
∫ 1
0
(
f1(r) + f2(r)√
2
f1(s) + f2(s)√
2
R(s− r)
+
1
4
t2
(
f1(r) + f2(r)√
2
f1(s) + f2(s)√
2
−f1(r)− f2(r)√
2
f1(s)− f2(s)√
2
)
R′′(s− r)
)
ds dr + o(t2)
= sup
‖(f;g)‖=1
∫ 1
0
∫ 1
0
(f(r)f(s)R(s− r)
+14 t
2[f(r)f(s)− g(r)g(s)]R′′(s− r)) ds dr + o(t2)
= sup
‖f‖L2([0;1])=1
∫ 1
0
∫ 1
0
(f(r)f(s)R(s− r) + 1
4
t2f(r)f(s)R′′(s− r)) ds dr + o(t2)
for t ¿ 0 suJciently small. It follows that 1(t) = 1 − K5t2 + o(t2) as t → 0, for
some constant K5¿ 0 when (7.3) holds. In order to establish (7.12) it is therefore, by
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continuity, suJcient to prove that 1(t)¡1 for each t ∈ (0; h]: We have
1(t) = sup
‖(f1 ;f2)‖=1
1
2
Var
{∫ 1
0
f1(r)X (r) dr +
∫ 1
0
f2(s)X (s+ t) ds
}
6 sup
‖(f1 ;f2)‖=1
(
Var
{∫ 1
0
f1(r)X (r) dr
}
+ Var
{∫ 1
0
f2(s)X (s+ t) ds
})
= sup
‖f‖L2([0;1])=1
Var
{∫ 1
0
f(s)X (s) ds
}
= 1:
Here equality takes place for a t ∈ (0; h] if and only if
Var
{∫ 1
0
f(r)X (r) dr +
∫ 1
0
f(s)X (s+ t) ds
}
=2Var
{∫ 1
0
f(r)X (r) dr
}
+ 2Var
{∫ 1
0
f(s)X (s+ t) ds
}
with f chosen as in (7.4). This in turn holds if and only if Var{∫ 10 f(s)X (s) dr −∫ 1
0 f(s)X (s+ t) ds}= 0, which contradicts (7.4).
Example 3 (The case with continuous spectra). Assume that the covariance functions
R and −R′′ have spectral representations
R(/) =
∫ ∞
−∞
ei2-"/F(") d" and − R′′(/) =
∫ ∞
−∞
ei2-"/(2-")2F(") d":
Let fˆ(") =L2
∫ 1
0 e
i2-"/f(s) ds, where f is the function in (7.3). We have∫ 1
0
∫ 1
0
f(s)f(r)R(s− r) ds dr =
∫ ∞
−∞
|fˆ(")|2 d";
∫ 1
0
∫ 1
0
f(s)f(r)R′′(s− r) ds dr =−
∫ ∞
−∞
(2-")2|fˆ(")|2 d";
where the upper two integrals are strictly positive with common value 1. It follows
that the lower integrals are strictly negative, so that (7.3) holds.
Example 4 (The case when limt→∞R(t) = 0). Let Y (t) =
∫ 1
0 f(s)X (s + t) ds for t ∈
R, where f is the function in (7.4). The process Y has covariance function H(/) =
Cov{Y (t); Y (t + /)} = ∫ 10 ∫ 10 f(r)f(s)R(s − r − /) ds dr, so that the integral in (7.4)
is equal to H(0) − H(t). Now an elementary argument shows that (7.4) holds if and
only if H is not periodic with period at most h. It follows that (7.4) holds when
limt→∞ R(t) = 0, since H(t) cannot be periodic in that case.
Example 5 (The cosine process). Let X (t) = 9 cos(!t) + B sin(!t) for t ∈ R, where
9 and B are independent N(0; 1)-distributed random variables and ! = 0 a constant.
We use the programme Mathematica to compute the eigenvalue 1 in (7.5) together
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with its multiplicity N . (The actual calculations are quite elementary, but turn out to
be very long indeed. This is the reason we =nd it =tting to do them by means of a
computer.)
First we calculate (0) =
∫ 1
0 X (s)
2 ds:
In[1]:= Integrate[(eta*Cos[omg*s]+zeta*Sin[omg*s])ˆ2; {s; 0; 1}]
Out[1]=
eta zeta
2 omg
+
eta2 + zeta2
2
− eta zeta Cos[2 omg]
2 omg
+
(eta2 − zeta2) Sin[2 omg]
4 omg
We can write (0)=(A9+BB)2+(C9+DB)2 where A9+BB and C9+DB are independent,
so that 1 =max{A2 +B2; C2 +D2}, 2 =min{A2 +B2; C2 +D2} and 3 = 4 = · · ·= 0
in (7.5). Now we calculate 1 and 2:
In[2] := Solve[{A*C+B*D == 0,Aˆ2+Cˆ2 == 1/2+Sin[2*omg]/(4*omg);
Bˆ2+Dˆ2 == 1/2-Sin[2*omg]/(4*omg),2*A*B+2*C*D
== (1-Cos[2*omg])/(2*omg)}; {A,B,C,D}]
In[3] := Simplify[Aˆ2+ Bˆ2/.%]
Out[3] =
{
omg-
√
Sin[omg]2
2 omg
;
omg+
√
Sin[omg]2
2 omg
}
In[4] := Simplify[Cˆ2+ Dˆ2/.%%]
Out[4] =
{
omg+
√
Sin[omg]2
2 omg
;
omg-
√
Sin[omg]2
2 omg
}
This gives 1 = 12 [1 + |sinc(!)|] and 2 = 12 [1 − |sinc(!)|]. Since R(t) = cos(!t) and
R′′(t) =−!2R(t), (7.3) holds with ∫ 10 ∫ 10 f(r)f(s)R′′(s− r) ds dr =−!21.
In order to check (7.4) we note that
∫ 1
0
∫ 1
0
f(r)f(s)[R(s− r)− R(s− r − t)] ds dr
=
∫ 1
0
∫ 1
0
f(r)f(s)
1
2
([R(s− r)−R(s− r + t)]+[R(s− r)− R(s− r− t)]) ds dr
=
∫ 1
0
∫ 1
0
f(r)f(s) sin
(
1
2
!t
)
×
(
sin
(
!
(
s− r + 1
2
t
))
− sin
(
!
(
s− r − 1
2
t
)))
ds dr
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=2
∫ 1
0
∫ 1
0
f(r)f(s) sin2
(
1
2
!t
)
cos(!(s− r)) ds dr
=2 sin2
(
1
2
!t
)
1;
when f is the function in (7.4). It follows that (7.4) holds if and only if h¡ 2-=|!|.
Acknowledgements
I am grateful to Christer Borell and to Ross Leadbetter for valuable discussions and
advice. An anonymous referee did an unusually careful reading, and provided many
detailed and constructive comments that all were very useful. This work is hereby grate-
fully acknowledged. My special thanks go to Dr. Daniela Jaru?skov@a who suggested
to me the problem dealt with in Section 6.
References
Acosta de, A., 1977. Asymptotic behaviour of stable measures. Ann. Probab. 5, 494–499.
Adler, R.J., 1990. An Introduction to Continuity, Extrema, and Related Topics for General Gaussian
Processes, IMS Lecture Notes.
Albin, J.M.P., 1990. On extremal theory for stationary processes. Ann. Probab. 18, 92–128.
Albin, J.M.P., 1992. Extremes and crossings for diKerentiable stationary processes with application to
Gaussian processes in Rm and Hilbert space. Stochastic Process. Appl. 42, 119–147.
Albin, J.M.P., 1999. Extremes of totally skewed 	-stable processes. Stochastic Process. Appl. 79, 185–212.
Albin, J.M.P., 2000. Extremes and upcrossing intensities for P-diKerentiable stationary processes. Stochastic
Process. Appl. 87, 199–234.
Albin, J.M.P., Leadbetter, M.R., 1999. Asymptotic behaviour of conditional laws and moments of 	-stable
random vectors, with application to upcrossing intensities. Ann. Probab. 27, 1468–1500.
Chung, K.L., 1967. Markov Chains with Stationary Transition Probabilities, 2nd Edition. Springer, New
York.
Groeneboom, P., 1989. Brownian motion with a parabolic drift and Airy functions. Probab. Theory Related
Fields 81, 79–109.
Hooghiemstra, G., LopuhaLa, H.P., 1998. An extremal limit theorem for the argmax process of Brownian
motions minus a parabolic drift. Extremes 1, 215–240.
JaruUskovPa, D., 2000. Testing appearance of polynomial trend. Extremes 2, 25–37.
Landau, H.J., Shepp, L.A., 1970. On the supremum of a Gaussian process. Sanky@a Ser. A 32, 369–378.
Leadbetter, M.R., Lindgren, G., RootzPen, H., 1983. Extremes and Related Properties of Random Sequences
and Processes. Springer, New York.
Leadbetter, M.R., RootzPen, H., 1982. Extreme value theory for continuous parameter stationary processes.
Z. Wahrsch. Verw. Gebiete 60, 1–20.
Lindgren, G., 1980. Extreme values and crossings for the D2-process and other functions of multidimensional
Gaussian processes, with reliability applications. Adv. in Appl. Probab. 12, 746–774.
Marcus, M.B., Shepp, L.A., 1972. Sample behavior of Gaussian processes. In: Proceedings of the Sixth
Berkeley Symposium on Mathematical Statistics and Probability, Vol. II: Probability Theory, Univ.
California Press, Berkeley, pp. 423–441.
Rice, S.O., 1945. Mathematical analysis of random noise. Bell System Tech. J. 24, 46–156.
Samorodnitsky, G., 1988. Extrema of skewed stable processes. Stochastic Process. Appl. 30, 17–39.
Samorodnitsky, G., Taqqu, M.S., 1994. Stable Non-Gaussian Random Processes. Chapman & Hall, London.
Sharpe, K., 1978. Some properties of the crossings process generated by a stationary D2 process. Adv. in
Appl. Probab. 10, 373–391.
Zolotarev, V.M., 1961. Concerning a certain probability problem. Theory Probab. Appl. 6, 201–204.
