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and Kennedy, Moegling, Sarikelle and Suravallop, 1993) have shown that the assumption of an ideal reactor is not always valid, which may lead to an underestimation of the water age in parts of the tank. Mau et al. (1995) carried out an explicit model for simulating water quality in tanks by considering five conceptual representations of multicompartment models: a continuous flow stirred tank, a two-compartment tank, a threecompartment tank, a four-compartment tank and a plug-flow tank. Mixing behaviour and its effects on the water quality are considerably influenced by the turbulent flow patterns within the storage tanks.
Due to their high spatial and temporal resolutions, Computational Fluid Dynamics (CFD) methods can be seen as a valuable tool for the analysis and prediction of the water quality in storage tanks (Martinez-Solano, Iglesias-Rey, et al., 2010) . Jet mixing in storage tanks has mostly been studied through intensive experimental procedures (Patwardhan, 2002) , which normally result in empirical or statistical relationships between residence times and either geometrical or hydraulic parameters. Several authors, such as Metzger and Westrich (1978) or Maruyama and Mizushina (1982) have experimentally investigated the residence time as the main parameter for evaluating quality in water storage tanks; Rossman and Grayman (1999) conducted experiments on cylindrical tanks to study the effect of different factors such as the effect of source momentum on jet mixing. These attempts resulted in information about the general behaviour of the tank as a mixer, but they cannot be used to explain the physics of the underlying mixing process. Marek, Stoesser, Roberts, Weitbrecht and Jirka (2007) have pointed out that most of the research in flow and mixing processes in water storage tanks has been conducted by means of extensive and costly experiments. Tian and Roberts (2008) carried out extensive experiments to measure concentration fields over time in order to study the evolution of the jet-induced mixing processes in three types of storage tanks (ground level cylindrical, standpipe and ground level rectangular). They pointed out the convenience of performing CFD models, which can simulate three-dimensional circulations, to predict mixing and to design new infrastructures. Mahmood, Pimblett, Grace and Grayman (2005) demonstrated that CFD techniques are an effective tool for predicting mixing processes in water tanks, and that they are advisable when studying different operational conditions. Yeung (2001) studied flow distribution and water age in service reservoirs by using CFD and pointed out the advantages of CFD in these studies.
However, only a few CFD studies have approached the modelling of turbulent flow in drinking water storage tanks (Grayman et al., 1996; Hannoun and Boulos, 1997; Martínez-Solano, Mora-Rodríguez, Iglesias-Rey and López-Patiño, 2010; Palau-Salvador et al., 2007) . This paper presents the results of three-dimensional simulations of the flow and jet mixing in a jet-agitated drinking water storage tank with constant level. The simulations are carried out using the Unsteady Reynolds-Averaged Navier-Stokes (URANS) techniques in order to simulate the flow and a point injection of conservative tracer into the tank. The numerical results are validated using experimental observations. In addition, two new configurations and different inflow rates are simulated and analysed to understand the role of the inflow geometrical characteristics of the inflow in the magnitude of the residence time.
This methodology has been chosen to focus the experimental procedures on improving designs and optimising mixing capability.
Experimental setup and numerical method

Experimental case
A reservoir tank type was built for validating the numerical simulation. These sort of tanks can often be kept at a near-constant water level, acting as flow-through tanks with only limited differences between the inflow and outflow rate. The steady-state flow-through tank type was chosen specifically for this study for its ability to maintain a constant water level during operation. Thus, the effects of a strong unsteady flow caused by changes in the water volume in the tank were eliminated, and the experiment was focused on the effects of the internal flow structure coming from the jet inlet. Therefore, a 1:4 prototype laboratory model of a particular tank was built. This rectangular, open-top water storage tank with constant and equal in-and outflow discharge was built at the research laboratory of the Institute for Hydromechanics, Karlsruhe Institute of Technology (KIT). Figure 1 shows a schematic representation of the experimental tank. The dimensions are L = 2,050 mm, W = 1,525 mm, H = 760 mm (Fig. 1) . As shown in Fig. 1 , the inflow takes place through a 65 mm circular pipe (inlet section), which has a horizontal 2π/9 rad bend (θ in Fig. 1) , that ends in a 16.7 mm jet nozzle. The vertical inlet angle ( Fig. 1 ) φ is 0 rad for this first configuration. Water leaves the tank through a 102 mm circular outlet pipe located close to the inlet pipe (Fig. 1) . Other geometrical parameters shown in Fig. 1 are: A = 150 mm; B = 345 mm; C = 305 mm; D = 150 mm; E = 75 mm which represents distance of the inlet from L, distance of the outlet from L, length of inlet pipe into the tank, length of the inlet diffuser and height of the inlet pipe from the bottom respectively. In addition, the horizontal orientation of the inlet prevents direct interaction of the jet with the free surface, thus no surface waves are developed. The geometrical and flow conditions are specified in Table 1 . Ujet (inlet velocity in the jet nozzle section) was equal to 1.90 ms -1 for the validation case. The densimetric Froude number, Fd, in the inflow has been estimated as indicated in Prešeren, Steinman, Širok and Bajcar (2013) .
This number is used for representing the relative importance of inertial and density gravity in 
Numerical method
In this work, three-dimensional URANS simulations are performed using the Star-CCM+ commercial code (CD-Adapco Inc., 2010). The model is based on the mass and momentum conservation equations, neglecting temperature effects. The code is based on a finite-volume method (Veersteg and Malalasekera, 1998) for solving the Navier-Stokes equations. For the purpose of mass conservation, a standard pressure correction algorithm (SIMPLE) was used.
For the turbulence closure the two equations realisable k-ε model (Shih, Liou, Shabbir, Yang and Zhu, 1994) was implemented.
A velocity inlet boundary condition was used in the inlet pipe. Slip condition was implemented in the walls. The free surface was modelled by a rigid-lid approximation, which is acceptable in the event of insignificant water surface deformation, a condition observed during the experimental work. A hybrid approach wall treatment was set for the near-wall modelling with a model for non-dimensional wall distance y + larger than 30 and resolving the boundary layer in the other cases. The initial conditions for the URANS were fixed by the steady state of the previous RANS solution. A time step of 0.5 s and a first-order upwind convection scheme were chosen for URANS solution with an implicit solver. This was a
proper balance between accuracy and CPU time. A passive scalar model was used to simulate the brine injection (CD-Adapco Inc., 2010). Since the purpose of this work was to simulate the mixing processes of a tracer injection inside the tank (with NaCl as the passive scalar), the water density has been defined in each equation of the code, according to the salt concentration in each cell. This is possible in the definition of the physics conditions in the used software Star-CCM+. Consequently, the solution takes into account the slight differences in density when the salted water is injected.
Different kinds of grids were also developed and tested, achieving a grid independency with three different mesh sizes (Coarse ≈ 650,000 cells, Middle ≈ 950,000 cells and Fine ≈ 1,700,000 cells). After preliminary simulations, no significant differences between the Middle and the Fine grids were found (see details of the final selected mesh in Fig. 2 ).
This selection was based on a sensitivity analysis, which took into account comparison with the experiment, convergence criteria and simulation time. Therefore, the final grid used for the calculations was of 950,000 grid cells. The grid is finer near the walls and the grid size variation between cells is kept to a maximum geometrical increase of 4%.
Mixing parameters
Some mixing parameters were also considered and discussed in order to evaluate mixing efficiency. The parameters which were used in this work are listed as follows.
Mixing power
The mixing power was defined by Rushton and Oldshue (1953) as (1):
where P is the power, expressed in watts, Δp is the pressure drop between the outlet and the inlet (Pa) and Qin is the flow rate (m 3 s -1 ) inside a mixer. This parameter can be used to estimate the power needed to achieve a proper mixing in the tank.
Velocity gradient
Metcalf and Eddy (1995) proposed the use of the velocity gradient as a method to quantify mixing in water engineering. The velocity gradient can be calculated as (2):
where Vt is the volume tank in m 3 , P is the mixing power in watts and µ is the dynamic viscosity.
Dimensionless mixing time
The dimensionless mixing time was defined and used by Rossman and Grayman (1999) . In this work, a dimensionless mixing time, as it was calculated by Tian and Roberts (2008) The dimensionless mixing time is defined, for a fixed value of H/L, as (3):
where M = Ujet Qin is the momentum jet flux and Vt is the volume tank. Lower values of τm mean more efficient mixing in the tank.
Residence time distribution function
Residence time distribution function (RTD) was also obtained for all the simulations to obtain the short-circuit index θ10 (Teixeira and Siqueira, 2008) which gives a more quantitative description. The θ10 is the time needed by 10% of the tracer mass to reach the outlet section (t10) divided by the theoretical retention time Tr. Van der Walt and Haarhoff (2000) proposed a four-tier hydraulic performance code for some indicators (where θ10 < 0.2 means poor mixing due to tracer short-circuit).
Effect on the flow for different inlet parameters
In this paper, an analysis of the influence of the horizontal inlet orientation is presented after validation of the experimental case (T1_1 configuration). Two other simulated configurations, T2_1 and T3_1, are proposed, which are based on a modification of the horizontal angle of the jet nozzle (from 0 rad to 2π/9 rad). The influence of the Reynolds number in the jet nozzle section (Rjet) is also analysed. The Rjet varies between 9,860 and 88,736. Table 1 shows the different inlet parameters for the simulated tank. Figure 3 shows a comparison in a semi logarithmic graph, over the first 6,000 seconds, between experimental and simulated dilution curves in the outlet section of the tank for the T1_1 case (cross-section averaged values).
Results and discussion
Calibrated model and validation
It is possible to observe the agreement between the experimental and the numerical results. In this case, the average absolute relative error is 2.81%, estimated along the residence time (Tr = 5,702 s). The beginning of the first peak of salt concentration, around 80 seconds after the injection, is reproduced fairly well by the simulation in time and intensity with an overestimation of 4% of the maximum peak of the outlet concentration (t =110 s).
Between the first peak and until t = 350 s, the model reproduces a sinusoidal behaviour, with an amount of water with high salt concentration reaching the outlet via preferential paths, before it becomes completely mixed. Following this, Csalt reaches the value of 0.2 gl -1 and after that decays until the concentration is zero again, which is reasonably well reproduced by the simulation.
Hydrodynamics and mixing process
Since the objective of this work is to simulate hydrodynamics and the mixing process inside the tank, the numerical results of the three-dimensional three-dimensional URANS for the T1_1 case are presented in this section.
The mean velocity vector module ; 0.2 gl -1 and 0.1 gl -1 ) of salt concentration at different times after the tracer injection. From the snapshots it can be seen that the mixing and dilution process, such as the dispersion pattern of the scalar in the tank, is clearly affected by the flow and seems to be predominantly advective. According to the first peak of the dilution curve (Fig. 3) , the 1.00 gl -1 iso-surface starts leaving the tank at snapshot t = 103 s. This indicates that an amount of tracer reaches the outlet via preferential paths, before it becomes completely mixed, due to the advection inside the tank.
The mixing efficiency within the tank was analysed using concentration histograms and the cumulative distribution. Figure 6 shows the tracer concentration histogram (main axis) and the cumulative distribution (second axis) for the T1_1 case at four different times.
From these plots an increase in the average concentration and mixing over time can be observed (as dispersion decreases). Due to the low mixing levels at t = 23 s, the concentration reaches a magnitude close to 0.05 gl -1 . The tracer concentrations are more narrowly distributed shortly after injection and then become broader, and finally narrows as the tank becomes better-mixed. An increase in the dispersion of the tracer concentration can be observed from t = 23 s to t = 143 s. After this time the dispersion decreases with no significant changes in the average value. At t = 563 s, 99.44% of data are between 0.15 gl -1 and 0.25 gl -1 . These results show that homogeneous mixing conditions exist after about 9 minutes.
Sensitivity analysis of inlet parameters
This section presents a comparison of the results between the three studied configurations (T1_1, T2_1 and T3_1) and four different inflows for T1. Figure 7 shows the three-dimensional streamlines (coloured by the mean velocity magnitude) for T1_1, T2_1 and T3_1 configurations. Although the flow is still three-dimensional and complex in all cases, with no evident dead-zones or clear short-circuiting, the streamlines are different. For the T1_1 case, it is possible to observe a significant reduction of velocity when the jet reaches the opposite corner. For the T2_1 simulation a large recirculation in the middle of the tank contrasts with the behaviour of the T1_1 case. The jet impinges on the opposite wall and splits into two main recirculation patterns. There is a low velocity zone between the two main flows characterised by a complex behaviour. Finally, for the T3_1 case, the jet impinges directly on the same corner of the opposite wall. In this case, the recirculation changes its rotational direction. There is again a low velocity zone in the middle of the tank with a chaotic and complex pattern. It was be observed that small changes in the inlet parameters of the water storage tank cause variations in the turbulence structures, which produce different mixing processes within the tank.
Inlet orientation
A comparison of mixing parameters between estimated in the three configurations with different horizontal inlet angles (T1_1, T2_1 and T3_1) is shown in Table 2 . The mixing power and the velocity gradient are in the same order of magnitude for all three cases. The results indicate that inlet changes can induce small changes on the salt dilution in the whole tank. Moreover, according to these parameters, a slightly better level of dilution is achieved for T2_1 (jet nozzle: θ = π/9 rad); and on the other hand a lower level of dilution is observed for the T3_1 simulation (jet nozzle: θ = 0 rad). capability for a horizontal orientation of π/9 rad in this specific position of the inflow (T2_1 simulation). Table 2 shows the results of θ10 for the different horizontal angles (T1_1, T2_1 and T3_1 simulations). In all cases, the value are lower than 0.2, which means poor efficiency from a short-circuit point of view. This lower value is due to an amount of water with high salt concentration reaching the outlet via preferential paths, before it becomes completely mixed. This must be due to the advection of the flow in the tank. From the results and according to θ10, it is possible to see that the horizontal modification of the nozzle from 2π/9 rad to 0 rad correlates with an improvement in the results.
Normally, the problems of bacteriological regrowth occur in close contact with the walls, which are the preferred places for bacterial adhesion. Bacterial cells can be removed from the walls by shearing force (Powell and Slater, 1982) . Related to this, the wall shear stress magnitude was calculated for the three simulated cases on the walls and the bottom of the tank (T1_1, T2_1 and T3_1 simulations). The maximum value was 0.331 kgs -2 m -1 for T1_1, 0.487 kgs -2 m -1 for T2_1 and 0.177 kgs -2 m -1 for T3_1. Although there were differences on the contours among the three simulated cases (contour shape and location), the maximum values were in the same order of magnitude and there were no significant differences in the range, intensity and distribution of wall shear stresses data.
According to calculated indexes, a good level of mixing is achieved with the prototype T1_1. Inlet changes can induce small changes on the salt dilution in the tank. The best case among the three configurations is T2_1 when considering velocity gradient, dimensionless mixing time and wall shear stress, although T3_1 gives a better result for shortcircuit index.
Influence of Rjet
Analogous to the previous analysis, in this section a sensitivity analysis of the mixing efficiency is performed for changes of the inflow Reynolds number. A comparison of the calculated mixing parameters for the different inflow cases with T1 configuration is shown in Table 3 .
A comparison between mixing power and velocity gradient for the different inflows in the simulated T1 (T1_0, T1_1, T1_2, T1_3 and T1_4) was carried out and analysed. It is possible to observe how mixing increases with higher inflows (T1_3 and T1_4). No major differences can be observed in the dimensionless mixing time when the inflow increases. The configurations with better mixing performance corresponds to T1_3 and T1_4.
The index θ10 was also calculated. All the results are very similar and lower than 0.2, which indicates a poor mixing from a short-circuit point of view. The best case among all the simulated inflows was T1_4 which corresponds to the highest inflow case.
The wall shear stress magnitude was also calculated for the different inflows in T1.
The maximum value was 0.052 kgs -2 m -1 for T1_0, 1.089 kgs -2 m -1 for T1_2, 1.734 kgs -2 m -1 for T1_3 and 3.388 kgs -2 m -1 for T1_4. As was expected, a higher Rjet with the same jet diameter induces a higher maximum value of the wall shear stress. Although the magnitude increases with the inflow, the contours of the wall shear stress have the same shape and location. This means that higher Rjet can help to solve problems of bacteriological regrowth on the walls.
The best case among the different inflows is T1_4, according to velocity gradient, wall shear stress and short-circuit index; meanwhile T1_3 performs better for dimensionless mixing time.
Conclusion and future research
In this paper, the results of three-dimensional numerical simulations have been presented for a drinking water storage tank with constant inflow and outflow. CFD techniques provide information for every cell within the domain and can simulate complex three-dimensional flow structures, mixing and dilution. The paper shows a procedure for the analysis of the mixing processes in water tanks using experimental and computational techniques validated with experimental results.
A high degree of correlation has been achieved between experimental and simulated 
