Square COD (complex orthogonal design) with size [n, n, k] is an n × n matrix Oz, where each entry is a complex linear combination of zi and their conjugations z *
For square COD, that is p = n, Hottinen and Tirkkonen [11] proved an upper bound ⌈log 2 n⌉+1 2 ⌈log 2 n⌉ of k/n by making a crucial connection between square COD and group representation. In fact, closely following their work, the structure of square COD can be clarified, which is what we did in this paper. In [13] , Liang observed that [n, n, k] square COD exists if and only if 2 k−1 |n. Because [n, n, k] square COD induces a family of 2k matrices in GL n (C) such that any not-all-zero complex linear combinations is nonsingular, and it is known that the size of such family of matrices is bounded by 2m + 2, where n = 2 m n 0 , n 0 odd, which is a highly nontrivial result proved by Frank Adams, Lax and Phillips in [1] , [2] , [3] .
For nonsquare COD, little is known except some restricted cases. In [23] , Wang and Xia proved that k/p ≤ 3/4 when n is greater than 2. In [13] , when linear combination is not allowed, i.e., each entry is ±z i , ±z * i or 0, Liang proved k/p ≤ (m+1)/(2m) for n = 2m or 2m−1, which is tight. In [6] , [7] , S. S. Adams, Karst, Murugan, and Pollack proved tight lower bound of p when k/p reaches the maximal for CODs without linear combinations. By putting a further restriction that submatrices ±z j 0 0 ±z * j and ±z 0 0 ±z j are forbidden, Kan and Li determined all possible [p, n, k] and the structures [14] .
A lot of investigation of COD is motivated by Space-time Block Codes (STBC) in wireless communication systems with multiple transmit and receive antennas. Since the pioneering work by Alamouti [8] in 1998, and the work by Tarokh et al. [20] , [21] , complex orthogonal designs have become an effective technique for the design of STBC. For STBC, parameter k/p is the encoding rate, and p is the decoding delay, that is why the upper bound of k/p and the lower bound of p attracts a lot of attention. Because of its applications in spacetime block codes, quite a lot of constructions have been proposed [4] , [9] , [12] , [13] , [14] , [15] , [18] , [19] , [22] .
In this paper, we prove the structure theorem of square COD, which roughly says every [n, n, k] square COD is equivalent to some simple canonical form. We emphasize that although the structure theorem is a satisfying result describes all possible square CODs, we did little to get it. Nearly all ingredients for the proof are already there, including classical result on representation of finite groups, and the connection between square COD and group representation in [11] .
Preliminaries of Group Representation
In this section, we review some basic definitions and results on representation of finite groups, which will be used in the following sequel. The missing proofs can be found in group representation textbooks, for example [16] .
A representation ρ of a group G of dimension n is a homomorphism from G to GL n (C), that is,
for any g 1 , g 2 ∈ G. Call ρ is an unitary representation if ρ is a map from G to U n (C), where U n (C) denotes the group of n × n unitary matrices. Two representations ρ, π : G → GL n (C) are equivalent (equal) if there exists T ∈ GL n (C) such that ρ = T πT −1 . They are unitarily equivalent if there exists T ∈ U n (C) such that ρ = T πT −1 . Given representation ρ : G → GL n (C), a subspace V of C n is called an invariant subspace if ρ(g)v ∈ V for any g ∈ G, any v ∈ V . Representation ρ is called an irreducible representation if ρ does not have nontrivial invariant subspace (except 0 and C n ). For finite groups, any representation is (equivalent to) a direct sum of irreducible ones (unique up to ordering). If finite group G is explicitly given, it's usually not difficult to find all irreducible representations. There are two nice counting formulas, which are useful in classifying all irreducible representations: the number of all irreducible representations equals the number of conjugacy classes; the sum of squares of the dimension of all irreducible representations equals the size of the group.
For representation ρ : G → GL n (C), the character χ : G → C is defined by the trace of the matrix, i.e., χ(g) = Tr(ρ(g)) for g ∈ G. The characters of all irreducible representations form a basis of class functions on G, where a function from G to C is a class function if it takes the same value on every conjugacy class. As a consequence, two representations are equal if and only if their characters are the same.
Let ρ : G → GL n (C) be an irreducible representation of group G. If T ∈ GL n (C) intertwines (commutes) with ρ, that is, T ρ(g) = ρ(g)T , for all g ∈ G, Schur's lemma says, T = λI for some λ ∈ C. 
If p = n, it is called a square COD. Assume O z is an [n, n, k] square COD, and
Say square CODs O z and U O z V are equivalent, which defines an equivalence relation among square CODs. Before stating our main result, we need to define the canonical square CODs.
Define
In other words, we can define
Let's verify C k and C − k are square CODs by induction. Since
where the last second step is by induction hypothesis that
. Now we are ready to state our main result, which is the structure theorem of square COD. and there exist U, V ∈ U n (C), and unique n 1 , n 2 ∈ N with n 1 + n 2 = n/2
At first glance, you may doubt the correctness of the above theorem. Let O z be some square COD by arbitrarily conjugating some z i from the canonical form C k . Is O z still equivalent to C k or C − k ? Of course, the answer is yes. Because C k has high "symmetry" by its construction: 2 k−1 rows contain 2 k−1 different conjugation patterns. By "conjugation pattern", we mean a set S ⊆ [k], such that ±z * i instead of ±z i appears in that row if and only if i ∈ S. Before starting our proof, let's sketch the overall idea. First, the existence of [n, n, k] square COD implies the existence of a set of matrices E 0 , . . . , E 2k−1 ∈ U n (C) such that, for any i = j,
Following a normalization step made in [11] , define
for all i = j, and G 2 i = −1 for all i ∈ {2, . . . , 2k}. If we artificially define a group generated by g 2 , . . . , g 2k as well as 1, −1, satisfying relations g 2 i = −1 and g i g j = −g j g i , then matrices G 2 , . . . , G 2k induce a linear representation of the group in the natural way. (In fact, this is the defining relation of generators of Clifford algebra, which has been well studied in mathematics.) By studying the structure of the group, it turns out that this group has only two nondegenerate irreducible representations, which are exactly induced by C ± k . Since any linear representation of finite group can be decomposed into a direct sum of irreducible ones, we obtain our structure theorem.
Let's start our proof formally. Given an [n, n, k] square COD O z , writing
and
which means G i and G j are anti-commuting. Now, let's artificially define a group G 2k−1 generated by g 1 , . . . , g 2k−1 , −1 satisfying g 2 i = −1 and g i g j = −g j g i . Notice that 1 and −1 denote two distinct elements in the group, where 1 is the identity, and g i , −g i are two different elements satisfying −g i = (−1)g i . Formally, the group consists of the following elements {± i∈S
Thus, the size of the group G 2k−1 is 2 2k . Lemma 8 and Lemma 9 are about the irreducible representations of the group G 2k−1 , where [11] contains a proof, and we reproduce the proof in the appendix for completeness.
Next lemma shows that there are only two nondegenerate irreducible representations of G 2k−1 , and both of them are of dimension 2 k−1 .
In fact, we can write down all the irreducible representations explicitly, for example, see [11] . However, we could avoid doing that. one dimensional representations. Since all one dimensional representation are degenerate, and ρ is non-degenerate, it should be a 2 k−1 dimensional irreducible representation, as well as
The only difference between C k and C − k is that z k is conjugated, which results in swapping A k and B k , and thus E 2k is negated while all the other E i 's are unchanged, i.e., only G 2k−1 is negated. By Lemma 8, we know that ρ ′ is another irreducible representation different from ρ.
Before proving the structure theorem, let's prove a lemma about unitary representations of a finite group, which says if two unitary representations are similar, then they are unitarily similar, in the sense that the linear transformation is unitary. We feel that this result is very likely to be known in math literature, although we can't find an exact place where it appears.
∀g ∈ G, then π and σ unitarily equivalent, that is, there exists T ′ ∈ U n (C) such that
Proof. Prove by construction. Since T π = σT and π is unitary, which implies π(g)
Thus, T H also intertwines with π and σ. Define |T | = √ T H T , which is meaningful since a positive-semidefinite Hermitian matrix has a unique positive-semidefinite square root.
Letting T ′ = T |T | −1 , we claim this is the desired T ′ . First, let's verify that T ′ is unitary.
H T , and |T | can be approximated by polynomials in T * T (For example, apply Weierstrass approximation theorem). Combining with the fact that every polynomial in T H T commutes with π, we have |T | also commutes with π, which completes our proof. Now, we are ready to prove the structure theorem of square COD.
Proof. Let O z be an [n, n, k] square COD. As in (6) , splitting the real part and imaginary part, write
induce a representation ρ, which is an unitary, nondegenerate representation of group G 2k−1 (ρ is defined in the natural way, i.e., ρ(g i ) = G i for all i, and ρ(−1) = −I).
Since every representation of a finite group is a direct sum of irreducible ones (see Section 2), there exists T ∈ GL n (C) such that
where ρ 1 , . . . , ρ m are irreducible representations of group G 2k−1 . By Lemma 11, T could be chosen to be unitary. Next, we shall show that ρ 1 , . . . , ρ m are all nondegenerate. Otherwise, assume ρ 1 is degenerate without loss of generality, i.e., ρ 1 (1) = ρ 1 (−1). Then,
. . .
. , m, which implies n = m2 k−1 for some integer m, which proves the first part of the theorem.
In order to prove the second part, we will expand O z explicitly by (9) . By definition,
Then,
. .
Set U = E 0 T −1 and V = T . Without loss of generality, assume
for some n 1 + n 2 = n/2 k−1 , which can be achieved by permuting U and V . Thus, representation ρ induced by O z is a direct sum of n 1 copies of ρ 1 and n 2 copies of ρ 2 , where ρ 1 , ρ 2 are induced by C k , C − k respectively, which implies Tr(ρ) = n 1 Tr(ρ 1 ) + n 2 Tr(ρ 2 ). Since Tr(ρ 1 ), Tr(ρ 2 ) are linearly independent (recall that the characters of all irreducible representations form a basis for class functions), n 1 , n 2 are uniquely determined. 
Square COD without linear combination
From the main theorem, it's not difficult to prove the following result, which is the structure theorem for square COD without linear combination, that is, each entry is either ±z i , ±z * i or 0. For square COD without linear combination, we have similar conclusion, that any design can be obtained from canonical one by left multiplying U and right multiplying V , where U, V ∈ U n (C) are permutation matrices with signs (nonzero entries is either 1 or −1, and each row and column has only one nonzero entry). The proof is not very difficult given the main theorem. However, we don't know whether it can be proved by combinatorial argument without the main theorem. 
for some n 1 + n 2 = n/2 k−1 , by row and column permutation, and possibly multiply some rows or columns by −1.
Proof. The first part, that [n, n, k] square COD without linear combination O z exists if and only if 2 k−1 |n, follows directly from our main theorem. For convenience, let's call the following "equivalent operations".
• Permute rows or columns.
• Multiply some rows or columns by −1. Now, we shall prove by induction on k that O z can be obtained from
by equivalent operations. For k = 1, canonical form C 
k by basic operations. Now, it remains to prove n 1 = n 2 , and this is where we apply our main theorem. Write
where A i , B i ∈ M n×n (C). The key observation is: n 1 , n 2 is the rank of A k , B k respectively, because the (i, j) entry of A k and B k can not be simultaneously nonzero, and A k + B k is a permutation matrix with possible signs on rows. Why A k + B k is a permutation matrix up to signs? This is because entries in {±z k , ±z * k } should appear in each row (and column) exactly once. By our main theorem, O z = U CV , where U, V are n × n unitary matrices and C = n/2 k i=1 C ± k is some canonical form. Similarly write,
It's easy to see the rank of A ′ k and B ′ k are both n/2 by the definition of C k , which implies the rank of A k and B k are also n/2, for unitary transformation does not change the rank.
COD and Sum of Squares Problem
Sum of squares composition formula of size [r, s, n] over some field F is the following identity, 
where n = 2 m n 0 , n 0 odd. In fact, [r, s, n] formula over F is equivalent to orthogonal design (OD) over F with size [n, s, r], where "OD over F" is defined as follows. 
Definition 16. [17] OD (Orthogonal Design
)O T x O x = (x 2 1 + . . . + x 2 k )I n .
Remark 17. Note that OD over C is not COD. Because in the definition of OD, we take the transpose, while in COD, it's Hermitian transpose.
Recall the definition of COD, z 1 , . . . , z k are formal complex variables. In fact, a formal complex variable is equivalent to two formal (real) variables. For this reason, using formal complex variables seems redundant, and thus we define HOD (Hermitian Orthogonal Design) which captures COD as a special case. 
Conjecture 19. [17] OD over filed C with size [p, n, k] is admissible if and only if the same size is admissible over ring Z.
Assuming the above bold conjecture in [17] (ch. 14.22, pp. 314), the existence of OD over field C with size [p, n, k] implies the existence of Hermitian OD with size [p, n, k], but the converse is not true. Corresponding to the above conjecture, there is also a similar bold conjecture for COD.
Conjecture 20. COD over C with size [p, n, k] exists if and only if it is admissible for COD over Z, that is, COD without linear combinations.
The similar statement for HOD is not true, where Z should be replaced by Gaussian integers Z[i].
We believe HOD (as well as COD as a special case), or equivalently, equations (12) , is interesting in its own right. As we have already seen, the definition of 
HOD over
F with size [p, n, k] (F is a subring or subfield of C) O x is an p × n matrix with each entry F-linear combination of x1 , . . . , x k such that O H x O x = (x 2 1 + . . . + x 2 k )I n . ∃A 1 , . . . , A k ∈ M p×n (F) such that A H i A i = I n ∀i and A H i A j + A H j A i = 0 ∀i = j.
COD over
O z is an p × n matrix with each entry F-linear combination of z 1 , . . . , z k and their
square COD is especially nice for our proof of the structure theorem, due to the special role of unitary matrices in group representation. Although HOD captures the definition of COD, the definition of COD still has its our merits, besides its applications in STBC. One reason may be Conjecture 20. When restricting our attention to the case Z, there are some interesting results on COD over Z by combinatorial method [6] , [7] , [13] , [14] , and might bring insight for COD C. Table 1 summarizes three different definitions, OD (Orthogonal Design), HOD (Hermitian Orthogonal Design) and COD (Complex Orthogonal Design), as well as their matrix equations characterization.
Since COD is a special case of HOD with k even, it's natural to ask what is the structure for HOD when n is odd, which is the result of the following section.
Square HOD
In this section, we will prove the structure theorem for square HOD by the same group representation method. Note that [n, n, k] square COD is equivalent to [n, n, 2k] square HOD, and we already proved the structure theorem for square COD in Section 3. It remains to prove the structure theorem for square HOD when k is odd.
Let's define the canonical form first. Let H 2k be C k in Definition 3 by replacing z i by x 2i−1 + x 2i √ −1 and replacing z * i by x 2i−1 − x 2i √ −1, that is,
and H 2k (x 1 , . . . , x 2k−1 , 0) 
Let's restate our main theorem in the context of square HOD. and there exist U, V ∈ U n (C), and unique n 1 , n 2 ∈ N with n 1 + n 2 = n/2
Following is the structure theorem for square HOD with odd number of variables, which is very similar to the even case except there is only one canonical form. The reason behind is that there is only one nondegenerate irreducible representation for the corresponding group. The proof is almost the same, and we will sketch the idea and omit the details. Square HOD O x with size [n, n, 2k − 1] is equivalent to the existence of 2k − 1 unitary matrices E 0 , . . . , E 2k−2 ∈ U n (C) such that E
It is easily checked that G i are unitary matrices satisfying G 2 i = −I and G i G j = −G j G i , which induces a unitary representation of group G 2k−2 , where finite group G 2k−2 is generated by g 1 , . . . , g 2k−2 , 1, −1 satisfying g 2 i = −1 and g i g j = −g j g i for all i = j. It turns out this group has 2 2k−2 + 1 irreducible representations, one is 2 k−1 dimensional, 2 2k−2 are one dimensional (see Lemma 25).
There is a proof of the following lemma in [11] . For completeness, we reproduce the proof in the appendix. Proof. As usual, write
and let
We have already seen map ρ :
By Lemma 25, there are two possibilities: either ρ is the irreducible representation of dimension 2 k−1 , or ρ is a direct sum of one dimensional representations. Observe that one dimensional representations are all degenerate, because assume π :
which implies π(−1) = 1. Thus, if ρ is a direct sum of one dimensional representations, then ρ is also degenerate, which is a contradiction! Therefore, ρ must be the irreducible one.
Let's go back to the proof of Theorem 22. Since square HOD O x with size [n, n, 2k − 1] induces an unitary representation ρ of group G 2k−2 , by classical result in representation theory, it is a direct sum of irreducible ones. Since ρ is unregenerate, i.e., ρ(−1) = −I, and the only unregenerate irreducible representation of group G 2k−2 is of 2 k−1 dimensional, n, the dimensional of ρ, must be a multiple of 2 k−1 , which is the dimension of the irreducible representation induced by canonical form H 2k−1 , which proves the first part of the theorem. Following the same argument in the proof of our main theorem, that writing O x explicitly as a direct sum of irreducible ones induced by the canonical form and apply Lemma 11, Theorem 22 is proved.
As a consequence of the Theorem 22, square HOD with size [n, n, 2k − 1] can be "extended" to a square HOD with size [n, n, 2k], which is equivalent to a square COD with size [n, n, k] as we have already seen. Proof. By Theorem 22, O x is equivalent to the canonical form H 2k−1 , that is,
where U, V are unitary matrices of size n.
where H 2k−1 (0, . . . , 0, ±x 2k ) denotes the matrix obtained from H 2k−1 by replacing x 1 , . . . , x 2k−1 by 0, and possibly replacing x 2k by −x 2k . Then
is [n, n, 2k] square HOD, where 
Conclusion and Open Problems
Square CODs can be completely understood by group representation approach. The high level idea is quite clear and general: if you are interested in some mysterious object O, assume O exists, then it will induce a representation of some group with certain properties. By studying the group, you will understand its representations, and thus understand the mysterious object O hopefully. For square CODs, it seems that everything is clear now. For further research, it's tempting to apply the group representation approach for the nonsquare complex orthogonal if possible. Another open problem is to apply similar approach to quasiorthogonal designs, that is, only some given pairs of columns are orthogonal.
Proof. First, notice that 2k−1 i=1 g i is a central element of the group. Because for any S ⊆ {1, . . . , 2k − 1}, where S = {s 1 , . . . , s l },
By Schur's lemma, since ρ is irreducible, ρ(
Assume to the contrary that there exists a similarity transformation T ∈ GL n (C) such that π = Proof. First, let's construct 2 2k−1 nonequivalent one dimensional representations. For any J ⊆ {1, . . . , 2k − 1}, let ρ(1) = ρ(−1) = 1, ρ(g i ) = 1 if i ∈ J and ρ(g j ) = −1. It's easy to see ρ is a representation of G 2k−1 , and they are nonequivalent.
Then, apply the counting formula, e.g. section 2.4 in [16] ,
where n i is the dimension of each irreducible representations, and l equals the number of conjugacy classes. We claim l = 2 2k−1 + 2, which will be proved at the end of this proof. By the existence of 2 2k−1 one dimensional representations, and Lemma 8, we have 2n Proof. The idea is to apply the counting formula, that, the number of irreducible representations equals the number of conjugacy classes, and the sum of square of dimensions for each irreducible representations equals the size of the group. For group G 2k , both elements 1 and −1 form a conjugacy class by itself, since they commute with all other elements. For any ∅ = S ⊆ [2k], the elements i∈S g i and − i∈S g i form a conjugacy class. To see this, we discuss by cases. Case 1: S = [2k]. It's easily verified g 1 i∈S g i g −1 1 = − i∈S , which proves i∈S and − i∈S form a conjugacy class. Case 2: S
[2k] and |S| is odd. Take i ∈ [2k] \ S. It's easily verified g i i∈S g i g = (−1)
|S|−1 i∈S = − i∈S . Hence, we conclude there are 2 2k + 1 conjugacy classes. For any S ⊂ [2k], define ρ : G 2k → C such that ρ(g i ) = −1 if i ∈ S, otherwise 1, which is an irreducible one dimensional representation. Therefore, there exists 2 k one dimensional representations. Since there are 2 k +1 conjugacy classes, there remains only one irreducible representations, and the dimension is |G 2k | − 2 2k = 2 k by counting formula.
