This paper presents the implementation of a conceptual framework, for modelling a biopharmaceutical manufacturing plant, into a prototype decision-support tool, SimBiopharma. The tool's scope covers the ability to evaluate manufacturing alternatives in terms of cost, time, yield, resource utilisation and risk. Incorporating uncertainty means that investment appraisal can be based on both the expected outputs and the likelihood of achieving them. A hierarchical approach to represent the key activities in a manufacturing process is introduced. Emphasis is placed on how a closer integration of bioprocess and business process modelling can be achieved by capturing common information in an object-oriented environment, G2 (Gensym Corporation, Cambridge, MA). The key features of SimBiopharma are highlighted; these include interactive graphics, task-oriented representation and dynamic simulation which create a much more flexible environment for modelling processes. Examples of typical outputs generated by SimBiopharma, when addressing the impact of manufacturing options on strategic operational and financial indicators, are given.
Introduction
As the number of protein therapeutics in clinical evaluation continues to rise, more efficient manufacturing strategies are being sought to cope with the increasing demands (Pisano, & Wheelwright, 1995; Byrom, 2000; Kelley, 2001; Chadd & Chamow, 2001) . However, selecting an effective manufacturing strategy requires exploring the balance between striving for improved operational efficiencies and the subsequent implications on cost, time and risk. Unless the technical and financial aspects are addressed explicitly, a company risks making decisions that are not best-suited to achieve all goals. Simulation tools can be used to enhance the understanding of manufacturing systems and act as a test bed for their evaluation. The design of such a tool provided the motivation for this research.
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economics (Sadana, & Beelaram, 1994) . The financial squeeze on biopharmaceutical companies has triggered renewed interest in manufacturing and its contribution to business performance. Hence, emphasis on estimating and improving manufacturing costs is growing. However, at present no software package allows both process modelling and effective decision-support that relates bioprocess decisions to all the following strategic business issues: costing, resource management and risk.
In this paper, a conceptual framework to facilitate the evaluation of manufacturing alternatives, and its implementation into a software tool, designated SimBiopharma, are presented. The proposed framework aims to bridge the gap between the process and business perspectives of manufacturing, as well as incorporating risk analysis. For the implementation into the decision-making software tool, emphasis is placed on how a closer integration of bioprocess and business process modelling can be achieved by capturing common information in an objectoriented environment. The aim is to provide a platform for rapid evaluation of biopharmaceutical manufacturing alternatives in terms of cost, time, yield, resource utilisation and risk. Consequently the trade-off between financial and operational parameters can be examined explicitly, the ramifications of resource delays captured and the impact of uncertainties on the robustness of the solutions can be ascertained.
Domain description
Prior to commercial manufacture, the production of a biopharmaceutical drug candidate will be required at several stages during its development cycle. Manufacturing issues must therefore be addressed early in the development process to ensure sufficient supplies are produced to the correct standard, enabling deadlines for clinical trials and product launch to be met (Clemento, 1999; Byrom, 2000; Savage, 2000) . Bulk drug manufacture must also support additional critical steps, such as process and assay development, stability programs, pre-clinical testing and registration samples (Clemento, 1999; Bernstein & Hamrell, 2000) . Manufacturing decisions are further complicated by the need to comply with stringent current good manufacturing practices (cGMP), as well as the unique process validation requirements of biotech facilities. These regulations are critical for controlling the quality and safety of biologics. Although manufacturers of all drugs must adhere to cGMPs, biologic drugs suffer more serious consequences if failures in engineering and procedural controls occur (Copmann et al., 2001) . These can lead to contamination or product alteration, compromising product safety for clinical use. Extensive documentation must be provided to comply with these requirements (Gregersen, 1995) .
Manufacturing of biopharmaceutical products is primarily by batch processes. As an illustration, one might consider the manufacture of biopharmaceuticals derived from mammalian-based processes. Here each batch is produced by a series of operations that proceed from fermentation (cell culture) through to product recovery (e.g. centrifugation, microfiltration) and finally purification (e.g. chromatography, ultrafiltration), in a train of vessels. Additional manufacturing operations are involved indirectly in the production of a batch. These include the preparation of intermediate materials, such as fermentation media and buffer solutions. Equipment used to produce a batch also need to be prepared; examples include cleaning-in-place (CIP) and sterilising-in-place (SIP) operations, as well as chromatography column preparation activities. Further support functions include the essential quality control activities, such as product assays, equipment and process validation, and the documentation required to complete each batch record for regulatory purposes.
Successful operation of a production facility requires both a technical understanding of the process and a command of the logistics of operations affecting the business. On the process front, improvements in technical performance, such as higher product yields, can be achieved by adapting the sequence of operations, the equipment specifications and operating conditions and examining the effects on the properties and composition of the process and the batch cycle time. On the business front, enhancements in the management of operations require an analysis of the scheduling of operations, the utilisation of resources (such as personnel, equipment, materials and utilities), the overall productivity, the cost of goods and profitability. In addition, there are uncertainties in biopharmaceutical manufacture that impact on product throughput, costs and delivery time. These are associated with factors, such as yields, processing times, resource costs, product demands, contamination rates and success in clinical trials. A computer-aided tool capable of capturing and integrating these process and business needs, as well as incorporating risks, can help provide a rational basis for confident decision-making in manufacturing.
Modelling biopharmaceutical manufacture
In the past, process modelling (e.g. mass balances, plant design, capacity management) has usually been treated separately from the modelling of business issues (e.g. investment decisions, production planning, risk assessment). A brief overview of process and business simulation efforts for bioprocesses is described below.
Process simulation
Computer-aided process simulation has become a standard tool to plan, design, optimise and evaluate chemical processes (Gritsis & Titchener-Hooker, 1989) . However, the application of computer simulation has been slower in the biopharmaceutical industry and the reasons for this have been highlighted by several authors (Gritsis, & Titchener-Hooker, 1989; Bogle et al., 1996; Petrides, Calandranis, & Cooney, 1995; Polakovic & Mandenius, 1996; Gosling, 1996) . Despite these problems, the potential benefits of computer-aided process design tools have been gaining increasing recognition in the bioprocessing industry which is confronted with limited finances and pressing timelines. It is now widely acknowledged that such tools can be used to help reduce process development times by allowing different process sequences and operating conditions to be examined inexpensively via modelling, thus saving time and reducing costly pilot-scale trials (Gritsis, & Titchener-Hooker, 1989; Petrides, & Sapidou, 1997) . The advantage of such a computer-based tool is that it permits bioprocess decisions to be better placed in the context of business processes and this feature is gaining increased recognition. The remainder of this section provides examples of the approaches adopted to address these two types of modelling in the bioprocessing industries.
The development of computer-aided design tools for bioprocessing began in the mid 1980s (Petrides et al., 1995) . Published work in this area indicates that two main routes for developing bioprocess simulators have been pursued. The first has concentrated on adapting existing process simulators from the chemical sector (e.g. AspenTech's BPS). The second has developed detailed models of individual unit operations verified using experimental data (e.g. Gritsis, & Titchener-Hooker, 1989; Zhou, Holwill, & Titchener-Hooker, 1997; Varga, TitchenerHooker, & Dunnill, 2001 ). In addition there has been work specifically targeted at batch processes but primarily developed for chemical process development (e.g. Stephanopoulos, Ali, Linninger, & Salomone, 2000) . However, little work has been presented that allows modelling of complete bioprocesses whilst encompassing the process performance as well as the accom-panying capital investment, operating costs, resource utilisation and uncertainties. This paper investigates the possibility of combining process, cost and risk modelling in a single framework. This should permit investment appraisal to be based on both financial and operational metrics as well as the likelihood of achieving certain threshold values.
Cost modelling
The biochemical engineering textbook by Atkinson and Mavituna (1991) provides complete examples of how to estimate the production costs for different traditional processes, including intracellular enzyme and penicillin production. Datar, Cartwright, and Rosen (1993) illustrated how the expression system could have a major impact on the total number of required processing steps and hence the economic viability of a product. They compared the costs of producing the recombinant protein, rtPA, in E. coli and CHO cells. Detailed attempts at deriving costs for transgenic expression technologies are also starting to appear in the literature, anticipating ton-scale production of antibodies (e.g. Mison, & Curling, 2000) . The remaining contributions in the literature tend to focus primarily on the cost of chromatographic separations rather than whole processes (e.g. Sofer, & Hagel, 1997) . In addition to assessing the production costs of biopharmaceuticals, certain publications have also assessed profitability using standard discounted cash flow techniques (e.g. Novais, Titchener-Hooker, & Hoare, 2001 ).
Risk modelling
Traditional process modelling and investment analysis techniques assume all outputs occur with certainty and hence they are 'no-risk' performance measures. However, manufacturing decisions are often made in an uncertain environment characterised by technical and market-related risks. For example, common uncertainties in manufacturing systems include yields, processing times, set-up times and batch failures (Banks, 1998) , as well as the amount of investment required, the cost of inputs into production and product demands. Formal methods of incorporating such risks require a subjective assessment of the probability distributions of all the key variables, typically based on historical data or through soliciting advice from industrial experts. Two of the methods for using this information are 'risk adjustment' (Moilanen, & Martin, 1996) and 'Monte Carlo simulation', which has been used increasingly in various business situations (Hayes, & Wheelwright, 1984) .
Scope of framework
Defining the scope of the modelling effort was a key initial stage required to focus simulation efforts and to ensure the breadth of the analysis was not too wide that it became too complex to handle. The scope of the modelling framework was defined as follows:
• To prototype manufacturing operations in a multi-product biopharmaceutical facility, operating on a campaign basis,
• To investigate supply-and-demand issues of drugs for clinical trials or commercial manufacture, • To evaluate manufacturing alternatives in terms of cost, time, yield, resource utilisation and risk.
Manufacturing alternatives that the simulation model should be able to address were:
• Facility decisions -e.g. the use of a stainless steel versus a disposables-based facility, • Process decisions -e.g. the use of expanded bed chromatography versus conventional product recovery techniques, • Capacity decisions -e.g. selecting the optimum downstream capacity for a potentially successful new drug.
Modelling approach

Hierarchical framework
The framework used a hierarchical approach to represent the key activities in a manufacturing process through a series of levels. Such approaches have often been applied to systems in other sectors (Manivannan, 1998; Lakshmanan, & Stephanopoulos, 1998; Subrahmanyan, Pekny, & Reklaitis, 1996; Puigjaner, & Espuna, 1998; Johnsson, & Arzen, 1998) . More recently hierarchical decompositions have also been employed by researchers to represent all the phases of drug development (Karri, Davies, Titchener-Hooker, & Washbrook 2001; Rajapakse, TitchenerHooker, & Farid, 2005) . The hierarchical framework presented in this paper focuses specifically on the manufacturing operations.
The hierarchical framework was modular and extensible allowing further levels of detail to be added as required. Hence, the procedure to manufacture a product could be represented at different abstraction levels according to the desired goals of the user. Modelling high-level activities helped provide an overview of the process and a summary of the key operational and financial parameters. With more information, each high-level activity could be broken down into sub-tasks that generated more accurate estimates of the key parameters. The use of sub-tasks also permitted parameters, not considered at higher levels (e.g. steam usage), to be modelled. This hierarchical approach to modelling enabled selected activities to be examined in great detail. This was a computationally efficient approach and also reflected the fact that process data is often sparse. An example of the hierarchical levels used to describe product manufacture is illustrated in Fig. 1 .
Each manufacturing campaign was composed of a set of batches to meet the product demand. As indicated in Fig. 1 , each batch was defined by a set of recipes, which interact with each other to produce a single batch. Each recipe comprised a procedure and its resource requirements. Each recipe procedure could then be specified, in a hierarchical structure, in terms of its unit procedures, and/or operations, and/or phases. Hence, a model could be considered complete at any level of the hierarchical framework; the level of detail adopted is dictated by the purpose of the simulation and the information available. A closer examination of the hierarchical framework proposed specifically for biopharmaceutical manufacture is given below. The domain description highlighted the multiple types of activities required to manufacture a product. Performing all these operations within a single recipe can be inefficient and complicated to modify. The hierarchy was therefore configured to use separate recipes to manufacture the product, prepare the equipment, prepare the intermediate materials and to perform support quality control activities. This is indicated in the "batch-recipe" level in Fig. 1 . This provides greater flexibility than grouping all activities together within a single recipe considering that often equipment, media and buffer are prepared prior to, or concurrent with, the activities that directly handle the batch of final product.
The ancillary recipes could be scheduled for use by the main product manufacture recipe. For example, the product manufacture recipe could acquire equipment for processing use and release it after use for cleaning by another recipe. This permits dirty equipment to be cleaned by a CIP recipe which can be applied as often as is necessary. Another advantage of the approach is that certain ancillary activities, such as the preparation of intermediate materials, are not always dedicated to a specific campaign. Similar separation of product recipes from recipes performing ancillary tasks can be found in Bastiaan (1998) and Crowl (1997) .
As illustrated in Fig. 1 , each recipe procedure could be modelled in greater detail in terms of its constituent unit procedures. For example, the product manufacture recipe procedure could comprise unit procedures, such as "fermentation", "filtration" and "chromatography". Similarly the equipment preparation recipes could be modelled as unit procedures that are specific to certain equipment, e.g. "CIP fermenter". Under certain circumstances it may be desirable to define each unit procedure more precisely in terms of its individual operations. For example, the sequence of product-handling operations in a fermentation task could be "agitate", "heat", "react", "feed addition" and "discharge".
All the hierarchical views of the activities in a manufacturing facility needed to be reconciled with the top-level view. This was made possible through the use of common parameters running through all the levels, namely cost, time and product mass. However, lower-level views also provided valuable outputs and were therefore of use in their own right, e.g. the unit operation level was used to obtain resource utilisation profiles. A summary of the typical outputs from each level is shown in Table 1 .
Key features
To satisfy both process and business applications each level specified the manufacturing process in terms of the manufacturing tasks, the resources within the plant, and the process streams that flow between material-handling tasks. Outside these core knowledge requirements existed characteristics that were more specific to each individual application. For process applications, examples include mass balance data and associated mathematical procedures. Business applications require cost data and knowledge of resource availability and utilisation. The developed framework permits the user to investigate different production strategies in terms of the process efficiency, mass and project throughput, resource demands and bottlenecks, and the cost of goods.
Key parameters
All the features described in the previous section had input and output parameters, or attributes. The following measures were considered critical for assessing the capabilities and limitations of a manufacturing strategy: cost, time product mass and risk. These are closely interrelated; the ideal manufacturing plant should operate within a timeframe that maximises the mass throughput rate while being cost-effective and with acceptable risk.
Stochastic simulation
Integral to this study has been the incorporation of risk and uncertainty so that investment appraisal could be based on both the expected outputs and the likelihood of achieving certain threshold values. Relying solely on deterministic results could lead to the risk of incorrect conclusions that could be damaging to a company's overall economic performance. To measure the risk of a proposed investment, probability distributions could be assigned to all the key uncertain variables. While historical data could be used to identify suitable distributions, most uncertainties were subjective estimates from informed experts. The Monte Carlo simulation technique would then be used to determine the resulting frequency distributions of the output summary measures. Consequently several possible outcomes are simulated and their impact on the outputs measured as well as their likelihood of occurrence. This facilitates choosing the most robust manufacturing option and allows questions, such as "what is the chance of exceeding the cost budget?" and "what is the probability of failing to meet our desired plant output?" to be answered. Hence, incorporating uncertainties also provides a more realistic ranking of manufacturing alternatives.
Process and cost models
Process models
The process models were selected primarily to describe a manufacturing process based on mammalian cell culture. Care was taken to construct or select models that described outputs that facilitated rapid assessment of manufacturing alternatives, without requiring data inputs that were complex or that necessitated specially designed experiments for their estimation. This was key to enable facility, process or capacity decisions that considered both the technical performance and the implications on resources and costs to be made at early design stages.
The process models comprised a combination of design equations, which reflected design constraints arising from the process and equipment, and mass balances taken over material-handling tasks. The basis of each process model is summarised in Table 2 . Examples of the equations are given in Appendix A.
Cost models
Fixed capital investment and the cost of goods were used to compare different production strategies, are the. Simple cost models were initially proposed to provide rapid estimates of these metrics. The open architecture of the framework permits more detailed and accurate models to be added to complement these as and when additional data becomes available from the biopharmaceutical industry.
Fixed capital investment
The fixed capital investment was approximated using the Lang factorial method (Lang, 1948) . For chemical engineering facilities, values in the range of 3-5 are often recommended (Sinnott, 1993; Peters, & Timmerhaus, 1991) . Examples of capital cost breakdowns in the literature (Osborne, 1997; Hamers, 1993; Nelson, 1998) have suggested factors in the range of 6-7 as more typical for biopharmaceutical plants. In addition, discussions with industrial experts have indicated that factors in the range of 4-7 are more suitable for the biopharmaceutical sector (A. Sinclair, BioPharm Services, Bucks, England, personal communication). These provide default input values for the model.
Cost of goods (COG)
The cost of goods comprised both the direct costs accrued based on resource utilisation and indirect manufacturing costs, e.g. maintenance, that are incorporated as investment-related costs. The duration of campaigns and the mass throughput also influenced the operating costs. The tool employed the model indicated in Table 3 to calculate the cost of goods (COG). The COG model was adapted to reflect the extra costs associated with current good manufacturing practices (cGMP) for biopharmaceutical plants. The cost of goods was defined as the manufacturing cost, thus excluding general expenses, such as sales and administration costs. The direct (variable) costs were computed based on the utilisation of the material, utilities and staff resources. The indirect costs (fixed overheads) were mostly derived from the capital investment. Since the tool was intended for evaluating the effects of different production strategies it was found to be more useful to base the staff costs on their utilisation rather than considering them as a fixed annual salarybased cost. Monitoring the direct utilities cost does not account for the ongoing utility charges for running the manufacturing facility. For example, HVAC systems are critical to controlling airborne particulate levels and pressure differentials in different rooms so as to prevent contamination and securely contain micro-organisms used for production. An extra cost category termed "general utilities" was added to account for this. Advice on a suitable correlation for this category was sought from industrial experts (A. Sinclair, Biopharm Services, Bucks, England; M. Sawyer, Lonza Biologics, Portsmouth, NH, personal communication). The cost was derived as a function of the facility size or floor area. The fixed overhead costs were allocated to a project based on its occupancy time in the manufacturing plant. Apart from the direct resource costs, the remaining cost categories were each estimated as a function of other costs. The default values for the factors used in these functions are indicated in Table 3 ; they provide a rapid estimate of the distribution of costs in a biopharmaceutical plant. These values were derived from literature or expert sources as indicated below. Pugh (1998) provides estimates of the miscellaneous (indirect) material costs (e.g. safety clothing) as 33-67% of the direct raw material costs for cell culture facilities. A value of 50% was taken as the initial default value. The staff for supervision, quality and general management were estimated based on the operating labour cost as suggested in chemical engineering textbooks (Peters, & Timmerhaus, 1991) . However, the actual value of the factor for quality staff was increased to reflect the higher burden on quality control activities in the biopharmaceutical industry. The new value for the factor was derived after soliciting advice from industrial experts. Some (C. van Hoorn, Merck & Co., West Point, PA; N. Henschel, Boehringer Ingelheim Pharma KG, Germany, personal communication) suggested that relative to a chemical pharmaceutical facility, the quality assurance demands would be similar in a biopharmaceutical plant, whereas the quality control staff would be two to three times greater. Others have suggested that for every operator, there should be two quality control staff. In chemical engineering textbooks, quality costs are estimated as one-fifth of the operating labour cost. Using the advice from industrial experts suggests that a factor of 0.4-2 would be more appropriate. A default value of 1 was selected. When quality operations are modelled explicitly this factor can be reduced or removed to avoid duplications of costs. The default value for the annual cost of general utilities per unit floor area was assumed to be $300/m 2 (M. Sawyer, Lonza Biologics, Portsmouth, NH, personal communication). The factors for the remaining fixed overheads, such as maintenance were assumed to be similar to those for process engineering facilities.
In addition to calculating the cost of goods on a cost category basis, the framework also permitted the calculation of the direct cost of goods on a task basis, as mentioned earlier. Viewing costs on a unit operation basis can be more useful to a process development team since it highlights where to focus cost reduction efforts.
Data collection
As highlighted in the previous section, parameters in the models within the framework have default values obtained from a range of sources: industrial experts, historical data, literature and vendors. Data collection involved a series of discussions with experts (J. Birch, D. Sherwood, J. Bonnerjea at Lonza Biologics, Slough, England). In addition, these experts were consulted so as to validate the structural model assumptions through discussions of the manufacturing operations in biopharmaceutical plants. The experts were also called upon to validate whether the results of the simulation model were reasonable. Default values for parameters in the process and cost models, such as linear velocities in a chromatography step and cost factors, were built into the models with the flexibility to modify them.
Selecting a software platform for implementation
It was necessary to summarise the required capabilities of the software platform(s) and assess which of several platforms would be best-suited to implement both the logistical models, describing the interactions between tasks and resources over time, and the mathematical process models, used to determine the composition of the process streams.
Requirements specification
The conceptual framework identified the key features, e.g. tasks, and parameters, such as cost required to represent the process and business perspectives of manufacturing processes of biopharmaceuticals. This permitted the development and refinement of a "requirements specification" that describes what the software platform should be able to accomplish. A summary of the requirements specification is shown in Table 4 . The possibility of using SuperPro Designer (Intelligen, Scotch Plains, NJ), a commercially available bioprocess simulation package was investigated. Key advantages were found to be that it was relatively simple and fast to set up a flowsheet for an entire process. It also had default values for many of the input data required for simulation that could be used when experimental data were not readily available or as a reference to check against. However, one of the key disadvantages was that it could not capture the desired dynamic behaviour capabilities related to time-dependent operations (Table 4 ). An example of information that needs to be updated in "real-time" is resource availability, since this affects the allocation of resources to tasks over time. This is important for tasks competing for specific resources since the tasks can become delayed by the non-availability of a resource. In addition, the availability of equipment resources is further constrained by their status which can change between "clean", "sterile" and "dirty". SuperPro Designer did not account for the impact of delays due to resource constraints and hence had limited logistical capabilities. These conclusions are echoed by Shanklin, Roper, Yegneswaran, and Marten (2001) in their evaluation of Aspen Batch Plus and SuperPro Designer for modelling a vaccine manufacturing process; they report that neither package accounts for constraints, such as available labour or time limitations between cleaning and processing. Another key limitation for the purposes of this work was the inability to incorporate probability distributions to represent the uncertainty in parameter values. Furthermore, it only offered pre-specified functionality with no option to create user-defined models. This meant that it was not possible to model newer unit operations, such as expanded bed chromatography, or to customise existing models. On the other hand, object-oriented programming languages were found to have features that support all these required capabilities. Similar conclusions were related by Knutilla et al. (1998) , when examining several platforms for specifying manufacturing processes.
Implementation strategy using an object-oriented approach
Gensym's G2 ® (Gensym Corporation, Cambridge, MA) was selected as the most suitable environment in which to build the models describing the process and business perspectives of biopharmaceutical manufacture.
G2 is a graphical simulation tool that enables modelling of a number of key manufacturing and business features, such as resource utilisation and costs. Both types of applications require common information, such as the process sequence, the unit operation models, the design data, the relationships between objects and the constraints on the process due to time, cost and resource availability. This graphically-and object-oriented knowledge-based tool can be used to capture and formalise all these common properties. A particular advantage of such an object-oriented language is its rapid prototyping capability, which facilitates the development of applications in a modular fashion, where modules are reusable. A benefit of the knowledge-based approach is that more of the information is in an explicit, declarative form, accessible by both developers and end-users, rather than buried in procedural code (Stanley, 1994) . This facilitates error detection. A further and powerful property of such knowledge-based systems is the inheritance in a class hierarchy, which simplifies development and maintenance by abstracting common properties and behaviours.
ReThink ® (Gensym Corporation, Cambridge, MA), an application that runs in G2's object-oriented programming environment, contains useful pre-built features, such as basic tasks and resources, to enable business process re-engineering. New features pertinent to biopharmaceutical manufacture can be added by extending and customising the building blocks in ReThink, using the G2 programming environment. Theoretically then when modelling a manufacturing process at the unit procedure/operation level, ReThink can be configured to allow users to build simulation cases that comprise the production process sequences as interconnected tasks, each with a duration and cost and each related to the resources it requires. This would monitor the cost and time outputs. The advantage of this task-oriented approach is that it focuses more on the logistics of production unlike the unit-oriented approach that focuses more on the plant schematic and promotes a clear linkage between the manufacturing activities, their resource requirements and costs incurred through the use of the allocated resources. This can provide a better understanding of where costs originate and how improvements can be made to the process. Another benefit of the task-oriented approach is that it facilitates a hierarchical analysis of the process by describing the manufacturing activities at various levels of abstraction. Resource requirements are expressed explicitly for each task providing a clear visualisation of the tasks and their required resources. Such an approach confers a higher level of flexibility than implicit resource representation since the resource requirements of a task are not fixed in its properties but can be set at any time without disrupting the tool infrastructure.
The technical performance of each task and hence the material flow to each task was dictated by mathematical models for the unit operations. The values of these performance variables could either be determined by specifying the mathematical models in G2 or by data-seeking from an external simulator containing the unit operation models. A key implementation decision was to determine the optimum method of incorporating the output of the mathematical process models within this decision-support software. Since the mathematical complexity of the simple process models is within G2's capabilities, the process and logistical models were created all in G2; this avoided the problems of interfacing between different packages and offered the advantages of an open architecture for future additions of features. The tool was designed and implemented in ReThink.
Tool overview
In designing SimBiopharma the challenge was to represent the declarative and procedural knowledge required in a sufficiently robust manner, so as to enhance the efficiency, maintainability and reusability of the application. It was necessary to customise ReThink to model the processes of biopharmaceutical manufacture using the G2 language. The components of the tool built with this language possess the benefits of objectoriented design, including the use of encapsulation, inheritance and polymorphism.
The mapping of the key features of the framework into object classes was facilitated by the principles of object-oriented design. The development of the class hierarchies was more involved. It was guided by the requirements of the manufacturing domain and exploited the object-oriented principle of inheritance of attributes and methods in hierarchies.
The main components of SimBiopharma are depicted in Fig. 2 . The system definitions comprise all the declarative and procedural knowledge for modelling manufacturing operations. The declarative knowledge consists of all the objects, such as tasks and resources, and their class definitions describing their properties. The procedural knowledge enables programmatic control over an application and takes the form of procedures, methods and rules. Each of these items contains G2 statements that can be used to obtain information about objects and to specify actions to be executed on them.
Some of the key features of the user interface are highlighted in the simplified schematic in Fig. 2 . The graphical user interface depicted simplifies rapid prototyping of specific cases since it is highly interactive and provides visualisation of the various manufacturing levels. The user interface provides a template of the manufacturing levels to guide the user through building their application graphically. Palettes provide the different types of tasks and resources required to populate a simulation model such that the building blocks can be cloned from the palette and placed on the appropriate level in the simulation model and configured. The resource pools in the plant are specified to describe the capabilities of the plant.
The task-oriented approach adopted requires that the task sequences within each recipe be generated and the resource requirements identified. Resource requirements were expressed explicitly for each task by using objects (resource managers) attached to the task to represent the association of a resource from a pool to the task. Attributes of the tasks and resources were initialised through the use of input/output tables. Whenever a simulation is run, the simulation clock advances with the completion of each task and the simulation model is animated to enable the user to view what is happening at any point in time. Dynamic simulation enables temporal reasoning and makes it possible to view the tasks that are active and to track the impact on parameters over time. Examples of such time-dependent parameters include the composition of process streams, the status of equipment, the product mass, the number of batches completed, resource availability and utilisation.
System definitions
The three main constructs identified to specify a manufacturing process were the tasks carried out to manufacture a biopharmaceutical, the resources available within the plant, and the process streams that flow between material-handling tasks. Each type of construct required descriptions at multiple levels of detail represented as objects. The objects were categorised into classes defined by a set of attributes, which describe their properties, and methods, which characterise their functions. The constructs were classified into class hierarchies to allow inheritance of common properties and behaviour. Encapsulating the common features and behaviours of these objects into generic classes facilitated re-use of code and the extension of knowledge representation.
Manufacturing task classes
The tasks describing the manufacturing operations form the core of SimBiopharma. The hierarchical views of the manufacturing activities were realised through the use of workspaces, upon which items can be placed. Each high-level task on a workspace can be broken down into its subtasks that are placed on the subworkspace of the task. The manufacturing levels are therefore represented as a workspace hierarchy. This is illustrated in Fig. 3 where the tasks representing product manufacture each have an associated subworkspace with the constituent tasks that make up the recipe procedure.
The task class hierarchy is shown in Fig. 4 where the definitions of the tasks have been extended from ReThink's system-defined class of a task block. The task blocks represent discrete events and have cost and duration attributes as well as methods defining default behaviour. These are all inherited by the custom tasks. When a task becomes active it calls methods to perform appropriate actions, such as cleaning or calculating stream compositions and activity costs.
An example of a fermentation task object and its definition is shown in Fig. 5 . The class definition acts as a common template for all fermentation activities. It describes the common characteristics (attributes), behaviours (methods), and icon representation of every member of the fermentation class. For the fermentation task, attributes are all inherited from superior classes, but a specific method is created to determine the composition of the outlet stream. Fermentation tasks are represented in simulation models by creating instances of the class, that appear graphically as icons, where each attribute is given a specific value. The attribute table indicates that information about the outlet streams, mass balance, duration and cost of the task need to be specified. When setting the duration of the task, the user can specify the duration to follow a particular distribution, such as a random normal distribution. The mean duration of the task and its standard deviation must then be provided. This feature S.S. Farid et al. / Computers and Chemical Engineering xxx (2006) xxx-xxx allows variability in process durations to be captured. When the task is activated it calls the mass balance method as well as other methods defined for the superior classes to execute the required actions.
Regarding the mass balance inputs, the user may select different mass balance calculation methods for the fermentation task according to the level of sophistication desired. For example, at a certain level of detail it may be sufficient to determine the performance of unit operations using process models based on simple yield relations; whereas when more rigorous and predictive evaluations are required, kinetic models may be selected. Each mass balance calculation method has an associated data table. The data table for a simple mass balance method for fermentation is illustrated in Fig. 5 . This highlights that the simple mass balance method is based on the mass stoichiometry and the product titre being specified.
It was necessary to prevent tasks inheriting inappropriate attributes and methods. This was achieved by making a clear distinction between the overall hierarchical framework and the task class hierarchy (Fig. 4) . So for example, the campaign Fig. 4 . Class hierarchy of key manufacturing tasks. The manufacturing operations are classified as either material preparation tasks or equipment preparation tasks. manufacture and product manufacture recipe tasks are classified separately from the remaining manufacturing operations. In addition, the biopharmaceutical manufacturing tasks are classified into material preparation and equipment preparation steps. The campaign manufacture task represents the top-level activity and its attributes include a "campaign summary table" indicating the total number of campaigns completed, cumulative product mass supplied and cumulative product mass demand. The product manufacture recipe task contains summary statistics on the progress of the batches for each campaign. Its attributes therefore include a "product-supply-and-demand-table" which monitor the number of batches completed, the product supplied per batch and the product demand per campaign.
Material preparation tasks
The product manufacture and intermediate material preparation tasks all share some characteristics and behaviours as they all make material. For this reason, the superior class, material preparation, was created to encapsulate the common information into a single class. This minimises the use of redundant code, making the class hierarchy easier to comprehend, extend and maintain. The subclasses have more specific attributes to suit their function. For example, the product manufacture task block and its subclasses have attributes needed to perform mass balance calculations. Decoupling the mass balance data and associated calculation method from the task's attributes was achieved by assigning the following attributes to the product manufacture definition: "mass-balance-method-name" and "mass-balance-data-table". This meant that the subclasses, such as fermentation and centrifugation, could all inherit these attributes without any conflict. It also provided the flexibility to select different mass balance calculation methods for these tasks, and fill in their associated data requirements, according to the level of sophistication desired. To monitor the steps that achieve virus clearance, the product manufacture task block was also given the attribute "virus-clearance-data-table", where it is possible to specify the "log-clearance-factor". Material preparation tasks were also given attributes to specify the name and type of outlet streams produced as a result of the activity. Examples of stream type are "product", "intermediate" and "waste".
Equipment preparation tasks
Equipment preparation tasks did not require specific attributes in addition to those inherited that include cost and duration tables. Modelling equipment preparation operations, such as cleaning-in-place (CIP) operations, was achieved at a simple level by creating a generic cleaning method for the equipment resource that changes the status of the equipment from "dirty" to "clean" and a CIP task block method that initially adjusts the equipment status to "cleaning-in-progress" and then invokes the equipment CIP method to perform the cleaning operation on the attached equipment. Similar methods were created for each of the equipment preparation operations.
Transitions
In addition to the manufacturing operations, it was necessary to create transition steps to be placed between the product manufacture tasks. These steps between tasks were created to serve two main purposes. Firstly, for discrete event simulation, the task duration and resource utilisations must be known before the task is activated. However, since certain operations, such as filtration and chromatography have methods to determine the task duration and volumes of buffer required, it was necessary to perform these calculations prior to starting these operations. The transition steps therefore call methods to compute these values and to set these attributes in the following task and its attached resources. The other fundamental function of the transition steps is to schedule the ancillary operations required between tasks. To this end the transition step has attribute tables, to specify the ancillary operations required prior to the next operation and post the previous operation, and methods to run the ancillary operations identified. For example a chromatography task will require the column to be cleaned and equilibrated before loading of the process material can begin. Following elution, the column may require regeneration and another cleaning cycle, depending on its mode of use. Thus, the transition steps were key to achieving the necessary smooth functionality of the tool. They provided a mechanism for communication between the recipes and permitted the product manufacture recipe to drive the timing of the ancillary recipes.
Manufacturing resource classes
Modelling the resources that individual tasks require was achieved by defining resource pools, which represent a set of available resources, and resource managers, which associate a particular resource with a particular task in the simulation model.
The resources include the staff, equipment, materials and utilities required to execute the tasks and may also be generated as a result of a task execution, as in the case of intermediate material preparation tasks. The resource class hierarchy, depicted in Fig. 6 , categorises the resources. Since ReThink already has definitions of resources, they were customised to reflect the nature of the current domain.
The resources were classified as renewable or non-renewable owing to their different behaviours. Renewable resources include equipment and operators since they are replaced in the resource pool after use. When a block begins processing, a resource manager allocates the required resource from the pool to the block, making it unavailable for other tasks. When the block finishes processing the resource is deallocated, making it available again for other tasks. In contrast, materials and utilities are consumed and generated by tasks, and are therefore classified as non-renewable resources.
Operators and equipment
Operators inherited the properties and behaviour of renewable resources and did not require any further customisations Fig. 6 . Class hierarchy of manufacturing resources. These include non-renewable resources, e.g. material and utilities, and renewable resources, e.g. equipment and operators. Fig. 7 . Example of the representation of a specific instance of a fermenter resource with its attribute table. This highlights the key properties that need to be specified for a fermenter.
to describe their cost and utilisation patterns. On the other hand, special features needed to be incorporated into the tool for equipment resources. They were given additional attributes, such as "equipment-status" ("clean", "dirty" or "sterile"). More specific attributes indicating the equipment sizes were given to subclasses, such as tank and chromatography column. Fig. 7 shows an example of the representation of a specific instance of a fermenter resource with its attribute table.
The common operations for equipment were cleaning and sterilising activities. As mentioned earlier, generic "clean" and "sterilise" methods were created for the equipment class methods to change the status of equipment. Since objects are arranged in a class hierarchy, subclasses of equipment, such as fermenters, inherit this cleaning method. A key to the creation of this prototype tool was the use of inheritance of attributes and methods in class hierarchies as demonstrated above. This helped to minimise development efforts significantly. In addition chromatography columns were assigned methods for column preparation activities, such as "equilibrate", "regenerate" and "re-equilibrate". These alter the status of columns when invoked; to "equilibrated" for example.
The status attribute provides an additional constraint on the availability of equipment and permits tasks to specify the equipment status they require to function. For example, a fermentation task block requiring a "sterile" fermenter will only become active if the fermenter resource allocated to it has the correct status. Allocation of equipment resources was controlled by specification of the "required-initial-equipment-status" for each equipment-resource-manager attached to a task and a procedure to choose a resource from the pool with the correct status.
Materials and utilities
Unlike equipment and personnel resources where the utilisation refers to their number, for non-renewable resources the utilisation can refer to a specific attribute in each case. An efficient approach to solving this problem was to assign material resources the attribute "utilisation-indicator". This permits the use of one generic rule and one generic method for all material resources, which work together to update the attribute named by the "utilisation-indicator". Creating generic rules and methods enhances the reusability of the application and avoids duplication of code. This approach avoids ambiguity that can result from not knowing exactly which attribute is used to indicate the resource's utilisation and provides much more flexibility for configuring individual material and utilities resources within a large application.
Material resources were classified into chemicals-andbiochemicals, e.g. glucose, and equipment-related-material, e.g. membrane-filter. The former was assigned a physical state attribute, composition tables for component masses, volumes, concentrations and mass fractions and a virus table detailing the virus titre in the resource. Each subclass of equipment-relatedmaterial was assigned attributes to indicate its size, e.g. "area" and "number-of-units" for membrane-filters.
In biopharmaceutical facilities, consumables, such as membranes and matrices, can be re-used for a certain lifetime or be disposed of after each batch/use. To distinguish between these two types of uses of equipment-related material, the equipmentrelated material class was given the attribute "re-use", that could be true or false, to indicate whether the material could be re-used in subsequent batches. To ensure that costs of disposable materials were not duplicated if the materials were used in multiple cycles of a step or in ancillary activities as well as the main activity, the equipment resource manager was given the attribute "dispose-after-task" that could be true or false to indicate whether the material attached to a particular task was immediately disposed of upon task completion or used by another task before disposal. The ability to model flexibly resources along with their corresponding usage patterns is a key requirement in most manufacturing applications.
Process streams
The process streams refer to the flows of material out of product manufacture operations and intermediate material preparation operations. Examples include the culture broth produced by a fermentation task, and fermentation media produced by a media preparation task. The process stream object was given attributes to specify its type and define its composition in terms of the component masses, volumes, concentrations, mass fractions, and their respective totals. In addition, the number of virus particles in the stream was monitored.
Cost objects
The framework, illustrated in Fig. 1 , led to the identification and explicit modelling of new cost items incurred from ancillary activities, e.g. cleaning equipment. In traditional costing techniques, these costs may be hidden in overheads or unaccounted for. The cost of each manufacturing task was based on the costs incurred through the use of the allocated resources (excluding equipment). Hence, the framework provided a clear linkage between manufacturing activities and their associated direct resource costs. Cost tables were created for the fixed capital investment and the cost of goods. The attributes of each table were configured to hold input and output values. For the fixed capital investment, the input attribute assigned was the "Lang factor", and the output ones were the "total equipment purchase cost" and the "fixed capital investment". For the cost of goods table, it was necessary to specify the depreciation period and the facility size. The outputs in the table included cost categories, such as raw materials, utilities, staff, overheads and depreciation. The cost of each task is updated based on the resources consumed. Each table was assigned methods to compute the individual cost items, the total fixed capital investment and cost of goods per gram. The cost methods, associated with cost of goods table, compute the direct costs based on the utilisation of the material, operator and utilities resources. The fixed facilities overhead costs are derived from the capital investment and the processing time.
Representing uncertainties in parameter values
ReThink only supports the representation of probability distributions for the duration of blocks. However, other parameter values are given single values with no option of specifying a distribution to express the uncertainty in the parameter value. The method proposed to handle stochastic parameters was to use discrete distributions where each possible value of a parameter was given a probability of occurrence. This was represented using ReThink's branch blocks with several output paths leading to blocks representing the different outcomes.
Reporting
Task blocks and associated procedures were created to write the outputs of each campaign and Monte Carlo simulation to a file that could be viewed in Microsoft Excel. This facilitated the generation and storage of report files. The strengths of Excel for producing graphs and performing statistical analysis of the data could then be exploited. This was particularly useful for handling the extensive amount of data generated from running Monte Carlo simulations. Suitable graphical charts were proposed to provide greater insight into the process-business interactions and to ensure the results of such analyses were readily interpretable. These were used to help determine the ranking of alternatives under different scenarios. These included tornado diagrams, risk versus reward charts, bubble plots and windows of operation. In addition resource utilisation plots could be generated in ReThink to assess whether modifications to operations would help reduce the frequency of peaks in demand and provide a more streamlined process.
Using the prototype tool
The object-oriented representation makes it easier to transform knowledge about a process rapidly into a graphical model that is easy to understand and use. The user generates simulation models of a manufacturing process by simply cloning the customised objects (e.g. fermenter resources, fermentation tasks) from palettes and dropping them onto workspaces. The objects' attributes are then configured for the specific case and the task blocks connected together to create a running simulation model. A manufacturing template was also built to guide the user through building a simulation model of the manufacturing system under investigation. Fig. 2 illustrates part of the template showing the workspace hierarchy as well as the multiple resource pools and a summary of the key outputs. The key inputs to and outputs from SimBiopharma are summarised in Fig. 8 .
After a particular case is set up the impact of different production strategies on the process performance, resource utilisation and bottlenecks, and the resultant cost of goods and risks can be evaluated. Examples of some of the results from a case study set up to assess the process economics of a pilot plant based on disposable components as opposed to stainless steel for clinical trial material preparation are shown in Figs. 9-11. Fig. 9 shows the combined media and buffer utilisation over time for each pilot plant for both the product manufacture recipe and the equipment preparation recipes (CIP, SIP). Here media refers to fermentation media and buffer refers to the solutions used during the equilibration, wash and elution stages of chromatography and to the CIP solutions. The figures highlight the greater demand on buffer in a stainless steel pilot plant that can be attributed to the need for CIP procedures in addition to the tasks involved in the product manufacture recipe. A simplification for the case study was that media and buffer arrived ready-made to each plant. This is certainly appropriate for the disposables-based plant since they could arrive pre-sterilised in bags ready for use. However, in a stainless steel plant, it is more likely that these materials would be prepared in-house. Consequently, the utilisation curves indicate that more media and buffer preparation steps are required in a stainless steel plant.
Operator utilisation charts were also generated and they would enable a company to determine the appropriate resource pool (operators) suitable for carrying out the manufacturing tasks efficiently. Alternatively the current utilisation data allows the company to identify periods during manufacturing when an operator resource is under-utilised and can be freed up for other tasks. The utilisation metrics therefore provide insight into how efficiently the process is using the operators and can help prompt reorganisation of resources and tasks to maximise resource utilisation so as to improve throughput and productivity.
In this example case study, Monte Carlo simulations were used to characterise the variability in the key performance measures due to uncertainties in product titre, product demand and market success and examine the impact on this facility decision. Examples of the financial and throughput outputs from this case study are shown in Figs. 10 and 11. The range in possible outcomes for the performance measures highlights the danger of using deterministic outputs for decision-making. From the COG/g outcomes in Fig. 10 , it is possible to conclude that the disposables plant has both a lower expected cost and lower risk as the outcomes are less disperse than for the stainless steel plant.
The disposables plant also offers a greater likelihood of achieving an annual throughput of at least four projects (84% versus 73%) as can be seen in Fig. 11 .
Conclusions
The research, programming and decisions made in order to construct a prototype software tool, SimBiopharma, has been presented. SimBiopharma, provides a hierarchical framework for modelling both the technical and business perspectives of biopharmaceutical batch manufacturing processes. SimBiopharma can describe a large number of problems facing the industry, such as facility, process and capacity decisions. The hierarchical approach to representing activities confers maximal flexibility since it allows production strategies to be evaluated at different levels of detail according to the goals of the user. The object-oriented representation of the key objects, their properties and behaviour provides full access to the base language and hence facilitates incorporation of new or changed requirements once implementation is underway. It also encourages the development of well-modularised applications. The tool combines interactive graphics, animation, and dynamic simulation to create a more flexible environment for modelling processes than that found in conventional process software tools. It adopts a task-oriented approach to modelling manufacturing and incorporates the interactions between manufacturing tasks (e.g. fermentation, chromatography) and the available resources (e.g. manpower, materials, equipment). The taskoriented approach also promotes transparency, as it is possible to view the cost, duration and yield of each task. The tool also encourages the explicit modelling of ancillary tasks, e.g. equipment cleaning-in-place (CIP) and hence the cost models account for items that might otherwise be overlooked. In addition, risk and uncertainty are dealt with and so investment appraisal can be based on both the expected outputs and the likelihood of achieving certain threshold values. The performance measures built into the tool to evaluate manufacturing alternatives can be summarised in terms of cost, time, mass, resource utilisation and risk. This framework has been used for a series of case studies ranging from facility decisions (Farid, Novais, Karri, Washbrook, & Titchener-Hooker, 2000; Farid, Washbrook, & Titchener-Hooker, 2005a,b) , to process decisions (Mustafa et al., 2004) and capacity decisions Lim, Zhou, Washbrook, Titchener-Hooker, & Farid, 2005) . They serve to illustrate how the prototype application can be used to assess manufacturing strategies in terms of their operational benefits and cost-effectiveness. 
