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We consider linear differential equations with regular coefficients in 1 .a j < 1. 
We obtain sufficient conditions for all the solutions of these equations to 
vanish a given number of times at the most. First the results are obtained for 
differential equations of second order, then for differential equations of nth 
order, n > 2. 
We consider the equation 
Y”(4 + PC4 Ye4 = 0, 
where p(z) is a regular function in 1 z 1 < 1. Using p(z) given in Eq. (l), 
we define the matrix 
PC4 = i,2$) f,. 
THEOREM 1. If 
lim 
s 2n II f’(aei+)lld+ < [4m/31 (n/2), a-l- () (3) 
where I/ P 11 is the spectral norm of the matrix P giwen in (2), then every solution 
of Eq. (1) vanishes at most m - 1 times in / z 1 < 1. 
Let us first prove 
LEMMA 1. If f(z) is a regular function in I x I < I, hawing m zeros z1 , 
-32 >‘.., z, (not necessarily different) in the unit circle, then the real function u(+) 
44) = Wf W% 
1 > a > lyym I zk I, f(aei6) # 0, 2~ > + 2 0, .-. 
changes its sign at at least 2m points {O,>, 2m in [0, 2~r), and the function ~(4) 
44 = WfWm)>, 
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changes its sign at at least 2m points {q};“’ in [0,2~r). The points {&}:” and 
{ql}tM separate each other. 
Proof. Let 
k=l 
1x,I<a<l, K=l,2 ,..., m, 
and g(z) be a regular function in 1 z 1 < 1. By the Argument Principle, when z 
circumscribes the origin once, w = f (z) circumscribes the origin at least 
m times. Hence the path described by f (aeib), 0 < 4 < 27r, in the w = u + iv 
plane, cuts the v-axis at least 2m times and so we obtain the zeros of u(C). 
The above path cuts the u-axis at least 2m times and so we obtain the 2m 
zeros of u(4). Note, that if, for example, the u-axis is cut in a few points before 
v-axis is cut, then we take only one of the above points. The zeros of ~(9) 
are similarly dealt with. Thus we have proved Lemma 1. 
In order to prove Theorem 1, we replace Eq. (1) in the complex domain 
by a real system of linear equations. 
Let y(z) be a solution of Eq. (1). We take z = a&“, where a is a constant. 
Thus we can denote 
Hence 
Y(4 = 44) + iv(+) = 4). (4) 
y’(z) = s’(+)/iz (dx/d$ = iz), 
(5) 
Substituting (4) and (5) in Eq. (I), we obtain 
s”(4) - is’($) + (i-V p(z(+)) s(C) = 0. (6) 
We now denote 
u(d) + iW = SW 5 44 = ud+>+ i&R, 
u’(4) + iv’(#) = s’(4) = 44) = u2(+) + if12($). 
By (7) we can write Eq. (6) as a system 
(7) 
SlV) = S2M)l 
s2’W = ~“Pkw) SlW + is2w 
(8) 
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Let us write (8) as 
where z = aei*, z”p(z) = qI(+) + iq2(+), and 
fw+? = iqlJ$) A) + i iq2$) Y). 
Using (7) we can write (9) as 
Equation (11) is equivalent to the real system 
Using Lemma 1 for the functions u1 , u2 , o1 , Do , which appear in system 
(12), the following proposition holds. 
PROPOSITION 1. I’ Eq. (1) has a solution y(z) which vanishes m times in 
1 z 1 < a (see (4) and (7)), then 
(a) the function u1 = ~~(4) changes its sign at 2m zeros {or,}2;n i  [0,277); 
(b) the function vl = ~~(4) changes its s&n at 2m zeros {~,}t~ in [0,2n); 
(c) the zeros (a*}“,” and {rk}‘f” separate each other; 
ON ZEROS OF SOLUTIONS 165 
(d) the function u2 = u2(#) has 2m zeros {&}fn in [0,27-r), which separate 
the zeros of ~~(4); 
(e) thefunction v2 = v2($) has 2m zeros {S,}fm in [0, 27r), which separate 
the zeros of vl($). 
We note that (d) and (e) follow from the periodicity of the functions 
% 3 u2 ) 74 T vZ, and Rolle’s theorem. 
LEMMA 2. If there are four functions u1 , u2 , v1 , v2 , and the distribution 
of their zeros is the same as in Proposition 1, then in every sequence of seven 
consecutive zeros, there is at least one zero of each of the above functions. 
Proof. Case 1. Let us take a set of consecutive zeros of u1 , ua , v1 , vs , 
beginning at oil (i.e., the zero of uJ. Before reaching 012 we must meet & 
(but not /3a) and y1 (but not ya). The above sequence of zeros ends when we 
reach 6, . If 6, does not occur before CQ , we continue the sequence till 01~ . 
From o/a we can proceed to & without meeting 6, . Before reaching ya we 
must pass through 6, (see (e) in Proposition 1). 
Obviously we cannot reach a3 or 8s before 6, . Thus the maximum length 
of the sequence beginning at (Ye is 
P - Yy; n\ - __ -81’ a2 B2 hi 
i.e., it contains six zeros. 
Here 01~ , 01~ denote consecutive zeros of u1 , but not necessarily the first 
and second zero of ur in [0,2n). Similarly we understand the denotation of 
zeros of u2 , vu1 , v2 . 
Case 2. If a sequence begins at /3,, it must always end immediately 
after & at the most, as a1 and 01~ and hence also y1 must appear between 
/3, and /3s . We note that before reaching y2 , 6, must appear. Therefore it is 
impossible to meet aa after /Ia , as y2 appears before (~a . It is also impossible 
to meet fi4 , as cya appears before it. Hence if 6, does not appear before 8, , 
then it must appear immediately after /3, . Therefore the largest sequence 
beginning at /I1 is 
81--l' 
Yl __ 
% - __ 
's2-- x2 83 %' 
which has seven zeros. 
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Case 3. If the sequence begins at yr, then (because of symmetry) the 
treatment is the same as for Case 1 (the longest sequence is 
/ s1 - al \
y1 \ a1 - 61’ y2 s2 pl). 
Case 4. If the sequence begins at 6, , the treatment is the same as for 
Case 2 (the longest sequence is 
61 - / Oil y1 \ 6, ~ 
s2\ - - 
al.’ y2 s3 a)* 
From Lemma 2 we obtain 
PROPOSITION 2. If the distribution of the zeros of the 4 functions u1 , u2 , 
Vl ) v2 , is the same as stated in Proposition 1, then in the closed interval 
[oil , ‘yz + 27~1, the 8m + 1 zeros of u1 , u2 , vl , v,give at least [8m/6] = [4m/3] 
consecutive sequences, such that in every sequence there is at least one zero of 
each of the functions u1 , u2 , v1 , v2 The number 6 appears in the denominator 
of 8m,‘6, because the last point of each sequence is also the Jirst point of the 
next sequence. 
Nehari [4, p. 3441 proved (see also [6, p. 861): 
PROPOSITION 3. Consider the real system 
w’(4) = w 44, (13) 
where w(C) is a vector of n functions and R(4) is a matrix of nth order whose 
elements are continuous functions in [LX, /3], If the system (13) has such a solution 
that every component vanishes in the segment [a, /3] (oscillatory system), then 
.c ‘/I RWll4 b 75-P, (14) rx 
where 1) R(+)lj is the spectral norm of the matrix R($). 
Now we can prove Theorem 1. 
If there exists a solution y(z) of Eq. (1) which vanishes at m points (zk}y 
in the unit circle j z ) < 1, then Proposition 1 holds for the functions ur , 
f42 3 vi , v2 which appear in system (12). F rom Proposition 2, there are [4m/3] 
consecutive subintervals belonging to the segment [01i ,c+ + 257-1, so that in 
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every subinterval mentioned above, there is at least one zero of each of the 
functions u1 , us , vr , va . Hence, from Proposition 3 
where the matrix Q(a, 4) is defined in (12) and the number a satisfies 
It is easy to see that for the complex square matrix P 
and for the real square matrix 
Q = (;: -,") 
of order 2n, the following holds. 
II P II = II Q Il. (16) 
= A + iB of order n 
Thus the complex matrix P(aeid) defined in (10) and the real matrix Q(a, 4) 
defined in (12) satisfy 
II PW)lI = Q(a, 4111. (17) 
From (2), P(z) is a matrix whose elements are regular functions in / z 1 < 1; 
hence the spectral norm 11 P(z)\1 1s a subharmonic function in / z 1 < 1 
(see [5, p. 557; 1, p. 91). 
Thus the integral 
is an increasing function of the variable a, 0 < a < 1. From this and by 
(15) and (17) 
lim 
s 
LX,+%7 
a-l- II f%eid)ll 4 > [4m/31 (77/2), 9 
and this contradicts (3). 
Thus we have proved Theorem 1 (note that 11 P(ueid)ll is a periodic function 
with a period 27r, and therefore we can change the limits of integration from 
CT 9 a1 + 24 to [O, 24). 
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The transformation of Eq. (1) into system (12) is a particular case (n = 2) 
of the transformation of the equation 
where p,,(z) = I, z = aei*, a constant, into a corresponding real system. 
We now transform Eq. (18) into a real system, and then we obtain the 
necessary condition for every solution of Eq. (18) to vanish in j x / < 1 at 
most a given number of times. 
Again we use the notation of Eq. (4), 
Y(Z) = f4?9 + e> = 4$), 
where z = aei*, 0 < 46 < 2rr, a constant. By induction we obtain 
where 
a -1 m,o - for m > 0, 
a,,, = 0 for m > 0, 
a m+~,, = m%,j-l + %j for m>j>O. 
By (20) we have, e.g., 
ao.0 = 1 
a -1 1,o - akl - -0 
a -1 2,o - %.l = 1 a2.2 - -0 
a - 1 3.0 - U3.J = 3 a3.2 = 2 a3.3 = 0. 
From (18) and (19) 
(19) 
(20) 
(21) 
(22) 
If we multiply (22) by (a)” and denote 
4164 = Pz(4(4”, 
qo(4 = POW = 1, 
we obtain 
i. qn-k(Z) go -i>jak,$“j’(+) = O- 
(24) 
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Hence 
Since u” = aei&, we can denote 
i (-pu. * j.j-k n-&) = Qn-k(C) = 4-k(4) + al-k(#). 
j=k 
By (25) and (26), Eq. (18) takes the form 
By (4) we denote 
Using (28) we transform Eq. (27) into the system 
0 1 0 ... 0 
0 IO..* 0 
By (26), (28), and (2% 
(25) 
(2’3 
(27) 
(28) 
(29) 
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Denote 
then by (31) we can write (30) as the real system of the order of 2n 
(32) 
(compare with (9), (11) and (12)). 
Now we can prove 
THEOREM 2. If Eq. (18) with regular coeficiezts pi(z), p,(z),..., p,(z) in 
/ z / < 1, sati$es 
lim 
s 2n II P(aei4)ll d+ -C [24nl (43, a-l- o (33) 
where 
P(a@) = p = i -;. 0 i -Lnpl 0 1 . 0 lo... .. 0 ..* ... 0 -;I 0 i > (34) 
and the functions Q1 ,..., Q,, are dej%.zed in (23), (26), then every solution of Eq. 
(18) vanishes m - 1 times at most in 1 z j < 1. 
Note that for Eq. (1) Theorem 2 states: 
If 
lim 
I 
2n 11 P(aeiQ)Il d+ < mr/2 a-l- 0 
(where the matrix P(z) is defined in (2)) then every solution of Eq. (1) 
vanishes at most m - 1 times in / z I < 1. 
Thus in the case of Eq. (I), Theorem 1 is stronger than Theorem 2 (compare 
with (3)). This follows from the use of combinatorial results of Lemma 2 
ON ZEROS OF SOLUTIONS 171 
in the proof of Theorem 1. However, it is impossible to use the same com- 
binatorial results in the proof of Theorem 2. 
Proof. Suppose that there exists a solution of Eq. (18) which vanishes 
m times in 1 z 1 < 1. By notation (4) and (28) and using Lemma 1, the 
function ui(+) has 2m + 1 zeros a1 ,..., 012~+r , in [01r , $ + 2771. Also the 
zeros of ur(+) separate the zeros of ~(4) and vice versa. 
We take n + 1 consecutive zeros of ~~(4). By (28) and from Rolle’s 
Theorem, the above n + 1 zeros of ur are separated by n zeros of us, the 
n zeros of ua are separated by n - 1 zeros of ua ,..., the three zeros of u,-i 
are separated by the two zeros of u, . 
The above n + 1 zeros of ur are also separated by n zeros of V, , which in 
turn are separated by 7t - 1 zeros of ~a ,..., and finally two zeros of nu,-r are 
separated by one zero of un . 
It is clear that from 2m + 1 consecutive zeros of ur in [oil , 01~ + 27~1, 
we can obtain [2m/n] sequences, such that in every such sequence occur 
n + 1 zeros of ur and the last point of a sequence is the first point of the 
next sequence. 
Thus by Proposition 3 for system (32) the following holds. 
where 
1 >--l~~~7nl~RI’ .\ 
and ai , as ,..., z, are the m zeros of y(z) in / z j < 1. 
For the complex matrix P defined by (26) and (34), and for the real matrix 
Q defined by (31) and (32), 
llpll = IIQII (36) 
holds (compare with (16)). 
As the elements of matrix P are regular in 1 a 1 < 1, /I P /I is a subharmonic 
function. From this and by (35), (36), 
Note that we have obtained (37) by the assumption that there exists a solution 
of Eq. (18) which vanishes m times in 1 z I < 1. 
Thus, if 
k,y jzw II P(a@ll@ < [2m/4 (43, II 
505/23/I-12 
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then every solution of Eq. (18) vanishes m - 1 times at most in 1 z 1 < 1. 
Thus we have proved Theorem 2. 
As an immediate result of Theorem 2, we obtain 
PROPOSITION 4. Iffor Eq. (18),with coefficients {&(z)}: regular in / I I < 1, 
the following holds: 
where matrix P is dejined in (34) (using (23) and (26)), then there exists a 
number M, such that every solution of Eq. (18) vanishes at most M times in 
IxI<l. 
Compare with [3, p. 331; 2, p. 5041. 
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