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Twenty years ago, Calabi and Yau each proved that a complete non-
compact Riemannian manifold with nonnegative Ricci curvature must have at
least linear volume growth [Yau]. This was proven by studying the Busemann
function, b = bγ , associated with a ray, γ,
b(x) = lim
R→∞
(R − d(x, γ(R)).
In [So2], the author proved that if such a manifold has linear volume growth
then its Busemann functions are proper. The simplest examples of manifolds
with linear volume growth are the metric product manifolds, X × RI , whose
cross sections, X × {r}, are level sets of the Busemann functions.
In this paper we prove that a complete noncompact manifold with nonneg-
ative Ricci curvature and linear volume growth must be close to being such a
metric product manifold asymptotically [Theorem 34]. That is, as r→∞, the
set b−1([r, r+L]) becomes close to b−1(r)× [r, r+L] in the Gromov-Hausdorff
topology where the closeness depends linearly on diam(b−1(r)). See Section
2. The proof involves a careful analysis of the Busemann function using the
recently-developed Cheeger-Colding Almost Rigidity Theory [ChCo]. We also
use this method to prove the following theorem.
Theorem 1 If Mn is a manifold with nonnegative Ricci curvature and linear
volume growth, then it has sublinear diameter growth,
lim
R→∞
diam(b−1(R))
R
= 0.
Examples of manifolds satisfying the hypothesis of this theorem for which
diam(b−1(R)) grows logarithmicly appeared in [So2]. Applications of this
theorem to the analysis of harmonic functions on manifolds with nonnegative
Ricci curvature and linear volume growth will appear in [So3].
In addition to studying manifolds with nonnegative Ricci curvature, we
study manifolds with a quadratically decaying lower bound on Ricci curvature,
Ric(x) ≥
(n− 1)(14 − v
2)
b(x)2
for all x ∈ b−1([r0,∞)), (1)
where v can take any value in [0, n+12(n−1) ). This bound is implied by the tra-
ditional quadratically decaying lower bound on Ricci curvature defined using
the distance function from a base point [ChGrTa].
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Such manifolds also have a lower bound on their volume growth,
lim inf
R→∞
V ol(Bx0(R))
Rp
≥ C > 0, (2)
where p = (n−1)(1/2−v)+1 > 0 [ChGrTa]. If one is given the (n-1) Hausdorff
volume of a compact set, S ⊂ b−1(r1) ⊂ b
−1((r0,∞)), then there is a precise
lower bound, C = CS, depending upon that volume [So2, see Corollary 7].
In section 1.1, we review this and a relative volume comparison theorem for
Busemann functions that is needed for this paper.
Definition 2 We say that a manifold, Mn, has minimal volume growth if it
has a quadratically decaying lower Ricci curvature bound as in (1) and
lim sup
R→∞
V ol(Bx0(R))
Rp
= V0 <∞,
where p = (12 − v)(n − 1) + 1.
Note that a manifold with nonnegative Ricci curvature, v = 1/2, has min-
imal volume growth if it has linear volume growth.
In contrast, we will say that a manifold satisfying (1) has strongly minimal
volume growth with respect to the compact set, S ⊂ b−1(r1), if
lim sup
R→∞
V ol(Bx0(R)))
Rp
= CS (3)
where p = (12 − v)(n − 1) + 1 [see also Defn 8].
In Section 1.2 we state and prove a rigidity theorem for the end of a manifold
with strongly minimal volume growth [Theorem 9]. First we show that the
given level set, b−1(r1), is a compact smoothly embedded submanifold. Then
we prove the end of the manifold is a warped product,
b−1([r1,∞)) = b
−1(r1) ×(b/r1)(1/2−v) [r1,∞).
That is, it has a metric of the form
db2 +
( b
r1
)( 1
2
−v)2
g0 (4)
where g0 is the induced metric on b
−1(r1).
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In particular, a manifold with Ricci ≥ 0, v = 1/2 and strongly minimal
volume growth has only one end and that end is an isometric product [Cor 10].
In [So2], there are examples which demonstrate that the strongly minimal
volume growth condition in Theorem 9 is necessary. These examples have
nonnegative Ricci curvature and linear volume growth,
lim
r→∞
V ol(Bx0(r))
r
= V0 <∞,
but their ends are not isometric product manifolds.
In the second section of this paper, we prove the corresponding almost
rigidity theorem, Theorem 33. Here we add the assumption that Ricci ≥ 0
everywhere on the manifold along with the quadratically decaying lower bound
on Ricci curvature, (1), with v now in [0, 1/2] and minimal volume growth.
These conditions imply that the Busemann function is proper [So2, Theorem
19].
Theorem 33 roughly states that such a manifold is asymptotically close
in the Gromov-Hausdorff sense to a warped product manifold with a metric
as in (4). More precisely, we show that for r sufficiently large, the compact
region b−1([r, r + L]) is close to a warped product, Xr ×f [r, r + L] with the
warping function, f(s) = (s/r)(1/2−v), where Xr is a length space close to
b−1(r), [Theorem 33]. This closeness depends linearly on the diameter b−1(r).
It is important to note that a manifold with minimal volume growth and
with globally nonnegative and quadratically decaying Ricci curvature is not
asymptotically close to a unique warped product manifold. In particular a
manifold with nonnegative Ricci curvature and linear volume growth has re-
gions, b−1((r, r+L)), which approach isometric product manifolds, Xr×(r, r+
L), but Xr may change slowly as r approaches infinity. Examples where Xr
alternates between two different Riemannian manifolds appear in [So2].
In order to precisely state Theorem 33, we must define localized distance,
the metric which we will be using on the regions, b−1([r, r+L]). This definition
and a definition of the Gromov-Hausdorff distance appear in Section 2.1. The
statement of Theorem 33 and the related Theorem 34, along with a discussion
of their consequences appears in Section 2.2. The proof appears in Section
2.4 after a Section 2.3, which relates Cheeger and Colding’s work on almost
rigidity and maximal volume to our condition of minimal volume growth.
Lastly, in Section 3 we focus on manifolds with globally nonnegative Ricci
curvature, v = 1/2, and linear volume growth. The same lemmas used to
prove our almost rigidity theorem in Sections 2.1 and 2.3 are directly applied
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to prove two results on the diameter growth of such manifolds. In Theorem 45,
we prove that the localized diameter of the level sets of the Busemann function
grows sublinearly. This theorem is stated in Section 3 after defining localized
diameter in Definition 44. This theorem is then employed to prove the The-
orem 1 stated above, in which the diameter of the level sets are measured in
the ambient manifold, Mn.
The author would like to thank Professor Cheeger for suggesting an anal-
ysis of manifolds with minimal volume growth and for numerous enlightening
conversations. She would also like to thank Professor Colding for helpful dis-
cussions on his work in almost rigidity theory. Finally, she is very grateful to
the Courant Institute of Mathematical Sciences for its generous support in her
years as a graduate student.
Background material can be found in [ChEb], [BiCr] and [Ch].
1 Strongly Minimal Volume Growth and Rigidity
1.1 Background on Volume Growth
We now review some definitions and theorems regarding special sets in non-
compact manifolds with quadratically decaying lower Ricci curvature bounds.
See [So2]. This background will be used to study both the rigidity and almost
rigidity of such manifolds later in this paper.
All geodesics and rays are parametized by arclength.
Definition 3 Let γ be a ray, bγ(x) be its associated Busemann function and
x ∈Mn. A ray, γx : [b(x),∞) 7→ M , emanating from x is called a Busemann
ray associated with γ if it is the limit of a sequence of minimal geodesics σi
from x to γ(Ri) in the following sense,
γ′x(b(x)) = lim
Ri→∞
σ′i(0).
Note that γx(b(x)) = x. Note also that γx need not be unique.
Definition 4 Given a compact set, K, contained in Mn and a ray, γ, let
Ω(K) = {x : ∃z ∈ K ∃t ≥ b(z) s.t. x = γz(t)}
Let
Ωs1,s2(K) = Ω(K) ∩ b
−1([s1, s2]).
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In [So2, Cor 15], the author proved the following volume comparison theo-
rem.
Theorem 5 (So2, Thm 5, Cor 17) Let Ric ≥ (n− 1)(14 − v
2)/b(x)2 when-
ever x ∈ b−1([r0,∞)) where v ∈ [0,
n+1
2(n−1)). Let r1 ≥ r0 and let K be a compact
set contained in b−1((−∞, r1]).
Then there exists a nondecreasing function, V (r), such that
V (r) =
V oln−1(Ω(K) ∩ b
−1(r))
r(
1
2
−v)(n−1)
(5)
almost everywhere in [r1,∞).
In particular, for almost every s2 > s1 ≥ r1 we have
V (s1)
p
≤
V ol(Ω(K) ∩ b−1(s1, s2))
sp2 − s
p
1
≤
V (s2))
p
, (6)
where p = (1/2 − v)(n − 1) + 1.
This theorem was proven using the following series of comparison manifolds
which were also employed in [ChGrTa].
Definition 6 The comparison manifold, MnR,ε, is a warped product manifold
diffeomorphic to RI n, with the metric dt2 + JR,ε(t)
2g0 where
JR,ε(t) =
R+ ε
2v
(
−
(
R− t+ ε
R+ ε
) 1
2
+v
+
(
R− t+ ε
R+ ε
) 1
2
−v
)
(7)
and g0 is the standard metric on the sphere. Here ε := 0 when v ≥ 1/2.
These manifolds satisfy the following Ricci curvature bound,
Ricy ≥
(n− 1)(14 − v
2)
(R− d(y, 0) + ε)2
. (8)
Note also that
lim
R→∞
∫R−r3
R−r4
JR.ε(t)
n−1 dt∫R−r1
R−r3
JR.ε(t)n−1 dt
=
(r4)
p − (r3)
p
(r3)p − (r1)p
. (9)
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These comparison manifolds, (9), and the Relative Volume Comparison
Theorem [BiCr,GrLaPa] will be used to prove our rigidity theorem.
The following corollary of Theorem 5, defines the precise constant, CS ,
mentioned in the introduction and allows us to define strongly minimal volume
growth for ends.
Corollary 7 Given Mn as described in (1) and given any R > r1 ≥ r0 and
any R0 > 0, let S = Bx0(R0) ∩ b
−1(r1). Then
V ol(Bx0(R +R0 − r0)) ≥ CS
(
Rp − rp0
)
(10)
where p = (12 − v)(n− 1) + 1 > 0 and CS = V oln−1(S)/(pr
p−1
1 ).
Definition 8 Given r1 ≥ r0, we say that a region, b
−1((r1,∞)), in a manifold,
Mn, has strongly minimal volume growth with respect to a given ball Bx0(R0),
if it has a quadratically decaying lower Ricci curvature bound as in (1) and
lim
R→∞
V ol(Bx0(R) ∩ b
−1((r1,∞)))
Rp
= CS ,
where S = Bx0(R0) ∩ b
−1(r1) and p = (
1
2 − v)(n − 1) + 1 .
1.2 Strongly Minimal Volume Growth and Rigidity
In this section we prove the following rigidity theorem.
Theorem 9 Let Mn be a complete noncompact manifold with a ray γ and
a Busemann function b : M → RI and a quadratically decaying lower Ricci
curvature bound as in (1). Suppose b−1((r1,∞)) has strongly minimal volume
growth with respect to a given ball, Bx0(R0). Then b
−1(r1) is a smoothly
embedded submanifold contained in B¯R0(γ(0)) and
b−1([r1,∞)) = b
−1(r1) ×(b/r1)(1/2−v) [r1,∞).
Note that we are only prescribing the manifold’s properties on one end
or on a subset of that end, b−1([r1,∞)), and we only prove that that end is
rigid. The rest of the manifold can have larger volume growth and any kind
of curvature.
When v = 1/2, this theorem combined with [So2, Cor 23] and some simple
calculations imply the following corollary.
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Corollary 10 Let Mn be a complete noncompact manifold with globally non-
negative Ricci curvature such that
lim
r→∞
V ol(Bx0(r))
r
= V oln−1
(
Bx0(R0) ∩ b
−1(r1)
)
.
Then Mn has only one end and that end is an isometric product manifold,
b−1(r1)× [r1,∞) where b
−1(r1) ⊂ B¯x0(R0).
It is important to note that the Busemann function, in general, is not
a smooth function, although its gradient is 1 almost everywhere. In order
to prove that the level sets are smooth on a manifold with strongly minimal
volume growth, we will show that the Busemann function satisfies the following
elliptic partial differential equation in the weak sense:
∆b =
(n− 1)(12 − v)
b
. (11)
This equation is satisfied by the function b on a manifold with a metric of the
form
db2 +
(
b
r0
)( 1
2
−v)2
g0. (12)
Recall that we plan to prove that the end, b−1([r1,∞)) has a metric of this
form. We can then use elliptic regularity to obtain smoothness.
We first show that manifolds with strongly minimal volume growth have
proper Busemann functions and the ratios, V oln−1(b
−1([r2, r3]))/(r
p
3−r
p
2), are
constant with respect to r2 and r3 [Lemmas 11 and 12]. We then compare
these regions to subsets of annuli about γ(R) using the fact that the Busemann
function’s level sets are compact [Defn 13, Lemma 14]. Recall that
b(x) = lim
R→∞
R− ρR(x) where ρR(x) = d(x, γ(R)).
We then employ the Relative Volume Comparison Theorem of [BiCr] and
[GrLaPa] combined with the volume estimate on these regions, to control
∆ρR in a weak sense [Lemma 18]. Then taking R to infinity we show that
b(x) satisfies the elliptic equation (11) in a weak sense [Lemma 20]. Once
we have proven that the Busemann function is smooth, we use the Bochner-
Weitzenboch Formula to prove that the metric is rigid [Lemma 58].
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Lemma 11 For Mn as above, let K = B¯x0(R0) ∩ b
−1((−∞, r1]). Then
b−1([r1,∞)) ⊂ Ω(K)
and thus the Busemann function, b, is proper.
Proof: By [So2, Lemma 4], Ω(K)∩ b−1([r1,∞)) is a closed set. Thus if there
exists a point in b−1([r1,∞)) which is not in Ω(K) then there exists a a ball
Bq(δ) ⊂ b
−1([r1,∞)) \ Ω(K).
Let s = b(q) + δ/2 and t = b(q)− δ.
Let U = b−1([t, s]) ∩ B¯q(δ). Thus
V oln−1(Ω(U¯) ∩ b
−1(s)) ≥ V oln−1(B¯q(δ) ∩ b
−1(s)) > 0. (13)
Applying Theorem 5 we have,
V ol(Ω(U¯ ) ∩ b−1([s, r])) ≥
rp − sp
psp−1
V oln−1(Ω(U¯) ∩ b
−1(s)) (14)
Let r2 be a real number such that
Bx0(r2) ⊃ (Ω(U¯) ∩ b
−1(s)) ∪ (Ω(K) ∩ b−1(s)).
By the definition of Ω(K) [Defn 4], for all p ∈ Ω(K) ∩ b−1([s, t]) there exists
z ∈ K such that γz(b(p)) = p. So,
d( p , Ω(K) ∩ b−1(s) ) ≤ b(p)− s ≤ t− s.
Thus,
Bx0(r + r2 − s) ∩ b
−1([r1,∞)) ⊃ (Ω(K) ∩ b
−1(s, r))) ∪ (Ω(U¯) ∩ b−1(s, r)))
where the union is disjoint. So by Theorem 5 we have,
lim
r→∞
V ol(Bx0(r + r2 − s) ∩ b
−1([r1,∞)))
rp − sp
≥ (15)
≥
V ol(Ω(K) ∩ b−1(r0, s))
sp − rp0
+
V oln−1(Ω(U¯) ∩ b
−1((s)))
psp−1
. (16)
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However, by the strongly minimal volume growth, we have
lim
r→∞
V ol(Bx0(r + r2 − s) ∩ b
−1([r1,∞)))
rp − sp
=
V oln−1(Bx0(R0) ∩ b
−1(r1))
prp1
≤
V ol(Ω(K) ∩ b−1(r1, s))
sp − rp1
, (17)
and so,
V oln−1(Ω(U¯) ∩ b
−1((s))) = 0,
which contradicts (13).
Thus
b−1([r1,∞)) ⊂ Ω(K).
This implies that b−1(r) ⊂ Bx0(r − r1 +R0) for any r ≥ r1, so it is compact.
Furthermore, for r ≤ r1, b
−1(r) is a subset of the closed tubular neighbor-
hood Tr1−r(b
−1(r1)) as can be seen by using Busemann rays to travel from
b−1(r) to b−1(r1). Thus b is a proper function.
Lemma 12 Given Mn as described above, then the ratio
V (r) =
V oln−1(Ω(K) ∩ b
−1(r))
r(
1
2
−v)(n−1)
(18)
is a constant function for all r ≥ r1, and, thus,
V oln−1(b
−1([r2, r3]))
(rp3 − r
p
2)
=
V oln−1(b
−1(r1) ∩ B¯x0(R0))
prp−11
(19)
for all r3 > r2 ≥ r1.
Proof: LetK = B¯x0(R0)∩b
−1(r1) as in Lemma 11. By the definition of Ω(K),
we know that for all x ∈ Ω(K)∩ b−1(r1, r) there exists x
′ ∈ K ⊂ B¯x0(R0) such
that x ∈ γx′([r1, r]); so
Ω(K) ∩ b−1((r1, r)) ⊂ B¯x0(r − r1 +R0). (20)
Note also that
K ∩ b−1(r1) = Ω(K) ∩ b
−1(r1), (21)
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for our choice of K. Strongly minimal volume growth, Theorem 5, (20) and
(21) imply that for any b > a ≥ r1
V oln−1(K ∩ b
−1(r1))
prp−11
= lim
r→∞
V ol(Bx0(r − r1 +R0)) ∩ b
−1([r1,∞))
rp − rp1
(22)
≥ lim
r→∞
V ol(Ω(K) ∩ b−1(r1, r))
rp − rp1
(23)
≥
V oln−1(K ∩ b
−1(r1))
prp−11
. (24)
Since all the inequalities must be equalities and the limit in (23) is monotone,
we get
V oln−1(K ∩ b
−1(r1))
prp−11
=
V ol(Ω(K) ∩ b−1(r1, r))
rp − rp1
, (25)
for any r > r1. Subtracting (25) with r = a from (25) with r = b, and
reworking the equation gives
V ol(Ω(K) ∩ b−1(a, b))
bp − ap
(26)
is a constant with respect to a and b. Then applying Lemma 11, we obtain
the lemma.
The fact that the Busemann function is proper in a manifold with strongly
minimal volume growth makes it much easier to prove that the metric is rigid
than if this were not the case. We need not trace through the rather involved
proof of Theorem 5 with its unions of star-shaped sets about points in b−1(R)
[So2]. Instead we use the following very simple sets.
First we fix r3 > r1 ≥ r0. We will prove that b
−1([r1, r3]) is isometric to the
appropriate warped product manifold b−1(r1) ×(b/r1)(1/2−v) [r1, r3] and that b
is smooth on b−1([r1, r3]). To do so we fix ε0 < (r3− r1)/10 and take r4 = 2r3.
Definition 13 Let R > r4 and r1 ≤ a < b ≤ R we define the inner annulus,
Sr4a,b,R = AnnR−b,R−a(γ(R)) ∩ S
r4
γ(R) (27)
where
Sr4γ(R) = {σ([0, L]) : σ is a min geod s.t. σ(0) = γ(R), σ(L) ∈ b
−1((−∞, r4])}.
We will often write only Sa,b,R = S
r4
a,b,R.
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Recall that b(x) = limR→∞(R − ρR(x)) where the convergence is uniform
on compact sets. So given any ε > 0 and any compact set like b−1([r1, r4]),
there exists Rε = R
r1,r4
ε such that
b(x) ≤ R− ρR(x) + ε ∀R ≥ Rε. (28)
On the other hand, by the definition of b(x), we have
b(x) ≥ lim
s→∞
(
s− d(x, γ(R)) − d(γ(R), γ(s))
)
= R− d(x, γ(R)). (29)
Thus the inner annuli, Sa,b,R, are close to the compact regions b
−1([a, b]) as
described precisely in the following lemma.
Lemma 14 Let r1 ≤ a < b ≤ r4. Then for all ε > 0 there exists Rε = R
r1,r4
ε
as defined in (28) such that
Sa+ε,b−ε,R ⊂ b
−1([a, b]) ⊂ Sa−ε,b+ε,R
for all R ≥ Rε.
Proof: Fix R ≥ Rε.
Suppose x ∈ b−1([a, b]) ⊂ b−1([r1, r4]). Then by (28) and (29), we have
Lx = ρR(x) ∈ [R− b− ε,R− a+ ε].
Thus there exists a minimal geodesic σ from σ(0) = γ(R) to σ(Lx) = x ∈
b−1([r1, r4]). So
x ∈ Sa−ε,b+ε,R.
On the other hand, if y ∈ Sa+ε,b−ε,R, then there exists L > 0 and a minimal
geodesic, σ, from σ(0) = γ(R) to σ(L) ∈ b−1([r1, r4]) and there exists t ∈
[R − b+ ε,min{R − a− ε, L}] such that y = σ(t). Since σ(L) ∈ b−1([r1, r4]),
we can apply (28) to get,
b(σ(L)) ≤ R− L+ ε
Thus
b(y) ≤ b(σ(L))+d(σ(L), y) = b(σ(L))+L−d(y, γ(R)) ≤ R+ε−(R−b+ε) = b.
Meanwhile, by (29) we have,
b(y) ≥ R− d(y, γ(R)) ≥ R− (R− a− ε) > a
and we have y ∈ b−1([a, b]).
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Thus the volumes of the regions between Busemann level sets can be com-
pared to the volumes of these inner annuli. On the other hand, the volumes
of the inner annuli can be controlled using the Relative Volume Comparison
Theorem on the star-shaped sets, Sr1,R,R about γ(R) [BiCr, GrLaPa, Ch]. We
can bound the Ricci curvature from below using the following lemma which is
a direct consequence of the techniques used in the last proof.
Lemma 15 Given any ε, let εv = ε if v < 1/2 and εv = 0 otherwise.
There exists Rr1,r4ε as defined in (28) such that for all x in the star shaped
set, Sr1,r4r1,R,R, we have
Ricy ≥
(n − 1)(14 − v
2)
(R− d(y, γ(R)) + εv)2
(30)
for all R ≥ Rε.
Thus we have the same lower Ricci curvature bound as the comparison
manifolds of Definition 6 if we consider γ(R) to be the base point.
We will now control the mean curvature of the level sets of ρR within
Sr1,R,R using the comparison manifolds, M
n
R,ε, of Definition 6 combined with
the above lemma regarding Ricci curvature and the Relative Volume Compar-
ison Theorem. To control the mean curvature from below we will employ the
volume estimates on the regions between Busemann levels and the relationship
between those regions and the inner annuli. We begin with some facts and
definitions regarding the mean curvature of a distance function.
Definition 16 Let mR(x) be the mean curvature with respect to the inward
normal of the sphere of radius d(x, γ(R)) about γ(R) evaluated at x. Recall
that this mean curvature is well defined along minimal geodesics to γ(R) and
is equal to ∆ρ(x) where it is defined. See, for example, [Ch].
Given x ∈ Mn, let m¯R,ε(x) be the mean curvature with respect to the
inward normal of the distance sphere of radius ρR(x) about the origin in the
comparison warped product manifold, MnR,ε.
Lemma 17 The comparison mean curvature satisfies
m¯R,ε(x) =
−(n− 1)
R+ ε− ρR(x)
(
1
2
+ v coth
(
Log
(
R+ ε− ρR(x)
R+ ε
)))
(31)
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and as R goes to infinity, we have
lim
R→∞
m¯R,ε(x) =
−(n− 1)
b(x)
(
1
2
+ v(−1)
)
(32)
uniformly on compact sets.
The proof of the lemma is an exercise on warped product manifolds and
can be found in [So1].
We now need to show that the mean curvature of spheres around γ(R),
mR(x) approaches m¯ε,R(x) as R approaches infinity and ε goes to 0. Then, in
some weak sense we will have
∆b(x) = − lim
R→∞
∆ρ(x) = − lim
R→∞
mR(x) =
−(n− 1)(1/2 − v)
b(x)
(33)
Since ∆ρR(x) and ∆b(x) are defined on different subsets of M, we need to prove
(33) very carefully. In the next lemma we will only obtain a weak estimate
on limR→∞mR(x) using the strongly minimal volume growth, but that will
suffice.
Lemma 18 Let Mn have the properties defined at the beginning of this sec-
tion. Fix r3 > r1. Then for all δ > 0, there exists εδ > 0 such that for all
ε < εδ there exists Rδ(ε, r1, r3) > 2r3 and there exists a constant, Cr1,r3,R+ε,
such that limR→∞Cr1,r3,R+ε = Cr1,r3 > 0 such that for all R ≥ Rδ(ε, r1, r3),
we have,
0 <
∫ r3
s=r1
∫
Ss,r3,R(K)
(
∆ρR(x)− m¯R,ε(x)
)
dvol dt <
δ
Cr1,r3,R+ε
. (34)
Furthermore, the integrand is nonnegative.
In this lemma dvol is the volume form on Mn. The integral over Sa,b,R(K)
can be best understood using the following definition. Recall Definition 13.
Definition 19 Let Θ(R) ⊂ TMγ(R) be defined as
ΘR = Θ
r4
R = {σ
′(0) : σ is a min geod s.t. σ(0) = γ(R), σ(L) ∈ b−1((−∞, r4])},
Given any θ ∈ ΘR, let AR(t, θ) be the warped product of the Jacobi fields
along expγ(R)tθ which are 0 when t = 0 and whose first covariant derivatives
are orthonormal when t = 0. We set AR(t, θ) to be continuous up to and
including the cut point. After a cut point it is set to be 0.
So dvol = AR(t, θ) νθ dt where νθ is the volume form on the unit sphere.
13
Proof of Lemma 18: Let r4 = 2r3 > r3. Let Sa,b,R = S
r4
a,b,R as in Defini-
tion 13.
Given any ε > 0 and R > r3, let
J(t) = Jεv,R(t) (35)
be the Jacobi field defined in Definition 6 where εv = ε if v < 1/2 and εv = 0
otherwise. By the Bishop Volume Comparison Theorem [BiCr], the lower
bound on Ricci curvature in the comparison manifolds, (8), and the Ricci
curvature bound on Sa,b,R, [Lemma 15], we know that
AR(t,θ)
J(t)n−1
is nonincreasing
for t ∈ [0, R − r1] and θ ∈ ΘR. We wish to show that this ratio is almost
constant.
First we note that, by Definition 19 and (29), if a ≤ b ≤ r4 and θ ∈ ΘR
such that expγ(R)(tθ) is minimal for t ∈ [0, R − a], then
b(expγ(R)((R− a)θ)) ≤ R− (R− a) ≤ r4.
So by Definition 13, expγ(R)(tθ) ∈ Sa,b,R for all t ∈ [R− b,R− a] and we have
V ol(Sa,b,R) =
∫ R−a
R−b
∫
ΘR
AR(t, θ) dνθ dt (36)
Thus, by the Relative Volume Comparison Theorem,
V ol(Sr3,r4,R)
V ol(Sr1,r3,R)
=
∫R−r3
R−r4
∫
θR
AR(t, θ) dνθ dt∫R−r1
R−r3
∫
θR
AR(t, θ) dνθ dt
≥
∫R−r3
R−r4
JR.ε(t)
n−1 dt∫R−r1
R−r3
JR.ε(t)n−1 dt
. (37)
By Lemma 14, we know that for any ε > 0, there exists Rε such that
V ol(Sr3,r4,R)
V ol(Sr1,r3,R)
≤
V ol(b−1([r3 − ε, r4 + ε]))
V ol(b−1([r1 + ε, r3 − ε]))
∀R ≥ Rε. (38)
By the strongly minimal volume growth and Lemma 12, we have
V ol(b−1([r3 − ε, r4 + ε]))
V ol(b−1([r1 + ε, r3 − ε]))
=
(r4 + ε)
p − (r3 − ε)
p
(r3 − ε)p − (r1 + ε)p
(39)
On the other hand, by (9),
lim
R→∞
∫ R−r3
R−r4
JR.ε(t)
n−1 dt∫ R−r1
R−r3
JR.ε(t)n−1 dt
=
(r4)
p − (r3)
p
(r3)p − (r1)p
(40)
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Given any δ′ > 0, there exists εδ′ > 0 small enough that the right hand side
of (40) is within δ′ of the right hand side of (39) for all ε < εδ′ , and there exists
R¯δ′ large enough that the the right hand side of (40) is within δ
′ of the right
hand side of (37). Thus the inequalities in (37)-(40) are almost equalities, and
we have the following.
For all δ > 0, let δ′ = δ/(2V ol(Sr1,r3,R)), there exists εδ′ > 0, such that for
all ε < εδ′ , there exists
Rδ(ε, r1, r3) = max{Rε, R¯δ′}, (41)
such that we have
0 ≤
∫R−r3
R−r4
∫
θR
AR(t, θ) dνθ dt∫R−r1
R−r3
∫
θR
AR(t, θ) dνθ dt
−
∫R−r3
R−r4
JR.ε(t)
n−1 dt∫R−r1
R−r3
JR.ε(t)n−1 dt
. ≤ 2δ′. (42)
By multiplying both sides of (42) by V ol(Sr1,r3,R) and multiplying both
sides by
∫R−r1
R−r3
JR.ε(t)
n−1 dt, we have,
0 ≤
∫ R−r3
R−r4
∫
θR
AR(t, θ) dνθ dt
∫ R−r1
R−r3
J(t)n−1dt
−
∫ R−r1
R−r3
∫
θR
AR(t, θ) dνθ dt
∫ R−r3
R−r4
J(t)n−1dt
≤ δ
∫ R−r3
R−r4
(J(t) )n−1 dt. (43)
As mentioned above, AR(t,θ)J(t)n−1 is nonincreasing. We wish to show that this
ratio is almost constant using (43).
Note that,∫ R−a
R−b
∫
ΘR
AR(t, θ) dνθ dt =
∫ R−r3
R−r
∫
ΘR
AR(t, θ)
J(t)n−1
J(t)n−1 dνθdt. (44)
By substituting this into (43) and by subtracting and adding∫
ΘR
AR(R − r3, θ)
J(R− r3)n−1
dνθ
∫ R−r1
R−r3
J(t)n−1dt
∫ R−r3
R−r
J(t)n−1dt
to (43), we get
δ
∫ R−r3
R−r4
J(t)n−1dt > I1
∫ R−r1
R−r3
J(t)n−1dt+ I2
∫ R−r3
R−r4
J(t)n−1dt,
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where
I1 =
∫ R−r3
R−r4
∫
ΘR
(
AR(t, θ)
J(t)n−1
−
AR(R− r3, θ)
J(R− r3)n−1
)
J(t)n−1 dνθ dt (45)
and
I2 =
∫ R−r1
R−r3
∫
ΘR
(
−AR(t, θ)
J(t)n−1
+
AR(R − r3, θ))
J(R− r3)n−1
)
J(t)n−1dνθdt. (46)
Since AR(t)J(t)n−1 is decreasing, the integrands of I1 and I2 are both positive.
Thus, I2 < δ and
0 <
∫ R−r1
R−r3
∫
ΘR
∣∣∣∣ AR(R− r3, θ)(J(R − r3))n−1 −
AR(t, θ)
(J(t))n−1
∣∣∣∣J(t)n−1 dνθ dt < δ. (47)
Thus the ratio, AR(t,θ)
J(t)n−1
, is almost constant.
Given θ ∈ ΘR, let dθ ∈ (R − r4,∞] be the distance to the cutpoint of
γ(R) along expγ(R)(tθ). Then AR(t, θ) is smooth for t ∈ (0, dθ), continuous
for t ∈ [0, dθ ], and 0 for t > dθ. Since the mean curvatures are evaluated with
respect to the inward normal, we also know that
A′R(t, θ)
AR(t, θ)
= −mR(expγ(R)(tθ)) = −∆ρR(expγ(R)(tθ)), (48)
for t ∈ (0, dθ), where A
′
R(t, θ) =
∂
∂tAR(t, θ). See, for example [Ch].
Let rθ,t = max{min{t, dθ}, R − r3}. We will use this function to seperate
off the differentiable part of the integrand of (47).
0 <
∫ R−r1
R−r3
∫
ΘR
(
AR(R− r3, θ)
Jn−1(R− r3)
−
AR(rθ,t, θ)
Jn−1(rθ,t)
)
Jn−1(rθ,t) dνθ dt
+
∫ R−r1
R−r3
∫
ΘR
(
AR(rθ,t, θ)
Jn−1(t)
−
AR(t, θ)
Jn−1(t)
)
Jn−1(rθ,t) dνθ dt < δ.
Since t ≥ rθ,t ≥ R − r3 and the ratios are decreasing, both integrands are
positive. Thus we have,
0 <
∫ R−r1
t=R−r3
∫
ΘR
(
AR(R − r3, θ)
Jn−1(R − r3)
−
AR(rθ,t, θ)
Jn−1(t)
)
Jn−1(t) dνθ dt < δ.
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The function AR is differentiable in this integral, so
0 <
∫ R−r1
t=R−r3
∫
ΘR
(
−
∫ rθ,t
l=R−r3
d
dl
(
AR(l, θ)
Jn−1(l)
)
dl
)
Jn−1(t) dνθ dt < δ,
and
−
∫ R−r1
t=R−r3
∫
ΘR
∫ rθ,t
l=R−r3
(
A′R(l, θ)
AR(l, θ)
−
(Jn−1(l))′
Jn−1(l)
)
Jn−1(t)
Jn−1(l)
AR(l, θ)dldνθdt < δ.
Recall that SR−t,r3,R only consists of points on minimizing geodesics from
γ(R) to b−1((−∞, r4]). Thus
SR−t,r3,R = {expγ(R)(lθ) : θ ∈ ΘR, l ∈ [R − r3, rθ,t)}
and expγ(R) is invertible on SR−t,r3,R. Let l = ρR(x) and θ be defined such
that x = expγ(R)(lθ) where x ∈ SR−t,r3,R. Furthermore dvol = AR(l, θ) dl dνθ
on SR−t,r3,R.
So we have
0 < −
∫ R−r1
t=R−r3
∫
SR−t,r3,R
(
A′R(l, θ)
AR(l, θ)
−
(Jn−1(l)′
Jn−1(l)
)
dvol dt <
δ
Cr1,r3,R+εv
where
Cr1,r3,R+εv = min
(R−r1≥t≥l≥R−r3)
(Jn−1R,εv(t)
Jn−1R,εv(l)
)
. (49)
Since this integral avoids cut points of γ(R), we have
0 < −
∫ R−r1
t=R−r3
∫
SR−t,r3,R
(
−∆ρR(x) + m¯R,ε(x)
)
dvol dt <
δ
Cr1,r3,R+ε
.
Setting s = R− t, we are done proving (34) with Rδ(ε, r1, r3) defined in (41).
Finally, for all v ∈ [0, n+12(n−1) ], we know that
lim
R→∞
Cr1,r3,R+ε = lim
R→∞
min
r1≤t′≤l′≤r3
−(t′ + ε)v+1/2 + (R+ ε)2v(t′ + ε)−v+1/2
−(l′ + ε)v+1/2 + (R+ ε)2v(l′ + ε)−v+1/2
= min
r1≤t′≤l′≤r3
(t′ + ε)−v+1/2
(l′ + ε)−v+1/2
> 0.
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In Lemma 18, the estimate on ∆ρR(x) involves a double integral. This
can be studied as a single integral over a region in the isometric product,
M × RI , where we define the extended Busemann function, b¯(x, s) = b(x), and
the extended distance function, ρ¯R(x, s) = ρ(x). Note that the Laplacians of
these extended functions on M × RI are the same as the original functions’
Laplacians in M because the extended functions are constant in s.
Proposition 20 Let Mn be as defined above.
Then the Busemann function with respect to that ray, b(x), is smooth and
∆b(x) =
(n − 1)(1/2 − v)
b(x)
(50)
on b−1((r1,∞)).
Proof:
Choose any x1 ∈ b
−1((r1,∞)). Let h =
b(x1)−r1
4 , and let
b1 = b(x1)− h, b2 = b(x1) + h, and r3 = b(x1) + 2h.
Define the open set, U , as follows:
U = {(x, s) : s ∈ (b1, b2), x ∈ b
−1(s, b2)} ⊂M × RI . (51)
We will prove that
∆b¯(x, s) =
(n− 1)(1/2 − v)
b¯(x, s)
in the weak sense on U .
By Lemma 14, there exists Rr1,r3h such that
b−1([s, b2]) ⊂ S
2r3
s−h,b2+h,R
⊂ S2r3s−h,r3,R.
for all R ≥ Rr1,r3h . Thus, since b1 − h > r1,
U ⊂ {(x, s) : s ∈ (r1, r3), x ∈ S
2r3
s,r3,R
}. (52)
Let φ : U → RI be a smooth nonnegative function with compact support.
By Lemma 18 and (52), we know that for all δ > 0 there exists εδ > 0,
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such that for all ε < εδ, there exists Rδ(ε, r1, r3) and Cr1,r2,R+ε as defined in
Lemma 18, such that
0 <
∫
U
φ(x, s)
(
∆ρR(x)− m¯R,ε(x)
)
dvol dt <
δ
Cr0,r1,R+ε
(53)
Here we have used the fact that the integrand of (34) is nonnegative and the
integrand here is still nonnegative.
Note that ∆ρR(x) = −∆(R − ρR(x)) since R is just a constant. Note also
that ρR(x) = ρ¯R(x, s). Using the fact that the cut off function, φ, is 0 near
the boundary to integrate by parts, we get∫
U
φ(x, s)
(
∆ρR(x)
)
dvol dt =
=
∫
U
φ(x, s)
(
−∆(R− ρ¯R(x, s))
)
dvol dt
=
∫
U
−∆φ(x, s)(R − ρ¯R(x, s)) dvol dt (54)
By the uniform convergence of b(x) on U ⊂ b−1([r1, r3]), we know there exists
Rδ,r1,r3 such that
|R− ρ¯R(x, s)− b¯(x, s)| < δ ∀R ≥ Rδ,r1,r3 . (55)
Furthermore, by Lemma 17, there exists Rδ such that∣∣∣∣∣m¯R,ε(x)− −(n− 1)b(x)
(
1
2
+ v(−1)
)∣∣∣∣∣ < δ ∀R ≥ Rδ (56)
Substituting (54),(55) and (56) all into (53), for
R > max{Rδ, Rδ0,r1,r3 , Rδ(r1, r3)},
we have∫
U
−∆φ(x, s)b¯(x, s) + φ(x, s)
(
(n− 1)(12 − v)
b¯(x, s)
)
dvol dt <
δ
Cr0,r1
+ 2δV ol(U)
where the integrand is nonnegative. This equation no longer depends on R or
ε, so it holds for all δ > 0. Taking δ to 0 we see that
∆b¯(x, s) =
(n− 1)(1/2 − v)
b¯(x, s)
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in the generalized sense on U .
By elliptic regularity, we know that b¯(x, s) is differentiable on U and satisfies
∆b¯(x, s) =
(n− 1)(1/2 − v)
b(x)
. (57)
The fact that b¯(x, s) appears on both sides of (57) allows us to pull up its
differentiability by its bootstraps as high as we want.
Note that
Bx1(h/2) × (b1, b1 + h/2) ⊂ U,
so b(x) = b¯(x, b1 + h/4) is smooth on Bx1(ε/2) and satisfies the differential
equation, (50). This can be done at each x1 ∈ b
−1((r1,∞)), so we have proven
the proposition.
We can now use this proposition combined with the Bochner Weitzenboch
formula to prove that b−1((r1,∞)) is a warped product and thus the Busemann
function is smooth on b−1([r1,∞)).
Lemma 21 Let Mn satisfy (1) with v ∈ [0, (n + 1)/2(n − 1)). Suppose the
Busemann function, b(x), is a solution of
∆b(x) =
(n− 1)
b(x)
(
1
2
− (v)
)
(58)
on some subset, b−1((r1,∞)) ⊂ b
−1([r0,∞)),
Then b−1([r1,∞)) is isomorphic to the warped product,
b−1([r1,∞)) = b
−1(r1) ×(b/r1)(1/2−v) [r1,∞).
Proof: First, we write the Bochner Weitzenboch Formula applied to▽b. That
is, we substitute ▽b = ξ into the formula,
1
2
∆(ξiξi) = g
rsgabξa,rξb,s + g
rsgab(ξa,rs + ξr,as − ξr,sa)ξb +Rlmξlξm,
of [Boc, Lemma 2], to get
1
2
∆| ▽ b|2 = |Hess b|2+ < ▽∆b,▽b > + < Ric▽ b,▽b > .
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We now use the fact that | ▽ b| = 1, the differential equation (58) and the
Ricci bound to get
0 ≥ |Hess b|2 + (1/2 − (v))(n − 1) < ▽b−1,▽b > +(n− 1)(1/4 − v2)/b2.
Thus,
0 ≥ |Hess b|2 + (1/2 − (v))(n − 1) < −b−2 ▽ b,▽b > +(n− 1)(1/4 − v2)b−2,
and
|Hess b|2 ≤ (n− 1)b−2(1/2 − v)(1 − (1/2 + v)) = (n− 1)b−2(1/2 − v)2.
On the other hand,
|Hess b|2 =
∑
i 6=j
b2i,j +
∑
i 6=1
b2i,i ≥ 0 +
1
n− 1
(∑
i 6=1
bi,i
)2
(59)
by the Cauchy-Schwartz inequality and the fact that b1,1 = 0. So,
|Hess b|2 ≥
1
n− 1
((1/2 − (v))(n − 1)b−1)2 = (n − 1)b−2(1/2 − v)2.
Thus the inequalities must be equalities in the Cauchy-Schwartz inequality,
(59), so
bi,j = 0 ∀i, j and bk,k = bl,l ∀k, l 6= 1.
Using the formula for the Laplacian of b once again we get
bi,i = (1/2 − v)/b,
and so we can solve for the warping function, f(b),
f ′′(b) =
(1/2 − v)f(b)
b
=⇒ f(b) =
(
b
r0
)( 1
2
−v)
f(r0).
Thus b−1((r1,∞)) is the desired warped product.
To complete the proof, note that the boundary, b−1(r1), must be isometric
to a rescaled b−1(r) for any r > r1. So it is smooth and can be included in the
warped product.
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This completes the proof of Theorem 9.
Note that if we only had the condition of minimal volume growth, then we
could prove a series of lemmas similar to the ones proven here to show that ∆b¯
is approximately equal to (n − 1)(1/2 − v)/b¯ in a weak sense. We could then
apply Cheeger and Colding’s Almost Rigidity Theory to prove the Theorem 33.
Rather than imitating their methods from scratch, we will adapt one of their
key theorems to our situation. However, the reader should understand that it
is the control on the weak Laplacian of the Busemann function that gives us
the almost rigidity.
2 Minimal Volume Growth and Almost Rigidity
In this section, we examine the asymptotic properties of a manifold with a
quadratically decaying lower Ricci curvature bound, (1), and minimal volume
growth. [Recall Definition 2]. We wish to show that compact regions in
such a manifold are Gromov-Hausdorff close to warped product manifolds
[Theorem 33]. To do so, we will apply the following theorem proven in [So2].
Theorem 22 [So2, Thm 19] Let M be a manifold with nonnegative Ricci
curvature, a quadratically decaying lower Ricci curvature bound, (1) with v ∈
[0, 1/2], and minimal volume growth. Then the Busemann function, b(x), has
compact level sets and their diameter grows at most linearly,
diam(b−1(r)) ≤ CD|r + 1| ∀r ≥ r0. (60)
In order to apply this theorem, we will assume that all our manifolds have
globally nonnegative Ricci curvature for the remainder of the paper. Thus
the regions b−1([r, r + L]) are compact. These are the compact regions which
are proven to be close to warped product manifolds in the Gromov-Hausdorff
sense in Theorem 33.
The precise statement of the almost rigidity theorems, Theorems 33 and 34
will appear in 2.2 after the Gromov-Hausdorff distance and related concepts
are defined.
Before going on, it is important to note the following facts from [So2, Cor
23] reviewed in Section 1.1. The function,
V (r) =
V oln−1(b
−1(r))
r(1/2−v)(n−1)
(61)
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is nondecreasing as a function of r in any manifold with a quadratically de-
caying lower Ricci curvature bound, and, if the manifold also has nonnegative
Ricci curvature and minimal volume growth, then
lim
r→∞
V oln−1(b
−1(r))
r(1/2−v)(n−1)
= V∞ <∞. (62)
In fact V∞ = V0 of the minimal volume growth definition [Defn 2] unless the
manifold splits isometrically, in which case V∞ = V0/2.
Both the constants CD and V∞ will be refered to in the proofs of our almost
rigidity theorem and our diameter growth estimate.
2.1 Almost Rigidity and the Gromov-Hausdorff Metric
There are a number of equivalent definitions of the Gromov-Hausdorff metric
on the space of metric spaces. Here we will use the Gromov-Hausdorff map
to define this metric, since ultimately we will use both the Gromov-Hausdorff
closeness and the particular Gromov-Hausdorff map to prove our diameter
theorem. See [GrLaPa] for more details.
Definition 23 Given ε > 0, the Gromov Hausdorff distance , dGH(X,Y )
between two compact metric spaces, X and Y , is less than ε if there exists a
Gromov-Hausdorff map, FGH : X 7→ Y which is ε-almost onto,
Tε(FGH(X)) ⊃ Y, (63)
and ε-almost distance preserving,
| dY (FGH(x1), FGH (x2)) − dX(x1, x2) | < ε. (64)
The Gromov-Hausdorff map need not be continuous.
Note that this definition is not quite symmetric. However, if there exists
FGH : X 7→ Y with the above properties then the map F¯GH : Y 7→ X, such
that F¯GH(y) equal any x ∈ X such that dX(y, FGH(x)) < ε, is 2ε-almost
distance preserving and 2ε-almost onto.
Definition 24 Given any subset, U , of a length space, N , we can define a
localized distance function,
dU (x, y) = inf{L(c([0, 1])) : c(0) = x, c(1) = y, c([0, 1]) ⊂ U}. (65)
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In particular, if we chose any constants α and α′ such that 0 < α′ < α <
(b− a)/2 then we can define
dα
′
(x, y) = dr−1(a+α′,b−α′)(x, y) (66)
as a distance function on r−1(a + α′, b − α′) and its restriction dα,α
′
to the
subset r−1(a+α, b−α). There is a discussion of these two functions in [ChCo,
Section 3].
Note 25 A localized component of r−1((a + α, b − α)) is a set of the form
U∩r−1((a+α, b−α)) where U is a connected component of r−1((a+α, b−α)).
Thus dα,α
′
(x, y) is finite iff x and y are in the same localized component.
When we say that two spaces are Gromov-Hausdorff close each of which
has more than one such component, then we have paired off all the localized
components and shown that each pair is Gromov-Hausdorff close. In particu-
lar, there are the same number of localized components [ChCo]. Note that in
a warped product manifold localized components are connected components.
We now present a particular theorem of Cheeger and Colding which is
especially useful in the study of manifolds with minimal volume growth. This
theorem states that manifolds with lower Ricci curvature bounds and almost
maximal volume with respect to a distance function, r, are Gromov-Hausdroff
close to certain warped product manifolds [ChCo, Thm 4.85]. First we provide
a definition of almost maximal volume.
Let mx(r
−1(a)) denote the mean curvature of r−1(a) at the point x. We
will omit the subscript x when it is unimportant.
Definition 26 Let Nn be a Riemannian manifold and K ⊂ Nn compact. Let
r(x) = d(x,K) be the distance function to K. Fix b > a ≥ 0.
If the region r−1(a, b) ⊂ Nn has the following three properties for some
positive smooth function, f and some ω ≥ 0
RicNn(x) ≥ −(n− 1)
f ′′(r(x))
f(r(x))
(67)
m(r−1(a)) ≤ (n− 1)
f ′(a)
f(a)
on r−1(a) (68)
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V ol(r−1(a, b))
V oln−1(r−1(a))
≥ (1− ω)
∫ b
a f
n−1(r) dr
fn−1(a)
(69)
then we say that the region r−1(a, b) has ω-almost maximal volume with respect
to the function f .
Theorem 27 (Cheeger and Colding) [ChCo, Thm 4.85]
Let Nn have Ricci ≥ Λ. Let K ⊂ Nn be compact and let r(x) = d(x,K).Let
f be a smooth nonnegative function.
Suppose a region r−1((a, b)) ⊂ Nn has ω-almost maximal volume with re-
spect to f .
Then there exists a bound,
Ψ(ω) = Ψ(ω|n, f, a, b, α, α′, ξ,Λ, diam(r−1(a, b)) (70)
such that
lim
ω→0
Ψ(ω|n, f, a, b, α, α′, ξ,Λ, diam(r−1(a, b)) = 0.
and there exists a length space, X, such that
dGH(r
−1((a+ α, b− α)),X ×f (a+ α, b− α)) ≤ Ψ(ω)
where the region r−1((a, b)) is endowed with the localized distance functions,
dα,α
′
.
Note 28 The length space, X, defined by Cheeger and Colding is a length
space defined to be arbitrarily close to the set, r−1(a + α′), endowed with a
localized distance function dU with
U = r−1(a+ α′ − ξ, a+ α′ − ξ). (71)
See [ChCo, Prop 3.3].
Note 29 More important for our purposes is the fact that the Gromov-Hausdorff
map for this theorem is defined,
FGH(x) = (pi(x), r(x)). (72)
Here pi(x) = fX(p¯i(x)), where fX : r
−1(a + α′) 7→ X is a Gromov-Hausdorff
map and p¯i(x) is any point in r−1(α+ α′) closest to x [ChCo Thm 3.6]. Note
that FGH is not a uniquely determined function, nor is in continuous.
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Note 30 In the process of proving that FGH is almost onto, see Lemma 3.38
of [ChCo], Cheeger and Colding prove a formula which implies that for any
t ∈ (a+ α, b− α), the restricted function,
FGH : r
−1(t) 7−→ X ′ ×f {t} (73)
is almost onto. (See [So1, Section 4.2] for more details). Thus X ′ and X can
be best described as being Gromov-Hausdorff close to any given level set r−1(t)
rescaled by f(t) with the localized distance function dU of Theorem 27.
The fact that FGH is a Gromov-Hausdorff map between level sets will be
crucial to our proof of Theorem 45.
Note 31 The estimating function Ψ(ω|n, f, a, b, α, α′, ξ,Λ, diam(r−1(a, b)) of
the Cheeger-Colding Theorem depends on the warping function, f , only through
the following quantities:
K1 ≥ sup
r∈[a,b]
|f(r)| K3 ≥ supr∈[a,b] |f
′(r)| (74)
K2 ≥ sup
r∈[a,b]
∣∣∣∣∣ 1f(r)
∣∣∣∣∣ K4 ≥ supr∈[a,b]
∣∣∣∣∣ f ′′(r)f(r)
∣∣∣∣∣ (75)
Note that we normalize f(r) so that f(a) = 1. See [So1, Sections 4.1-4.2] for
details.
Remark 32 Cheeger and Colding do not state this theorem exactly as we
have written it above. In their statement, the functions Ψ, N and D do not
depend on diam(r−1(a, b)) but instead on a function V.
V(u) = inf
q∈r−1(a,b)
V ol(Bu(q))
V ol(r−1(a, b))
(76)
By examining Prop. 4.50 and Lemmas 3.28 and 3.32 of [ChCo], where the
dependence on V is introduced, and Prop 2.24 of [ChCo], which describes
the properties of this function, it is clear that this dependence can be re-
placed by dependence on the minimum Ricci curvature, Λ, the dimension, n,
and the diameter of the set measured with respect to the standard metric,
diam(r−1(a+ α, b− α). The restatement in Theorem 27 is convenient for our
purposes.
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2.2 The Asymptotic Almost Rigidity of Manifolds with Mini-
mal Volume Growth
We can now state our asymptotic almost rigidity theorem. Recall the Def-
inition 2 of minimal volume growth. Recall the constant V∞ of (62).
Theorem 33 LetMn be a manifold with a ray γ, nonnegative Ricci curvature
everywhere,
Ricci(x) ≥
(n− 1)(14 − v
2)
b(x)2
on b−1([r0,∞)) (77)
where v ∈ (0, 1/2] and minimal volume growth.
Then for any given ε > 0 and L > ε > 0, there exists a sufficiantly large
constant, Vε,L < V∞, such that if
V ol(n−1)(b
−1(r1)) ≥ Vε,L(r1)
(n−1)(1/2−v) (78)
then there exists a length space Xr1 such that
dGH
(
b−1
(
(r1+ε, r1+L)
)
,Xr1+ε×(b(1/2−v)) (r1+ε, r1+L)
)
< εdiam(b−1(r1)).
This Gromov-Hausdorff closeness is from level set to level set [Note 30], so in
fact Xr1 is Gromov-Hausdorff close to any level b
−1(s) rescaled by the warping
function f(s) as long as s ∈ (r1 + ε, r1 + L).
The distance function on b−1((r1 + ε, r1 + L)) and b
−1(s) is the localized
distance function, db−1(r1+ε/2,r1+L+ε/2).
The following is a corollary of the above or can be proven directly with a
simplification of the above theorem’s proof.
Theorem 34 Given a manifold, Mn, with nonnegative Ricci curvature and
linear volume growth, for any given ε > 0 and L > ε > 0, there exists a
sufficiantly large constant,
Vε,L < lim
R→∞
V oln−1(b
−1(R)) = V∞ (79)
such that if
V ol(n−1)(b
−1(r1)) ≥ Vε,L > 0 (80)
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then
dGH
(
b−1
(
(r1 + ε, r1 + L)
)
,Xr1 × (r1 + ε, r1 + L)
)
< εdiam(b−1(r1)).
Here Xr1 is a length space such that dGH
(
Xr1 , b
−1 (r1 + ε)
)
< εdiam(b−1(r1)).
All spaces in this theorem are endowed with the localized distance function dU
with U = b−1(r1 + ε/2, r1 + L+ ε/2).
Theorem 34 essentially asserts that once a level set has a large enough
(n− 1)-volume, then the nearby region is almost an isometric product of that
level with an interval. Note that we are forced to shift our region over slightly
in order to be able to match the components of the region to that of the level.
Cheeger and Colding are only able to control the distances of a subregion
of the original region because the estimates on the Hessian of the distance
function are only controlled on subregions of the region where the volume is
controlled. For this reason, all the distance functions are also localized inside
subsets of the original region.
Note that these manifolds do not necessarily converge to unique warped
product manifolds even if the diameter of the Busemann level sets is uniformly
bounded. In [So2], there are examples of manifolds satisfying the hypothesis
of Theorem 33 for which there exist ri →∞ such that
b−1((r2i, r2i + L))→ X × (0, L), (81)
and
b−1((r2i+1, r2i+1 + L))→ Y × (0, L), (82)
where X and Y are not isometric. In order to force the manifold to be asymp-
totically close to a unique isometric product manifold we would have to add
additional conditions on the speed at which V oln−1(b
−1(r)) approaches V∞.
See Remarks 42 and 43 after the proof of Theorem 33.
2.3 Minimal Volume Growth and Almost Maximality
In this section we begin a proof of both Theorem 33 on asymptotic almost
rigidity and Theorem 45 on the diameter growth of manifolds with minimal
volume growth and globally nonnegative Ricci curvature. The key ingredient
in both proofs is the application of the Cheeger Colding Theorem 27. Here
we provide a series of lemmas which relate our hypothesis of minimal volume
growth to their hypothesis of almost maximality. Recall Definitions 2 and 26.
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In order to study noncompact manifolds with minimal volume growth, we
do not examine standard distance functions, but instead we examine Buse-
mann functions. The following lemma asserts that Busemann functions are
distance functions on certain regions (See [So1] for the proof).
Lemma 35 Let r2 be a real number. Let r(x) = d(x, b
−1(r2)). Then r(x) =
r2 − b(x) on the region b
−1(−∞, r2].
Recall that Theorem 22 states that the Busemann level sets are compact
on manifolds with minimal volume growth and globally nonnegative Ricci
curvature. Thus r(x) = d(x, b−1(r2)) of the above lemma can be used as our
distance function in the Cheeger-Colding Theorem [ChCo, 4.85].
Cheeger and Colding showed that regions with almost maximal volume were
almost warped products. Here, we are studying compact regions in noncom-
pact manifolds with minimal volume growth. These ideas are related because
in a manifold with minimal volume growth, annuli about increasingly distant
points, γ(Ri), have almost maximal volume. Such annuli converge to regions
between level sets of the Busemann function, bγ . See Lemma 14 and [So2].
In the next lemma we show that once a Busemann level set in such non-
compact manifold has sufficiently large (n-1)-volume, then any region beyond
that level is ω-almost maximal. Recall, also the definition of the ω-almost
maximal volume property in Definition 26 and of V∞ in (62).
Lemma 36 Let Mn be a manifold with a ray γ and Ricci curvature bounded
below as in (1) with v ∈ [0, (n+1)/2(n−1)). Suppose Mn has minimal volume
growth and that the level sets of the Busemann function are compact.
If r1 is large enough that
0 < V∞ −
V oln−1(b
−1(r1))
rp1
< ωV∞ (83)
then for all r2 > r1, the region, b
−1((r1, r2)) = r
−1(0, r2 − r1), where r(x) =
r2 − b(x) = d(x, b
−1(r2)), has the ω-almost maximal volume property with
respect to the function f(r) = (r2 − r)
( 1
2
−v).
Proof: First, it is easy to check that f(r) is the appropriate function for the
Ricci bound because
−(n−1)
f ′′(r(x))
f(r(x))
= −(n−1)
(
1
2
− v
)(
−
1
2
− v
)
(−1)2
(r2 − r)2
= (n−1)
(14 − v
2)
b2(x)
.
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As for the mean curvature bound we know
(n− 1)
f ′(0)
f(0)
= (n− 1)
−(12 − v)(r2)
(− 1
2
−v)
(r2)
( 1
2
−v)
=
−(n− 1)(12 − v)
r2
(84)
Using the Laplacian Comparison Theorem [Ch] and (11) which tells us the
Laplacian of the Busemann function on our comparison warped product man-
ifold, we get,
−(n− 1)(12 − v)
r2
≥ −∆b = −m(b−1(r2)) = m(r
−1(0)). (85)
Thus we have verified the mean curvature requirement.
So now we need only show
V ol(r−1(0, b))
V oln−1(r−1(0))
≥ (1− ω)
∫ b
0 f
n−1(r) dr
fn−1(0)
, (86)
or equivalently,
V ol(b−1(r1, r2))
V oln−1(b−1(r2))
≥ (1− ω)
∫ r2
r1
b(n−1)(
1
2
−v) db
(r2)
(n−1)( 1
2
−v)
. (87)
By Theorem 5 we have
V ol(b−1(r1, r2))
V oln−1(b−1(r2))
=
∫ r2
r1
V oln−1(b
−1(s)) ds
V oln−1(b−1(r2))
≥
(∫ r2
r1
( sr1 )
(n−1)( 1
2
−v) ds
)
V oln−1(b
−1(r1))
V oln−1(b−1(r2))
=
V oln−1(b
−1(r1))
V oln−1(b−1(r2))
∫ r2
r1
b(n−1)(
1
2
−v) db
(r2)
(n−1)( 1
2
−v)
(
r2
r1
)(n−1)( 1
2
−v)
.
So we need only show
V oln−1(b
−1(r1))
V oln−1(b−1(r2))
(
r2
r1
)(n−1)( 1
2
−v)
≥ (1− ω). (88)
Now we are given (
V∞ −
V oln−1(b−1(r1))
r
(n−1)( 1
2
−v)
1
)
V∞
≤ ω (89)
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Using the monotonicity,
V oln−1(b
−1(r1))
r
(n−1)( 1
2
−v)
1
<
V oln−1(b
−1(r2))
r
(n−1)( 1
2
−v)
2
≤ V∞, (90)
we find (
V oln−1(b−1(r2))
r
(n−1)( 12−v)
2
− V oln−1(b
−1(r1))
r
(n−1)( 12−v)
1
)
(
V oln−1(b−1(r2))
r
(n−1)( 1
2
−v)
2
) ≤ ω. (91)
Cancelling the terms involving r2 and rearranging this equation, we obtain
(88) and we are done.
In the Cheeger Colding Theorem 27, the given region has a fixed lower
Ricci curvature bound, diameter bound and comparison warping function. It
is shown that the region is almost a warped product if its almost maximal
volume estimate, ω, is sufficiently close to 0. The Gromov-Hausdorff closeness
depends on
Ψ(ωε,L|n, f, a, b, α, α
′, ξ,Λ, diam(r−1(a, b))) (92)
and Ψ only approaches 0 when all the other parameters are fixed.
In our situation, we are examining the asymptotic behavior of a sequence
of regions contained between Busemann levels, b−1(r1, r2), where r1 and r2
approach infinity. Thus our set K = b−1(r2) will not be a fixed set and the
diameters of the regions, b−1(r1, r2), will be changing. Thus we must rescale
the regions before applying the Cheeger-Colding Theorem.
Lemma 37 Let Nn1 be a Riemannian manifold with a region r
−1
1 (a1, b1) that
has ω-almost maximal volume with respect to a function f1. Let N
n
2 be the
manifold Nn1 with its metric scaled down by D
2. Then r2(x) = (r1(x)−a1)/D
is a distance function on the region r−12 (0, (b1 − a1)/D) in N
n
2 . Furthermore,
if we let f2(t) = f1(tD + a1)/D then the region, r
−1
2 ((0,
b1−a1
D )), has ω-almost
maximal volume with respect to this function f2.
The details of this proof can be found in [So1, Lemma 4.10].
Clearly, the rescaling of the manifold will affect other parameters in the
Cheeger-Colding theorem. In particular, the distance between levels sets,
r−1(a) and r−1(b) may become very small. This is a problem because the
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Cheeger-Colding Theorem requires that there be fixed constants b− a > α >
α′ > 0. While we cannot employ the Cheeger-Colding Theorem to prove the
Gromov-Hausdorff closeness in this situation it is easy to see that a thin set
must be close to a warped product regardless of its volume properties. See
[So1, Lemma 4.11] for details.
Lemma 38 Given a manifold, Mn, a compact subset, K, and a distance
function r(x) = d(x,K). Given any ε > 0, if
b− a < δε =
ε
4
(93)
then
dGH(r
−1(a, b), r−1(a)×f (a, b)) < ε. (94)
where the distance function on r−1(a, b) and r−1(a) can be any localized dis-
tance function, dU , where U ⊃ r
−1(a, b). (See Defn 24).
Before rescaling regions between level sets, we would like to estimate their
diameter. Three different estimates are obtained in the following lemmas. The
first lemma is simple but is used to prove both Theorem 33 and Theorem 45.
Lemma 39 Let Mn be any complete noncompact Riemannian manifold with
a Busemann function, b. Then, for all r1 < r2,
diam(b−1(r1, r2)) ≤ diam(b
−1(r2)) + 2(r2 − r1). (95)
Proof: Given any x in b−1(r1), there exists a Busemann ray, γx, which is
parametrized by arclength, such that γx(r1) = x and γx(r2) ∈ b
−1(r2).
Thus to control the diameter of a region we need only control the diameter
of the boundary closer to infinity.
The next lemma gives an explicit bound on the diameter of the boundary
as a function of the diameter and volume of the first level set. This lemma
cannot employ the Busemann rays to travel between the levels and thus re-
quires minimal volume growth and globally nonnegative Ricci curvature. The
techniques used to prove this lemma were developed in [So2].
Lemma 40 Let Mn be a manifold with Ricci ≥ 0 everywhere. Suppose it
has Ricci Curvature bounded as in (1) with v ∈ [0, 1/4] and minimal volume
growth.
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Given any 0 < ε < 1/2, we can find a level set with a sufficiently large
volume
V oln−1(b
−1(r1))
prp−11
> V∞
(
1−
1
2
(
ε
2 + 2ε
)n)
(96)
such for any L > 0 and any r3 > r1 the level sets b
−1(r3) and b
−1(r3 +L) are
Hausdorff close as subsets of Mn
dH(b
−1(r3), b
−1(r3 + L)) < εdiam(b
−1(r3 + L)) + L
and the difference between their diameters is controlled
|diam(b−1(r3))− diam(b
−1(r3 + L))| < εdiam(b
−1(r3 + L)) + 2L. (97)
Proof: By the last lemma, we know that
b−1(r3) ⊂ Tδ(b
−1(r3 + L)). (98)
Thus the diameter of the first level set can be no larger than that of the second
level set plus 2L,
diam(b−1(r3)) < diam(b
−1(r3 + L)) + 2L. (99)
So now we must bound diam(b−1(r3 + L)) from above and show that it is
contained in the appropriate tubular neighborhood of b−1(r3). We will do this
proof by contradiction.
Let D = diam(b−1(r3 + L)). Suppose that
b−1(r3 + L) /∈ T(εD/2)(Ωr3,r3+L+εD/2(b
−1(r3))). (100)
Then there is a point x ∈ b−1(r3 + L) such that
Bx(εD/2) ∩ Ωr3,r3+L+εD/2(b
−1(r3))) = 0. (101)
Thus, by Theorem 5, we have
V ol(Bx(εD/2)) <
< V ol(b−1(r3 + L− εD/2, r3 + L+ εD/2))
− V ol(Ωr3+L−εD/2,r3+L+εD/2(b
−1(r3)))
<
((
r3 + L+
εD
R
)p
−
(
r3 + L−
εD
R
)p)(
V∞ −
V ol(b−1(r3))
prp−13
)
.
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On the other hand, by the Relative Volume Comparison Theorem [Bi][GrLaPa]
and Ricci ≥ 0 everywhere, we know
V ol(Bx(εD/2)) > V ol(Bx(R))
(
εD/2
R
)n
(102)
We set R = diam(b−1(r3 + L)) + 2(εD/2) = D + 2(εD/2) to insure that the
ball of radius R contains b−1(r3 + L− εD/2, r3 + L). Thus
V ol(Bx(εD/2)) > V ol(b
−1(r3 + L− εD/2, r3 + L))
(
εD/2
R
)n
>
V oln−1(b
−1(r3))
prp−13
(
(r3+L+
εD
R
)p− (r3+L−
εD
R
)p
)(
εD/2
D + 2(εD/2)
)n
.
This last line employs Theorem 5 once again.
Using these two bounds for V ol(Bx(εD/2)), we have
((
r3 + L+
εD
R
)p
−
(
r3 + L−
εD
R
)p)(
V∞ −
V oln−1(b
−1(r3))
prp−13
)
>
>
V oln−1(b
−1(r3))
prp−13
(
(r3 + L+
εD
R
)p − (r3 + L−
εD
R
)p
)(
εD/2
D(1 + ε)
)n
which we can rewrite as
(V∞pr
p−1
3 − V oln−1(b
−1(r3)))
V oln−1(b−1(r3))
>
(
ε/2
(1 + ε)
)n 1
2
. (103)
Now we take r3 large enough for our volume estimate given by our choice of
r1 in (96) and get
1
2
(
ε
2 + 2ε
)n
>
V∞pr
p−1
3 − V oln−1(b
−1(r1))
V∞
(104)
>
(V∞pr
p−1
3 − V oln−1(b
−1(r3)))
V oln−1(b−1(r3))
(105)
>
(
ε/2
(1 + ε)
)n 1
2
(106)
which is a contradiction.
34
Thus our assumption in (100) does not hold and instead we have
b−1(r3 + L) ⊂ T(εD/2)
(
Ωr3,r3+L+εD/2(b
−1(r3))
)
. (107)
Since all points in Ωr3,r3+L+εD/2(b
−1(r3)) are on segments of Busemann rays
running from b−1(r3) of length less than or equal to L+ εD/2, we have
Ωr3,r3+L+εD/2(b
−1(r3))) ⊂ T(L+εD/2)
(
b−1(r3)
)
. (108)
So, combining (107) and (108) we get
b−1(r3 + L) ⊂ T(L+εD/2+εD/2)(b
−1(r3)), (109)
where D = diam(b−1(r3 + L)).
The lemma then follows.
We end this section with an easy rough estimate for a lower bound on the
diameter of a Busemann level set as a function of its (n-1)-volume. Once
again we restrict ourselves to manifolds with nonnegative Ricci curvature ev-
erywhere. However, we do not assume that we have minimal volume growth.
Lemma 41 In a complete noncompact manifold with nonnegative Ricci cur-
vature such that b−1(r) is compact, we have
diam(b−1(r)) >
(
V oln−1(b
−1(r))
wn 2n
)(1/(n−1))
. (110)
Proof: Let d = diam(b−1(r)).
For any x ∈ b−1(r), Bx(2d) ⊃ b
−1(r, r + d), so
V ol(Bx(2d)) > V ol(b
−1(r, r + d)) (111)
By the Bishop Volume Comparison Theorem [Bi, BiCr],
wn(2d)
n ≥ V ol(Bx(2d)). (112)
Since b is Lipschitz we can employ the Coarea formula [Fed 3.2.11] and Lemma 5
to get,
V ol(b−1(r, r + d)) ≥ (d)V oln−1(b
−1(r)). (113)
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Thus
wn(2d)
n > (d)V oln−1(b
−1(r)) (114)
and
dn−1 >
V oln−1(b
−1(r))
wn2n
. (115)
2.4 The Proof of the Asymptotic Almost Rigidity Theorem
We now prove Theorem 33. Throughout this sectionMn satisfies the hypothe-
ses of this theorem. See Section 2.2.
We will begin by rescaling the region, b−1(r1, r1+L+ε), so that the diameter
of the rescaled region is bounded above. Then we can apply the Cheeger
Colding Theorem. Since,
diam(b−1(r1, r1 + L+ ε) ≤ 2(L+ ε) + diam(b
−1(r1 + ε) (116)
by Lemma 39, we divide the metric by D2 where
D = diam(b−1(r1 + L+ ε)). (117)
We will first prove that given any ε > 0 and any L > ε > 0 there exists
Vε,L sufficiently large that if
V ol(n−1)(b
−1(r1)) ≥ Vε,L(r1)
(n−1)(1/2−v) (118)
then
dGH
(
b−1
(
(r1 + ε, r1 + L)
)
,Xr1+ε ×(b(1/2−v)) (r1 + ε, r1 + L)
)
< ε′D, (119)
where
ε′ ≤
ε
(
V∞
2n+1
)1/(n−1)
2
(
V∞
2n+1
)1/(n−1)
+ 4L + 4ε
. (120)
This strange choice of ε′ has been made so that later we can replace the
dependence on diam(b−1(r1 + L+ ε)) by diam(b
−1(r1)) using Lemma 40.
36
We let r(x) = d(x, b−1(r1+L+ ε)) = (r1+L+ ε− b(x))/D in this rescaled
region. Note that r(x) increases as b(x) decreases and that this region is thus
r−1(0, b) where
b =
L+ ε
D
. (121)
When b < 2ε′, the region is “thin” and we know
dGH(r
−1(a, b), r−1(a)×f (a, b)) < ε
′. (122)
for any warping function f by Lemma 38. Thus (119) holds when we rescale
back to the original region.
So we will assume b ≥ 2ε and apply the Cheeger-Colding Theorem to obtain
(122). First we must bound all the parameters in
Ψ(ω|n, f, a, b, α, α′, ξ,Λ, diam(r−1(a, b))), (123)
of the Cheeger-Colding theorem for our rescaled region. We set n = n, the
dimension of our manifold. Since Ricci ≥ 0 globally, we have Λ = 0. We have
a = 0 and
b =
L+ ε
D
≤
L+ ε(
V oln−1(b−1(r1+L+ε)
2n
)(1/(n−1) (124)
by Lemma 41 which provides a lower bound on the diameter in terms of the
volume. If we take
V oln−1(b
−1(r1 + L+ ε)) ≥ Vε,L > V∞/2, (125)
we can bound b from above by a constant
b ≤
L+ ε(
V∞/2
2n
)(1/(n−1)) . (126)
The other parameters can be set α′ = α/2 and χ = α′/2 where
α =
ε
diam(b−1(r1 + L+ ε))
>
b ε
(L+ ε)
. (127)
so they are all bounded from below and above as well.
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The warping function, f , normalized such that f(0) = 1, is
f(r) =
(
r1 +Db−Dr
r1 +Db
)( 12−v)
. (128)
To employ the Cheeger-Colding Theorem, we must bound this warping func-
tion as described in Remark 31. More specifically, to bound the constants,
Ki, uniformly for all values of r1 since we will have to vary r1 to obtain the
ω-almost maximality required by the Cheeger-Colding Theorem. This is es-
pecially troublesome because D = diam(b−1(r1 + L + ε)) depends on r1 and
may approach infinity.
To bound the constants Ki which depend on f , we will use the fact that
the diameter of the Busemann levels grows at most linearly [Theorem 22]. We
must chose
K1 = sup
r∈[0,b]
|f(r)| =
(
r1 +Db
r1 +Db
)( 12−v)
= 1. (129)
We need
K2 ≥ sup
r∈[0,b]
∣∣∣∣∣ 1f(r)
∣∣∣∣∣ =
(
r1
r1 +Db
)−( 12−v)
. (130)
Now b is bounded above and below so we need only worry about r1 and D
as r1 approaches infinity. By the at most linear diameter growth, we have
Dr1 ≤ Cr1; so
lim
r1→∞
(
r1
r1 +Db
)−( 12−v)
≤
(
1
1 + Cb
)−( 12−v)
. (131)
and K2 exists. We must chose K3 such that
K3 ≥ sup
r∈[0,b]
|f ′(r)|
= sup
r∈[0,b]
∣∣∣∣
(
1
2
− v
)(
r1 +Db−Dr
r1 +Db
)(− 12−v) ( −D
r1 +Db
) ∣∣∣∣
=
(
1
2
− v
)(
D
r1 +Db
)(
r1
r1 +Db
)(− 12−v)
.
Once again we verify that the right hand side is bounded as r1 goes to infinity,
lim
r1→∞
(
1
2
− v
)(
D
r1 +Db
)(
r1
r1 +Db
)(− 12−v)
≤
38
≤(
1
2
− v
)(
C
1
)(
1
1 + Cb
)(− 12−v)
.
Finally we need to chose K4 such that
K4 ≥ sup
r∈[0,b]
∣∣∣∣∣f
′′(r)
f(r)
∣∣∣∣∣
= sup
r∈[0,b]
(
1
2
− v
)∣∣∣∣∣− 12 − v
∣∣∣∣∣
(
D
r1 +Db
)2 (r1 +Db−Dr
r1 +Db
)−2
=
(
1
2
− v
)(
1
2
+ v
)(
D
r1 +Db
)2 ( r1
r1 +Db
)−2
.
Once again we check if this is bounded as r1 approaches infinity
lim
r1→∞
(
1
2
− v
)(
1
2
+ v
)(
D
r1 +Db
)2 ( r1
r1 +Db
)−2
≤
≤
(
1
2
− v
)(
1
2
+ v
)(
C
1
)2 ( 1
1 + Cb
)−2
Thus we have uniformly fixed our constants Ki.
For fixed ε and L and keeping all our parameters bounded as above, we
can find an ωε,L, depending only on ε and L such that
Ψ(ωε,L|n, f, a, b, α, α
′, ξ,Λ, diam(r−1(a, b))) < ε′, (132)
where ε′ is defined in (120).
If we can show that r−1(a, b) is ωε,L-almost maximal, then by the Cheeger-
Colding Theorem we have
dGH(r
−1(a+ α, b − α), Y ×f (a+ α, b− α)) < ε
′, (133)
where Y is a length space and each level b−1(s) is in fact mapped by the
Gromov-Hausdorff equivalence map almost onto f(s)Y [Note 30]. The dis-
tance function on the metric product and the region are the localized distance
functions dα,α
′
= dr−1(a+α′,b−α′) defined in Definition 24.
By the Lemma 37 we need only show that b−1(r1, R1 + L + ε) has ωε,L-
almost maximal volume to show that the rescaled region r−1(a, b) is ωε,L-
almost maximal as well. By Lemma 36, we know that if we take r1 large
enough that V oln−1(b
−1(r1)) ≥ Vε,L where
Vε,L > (1− ωε,L)V∞ (134)
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then b−1(r1, R1 + L+ ε) has ωε,L-almost maximal volume. Thus (133) holds.
If we rescale the region r−1(a + α, b − α) back up to the original region
b−1(r1 + ε, r1 + L), then we can rescale (133) to get
dGH
(
b−1
(
(r1 + ε, r1 + L)
)
,Xr1+ε ×(b(1/2−v)) (r1 + ε, r1 + L)
)
< ε′D, (135)
where the distance function on these spaces is the localized distance function,
db−1(r1+ε/2,r1+L+ε/2). The distance function rescales in this manner because
α′ = α/2 = ε/(2D). Since this closeness holds on each level set, Xr1+ε is close
to b−1(r1 + ε).
Thus we have obtained (119). To complete the proof of our theorem we
need to show that (135) holds if we replace the ε′diam(b−1(r1 + L + ε)) by
εdiam(b−1(r1)).
This may require us to take r1 a little further out so that the volume of its
level set is close enough to V∞ to employ Lemma 40. That is, we take
V oln−1(b
−1(r1))
prp−11
> Vε,L > V∞
(
1−
(
1
6
)n)
>
V∞
2
, (136)
which implies that
V∞ −
V oln−1(b
−1(r1))
prp−11
< V∞
(
1/2
2 + 2(1/2)
)n
. (137)
So we by Lemma 40, we know that
diam(b−1(r1 + L+ ε)) < 2 diam(b
−1(r1)) + 4(L+ ε). (138)
Using this information, we can rewrite our estimate in (119) as
dGH
(
b−1
(
(r1 + ε, r1 + L)
)
,Xr1+ε ×b1/2−v
(
r1 + ε, r1 + L
))
<
<
ε
(
V∞/2
w−n2n
)(1/(n−1))
(
2
(
V∞/2
w−n2n
)(1/(n−1))
+ 4
(
L+ ε
)) diam(b−1(r1 + L+ ε))
<
ε
(
V∞/2
w−n2n
)(1/(n−1))
(
2
(
V∞/2
w−n2n
)(1/(n−1))
+ 4
(
L+ ε
))
(
2diam(b−1(r1)) + 4(L+ ε)
)
.
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By (136), we have V oln−1(b
−1(r1)) > V∞/2; so by Lemma 41 we know that
diam(b−1(r1)) >
(
V ol(b−1(r1)
wn2n
)(1/(n−1))
>
(
V∞/2
w − n2n
)(1/(n−1))
. (139)
Since D/(2D+ 4(L+ ε)) is a decreasing function of D, we can substitute this
diameter estimate in the Gromov-Hausdorff estimate to get
dGH
(
b−1
(
r1 + ε, r1 + L
)
, b−1
(
r1 + ε
)
×
(
r1 + ε, r1 + L
))
<
<
εdiam(b−1(r1))(
2diam(b−1(r1)) + 4
(
L+ ε
))(2diam(b−1(r3)) + 4(L+ ε)
)
= εdiam(b−1(r1)).
and we have completed the proof of Theorem 33.
Note that in Vε,L was chosen in (134) and (136).
We could also consider manifolds in which the function,
δ(r) := V∞ −
V oln−1(b
−1(r))
rp−1
, (140)
decreases at given rate. This would give us results which are stronger than
those implied by minimal volume growth but weaker than those implied by
stongly minimal volume growth.
Remark 42 If we assume that δ(r) decreases sufficiently fast, regions of in-
creasing length, like b−1(r, 2r), could be shown to be Gromov-Hausdorff close
to warped product manifolds. This can be seen because we know that for
any fixed set of parameters, we can choose δ(r) such that Gromov Hausdorff
estimating function satisfies
Ψ(δ(r)|n, f, r, 2r, α, α′ , ξ, 0,Dr) < ε. (141)
Note that we are using at most linear diameter growth here to say that the
diameter of b−1(r, 2r) is less than Dr, for some constant, D. Note also that
we do not bother to rescale the manifold. Such a theorem would tell us that
dGH(b
−1(r, 2r), b−1(r)×f (r, 2r)) < ε. (142)
In particular, we would truely see the warping of such a manifold.
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Remark 43 If we were to take a function, δ(r), that decreased even faster,
the manifold could be shown to be close to a unique warped product manifold.
That is, if we choose δ(r) such that for all r > r0 we have
Ψ(δ(r)|n, f, a = r, b = 2r, α, α′, ξ, 0,Dr) < ε
(
1
2r
)
, (143)
then
dGH
(
b−1(r, 2r), b−1(r)×f (r, 2r)
)
< ε
(
1
2r
)
. (144)
Since our Gromov-Hausdorff map is from level set to level set, if we let b
−1(r)
f(r)
denote a level set with a localized metric rescaled by the warping function
f(r), then
dGH
(
b−1(r)
f(r)
,
b−1(2r)
f(2r)
)
< ε
(
1
2r
)
. (145)
Then, for all k,
dGH
(
b−1(r0)
f(r0)
,
b−1(2Nr0)
f(2Nr0)
)
< ε
N+1∑
k=1
(
1
2kr0
)
<
ε
r0
. (146)
Thus,
dGH
(
b−1(r0,∞), b
−1(r0)×f (r0,∞)
)
< ε (147)
and the manifold is close to a unique warped product manifold.
3 Linear Volume Growth and Sublinear Diameter
Growth
In this section, we show that a manifold with nonnegative Ricci curvature
everywhere and linear volume growth has sublinear diameter growth [Theo-
rems 45 and 1]. We prove this both for diameters measured in the ambient
manifold and for localized diameters as defined below in Definition 44.
In the previous section, we proved that in such a manifold, the region
b−1((r, r + L)) is almost an isometric product after rescaling by the diameter
and taking r large. Thus the “diameters” of b−1(r) and b−1(r + L) are close
but only after rescaling by the diameter of b−1(r). To get sublinear diameter
growth, we need to control increasingly long regions, b−1((r/2, 2r)) which al-
lows us to compare b−1(r/2) to b−1(2r). Here we will rescale by dividing out
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by r and we use the fact that diam(b−1(r)) ≤ CDr where CD is the constant
from Theorem 22, before applying Theorem 27 of [ChCo] and Lemmas 36, 37,
and 38 from Section 2.3.
Recall the definitions of localized distance and localized component from the
Section 2.1 [Defn 24, [Note 25]] .
Throughout this chapter, “diameter” and diam, stated alone, refer to the
diameter measured in the ambient manifold. We will now define the localized
diameter or, more precisely, the s-almost intrinsic diameter.
Definition 44 Given any s > 0, let U = b−1(R − s,R + s). The s-almost
intrinsic diameter or localized diameter of a level set of a Busemann function
is
diams(b
−1(R)) = max{diamV (V ∩b
−1(R))) : V is a conn comp of U}, (148)
where
diamV (V ∩ b
−1(R)) = sup
x,y∈V ∩b−1(R)
inf
c([0,1])⊂V
c(0)=x,c(1)=y
Length(c). (149)
This kind of diameter has been analyzed by Abresch and Gromoll [AbGl].
They proved that the almost intrinsic diameters of distance spheres in a man-
ifold with nonnegative Ricci curvature grow linearly. This almost intrinsic
diameter of the sphere of radius R was defined to be the diameter of the
largest component of the sphere measured with respect to a localized distance
function dU where U = AnnR(1−ε),R(1+ε). Thus the almost intrinsic diameter
was measured in terms of increasingly thick annuli.
In Theorem 45 below, our almost intrinsic diameter of Busemann levels
is also measured in this way. However, we prove that the diameter of the
Busemann levels grows sublinearly and we assume that the manifold has linear
volume growth.
Theorem 45 Let Mn be a manifold with nonnegative Ricci curvature and
linear volume growth. Then given any δ ∈ (0, 1), we have sublinear almost
intrinsic diameter growth,
lim
R→∞
diamδR(b
−1(R))
R
= 0. (150)
43
After proving this theorem, we conclude the paper by showing that mani-
folds with linear volume growth and nonnegative Ricci curvature have sublin-
ear diameter growth as well [Theorem 1]. This final theorem does not follow
directly from the sublinear almost intrinsic diameter growth because of the
lack of control on the number of localized components of the level sets.
Lemma 46 Given any ψ > 0 there exists Rψ > 0 such that for all r ≥ Rψ,
there exists a length space, Xr, such that
dGH(b
−1([r/2, 3r]),Xr × [r/2, 3r]) ≤ ψ r (151)
where the localized distance function on b−1([r/2, 3r]) is dW where
W = b−1((r/2− ψr/2, 3r + ψr/2)). (152)
Furthermore the Gromov Hausdorff Equivalence map from b−1([r/2, 3r]) to
Xr × [r/2, 3r] is (pi(x), b(x)) where pi : b
−1(s) 7→ Xr is a Gromov-Hausdorff
equivalence map itself for all s ∈ [r/2, 3r] with respect to dW .
Before proving this lemma, we make a few remarks pointing out some useful
implications. Note that we are strongly using the fact that Xr × [r/2, 3r] is
an isometric product.
Remark 47 Since FGH is almost onto, for all (x, s) ∈ Xr × [r/2, 3r] there
exists xs ∈ b
−1([r/2, 3r]) ⊂ Mn such that dXr×[r/2,3r](FGH(xs), (x, s)) < ψr.
In particular, dXr(pi(xs), x) < ψr and |b(xs) − s| < ψr. Furthermore, for all
y1, y2 ∈ b
−1([r/2, 3r]), dXr(pi(y1), pi(y2)) < dW (y1, y2) + ψr.
Remark 48 In Lemma 46 we have implicitly stated that the region, W =
b−1((r/2 − ψr, 3r + ψr)), has the same number of connected components as
Xr×(r/2, 3r), which is the same number of componenets as Xr itself. [Note 25]
So if x and y are in the same connected component of W , pi(x) and pi(y) are
in the same connected component of Xr.
On the other hand, as mentioned in [ChCo], if x and y are in the same con-
nected component of Xr, then the points xs, ys ∈ b
−1(s−ψr, s+ψr) mentioned
in Remark 47, are in the same connected component of b−1(s− 4ψr, s+4ψr).
This follows by dividing up any curve, C, between x and y in Xr into points, x
i
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of distance less than ψr apart. Then there exist points xis ∈ b
−1(s−ψr, s+ψr)
as in Remark 47, such that
dW (x
i
s, x
i+1
s ) < dXr×[r/2,3r]
(
FGH(x
i
s), FGH (x
i+1
s )
)
+ ψr
< dXr(pi(x
i
s), pi(x
i+1
s )) + |b(x
i
s)− b(x
i+1
s )|+ ψr
< dXr(pi(x
i
s), x
i) + dXr(x
i, xi+1) + dXr(x
i+1, pi(xi+1s )) + 3ψr
< 3ψr + 3ψr = 6ψr
Thus a piecewise geodesic from xs to ys can be drawn through these points and
will remain in the set b−1(s− 4ψr, s + 4ψr).
Proof of Lemma 46 Fix any ψ ∈ (0, 1/2). Let ω > 0. We will choose the
value of ω later. Let Rψ,ω be large enough that
V oln−1(b
−1(Rψ,ω(1/2 − ψ))) > (1− ω)V∞ (153)
where V∞ = limR→∞ V oln−1(b
−1(R)) as in (62). Thus, by Lemma 36, we have
for any r ≥ Rψ,ω,
U = b−1(r/2− ψr, 3r + ψr) (154)
has ω-almost maximal volume [Defn 26] with the distance function
ρ(x) = d(x, b−1(3r + ψr)) (155)
and f(ρ) = 1. By Lemma 35, ρ(x) = 3r+ψr−b(x). If we rescale this region by
dividing the metric by r2, it still has ω-almost maximal volume by Lemma 37.
The rescaled region, U , can be described as the region between two level
sets of a distance function, ρ¯(x) which is the rescaling of ρ(x), as follows:
U = ρ¯−1(0, 5/2 + 2ψ). (156)
By Lemma 39, we have
diamrescaled(U) =
diam(b−1(r/2− ψr, 3r + ψr)
r
≤
2(5/2 + 2ψ)r + diam(b−1(3r + ψr))
r
≤ 5 + 4ψ + CD
where CD is the diameter growth bound in Note 22. Now set the parameters
a = 0, b = (5/2 +2ψ), f(ρ¯) = 1, Λ = 0, D = (5+4ψ+CD), α = ψ, α
′ = ψ/2,
and χ = ψ/4 and apply the Cheeger-Colding Theorem 27.
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Thus there exists a function,
Ψ(ω) = Ψ(ω|n,1, a, b, α, α′ , χ,Λ,D), (157)
which converges to 0 as ω converges to 0, such that there exists a length space
Xψ,U , depending on α
′ = ψ/2, and χ = ψ/4 and U , such that
dGH(ρ¯
−1(ψ, 5/2 + ψ),X × (ψ, 5/2 + ψ)) < Ψ(ω) (158)
where the metric on r−1(ψ, 5/2 + ψ) is dW where W = r
−1(ψ/2, 5/2 + 3ψ/2).
By Remark 29, the Gromov-Hausdorff map has the form FGH(x) = (pi(x), ρ¯(x))
and by Remark 30, pi : ρ¯−1(t) 7→ Xψ,U is also a Gromov-Hausdorff map.
We now choose ωψ small enough that Ψ(ωψ) < ψ. Rescaling the information
back up to full size, we know there exists Rψ = Rψ,ωψ of (153) such that for
all r ≥ Rψ there exists Xr such that
dGH(ρ
−1(ψr, (5/2)r + ψr),Xr × (ψr, (5/2) r + ψr)) < ψ r. (159)
Here the metric is rescaled to dW where W = ρ
−1(ψ/2r, 5r/2 + 3rψ/2). The
Gromov-Hausdorff map has the form (pi(x), ρ(x)) and pi : ρ−1(t) 7→ Xr is also
a Gromov-Hausdorff map. This easily implies the lemma using the fact that
b(x) = 3r + ψr − ρ(x).
Using the above lemma, we can now compare the localized diameters of
nearby level sets.
Lemma 49 LetMn have nonnegative Ricci curvature and linear volume growth.
Fix δ ∈ (0, 1/2]. Given any ψ ∈ (0, δ/10), if r ≥ Rψ of Lemma 46 then for
any r1, r2 ∈ [r, 2r] we have,
|diamδr1(b
−1(r1))− diamδr2(b
−1(r2)| < 6ψNδ r (160)
where Nδ is a uniform upper bound on the number of points xi ∈ Xr such that
d(xi, xj) ≥ (δ − 4ψ)r. In particular,
Nδ =
(
10CD(1 + δ)
δ
)n
, (161)
where CD is the constant bounding diameter growth of Theorem 22.
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Proof:
By Lemma 46 we know that
dGH(b
−1([r/2, 3r]),Xr × [r/2, 3r]) < ψr. (162)
We first prove that Nδ is a uniform upper bound on the number of points
xi ∈ Xr such that d(xi, xj) ≥ (δ − 4ψ)r.
Let x1, x2...xN be a maximal set of such points in Xr. By Remark 47, there
exists yi ∈ b
−1((r − ψr, r + ψr)) such that dXr(pi(yi), xi) < ψr. In particular,
dW (yi, yj) > dXr×[r/2,3r](FGH(yi), FGH (yj))− ψr (163)
≥ dXr(pi(yi), pi(yj))− ψr (164)
≥ dXr(xi, xj)− dXr(pi(yi), xi)− dXr(xj , pi(yj))− ψr (165)
> (δ − 4ψ)r − 3ψr = (3δ/10)r. (166)
Thus Byi(δr/10) are disjoint balls in b
−1(r − δr/5, r + δr/5).
Recall the linear diameter growth constant, CD ≥ 1, of Theorem 22. Since
yi are in b
−1(r − δr/5, r + δr/5), which has diameter less than or equal to
2(δr/5) + CD(r + δr/5) by Lemma 39, we can apply the Relative Volume
Comparison Theorem to bound the volumes of the balls from below.
V ol(Byi(δr/10)) ≥
(δr/10)nV ol(Byi(CD(r + δr/5) + 2δr/5))
(CD(r + δr/5) + 2δr/5)
n
≥
(
(δr/10)
CD(r + δr)
)n
V ol(b−1(r − δr/5, r + δr/5)).
Since the balls are all disjoint,
V ol(b−1((r − δr/5, r + δr/5))) ≥
N∑
i=1
V ol(Byi(δr/5))
≥ N
(δ)nV ol(b−1(r − δr/5, r + δr/5))
(10CD(1 + δ))n
,
and we have the uniform estimate for Nδ.
We now prove that for all s ∈ [r, 2r],
diamδs(b
−1(s)) < diam(Xr) + 3ψNδr, (167)
where diam(Xr) is the diameter of the largest connected component of Xr.
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Recall Definition 44 of the almost intrinsic diameter. Let U = b−1(s −
δs, s − δs) and let V be the largest pathwise connected component of U ; so
diamV (b
−1(s) ∩ V ) = diamδs(b
−1(s)). (168)
Let x and y be any pair of points in b−1(s) ∩ V . We claim that for all ε > 0,
there exists a curve, c, contained in V from x to y such that
L(c) < diam(Xr) + 3Nδψr + ε. (169)
Once we have proven the claim, (167) is proven.
Fix ε. To find a curve, c, we first note that x and y are in the same
connected component of b−1(r/2, 3r). Thus pi(x) and pi(y) are in the same
connected componenet of Xr. So there exists a curve, Cε, in the length space
Xr between pi(x) and pi(y) such that
dXr(pi(x), pi(y)) ≤ L(CX) ≤ dXr(pi(x), pi(y)) + ε. (170)
Let p0 = pi(x), p1, p2, ...pN = pi(y) be equally spaced points along Cε such that
N = Nδ + 1. Thus d(pi, pi+1) < (δ − 4ψ)r and
N−1∑
i=0
dXr(pi, pi+1) ≤ L(Cε). (171)
By Remark 47, there exists xi ∈ b
−1((s − ψr, s + ψr)) such that x0 = x,
xN = y and dXr(pi(xi), pi) < ψr. Thus,
d(xi, xi+1) ≤ dW (xi, xi+1) < dXr(pi(xi), pi(xi+1)) + ψr
< 3ψr + dXr(pi, pi+1) < δr − ψr < δs,
whereW = b−1(r/2−ψr/2, 3r+ψr/2) as in Lemma 46. So a minimal geodesic
from xi to xi+1 is contained in b
−1((s−δs, s+δs)) ⊂W . So there is a piecewise
minimal geodesic curve from x to y contained in b−1((s−δs, s+δs)) of length,
N−1∑
i=0
dW (xi, xi+1) ≤
N−1∑
i=0
dXr(pi, pi+1) +Nδ3ψr
≤ L(Cε) + 3Nδψr
≤ diam(Xr) + ε+ 3Nδψr.
This piecewise geodesic satisfies our claim, (169), and (167) follows.
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We now prove that for all s ∈ [r, 2r],
diam(Xr) < diamδs(b
−1(s)) + 3ψr. (172)
First recall that diam(Xr) is the diameter of its largest connected com-
ponent, Zr ⊂ Xr. Let x and y be any pair of points in Zr. There exists
p, q ∈ b−1((s− ψr, s + ψr)) such that
d(pi(p), x) < ψr and d(pi(q), y) < ψr, (173)
as mentioned in Remark 47.
Now, p and q are in the same connected component of b−1((s− δs, s+ δs))
by Remark 48 and by the fact that b−1((s − δs, s + δs)) contains the region
b−1((s−4ψr, s+4ψr)). So for all ε > 0, there exists a curve Cε ∈ b
−1((s−δs, s+
δs)) ⊂ W which almost achieves the sδ-almost intrinsic distance between p
and q and
dW (p, q) ≤ L(Cε) ≤ dsδ(p, q) + ε ≤ diamδs(b
−1(s)) + ε. (174)
On the other hand, by (162),(173) and the triangle inequality,
dW (p, q) ≥ dXr×[r/2,3r](FGH(p), FGH (q))− ψr (175)
≥ dXr(pi(p), pi(q)) − ψr ≥ dXr(x, y)− 3ψr.
Combining (174) and (175), taking ε→ 0 and then maximizing over all x and
y in Zr, we have (172).
It is easy to see that (167) and (172) applied to s = r1 and s = r2 alterna-
tively, imply the lemma.
We can now prove the sublinear almost intrinsic diameter growth theorem.
Proof of Theorem 45: We need to show that given any δ ∈ (0, 1/2), we
have sublinear almost intrinsic diameter growth,
lim
R→∞
diamδR(b
−1(R))
R
= 0. (176)
Given any ε > 0, let
ψ = min{δ/10, ε/3Nδ}. (177)
Thus by Lemmas 46 and 49, there exists Rψ such that for all r ≥ Rψ and for
all r′ ∈ [r, 2r],
diamδr′(b
−1(r′)) < εr + diamδr(b
−1(r)). (178)
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Thus, applying this repeatedly to r = 2jδRε and r
′ = 2r, we have
diam2kδRε(b
−1(2kRε) < ε2
k−1Rε + diamδ2k−1Rε(b
−1(2k−1Rε))
< ε2k−1Rε + ε2
k−2Rε + diamδ2k−2Rε(b
−1(2k−2Rε))
< ε(2k−1 + ...+ 2 + 1)Rε + diamδRε(b
−1(Rε))
< ε2kRε + diamδRε(b
−1(Rε))
For all R > Rε there exists k such that R ∈ [2
kRε, 2
k+1Rε] so by (178), we
have
diamδR(b
−1(R))
R
< ε + 2
diam2kδRε(b
−1(2kRε))
2kRε
(179)
Combining this with the above estimate and taking R to infinity, we get
lim sup
R→∞
diamδR(b
−1(R))
R
≤ ε+ 2 lim
k→∞
ε2kRε + diamδRε(b
−1(Rε))
2kRε
= 3ε.
Since this is true for all ε > 0 we have sublinear diameter growth.
We now prove our final theorem, Theorem 1, that
lim
R→∞
diam(b−1(R))
R
= 0. (180)
Proof of Theorem 1: By Theorem 22 of [So2], we already know that
diam(b−1(R))
R
≤ CD <∞. (181)
If we assume that the diameter growth is not sublinear, then there exists a
sequence, ri, approaching infinity such that
diam(b−1(ri))
ri
≥ CL > 0 ∀i. (182)
So there exist xi, yi ∈ b
−1(ri), and there exists, σi, a minimal geodesic from
xi to yi such that L(σi) = hiri where hi ∈ [CL, CD].
Suppose there is a subsequence, ij, such that
σij ⊂ b
−1([rij/2, 3rij/2]). (183)
Then we have a minimal geodesic of length hijrij contained in this region, so
diam 1
2
(rij )
(b−1(rij )) ≥ hijrij ≥ CLrij . (184)
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This contradicts the sublinear 1/2-almost intrinsic diameter growth of the
manifold [Theorem 45]. Thus there exists N such that for all i ≥ N , σi is not
a subset of b−1(ri/2, 3ri/2).
Let
Si = min
t∈[0,hiri]
b(σi(t)). (185)
and let
Ti = max
t∈[0,hiri]
b(σi(t)). (186)
For all i ≥ N either 2Si < ri or 2Ti/3 > ri.
Suppose there is a subsequence, ij , such that 2Tij/3 > rij . Then σij is a
minimal geodesic which starts at xij in b
−1(rij ), passes through a point, x
′
ij
in b−1(2Tij/3), passes through a point in b
−1(Tij ), continues back through a
point, y′ij in b
−1(2Tij/3), before returning to yij in b
−1(rij ). Thus there are
points x′ij and y
′
ij
in b−1(2Tij/3) with a minimal geodesic between them of
length at least 2Tij/3 which remains in b
−1(2Tij/3, Tij ). So
diam 1
2
(2Tij /3)
(b−1(2Tij/3)) ≥ 2Tij/3. (187)
As rij goes to infinity, Tij approaches infinity, and then (187) contradicts
Theorem 45 with δ = 1/2. Thus there exists N ′ such that 2Ti/3 ≤ ri for all
i ≥ N ′; so 2Si < ri for all i ≥ N
′.
We would like to use the same trick with the Si of (185). but first we must
show that Si diverge to infinity.
Suppose there exists R, and there exists a subsequence ij such that Sij ≤
R. Thus there exists tij such that σij (tij ) ∈ b
−1(R). Since this level set is
compact, a subsequence of the σij must converge. Since L(σij ) ≥ CLrij , this
subsequence must converge to a line. So by the Splitting Theorem of Cheeger
and Gromoll, the manifold is split [ChGl]. However, this implies that b−1(ri)
is totally geodesic and so Si = ri, which contradicts 2Si < ri.
Thus Si diverges to infinity and Si ≤ ri/2. Then σi is a minimal geodesic
which starts at xi in b
−1(ri), passes through a point, x
′
i in b
−1(2Si), passes
through a point in b−1(Si), continues back through a point, y
′
i in b
−1(2Si),
before returning to yi in b
−1(ri). Thus there are points x
′
i and y
′
i in b
−1(2Si)
with a minimal geodesic between them of length at least 2Si which remains in
b−1(Si, 2Si). So
diam 1
2
(2Si)
(b−1(2Si)) ≥ 2Si, (188)
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which contradicts Theorem 22 for δ = 1/2 as Si approaches infinity.
Thus CL of (182) cannot exist, and the manifold has sublinear diameter
growth.
Similar theorems may be provable for manifolds with a quadratically de-
caying lower bound on Ricci curvature, but one must be careful to rescale Xr
as it is compared to each level set.
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