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Abstract
Let Θ be an inner function on the unit disc D. We give a description of those Θ for which the quo-
tient algebra H∞/ΘH∞ has no corona with respect to the visible part of its spectrum, that is for which
M(H∞/ΘH∞) = {z ∈ D: Θ(z) = 0}M(H∞). It happens that this property is equivalent to the norm con-
trolled inversion property for H∞/ΘH∞, as well as to a kind of weakened Carleson type embedding
theorem. The quotient algebra A(D)/ΘH∞ is also considered. An interpretation of our main results in
terms of model operators is given, too.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
The problem we are interested in here is that of efficient inversion, as it is treated in [1,11],
and subsequent papers. This problem is described in detail below.
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For a ∈ A, let aˆ denote the Gelfand transform of a. We let
δ(a) = min
t∈M(A)
∣∣aˆ(t)∣∣.
Note that δ(a) ‖aˆ‖∞  ‖a‖. When a = (a1, . . . , an) ∈ An we define
δn(a) = min
t∈M(A)
∣∣aˆ(t)∣∣,
where |aˆ(t)| = (∑nj=1 |aˆj (t)|2)1/2 for t ∈M(A) and we let
‖a‖ =
(
n∑
j=1
‖aj‖2
)1/2
.
Let δ be a real number satisfying 0 < δ  1. We are interested in finding, or bounding, the
functions
c1(δ) = sup
{∥∥a−1∥∥: ‖a‖ 1, δ(a) δ}
and
cn(δ) = sup
{
inf
{
‖b‖:
n∑
j=1
ajbj = e
}
, ‖a‖ 1, δn(a) δ
}
.
In fact, often only a part ofM(A) is available, say Λ ⊂M(A). We call this a visible part of
M(A). (We will present examples below.) In this case, we would like to bound ‖a−1‖ in terms
of the visible part of the spectral data. Thus, we define the counterpart of δ(a) as
δ(a,Λ) = inf
t∈Λ
∣∣aˆ(t)∣∣.
In a similar way, we consider δn(a,Λ). This, in turn, yields modified functions cn(Λ, δ) for
n  1 (if it is not readily apparent which algebra we mean, we write cn(A,Λ, δ)). If a is not
invertible, we define ‖a−1‖ = ∞. If δn(a,Λ)  δ and ‖a‖  1, we let ‖b‖ = ∞, if the set of
all b = (b1, . . . , bn) for which ∑nj=1 ajbj = e is empty. It should be clear that 1  cn(Λ, δ) 
cn+1(Λ, δ) and, if 0 < δ′  δ  1, then cn(Λ, δ)  cn(Λ, δ′). This implies the existence of a
critical constant, denoted here by δn(A,Λ) (or simply δn(A) if Λ =M(A)) such that
cn(Λ, δ) = ∞ for 0 < δ < δn(A,Λ) and cn(Λ, δ) < ∞ for δn(A,Λ) < δ  1.
If A is a uniform algebra, then δ1(A) = 0.
For elements a with 0 < δn(a,Λ) < δn(A,Λ) we can say that the inversion problem is ill
posed in the sense that there is no control of inverses in terms of visible spectral data. For ele-
ments with δn(A,Λ) < δn(a,Λ) 1 the problem is said to be well posed; that is, there is such
an estimate.
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|z| < 1} endowed with the supremum norm ‖f ‖∞ = sup|z|<1 |f (z)| and let A(D) = H∞ ∩C(D)
be the disc algebra. In this paper, given an inner function Θ , we characterize those quotient alge-
bras A = H∞/ΘH∞ or A = A(D)/ΘH∞ for which the inversion problem is well posed; that
is for which δ1(A,Λ) = 0.
Note that we interpret A(D)/ΘH∞ to mean the canonical image of A(D) in the quotient
algebra H∞/ΘH∞. It is known that A(D)/ΘH∞ is a closed subalgebra of H∞/ΘH∞ if and
only if A(D) + ΘH∞ is norm closed in H∞. It is also an interesting fact [8,17] that the sum
C(T) +ΘH∞ is closed in L∞(T) if and only if either m(σ(Θ) ∩ T) = 0 or m(σ(Θ) ∩ T) = 1,
where m denotes normalized Lebesgue measure on the unit circle T = {z ∈ C: |z| = 1}.
Having an inner function Θ and a function f ∈ H∞, we define the visible spectrum of an
element f +ΘH∞ in A = H∞/ΘH∞ as the range
f (Λ) = {f (λ): λ ∈ Λ},
where Λ = σ(Θ)∩ D = {z ∈ D: Θ(z) = 0}, σ(Θ) being the spectrum of Θ (see below).
We show (Theorems 3.3 and 3.4) that δ1(A,Λ) = 0 if and only if δn(A,Λ) = 0 for every
n 1, and this happens if and only if Λ is dense in the maximal ideal spaceM(A).
We also characterize the latter property in terms of the canonical factorization Θ = SμB ,
where
B(z) =
∏
j1
bλj (z), bλ(z) =
|λ|
λ
· λ− z
1 − λz
is the Blaschke product with the zeros of Θ (repeated according to their multiplicities), and
Sμ(z) = exp
(∫
T
z + ζ
z − ζ dμ(ζ )
)
stands for the corresponding singular inner function (μ is a measure on the circle T = {z:
|z| = 1}, μ 0, singular with respect to Lebesgue measure m). The spectrum of an inner function
Θ is defined as
σ(Θ) = supp(μ)∪ {z ∈ D: Θ(z) = 0}C.
Recall that, following the standard terminology (see [2,7,10]), a function algebra A on a set Λ
has no corona if the set Λ is dense in the maximal ideal spaceM(A). With this notation we show
(Theorems 3.3 and 3.4) that the algebra H∞/ΘH∞, being considered on the set Λ = σ(Θ)∩D
has no corona if and only if the following weak embedding property (WEP) holds:
for every  > 0 there exists η > 0 such that
{
z ∈ D: ∣∣Θ(z)∣∣< η}⊂ {z ∈ D: inf
λ∈Λ
∣∣bλ(z)∣∣< }.
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leson embedding property (CEP) appearing in the Carleson interpolation theorem. Namely, the
Carleson embedding means that
∑
j1
(1 − |λj |2)(1 − |z|2)
|1 − λj z|2
 C
for every z ∈ D (see [10, p. 151]), whereas for a Blaschke product Θ with zero sequence (λj )
the WEP is equivalent to
∑
j1
(1 − |λj |2)(1 − |z|2)
|1 − λj z|2
 C
for every z ∈ D \⋃λ∈Λ{ζ : |bλ(ζ )| < }. It is known that CEP is equivalent to the set Λ being
a finite union of Carleson interpolating sequences. Therefore, the condition “Θ = B is a fi-
nite product of interpolating Blaschke products,” is sufficient for H∞/BH∞ to have no corona.
A surprising example (Example 3.7, invented in a collaboration with S. Treil and V. Vasyunin)
shows that there exist Blaschke products satisfying WEP but not CEP, and so there exist algebras
H∞/BH∞ without corona (or, equivalently, having the norm controlled inversion property) such
that the generating Blaschke product B is not a finite product of interpolating Blaschke products.
We mention that, according to Theorems 3.3 and 3.4, the norm controlled inversion property
(meaning δ1(H∞/ΘH∞) = 0 and/or the existence of the joint majorant for inverses (solutions
of Bezout equations) cn(Λ, δ) < ∞ for all 0 < δ < 1) is equivalent to the simple inverse stability
of the restriction algebra H∞|Λ:
(
f ∈ H∞, δ(f,Λ) = inf
λ∈Λ
∣∣f (λ)∣∣> 0) ⇒ (f +ΘH∞ is invertible in H∞/ΘH∞).
The latter equivalence fails for the quotient disc algebras A(D)/ΘH∞. Indeed, Lemma 4.1
shows that every function f ∈ A(D) satisfying δ(f,σ (Θ)) > 0 is invertible in A(D)/ΘH∞ if
and only if m(σ(Θ)∩T) = 0, whereas the norm controlled inversions (i.e. δ1(A(D)/ΘH∞) = 0)
hold true if and only if m(σ(Θ) ∩ T) = 0 and the WEP are satisfied (see Theorem 4.2 below).
Moreover, in the case where m(σ(Θ)∩T) = 0, the maximal ideal spaceM(A(D)/ΘH∞) can be
identified with the spectrum σ(Θ). Therefore, as for some other Banach algebras (see examples
in [11,12]), the lack of the norm controlled inversion property for quotient algebras is not neces-
sarily related to the existence of a corona (meaning the existence of a large “invisible spectrum”
or difference between the entire maximal ideal space and the “visible part”), but rather a subtle
discrepancy between the Gelfand transform norm and the original Banach algebra norm.
The geometric meaning of WEP sequences is still, unfortunately, unclear. Nothing similar to
the Carleson density characterization for CEP sequences (see [10, p. 153]) is known. It is worth
mentioning a couple of known related properties (for details see the end of Section 3 below):
a separated WEP sequence is interpolating and a WEP sequence that is a finite union of separated
sequences is a CEP sequence. Recall that a sequence, (λj ), is separated if infj =k |bλj (λk)| > 0.
Finally, we interpret our results in terms of the spectral properties of the model operators. In
fact, the interest in studying just this class of operators was the primary motivation for this paper.
Now, let Θ be an inner function and
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be the model space; that is, the orthogonal complement of the shift-invariant subspace ΘH 2 of
the Hardy space
H 2 =
{
f =
∑
k0
fˆ (k)zk : ‖f ‖2 =
∑
k0
∣∣fˆ (k)∣∣2 < ∞}
on the disc D. The model operator (having Θ as its characteristic function, see [10,13]) is
MΘ :KΘ → KΘ ,
MΘf = PΘ(zf ), f ∈ KΘ,
where PΘ denotes the orthogonal projection on KΘ . It is known that every C00 Hilbert space
contraction T having unit defect indices, rank(I − T ∗T ) = rank(I − T T ∗) = 1, is unitarily
equivalent to a model operator MΘ . Now we can provide an operator theoretic interpretation
of our function theoretic results (see [10,13,18]).
(i) The spectrum of MΘ coincides with σ(Θ), and the point spectrum (the set of eigenvalues)
is Λ = σ(Θ)∩ D.
(ii) The commutant of MΘ , {MΘ}′ = {A :KΘ → KΘ, AMΘ = MΘA} coincides with the set of
H∞ functions of MΘ , and is isometrically isomorphic to the quotient algebra H∞/ΘH∞.
(iii) For f ∈ H∞, f (λ) are eigenvalues of A = f (MΘ), where λ ∈ Λ.
(iv) The operator f (MΘ) is invertible if and only if the class f + ΘH∞ is invertible in the
algebra H∞/ΘH∞.
(v) The inner function Θ is a Blaschke product if and only if the eigen- and associated-vectors
of MΘ are complete in KΘ .
We are interested in the following questions. Is it possible to guarantee the invertibility of
f (MΘ) knowing that the eigenvalues f (λ), for λ ∈ Λ, are bounded away from zero? Is it possible
to bound the norm ‖f (MΘ)−1‖ in terms of the minimum modulus of the eigenvalues δ(f,Λ) =
infλ∈Λ |f (λ)| > 0? Clearly, these questions are equivalent to those answered in Theorems 3.3,
3.4, and 4.2.
The paper is organized as follows. Section 2 contains the main notation and preliminaries.
Section 3 is devoted to the equivalence of the norm controlled inversions and the WEP, as well
as to a discussion of the latter property. Section 4 treats the case of the algebra A(D)/ΘH∞.
2. Preliminaries
This section contains the notation and definitions we will need. The main contribution of this
section is the newly-developed definition of WEP, or the Weak Embedding Property.
Let bλ = λ|λ| λ−z1−λz be a single Blaschke factor and let N = {0,1,2, . . .} denote the natu-
ral numbers. Letting κ :λ → kλ be a map from D to N satisfying the Blaschke condition∑
λ∈D kλ(1 − |λ|) < ∞ (that is the Blaschke mass of κ is finite) we may define the Blaschke
product B = B(κ, ·) by
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∏
kλ>0
bλ(z)
kλ .
Note that kλ is just the multiplicity of the zero λ. A singular inner function S is defined by
Sμ(z) = exp
(
−
∫
T
ξ + z
ξ − z dμ(ξ)
)
for z ∈ D,
where μ is a nonnegative, finite Borel measure on T that is singular with respect to Lebesgue
measure m. Every inner function Θ on D can be factored as
Θ = eiθBSμ,
where B is a Blaschke product and S is a singular inner function. We let Λ denote the sequence
of zeros of Θ inside D.
Recall that a Blaschke product B with (simple) zeros (zn) is said to be an interpolating
Blaschke product if H∞|Λ = ∞(Λ). The classical Carleson theorem says that B is an inter-
polating Blaschke product if and only if
δC(B) := inf
n
∣∣∣∣ Bbzn (zn)
∣∣∣∣= infn (1 − |zn|2)∣∣B ′(zn)∣∣> 0.
The quantity δC(B) is called the Carleson separation constant for B (or for the corresponding
zero-sequence Λ).
If we write supp(κ) = {λ ∈ D: kλ > 0} for the zeros of the Blaschke factor in D, the spectrum
of an inner function Θ is (by definition)
σ(Θ) := supp(κ)∪ supp(μ)
(see, for example, [10, p. 62]).
If Θ = B is a Blaschke product with simple zeros (that is, kλ  1 on D), then H∞/ΘH∞ is
the space of traces of H∞ on the set Λ; that is,
H∞/BH∞ = H∞|Λ
endowed with the trace norm given by ‖f ‖ = inf{‖g‖∞: g ∈ H∞, g|Λ = f |Λ}.
For Blaschke products with higher multiplicities, the algebra H∞/BH∞ can be similarly
interpreted as a space of germs of height kλ on Λ.
Let ρ(z,w) = |(z − w)/(1 − zw)| denote the pseudohyperbolic distance between two points
z,w ∈ D. For λ ∈ D and  > 0, let Dρ(λ, ) denote the pseudohyperbolic disc with center λ and
radius . For a function ϕ : D → C and η > 0 we let
Ωη(ϕ) =
{
z ∈ D: ∣∣ϕ(z)∣∣< η}
denote the η-level set of ϕ. The following concept will be the major feature in what follows.
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that Θ satisfies the Weak Embedding Property (WEP) [for short: Θ ∈ WEP], if for every  > 0
there exists η > 0 such that
Ωη(Θ) ⊆
⋃
λ∈Λ
Dρ(λ, ).
For a WEP inner function we define
ηΘ() = sup
{
η > 0: Ωη(Θ) ⊆
⋃
λ∈Λ
Dρ(λ, )
}
,
and we call ηΘ the WEP characteristic of Θ . For a Blaschke product B = BΛ associated with a
Blaschke sequence Λ, we also write ηB = ηΛ.
We note that ⋃
λ∈Λ
Dρ(λ, ) = Ω
(
inf
λ∈Λ |bλ|
)
.
We also note that every WEP inner function has a nontrivial Blaschke factor and the union in
our definition above does not depend on the multiplicities of the zeros of the Blaschke factor.
The motivation as to why this property refers to a “weak embedding” is given in the introduc-
tion. The WEP inner functions are studied in Sections 3, 4 of this paper. However, we mention
here four basic properties of WEP inner functions and WEP characteristics.
(P1) If infλ∈Λ |bλ(z)|  > 0, then |Θ(z)| ηΘ().
(P2) ηΘ()  for every  > 0.
Proof. Indeed, since bλ is a factor of Θ for every λ ∈ Λ we see that |Θ(z)| |bλ(z)| for every
z ∈ D and λ ∈ Λ. Therefore, if ηΘ() >  we would be able to find an η and a z such that
ηΘ() > |Θ(z)| = η > . Applying the definition of ηΘ() we see that for some λ we would
have
 <
∣∣Θ(z)∣∣ ∣∣bλ(z)∣∣< ,
a contradiction. 
(P3) Let B be a Blaschke product that is the product of N interpolating Blaschke products Bj ,
1 j N . Then B is a WEP Blaschke product and
ηB() c · N
for all  with 0 <  < 1 and a convenient constant c > 0.
Proof. To see this, we note that it is well known (see, for example [10, p. 218]) that an interpo-
lating Blaschke product Bj associated with the zero set Λj is characterized by the lower estimate
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these inequalities we obtain a constant c such that
∣∣B(z)∣∣ c · inf
λ∈Λ
∣∣bλ(z)∣∣N
for every z ∈ D. The result follows. 
(P4) Let Λ be a sequence in D satisfying CEP (the definition of which appears in the introduc-
tion). Then Λ satisfies WEP with a lower bound for ηΛ, as indicated in (P3) above.
Proof. Indeed, it is well known (see [2,10], or [13]) that a CEP sequence is a finite union of
interpolating sequences. The result follows from (P3) above. 
It will be convenient to have two notations for the zeros of an inner function when deal-
ing with purely topological properties (see (6) below). Thus, we write Z(Θ) for the zero set
{m ∈M(H∞): m(Θ) = 0} of Θ in the maximal ideal spaceM(H∞) and ZD(Θ) for the zero
set of Θ in the disc.
3. Norm controlled inversions in H∞/ΘH∞ and the WEP
The main results of this section are that the norm controlled inversion property for the quotient
algebra H∞/ΘH∞ is equivalent to the WEP (Theorems 3.3 and 3.4) and that the WEP is not
equivalent to the CEP (Examples 3.7 and 3.8). We also give an upper estimate of the function
cn(H
∞/ΘH∞,Λ, δ) in terms of the WEP characteristic ηΘ , where Λ is the zero set of Θ in D.
We begin by recalling two known lemmas. The first one is a version of a classical result of
Kerr-Lawson [9] and Hoffman [6]. For a proof, see [2, Lemma 1.4, p. 404].
Lemma 3.1 (Hoffman’s lemma). Suppose b is an interpolating Blaschke product with zeros
{zn: n ∈ N} and let δ(b) be its Carleson separation constant. If 0 < δ < δ(b) and 0 <  <
(1 − √1 − δ2)/δ, then {z ∈ D: |b(z)| < 2} is the union of pairwise disjoint domains Vn with
zn ∈ Vn and Vn ⊂ {z: ρ(z, zn) < }.
The second lemma is also well known (see [10, p. 218]).
Lemma 3.2. Suppose that for z,λ ∈ D we have ρ(z,λ) < δ/3. Then
|λ− z| δ/2 min{1 − |λ|2,1 − |z|2}.
In this section we prove the following theorem.
Theorem 3.3. Let Θ be a inner function on D. The following are equivalent.
(1) The quotient algebra H∞/ΘH∞ has no corona; that is, Λ = σ(Θ) ∩ D is dense in
M(H∞/ΘH∞).
(2) If f ∈ H∞ and δ1(f,Λ) > 0, then f +ΘH∞ is invertible in H∞/ΘH∞.
(3) δn(H∞/ΘH∞,Λ) = 0 for every n 1.
(4) δ1(H∞/ΘH∞,Λ) = 0.
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(6) Θ = BSμ where ZD(B) = Z(B) = Z(Θ).
Moreover, if (1)–(6) hold, then
cn
(
H∞/ΘH∞,Λ, δ
)
 18
√
n+ 1 log(
1
ηΘ(δ/3) )
[ηΘ(δ/3)]2 ,
where ηΘ() is the WEP-characteristic of Θ .
There is an alternative way of looking at the theorem above. For instance, statement (2) says
that f +ΘH∞ ∈ H∞/ΘH∞ is invertible if and only if infλ∈Λ |f (λ)| > 0.
Statement (3) means that for every f = (f1, . . . , fn) ∈ (H∞)n satisfying 0 < δn(f,Λ) 
‖f ‖ 1 there exist solutions h ∈ H∞ and g = (g1, . . . , gn) ∈ (H∞)n to the Bezout equation
n∑
j=1
fjgj +Θh = 1
with a norm control in terms of δn(f,Λ) only:
‖g‖ =
(
n∑
j=1
‖gj‖2A
)1/2
 cn
(
Λ,δn(f,Λ)
)
.
The proof of Theorem 3.3 makes use of Carleson’s corona theorem. The aforementioned
estimate will follow from the known estimates in the corona theorem (the best known one is
given by S. Treil and B. Wick in [19]).
The extra factor of
√
n+ 1 appears because, in place of the norm used in [10,19] or [2], which
is
‖F‖H∞n+1 = sup
z∈D
∣∣F(z)∣∣, where ∣∣F(z)∣∣=
(
n+1∑
j=1
∣∣Fj (z)∣∣2
)1/2
,
we work (following the general setting) with the norm
‖F‖ =
(
n+1∑
j=1
‖Fj‖2∞
)1/2
that arises from the corresponding expression in H∞/ΘH∞ satisfying
‖F‖√n+ 1‖F‖H∞n+1 .
This choice is quite natural, because H∞/ΘH∞ is not, in general, a uniform algebra and
therefore ‖ · ‖H∞n is not defined. Moreover, for other Banach algebras in which Bezout equations
are studied (see [12,14]) the use of norms like ‖ · ‖ is common.
We will prove the following equivalent form of Theorem 3.3.
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equivalent.
(1) The quotient algebra H∞/ΘH∞ has no corona; that is, Λ is dense inM(H∞/ΘH∞).
(2) Given f ∈ H∞ there exist g,h ∈ H∞ such that fg + Θh = 1 if and only if δ(f,Λ) :=
infλ∈Λ |f (λ)| > 0.
(3) Given f = (f1, . . . , fn) ∈ (H∞)n with
‖f ‖ :=
(
n∑
j=1
‖fj‖2∞
)1/2
 1
and
δn(f,Λ) = inf
λ∈Λ
(
n∑
j=1
∣∣fj (λ)∣∣2
)1/2
> 0,
the Bezout equation
n∑
j=1
fjgj +Θh = 1
has a solution (g,h) := (g1, . . . , gn,h) ∈ (H∞)n+1 such that
‖g‖ :=
(
n∑
j=1
‖gj‖2
)1/2
 cn
(
H∞/ΘH∞,Λ, δn(f,Λ)
)
.
(4) For f ∈ H∞ with 0 < δ(f,Λ)  ‖f ‖  1, there is a solution to the Bezout equation
fg +Θh = 1 with ‖g‖ c1(δ(f,Λ)).
(5) Θ satisfies the WEP.
(6) Θ = BSμ where ZD(B) = Z(B) = Z(Θ); in particular Z(Sμ) ⊆ Z(B).
Moreover, if (1)–(6) hold, then, for any δ ∈ ]0,1[,
cn
(
H∞/ΘH∞,Λ, δ
)
 18
√
n+ 1 log(
1
ηΘ(δ/3) )
[ηΘ(δ/3)]2 ,
where ηΘ() is the WEP-characteristic of Θ .
Proof. SinceM(H∞/ΘH∞) can be identified with Z(Θ) (which is well known), it follows that
(1) ⇔ (6). Moreover, the implications (3) ⇒ (4) ⇒ (2) as well as (3) ⇒ (1) ⇒ (2) are obvious.
So it remains to prove (2) ⇒ (5) and (5) ⇒ (3).
First we show that (5) ⇒ (3). Let f = (f1, . . . , fn) ∈ (H∞)n and suppose 0 < δ = δn(f,Λ) =
infλ∈Λ |f (λ)|  ‖f ‖  1, where |f (λ)| = (∑nj=1 |fj (λ)|2)1/2 and ‖f ‖ = (∑nj=1 ‖fj‖2∞)1/2.
Let z ∈ D satisfy infλ∈Λ |bλ(z)| < δ/3 and let λ be such that |bλ(z)|  δ/3. As in [10, p. 218]
864 P. Gorkin et al. / Journal of Functional Analysis 255 (2008) 854–876we note that for h ∈ H∞ if we define the conformal map τ(z) = (w − z)(1 − wz)−1 and write
g = h ◦ τ−1, then
∣∣h′(w)∣∣= ∣∣g′(0)∣∣∣∣τ ′(w)∣∣ ‖g‖∞∣∣τ ′(w)∣∣= ‖h‖∞(1 − |w|2)−1,
where the inequality follows from Cauchy’s formula. Therefore, for λ ∈ Λ,
∣∣f (z)∣∣ ∣∣f (λ)∣∣− ∣∣f (λ)− f (z)∣∣
 δ − |λ− z| ·
(∑
j
max
t∈[λ,z]
∣∣f ′j (t)∣∣2
)1/2
 δ − |λ− z| ·
∑
j
max
t∈[λ,z] ‖fj‖∞
(
1 − ∣∣t2∣∣)−1
= δ − |λ− z| ·
∑
j
‖fj‖/min
(
1 − |λ|2,1 − |z|2)
 δ − |λ− z|/min(1 − |λ|2,1 − |z|2).
If |bλ(z)| δ/3, by Lemma 3.2
|λ− z| δ/2 · min{(1 − |λ|2), (1 − |z|2)}.
Consequently, for z satisfying infλ∈Λ |bλ(z)| < δ/3 we have∣∣f (z)∣∣ δ/2.
On the other hand, if z satisfies infλ∈Λ |bλ(z)|  δ/3, then (see property (P1), Section 2),
|Θ(z)| ηΘ(δ/3). Thus by property (P2), Section 2, ηΘ(δ/3) δ/3 < 1/e, we obtain∣∣f (z)∣∣2 + ∣∣Θ(z)∣∣2 min{(δ/2)2, ηΘ(δ/3)2}= ηΘ(δ/3)2
for every z ∈ D. By Carleson’s corona theorem and the estimates of solutions of corona equations
from [19], there exists a solution (g,h) := (g1, . . . , gn,h) of the Bezout equation
n∑
j=1
fjgj +Θh = 1
such that
‖g‖√n+ 1 sup
z
(
n∑
j=1
∣∣gj (z)∣∣2 + ∣∣h(z)∣∣2
)1/2

√
n+ 1
[
1
ηΘ(δ/3)
+ 17
ηΘ(δ/3)2
log
1
ηΘ(δ/3)
)]

√
n+ 1
(
18
2 log
1
)
.ηΘ(δ/3) ηΘ(δ/3)
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and 3.4.
We turn to the final implication showing that (2) ⇒ (5).
First assume that Θ is a Blaschke product; that is, Θ = B =∏j bkjλj , where (λj ) denotes the
zero sequence of Θ .
Let  be a positive number so that  < 1. Consider the sets
Ω() := Ω
(
inf
j
|bλj |
)
=
⋃
j
{
z ∈ D: ∣∣bλj (z)∣∣< },
and
Ω(B) =
{
z:
∣∣B(z)∣∣< }.
Clearly, Ω() ⊆ Ω(B). Note also that for every r ∈]0,1[ and every  > 0, there exists an η > 0
such that
Ωη(B)∩
{
z ∈ D: |z| r}⊆ Ω();
for example, we may take η = M min|z|r∏∞j=N+1 |bkjλj (z)|, where M = ∑Nj=1 kj and N is
chosen so large that |λj | > r for every j N .
We want to prove that for every  > 0 there exists η > 0 such that
Ωη(B) ⊆ Ω() (3.1)
(in other words, {|B| < η} ⊆⋃j Dρ(λj , )). To this end, suppose to the contrary that there exists
 > 0 such that for all η > 0 we have Ωη(B) \ Ω() = ∅. Thus, if z1 ∈ Ω1/2(B) \ Ω(), then
|bλj (z1)| >  for every j and |B(z1)| 1/2.
Now let r = 1 − (1 − |z1|)/2 and choose n2 > 2 so that
Ω1/n2(B)∩
{
z: |z| r}⊆ Ω().
Then
Ω1/n2(B) \Ω() ⊆
{
z ∈ D: 1 − |z| < (1 − |z1|)/2}.
Taking z2 ∈ Ω1/n2(B)\Ω() we get 1−|z2| < (1−|z1|)/2, |bλj (z2)| >  for all j , and |B(z2)|
1/n2. Continuing in this way, we obtain sequences (nk) and (zk) such that
(a) |bλj (zk)| = |bzk (λj )| >  for all j and all k;
(b) |B(zk)| 1/nk where nk > nk−1;
(c) 1 − |zk| < (1 − |zk−1|)/2.
Using [10, p. 159] and property (c), we see that (zk) is an interpolating sequence. Let B1 =∏∞
k=1 bzk be the corresponding interpolating Blaschke product. Then [10, p. 218] implies that
there exists a constant γ such that ∣∣B1(z)∣∣ γ inf∣∣bzj (z)∣∣. (3.2)
j
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inf
{∣∣B1(z)∣∣2 + ∣∣B(z)∣∣2: z ∈ D} inf
k
∣∣B(zk)∣∣2 = 0.
Therefore, we cannot find H∞ functions g and h such that B1g + Bh = 1. This contradicts our
hypothesis (2) of Theorem 3.4. Hence our assumption that Ωη(B) \Ω() = ∅ was wrong. Thus
we have established (3.1) and so we proved statement (5) of Theorem 3.4 in the case when Θ is
a Blaschke product.
Now suppose that Θ = BSμ is an arbitrary inner function satisfying (2). Note that since
ΘH∞ = BSμH∞ ⊆ BH∞, it follows that for all f if f + ΘH∞ is invertible in H∞/ΘH∞,
then f + BH∞ is invertible in H∞/BH∞. Therefore, the Blaschke factor of Θ also satisfies
property (2).
We turn now to the singular factor of Θ . First we show that for every α > 0 there exists
β > 0 such that {|Sμ| < β} ⊆ {|B| < α}. Suppose this is not the case. Then there exists α0 > 0
such that for every β = 1/m, where m = 1,2, . . . , there is a point zm ∈ D such that |S(zm)| <
1/m, but |B(zm)| α0. Without loss of generality, we may assume that (zm) is an interpolating
sequence. Let b be the associated interpolating Blaschke product. Recall that (λk) denotes the
zero sequence of B . Since |bλk (zm)| |B(zm)| α0 for every m and k, we obtain (by Lemma 3.1
or formula (3.2)), that |b(λk)| is bounded away from zero.
Thus assertion (2) implies that b+ΘH∞ is invertible in H∞/ΘH∞; that is there exist f and
g in H∞ such that f b + gΘ = 1. But
inf
{∣∣b(z)∣∣2 + ∣∣Θ(z)∣∣2: z ∈ D} inf
m
∣∣Sμ(zm)∣∣2 = 0.
This is a contradiction. Thus, for every α > 0 there exists β > 0 such that Ωβ(Sμ) ⊆ Ωα(B).
Without loss of generality, we may assume that β  α.
We have already shown that B ∈ WEP, so for  > 0 we may choose α > 0 so that
Ωα(B) ⊆ Ω(infλ |bλ|). Let β  α be as above. We claim that by setting η = β2, we ob-
tain Ωη(Θ) ⊆ Ω(infλ |bλ|); that is, we claim that assertion (5) of the theorem holds. In fact,
if |Θ(z)| = |B(z)Sμ(z)| < β2, then either |B(z)| < β  α and hence z ∈ Ω(infλ |bλ|), or
|Sμ(z)| < β and then |B(z)| < α, and again z ∈ Ω(infλ |bλ|). 
We derive two immediate corollaries. First we formalize the “splitting property” of WEP inner
functions that appeared at the end of the previous proof.
Corollary 3.5. Let Θ = BSμ be an inner function. The following assertions are equivalent:
(a) Θ ∈ WEP;
(b) B ∈ WEP and for every α > 0 there exists β > 0 such that Ωβ(Sμ) ⊆ Ωα(B).
Proof. By the theorem above, (a) implies assertion (2) of Theorems 3.3, 3.4. Then the second
to the last paragraph of the previous proof shows that (b) holds. The last paragraph of the same
proof above shows that (b) implies (a). 
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assertions (1)–(6) in Theorem 3.4 hold true for B . Moreover, for every δ ∈ ]0,1[ and n 1 there
exists a constant a > 0 (depending on B , and in particular on N ), such that
cn
(
H∞/BH∞,Λ, δ
)
 a
√
n+ 1 log(
1
δ/3 )
δ2N
.
Proof. This follows from Theorem 3.4 and property (3) of Section 2. 
In Section 2 we discussed Kerr-Lawson’s lemma, which shows that if B is a finite product
of interpolating Blaschke products with zero sequence (zn), then for every  ∈ ]0,1[ there exists
η > 0 such that
{
z ∈ D: ∣∣B(z)∣∣< η}⊆⋃
n
Dρ(zn, ). (3.3)
Thus, as we noted in Section 2 (property (P3)), every such Blaschke product satisfies the weak
embedding property. Kerr-Lawson [9] also proved that if u is an inner function and for some
η > 0 and  ∈ ]0,1[ the set {z ∈ D: |u(z)| < η} is contained in the disjoint union⋃n Dρ(zn, ) of
pseudohyperbolic discs of fixed radius  and centers zn, then u is a finite product of interpolating
Blaschke products. In the last paragraph of his paper he asserted that this implies, in particular,
that every Blaschke product that is not a finite product of interpolating Blaschke products is
arbitrarily small arbitrarily far away from its zeros inside D.
The following example shows that this is not the case; indeed the class of WEP Blaschke
products is strictly larger than the class of finite products of interpolating Blaschke products. As
indicated in the introduction, the main idea for these examples is due to S. Treil and was realized
in a correspondence between V. Vasyunin and the third author of this paper. We are indebted to
Professors Treil and Vasyunin for permitting us to include the example in this paper.
Clearly, WEP, as defined in Section 2, is conformally invariant. In particular, we can replace
the disc D by the upper-half plane C+ = {z ∈ C: Im z > 0} without changing the definitions.
Since the pseudohyperbolic geometry of C+ is more transparent than that of D, we give our
principal example in C+ (Example 3.7 below).
Example 3.7. There exists a WEP Blaschke product B that does not satisfy the CEP (that is,
B satisfies the WEP, but B is not a finite product of interpolating Blaschke products).
Proof. The construction is done using techniques from [10]. Let a > 0 and let Θ(z) = eiaz be
an inner function on C+ = {z: Im z > 0}. For t > 0, consider the Frostman shift Ba,t of Θ given
by
Ba,t (z) = Θ(z)− e
−t
1 − e−tΘ(z) .
Then Ba,t is a Blaschke product with zeros zk,a,t = 2πk/a+ it/a, k ∈ Z. It satisfies the Carleson
interpolation condition and the Blaschke mass of its zeros is
∑ at
t2 + 4π2k2 ∼ a.k
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B =
∏
n
B1/n2,n.
This will be the Blaschke product we seek. Note that B has the zeros zk,n = 2πkn2 + in3, for
k ∈ Z and n 1. Moreover, we have the following:
(1) For every  > 0 the level set
Ω =
⋃
k,n
{
z ∈ C+: |z− zk,n| < n3
}
contains a half-plane; for example Π = {z ∈ C+: Im z > (100/)3}. The zeros of B outside
Π form a Carleson interpolating sequence, hence B(1) :=∏n100/ B1/n2,n is an interpo-
lating Blaschke product.
(2) A direct look at
∏∣∣∣∣ eiz/n
2 − e−n
1 − e−neiz/n2
∣∣∣∣
shows that the subproduct B(2) :=∏n>100/ B1/n2,n is bounded away from zero on the strip
S = {z ∈ C+: 0 < Im z (100/)3}.
(3) Since (1) and (2) are valid for every  > 0 and B = B(1)B(2), for sufficiently small η > 0,
the part of the level set S ∩ {z ∈ C+: |B(z)| < η} is included in the union⋃
k∈Z, n<100/
{
z ∈ C+: |z − zk,n| < n3
}
,
and hence {z ∈ C+: |B(z)| < η} ⊆ Ω .
(4) The three statements above show that for every  > 0 there exists η > 0 such that {z ∈ C+:
|B(z)| < η} ⊆ Ω , but B is not a finite product of interpolating Blaschke products (because,
for example, the Carleson embedding theorem is not satisfied: max
∑
x+iy∈Q y, where the
summation runs over all zeros x + iy of B in the square Q = {0  x, y  a}, is at least of
the order a4/3 as a → ∞, and not of the order of a as required for Carleson measures). 
It is of interest to know whether there are inner functions satisfying the WEP that are not
Blaschke products. The next example shows that such inner functions exist.
Example 3.8. Let B be the Blaschke product of Example 3.7 and let S(z) = eiaz, where a > 0.
Then the function Θ = SB is a WEP inner function.
Proof. Indeed, keeping the notation of the previous example, we will prove that for every  > 0,
there exists η > 0 such that Ωη(Θ) ⊂ Ω . Let Π be the half-plane defined in Example 3.7 above.
For z ∈ C+ \Π , we have ∣∣Θ(z)∣∣ e−α∣∣B(z)∣∣,
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Ω(Θ)∩ (C+ \Π) ⊆ Ωηeα (B) ⊂ Ω
for η > 0 sufficiently small. As we saw in Example 3.7 above, Π ⊂ Ω , so the inclusion
Ωη(Θ) ⊂ Ω follows. 
At this point, we mention a few additional properties of WEP Blaschke products and WEP
sequences. Properties (P1)–(P4) can be found in Section 2.
(P5) A separated WEP sequence is interpolating.
Proof. Let Λ = (λj ) be a separated WEP-sequence and let B be the associated Blaschke product.
Then, for every  ∈ ]0,1[ there exists η = η() > 0 such that
{|B| < η}⊆ ⋃
λ∈Λ
Dρ(λ, ).
Since Λ is separated, there exists ′ > 0 such that the discs D = Dρ(λ, ′), λ ∈ Λ, are pairwise
disjoint. On the boundary, ∂D, of such a disc we have
∣∣B(z)∣∣ η(′) = η(′)
′
∣∣bλ(z)∣∣.
By the minimum modulus principle, the function ϕ : z → B(z)/bλ(z), which is holomorphic and
zero free on D, satisfies the same estimate |ϕ(z)|  η(′)/′ on this disc. Taking z = λ, we get
the Carleson interpolation condition
∏
j =k |bλj (λk)| η(′)/′ > 0 for every λk ∈ Λ. 
(P6) Let Λ be a finite union of separated sequences and suppose that Λ ∈ WEP. Then Λ ∈ CEP.
Proof. Assume that Λ is a union of N separated sequences and let B = ∏λ∈Λ bλ. Consider
the open set Ω(infλ∈Λ |bλ|) =⋃λ∈Λ Dρ(λ, ) and its open connected components Ω1,Ω2, . . . .
The triangle inequality implies that for  > 0 small enough every Ωj contains no more than N
points of Λ. Fixing such an  > 0, we apply WEP, which gives
Ωη(B) ⊆ Ω
(
inf
λ∈Λ |bλ|
)
=
⋃
j
Ωj
for some η > 0. Then every connected component of Ωη(B) is contained in one of Ωj , hence
contains no more than N points of Λ. But it is known that a Blaschke product is the product
of at most N interpolating Blaschke products if and only if there exists η > 0 such that every
connected component of the level set {z: |B(z)| < η} contains at most N zeros of B . This fact is
implicitly contained in [11, pp. 229, 230]. It can also be found in [13,15] and [14, vol. 2, p. 189].
Thus Λ ∈ WEP. 
(P7) Let ζ ∈ ∂D and let 0 < θ < π/2. Let Λ be a sequence in a Stolz angle S(ζ, θ) (that is the
convex hull of the disk |z| sin θ and the point ζ ). Then Λ ∈ WEP if and only Λ ∈ CEP.
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converse, since a separated sequence in a Stolz angle is interpolating, it suffices to show that Λ
is a finite union of separated sequences. It is also clear that for the latter property it is sufficient
to prove that there exist β and N , 0 < β < 1, such that every disc Dρ(λ,β), λ ∈ Λ, contains
no more than N points of Λ (the standard dyadic “white-and-black-boxes” reasoning gives the
proof, see for instance [2], or [10, p. 159]). In order to ensure the last property, observe that if
θ < θ ′ < π/2, then
α := inf{∣∣bz(λ)∣∣: z ∈ ∂S(ζ, θ ′), λ ∈ Λ}> 0.
On the other hand, there exists  ∈ ]0,1[, close to 1, such that Dρ(w, )∩ ∂S(ζ, θ ′) = ∅ for every
w ∈ S(ζ, θ). Hence, for every λ ∈ Λ, there exists z = z(λ) ∈ ∂S(ζ, θ ′) such that |bz(λ)| < .
Therefore, if β > 0 and γ :=  + β < 1, then we have Dρ(λ,β) ⊆ Dρ(z(λ), γ ). Now, denoting
N(λ) = cardDρ(λ,β)∩Λ, we get
∣∣B(z(λ))∣∣∏
μ
∣∣bμ(z(λ))∣∣ γ N(λ),
where the product is taken over all μ ∈ Dρ(λ,β) ∩ Λ. Since the WEP implies that |B(z(λ))|
ηB(α), where B is the Blaschke product associated with Λ (see (P1), Section 2), we get
supλ∈Λ N(λ) < ∞. 
Alternatively, by using maximal ideal space techniques, we can prove the statement in (P7) as
follows. Let Θ satisfy the WEP and assume that the zero set Λ of Θ is contained in a Stolz-angle.
By Theorem 3.3, (1) ⇔ (6), we have that ZD(Θ) = Z(Θ). By [6, Theorem 6.4] every point
m ∈M(H∞) in the closure of a Stolz-angle belongs to the closure of an interpolating sequence.
Thus, by [4], Θ is a finite product of interpolating Blaschke products and so Λ ∈ CEP. 
(P8) A finite product of WEP Blaschke products has the WEP property.
Proof. Let Bj be the corresponding Blaschke products with zero sequences Λj , j = 1, . . . , n.
By the WEP for Bj , there exists for every  > 0 some δj such that
Ωδj (Bj ) ⊆ Ω
(
inf
λ∈Λj
|bλ|
)
.
Now, if B =∏nj=1 Bj , Λ =⋃nj=1 Λj , and δ =∏nj=1 δj , then
Ωδ(B) ⊆
n⋃
j=1
Ωδj (Bj ) ⊆
n⋃
j=1
Ω
(
inf
λ∈Λj
|bλ|
)
⊆ Ω
(
inf
λ∈Λ |bλ|
)
.
Thus B is a WEP-inner function. 
Since the definition of a WEP sequence does not involve the multiplicities of the zeros of the
associated Blaschke product B , one can ask whether there exist WEP sequences whose multi-
plicities are unbounded.
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Proof. In fact, using the notation of the Example 3.7, for a slowly growing sequence pn → ∞
(for example, pn = [√n]), the product B =∏n1 Bpn1/n2,n satisfies the WEP property. This can
be checked in the same manner as Example 3.7. 
(P10) Let Λ = (λj ) be a WEP sequence with associated Blaschke product B and for  > 0 let
Λ() its subsequence of -isolated points; that is,
Λ() =
{
λj ∈ Λ: inf
λk =λj
∣∣bλj (λk)∣∣ }.
Then, the multiplicities Nj of points λj in Λ() are uniformly bounded, namely,
Nj 
logηΛ(/2)
log(/2)
.
Proof. To see this, let λj ∈ Λ() and z ∈ D such that |bλj (z)| = /2. Then |bλ(z)|  /2 for
every λ ∈ Λ. By the WEP-property (property (P1) of Section 2), |B(z)| ηB(/2). On the other
hand, (/2)Nj = |bλj (z)|Nj  |B(z)|. The result now follows. 
Finally we remark that by [3], if Θ is WEP-inner function, then for every a ∈ D \ {0} with |a|
sufficiently small, the Frostman transform (Θ − a)/(1 − aΘ) is in CEP. In particular, Θ can be
uniformly approximated by interpolating Blaschke products.
4. The quotient algebra A(D)/ΘH∞
We note that it is still possible to make sense of Theorem 3.3 when we replace Λ = σ(Θ)∩D
with Λ = σ(Θ). Rather than looking at H∞ functions, we consider functions from the disc
algebra, denoted here by A(D). Recall that A(D)/ΘH∞ is the canonical image of A(D) in the
quotient algebra H∞/ΘH∞.
As mentioned in the introduction, the algebra A(D)/ΘH∞ is closed in H∞/ΘH∞ if and
only if either m(σ(Θ) ∩ T) = 0 or m(σ(Θ) ∩ T) = 1. As we will see later on (Theorem 4.2),
the latter case is not of interest for the efficient inversion problem. The former one, to the con-
trary, is very interesting. In this case, for the problem of norm controlled inversions, the algebra
A(D)/ΘH∞ is even more significant than H∞/ΘH∞. The reason is that for H∞/ΘH∞, the
norm controlled inversion property (incidentally) coincides with the corona property, and hence
the metric problem on the critical constants δn is, in a sense, hidden behind the topological fact
that the visible spectrum Λ is dense inM(H∞/ΘH∞). For A(D)/ΘH∞, these two properties
are distinct: the algebra A(D)/ΘH∞ never has a corona with respect to σ(Θ), but it may or
may not have the norm-controlled inversion property. This phenomenon, which does appear in
different situations (see [2,14,16]), is a specific internal property of a Banach algebra measuring
the discrepancy between the Gelfand transform norm and the original algebra norm.
Lemma 4.1. Let Θ be an inner function. The natural restriction embedding f + ΘH∞ →
f |σ(Θ) is a (contractive) homomorphism from the quotient algebra A(D)/ΘH∞ into C(σ(Θ)).
If m(σ(Θ) ∩ T) = 0, the maximal ideal space M(A(D)/ΘH∞) coincides with σ(Θ) with
respect to this mapping. Consequently, given fj ∈ A(D) the Bezout equation ∑n gjfj = 1 isj=1
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infλ∈Λ(
∑n
j=1 |fj (λ)|2) > 0, in the case in which Θ is a Blaschke product B and Λ = B−1({0})).
Proof. It is known that σ(Θ) = {λ ∈ D: lim infζ→λ |Θ(ζ)| = 0} (see [13, p. 63]). Hence, for
every λ ∈ σ(Θ), f ∈ A(D), and g ∈ H∞, we have
∣∣f (λ)∣∣= lim
ζ→λ
∣∣f (ζ )∣∣ lim sup
ζ→λ
∣∣f (ζ )+Θ(ζ)g(ζ )∣∣ ‖f +Θg‖∞,
and therefore, ‖f |σ(Θ)‖C(σ(Θ))  ‖f ‖H∞/ΘH∞ .
Now, assume that m(σ(Θ) ∩ T) = 0. If ϕ is a complex continuous homomorphism on
A(D)/ΘH∞ and λ = ϕ(z +ΘH∞) (where z(ζ ) ≡ ζ ), then λ ∈ σ(Θ).
Indeed, λ ∈ D since ‖ϕ‖  1, and hence ϕ extends naturally to a homomorphism of A(D),
f → f (λ). Moreover, there exists an outer function g in A(D) such that the zero set of
g is σ(Θ) ∩ T, which gives 0 = ϕ(Θg) = (Θg)(λ); that is, λ ∈ σ(Θ). Since the polyno-
mials are dense in A(D), we get ϕ(f + ΘH∞) = f (λ) for every f ∈ A(D). Therefore,
M(A(D)/ΘH∞) ⊆ σ(Θ). Note that A(D) distinguishes the points of σ(Θ). The reverse in-
clusion is obvious. 
Theorem 4.2. Let Θ be an inner function on D. The following are equivalent.
(1) δn(A(D)/ΘH∞, σ (Θ)) = 0 for every n 1.
(2) δ1(A(D)/ΘH∞, σ (Θ)) = 0.
(3) m(σ(Θ)∩ T) = 0 and Θ ∈ WEP.
Moreover, if (1)–(3) hold, then for every δ ∈ ]0,1[,
cn
(
A(D)/ΘH∞,Λ, δ
)
 18
√
n+ 1 log(
1
ηΘ(δ/3) )
[ηΘ(δ/3)]2 ,
where, as usual, Λ = σ(Θ)∩ D is the zero set of Θ and ηΘ() is the WEP-characteristic of Θ .
Before proceeding to the proof, we note that the essential part of Theorem 4.2 will follow from
estimates of solutions of the Bezout equation in the disc algebra A(D) as well as a generalization
of the Rudin–Carleson theorem on free A(D)-interpolation. By the latter, we mean the following:
let E ⊂ D be a closed set. Then A(D)|E = C(E) if and only if m(E ∩ D) = 0 and E ∩ D is an
interpolating sequence (see [5]). For our proof we will need the following lemma suggested by
Sergei Treil. This lemma can also be found in [16].
Lemma 4.3. Let 0 < δ  1. Then cn(H∞,D, δ) = cn(A(D),D, δ).
Proof. The inequality cn(H∞,D, δ)  cn(A(D),D, δ) is well known (see, for example, [10,
Appendix 3]).
For the reverse inequality, let n  1 and let f = (f1, . . . , fn) ∈ (A(D))n satisfy δn(f,D) =
infλ∈D |f (λ)| > 0. Let φ = (φ1, . . . , φn) ∈ (H∞)n be an H∞ solution of the equation∑n
φjfj = 1.j=1
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n∑
j=1
φj (rz)fj (z)− 1
∣∣∣∣∣=
∣∣∣∣∣
n∑
j=1
φj (rz)
(
fj (z)− fj (rz)
)∣∣∣∣∣< ,
for every z ∈ D. Therefore, the functions
gj (z) = φj (rz)∑n
j=1 φj (rz)fj (z)
, z ∈ D,
give a solution in A(D) satisfying
∑n
j=1 gjfj = 1 with norm arbitrarly close to that of the solu-
tion given by φj . The inequality follows. 
Proof of Theorem 4.2. It is clear that (1) ⇒ (2).
We show that (2) ⇒ (3). Note first that if F ∈ A(D), then F is continuous at every point of
the unit circle. If the inner factor of F is discontinuous at a point λ, its cluster set at the point λ is
the closed unit disc [2, p. 80]. Therefore, F must vanish at the point λ. Now suppose f,g ∈ A(D)
and fg + Θh = 1. Letting Θh play the role of F above we conclude that fg = 1 on σ(Θ). If
m(σ(Θ)∩T) > 0, then fg ≡ 1. Since this must hold for every f that is bounded away from zero
on σ(Θ) (and, in particular, for those f having a zero outside σ(Θ)) we see that the condition
m(σ(Θ)∩ T) = 0 is necessary for (2).
Now let Λ = σ(Θ)∩ D and let f ∈ H∞ be such that
0 < δ = δ(f,Λ) = inf
λ∈Λ
∣∣f (λ)∣∣ ‖f ‖∞ < 1.
By R. Nevanlinna’s theorem (see [10, p. 204] or [13, vol. 1, p. 234]) there exists an inner
function ϕ such that ϕ|Λ = f |Λ. Moreover, the same is true for any Blaschke set Λ′ ⊃ Λ. By
using this fact for (1 + 1
n
)f instead of f and for Λ′n = Λ ∪ { 12 , 13 , . . . , 1n } instead of Λ, and
uniformly approximating the corresponding inner function ϕ by Blaschke products, we obtain a
sequence of Blaschke products Bn such that
sup
z∈Λ′n
∣∣∣∣
(
1 + 1
n
)
f (z)−Bn(z)
∣∣∣∣ δ/n.
In particular |Bn| (1 + 1n )|f | − |Bn − (1 + 1n )f | δ on Λ.
Choosing convenient finite Blaschke subproducts Cn of Bn, we get a sequence (Cn) of func-
tions in A(D) such that |Cn|  δ on Λ and such that (Cn) converges locally uniformly on D
to f .
Now Cj ∈ A(D) and 0 < δ = δ(f,Λ)  |Cj (λ)|  ‖Cj‖∞ = 1 for every λ ∈ σ(Θ). By (2),
there exist gn ∈ A(D) and hn ∈ H∞ satisfying
Cngn +Θhn = 1 and ‖gn‖∞  c1
(
A(D)/ΘH∞, δ
)
.
Using Montel’s theorem we obtain functions g and h in H∞ with
‖g‖ c1
(
A(D)/ΘH∞, δ
)
and fg +Θh = 1.
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ment (5)) that Θ has the desired property.
The last assertion of the theorem follows from the corresponding statement in Theorem 3.3
and Lemma 4.3.
Next we show (3) ⇒ (1). Let Λ = σ(Θ)∩ D and f = (f1, . . . , fn) ∈ (A(D))n be such that
0 < δ = δn(f,Λ) = min
λ∈Λ
∣∣f (λ)∣∣ ‖f ‖ 1.
The proof now proceeds in the same manner as that of Theorem 3.4. This yields the following
estimation:
∣∣f (z)∣∣2 + ∣∣Θ(z)∣∣2  ηΘ(δ/3)2
for every z ∈ D. Since f is continuous on D and σ(Θ) ⊆ Λ, we see that |f |  ηΘ(δ/3) on
σ(Θ). Also, since m(σ(Θ) ∩ D) = 0, there exists a peak function p ∈ A(D) such that p = 1 on
σ(Θ)∩ T and |p(z)| < 1 for z ∈ D \ (σ (Θ)∩ T) [7, p. 80].
Now given  > 0, we may choose n sufficiently large, so that the function φ = 1−pn satisfies
∣∣f (z)∣∣2 + ∣∣Θ(z)φ(z)∣∣2  (1 − )ηΘ(δ/3)2
for every z ∈ D. Now all the data, fj and Θφ, are in A(D), so we may use Lemma 4.3 to conclude
that there exists g1, . . . , gn+1 ∈ A(D) such that
n∑
j=1
fjgj +Θφgn+1 = 1
and the norm ‖g‖ of g = (g1, . . . , gn+1) is arbitrarily close to the norm of the best possible
H∞ solution. This shows that the lower bound for A(D)-solutions is the same as for the best
H∞-solutions. 
5. Open questions
We conclude this paper with several open questions.
(1) Find a geometric description of WEP sequences, introducing a “weak Carleson density” in
place of the classical one that gives a description of the CEP sequences: μ(Qh) ch, where
μ =∑κ(λ)>0(1 − |λ|2)δλ and where Qh is a Carleson square with side h (see [2] or [10] for
information on Carleson measures).
(2) Describe possible singular factors Sμ of WEP inner functions Θ = SμB . We remark that it
follows from Example 3.8 that a singular inner function Sμ with finite support, supp(μ), is
admissible.
(3) Is it true that finite products of interpolating Blaschke products are characterized by property
(P3) of Section 2? It is sufficient to prove that if Λ is not in WEP, then c1(Λ, δ) grows faster
than any power of 1/δ as δ → 0.
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δ1
(
H∞/ΘH∞,Λ
)= 1 or δ1(A(D)/ΘH∞, σ (Θ))= 1?
The latter statement makes sense even when Λ = ∅ (in which case the question is about an
estimate of ‖f−1‖A(D)/ΘH∞ for functions f ∈ A(D) satisfying
0 < δ 
∣∣f (z)∣∣ ‖f ‖∞  1
for all z ∈ σ(Θ)); in this case the answer is known to be “yes,” see [11]).
(5) Can every inner function be multiplied into the class WEP by a WEP-Blaschke product? This
would solve, in particular, the long-standing open problem whether every point outside the
Shilov boundary and having a trivial Gleason part lies in the closure of a Blaschke sequence.
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