We review basic quantum electrodynamics and quantum optics aspects in microstructures that exhibit a gap in the spectrum of the electromagnetic radiation they support, known as photonic crystals. After a brief sketch of the properties of such materials we discuss the behaviour of few-level atoms or collections thereof with transition frequencies inside and in the vicinity of the gap. The discussion is cast in terms of a unified formalism which facilitates the comparison with standard cavity-atom physics.
Introduction
The behaviour of small systems (few degrees of freedom) coupled to dissipative reservoirs represents a central theme of quantum optics. Typical systems of particular interest in quantum optics are few-level atoms (or collections thereof) coupled to the radiation field which, in one form or another, involves a dissipative reservoir. The problems and phenomena arising in that context do in fact belong to the more general class of dissipative quantum systems (Weiss 1993) .
In its simplest form, which is useful to recall here, the problem consists of an atom in its first excited state from which it is returned to its ground state through an allowed electric dipole transition, assuming the atom to be situated in open space so that the emitted radiation propagates away never returning to the position of the atom. This is a prototype of irreversible decay of a prepared state, as well as a classic manifestation of the quantization of the electromagnetic field. Together with the vacuum shift, with which the width of the decaying state is intimately connected through a dispersion relation, it features in all texts of quantum electrodynamics (QED) (Sakurai 1995) .
With the advent of the laser, high-resolution spectroscopy and single-atom physics, that standard QED problem acquired further dimensions, beyond the width and shift of the decaying state. The statistical properties of the emitted radiation as reflected in its correlation functions, the difference between single-and many-atom fluorescence and the phenomenon of superradiance (SR), whose origins actually predate the laser, are examples of the broader scope in which spontaneous radiative decay is now viewed.
Technological developments, in the form of high quality and finesse cavities, led to the extension of such studies into yet another direction, which has come to be known as cavity QED (Haroche 1984 , Dobiasch and Walther 1985 , Walther 1992 , Meystre 1992 , Hänsch and Walther 1999 . The point of departure is the realization that spontaneous decay and vacuum shift are not independent of the geometry and associated mode structure of the electromagnetic field in which the atom is embedded (Kleppner 1981) . Take for example an atom, excited to some Rydberg state, placed inside a microwave cavity of high quality factor Q (say 10 9 -10 10 ) and mode spacing larger than the mode width. If the frequency of the transition from the initial Rydberg state to the nearest one (with which a nonzero electric dipole matrix element exists) matches one of the low modes of the cavity, spontaneous emission is enhanced; whereas it is severely inhibited if the atomic transition is detuned from all cavity modes by an amount large compared with the width of the mode. In the case of exact resonance between atomic transition and cavity mode, the spontaneously emitted photon can be reabsorbed by the atom, leading thus to oscillations beginning with the radiation field in the vacuum state. This phenomenon, known as vacuum Rabi oscillations, represents a sharp contrast between the decay of an excited state in open space and its temporal evolution inside a confined volume, with more or less reflecting walls, so that radiation deposited by the atom inside the cavity takes a long time to be dissipated into the environment through losses at the walls. This has made possible the micromaser, pumped by the transit of excited Rydberg atoms through a microwave cavity. It has been studied in great detail and in a variety of conditions, from the single atom at a time inside the cavity to the case of SR (Haroche 1992 , Raithel et al 1994 . The phenomenon continues to attract attention, most recently even in the context of creating entangled quantum states as prototypes of quantum communication schemes (Maitre et al 1997 , Steane 1998 .
Thus, unlike spontaneous decay in open space, the decay of the excited state is enhanced and reversible if the atomic transition is on resonance with the cavity mode, while it is delayed for an atomic frequency sufficiently detuned from the cavity mode. Qualitatively speaking, the atom can deposit its energy in the form of radiation only if the geometry and conditions of surrounding space allow it. A nice recent pedagogical treatment of that phenomenon has been presented by Giessen et al (1996) . Also, the vacuum shift depends on and can be modified by the manipulation of mode structure of the surrounding space. Placing, for example, a Rydberg atom between two parallel metallic plates, whose distance is of the order of the wavelength of the radiation connecting the initial state to the energetically adjacent ones, causes a modification of the vacuum shift as virtual transitions to such states are eliminated, simply because the longest wavelength allowed vertically between the plates is equal to twice their distance (Dobiasch et al 1985 , Hinds et al 1991 , Marrocco et al 1998 .
Technological limitations have until recently allowed cavities of very high Q factor only in the microwave range of wavelengths. That is why most of the relevant studies have been concerned with atoms in Rydberg states. Rapid progress in high-quality microcavities, however, is making possible the contemplation of analogous studies in the optical range. Discussions about the implementation of a microlaser have already appeared in the literature (An et al 1994, Yamamoto and Slusher 1993) .
Cavity modes have peaked, but smooth, lineshapes, with the Lorentzian being a reasonably good model. Even in a very high-quality cavity, with a very narrow lineshape, a photon deposited in the cavity may be retained for a very long time, but it will eventually be lost in the environment. Consequently, an excited atom with transition frequency detuned from the nearest cavity mode by many mode widths may take a long time to decay but it eventually will, dissipating its energy of excitation into the environment. This means that the mathematical model representing this situation predicts that, as the time tends to infinity, the atomic population tends to the lower state and the cavity to a state of no excitation, other than that dictated by the temperature of its environment. Throughout this review, we will be assuming T = 0 K. Basically, this can be related to the fact that a Lorentzian (or even a Gaussian for that matter), no matter how narrow, has wings extending to infinity, as a consequence of which an atom is not protected from decay, no matter how far from the cavity mode its transition frequency may be.
A drastically different situation arose when it was realized that it was possible to create environments in which the spectrum of the electromagnetic field exhibits gaps in frequency. In other words, no radiation over some extended range of frequency can propagate in that environment. Simply stated, with a quantitative description to follow later on, an excited atom whose transition frequency falls in the range of that gap should at first sight never decay, even in the limit of the time tending to infinity. These are referred to as photonic band gap (PBG) materials or PBG crystals or even photonic crystals (Joannopoulos 1995) . The original idea of light localization is due to John (1987) and independently Yablonovitch (1987) , who was also the first to construct such a material exhibiting a gap in the microwave range. Following the initial suggestions, theoretical as well as experimental work has mushroomed in the quest of improving their properties, while at the same time pushing the range of the gap towards shorter wavelengths.
Not surprisingly, these developments immediately led to the investigation of questions representing the natural extension of the ideas of cavity QED to the environments promised by these novel materials. Spearheaded by John and collaborators and then quickly spreading to many groups throughout the world, we have witnessed an avalanche of papers dealing with the questions normally debated in quantum optics, extrapolated now to PBG materials, or at least their theoretical properties under somewhat idealized conditions. This line of activity is often referred to as quantum optics in PBG materials, and is for the time being dominated by theoretical elaborations.
The issues that have been addressed mirror those of cavity QED: i.e. the behaviour of two-or few-level atoms or collections thereof, assuming that they can be placed inside such materials. As already alluded to above, some features familiar from cavity QED are expected to be different: as for example the complete absence of decay of a two level atom. Whether this represents a qualitative or quantitative departure from the behaviour in cavities will be discussed as we go along. In pondering such, possibly semantic, questions it is relevant to keep in mind that similar issues can arise and have in fact been discussed in the context of standard waveguides, where the density of states (DOS) of the radiation field bears considerable resemblance to that of PBG materials.
The DOS is the fundamental feature that determines the behaviour of the system 'atom plus field' and characterizes the various types of environments. The form and analytical properties of the DOS dictate the type of the approximations that are permissible in formulating the equations governing the time development of the system. In that respect, a smooth DOS, without singularities, usually allows the so-called Born and often Markov approximation, to be detailed later on, which make possible the derivation of a master equation. Such is the case of the DOS inside a cavity. A Lorentzian, no matter how narrow, is a smooth function. At the other extreme, the DOS that, under some idealized circumstances, can be taken as a working approximation to a PBG environment is singular, which as we shall see precludes both the Born and the Markov approximations, thus ruling out the rigorous use of a master equation. It has in the meantime turned out that non-Markovian aspects appear in other quite different contexts, such as the atom laser or ultrafast nonlinear processes in semiconductors. Thus quantum optics, which has throughout its development relied on the master equation, must in this new context cope without a Markovian master equation of unquestioned and general validity. And that is perhaps the central issue involved, one way or another, in all of the specific problems that have been and are being explored under the banner of the quantum optics in PBG materials. It is true that the Monte Carlo wavefunction (MCWF) approach (Dalibard et al 1992 , Mølmer et al 1993 , representing now a standard tool in quantum optics, especially when quantization of the centre-of-mass motion is involved as in laser cooling, was invented in order to sidestep the master equation. The reasons, however, were not conceptual. The master equation is still valid in that context, but too complicated to cope computationally: there being too many equations to handle.
The situation in the PBG case is different at the fundamental level and reflects a difficulty stemming from the many-body nature of the system that leads to that particular, or similar, DOS. Part of the issues to be dealt with, therefore, have to do with alternative approaches such as the direct solution of the wave equation, whenever possible, or the construction of alternative models sharing some of the properties (or rather the consequences) with the unconventional DOS. In some problems, one can formulate the equations of motion for the Heisenberg operators and proceed by adopting suitable decorrelation approximations in the hierarchy of differential equations governing the time evolution of the correlation functions. Physical arguments often provide strong and convincing justification for such approaches, but it is also useful to add insight through alternative, somewhat simplified, models lending themselves to a treatment without decorrelation, provided that the essential physics is not tossed out in the process.
The general ideas anticipating the basic QED effects in PBG media were outlined by John (1991) quite early and his work on the typical phenomena, such as the photon-atom bound state, atom-atom resonance dipole-dipole interaction (RDDI) and SR up to about (1994) has been reviewed in John (1994) . Many of the basic issues, especially in connection with RDDI in PBG structures, were also anticipated and discussed fairly early by Kurizki (1990) . Kofman et al (1994) have presented a rather detailed elaboration on the features of atomic decay in model DOS representing PBG structures. Their paper was in fact part of a special issue of the Journal of Modern Optics (1994) dedicated to PBG structures, with emphasis on quantum optics aspects. Thus, adhering to the spirit of this journal, our purpose in the following pages is to present an overview of the basic quantum optics effects in the context of PBG structures as they have developed through up to 1999. To streamline the exposition, we have chosen a particular formalism in terms of the resolvent operator which allows the discussion of all effects included herein from a unified standpoint. It does not differ in substance from the formulation used by others, being simply a matter of preference and economy in equations. Neither space nor the scope of this review allow the detailed mathematical elaboration of all issues. We hope to have included sufficient detail to give the flavour of the physics involved, as well as a guide to the existing literature. Although we have endeavored to cite most of the work published by the numerous groups involved in relevant research, given the rate of appearance of papers, oversights are inevitable.
The paper is structured in the order of complexity of the effects discussed. Thus, after a brief summary of basic facts about photonic crystals in section 2, the simplest system, namely the two-level atom, is analysed in section 3, which serves also as an introduction to the formalism, followed by section 4 dealing with three-level models. Section 5 addresses the RDDI between two atoms, while section 6 is dedicated to the phenomenon of SR near the edge of a photonic crystal. In a short section (7), we discuss a recent approach with illustrative results on the problem of more than one photon in the PBG reservoir. Finally, a summary with an outlook are presented in section 8.
Although it was the realization of PBG structures that launched the inquiry into the subject matter of this review, much related theoretical work has been addressing somewhat more general issues of quantum dissipation. It is in order to take note of this broader context that we have chosen the somewhat cryptic term 'structured reservoirs' in the title.
Photonic crystals
Any attempt at a systematic review of technical aspects of photonic crystals would not only be outside the main scope of this paper, but also redundant. The book by Joannopoulos et al (1995) provides a thorough and very readable account of the subject, while the review by Joannopoulos et al (1997) outlines most issues in the field from its beginning about 12 years ago up to 1997. Our purpose in this brief section is to provide a broad general outline of basic facts and recent developments for the general readership.
Photonic crystals are to electromagnetic waves what semiconductor materials are to electron waves. As anticipated by Yablonovitch (1987) and independently by John (1987) , a structure with periodic variations in the dielectric constant can lead to a gap in the frequencies of electromagnetic radiation allowed to exist and propagate inside the material. That would be the counterpart of a semiconductor in an all-optical circuit (Curtis 1999) . The principle of the gap formation is the same in both. It is Bragg-like diffraction of the electron waves from the atoms of the semiconductor lattice and it is Bragg scattering of optical waves by the dielectric interfaces that create the periodicity. In the simplest form, a periodic array of dielectric microspheres separated by a necessarily periodic array of holes (air) will do the job, provided that the geometry and size of spheres (holes) are properly chosen (Wijnhoven and Vos 1998) . These considerations determine not only the existence of the gap, but also its position and width in the frequency spectrum. In fact, the first realization of a material with a photonic gap was produced by Yablonovitch et al (1991a, b) who drilled holes at particularly chosen angles in a dielectric slab of Al 2 O 3 . The holes were drilled along three of the axes of a diamond lattice. When the radius of the holes is chosen to be 0.234a (where a is the lattice constant) the crystal exhibits a gap between the second and the third band, with a gap-to-midgap ratio of 0.19. This was accomplished after theoretical predictions by Ho et al (1990) who found that an fcc structure consisting of spheres embedded in a medium with a contrasting dielectric constant produces a complete gap if the dielectric constant contrast is sufficiently large and the radius of the spheres chosen appropriately. The low refractive index can be, and often is, air. Typically the gap at this time is around 15-20% of the central frequency.
Once a structure with a photonic gap has been achieved, it is possible to introduce defects by, for example, either subtracting dielectric material at one spot or adding. This is analogous to acceptor or donor, respectively, defects in a semiconductor. A defect, which can in principle be designed to be at any frequency inside the gap, allows radiation to exist and propagate inside the crystal at that frequency (Joannopoulos 1995 , Villeneuve et al 1996 . Being in a gap, however, ideally it should experience no loss, corresponding thus to a high-Q cavity. Depending on the size of the crystal and the exact geometry, losses will be present leading to a finite value of Q. Strictly speaking, it takes an infinitely large crystal and optimum geometry for a photon to be completely localized. As of this writing the values of Q what have been reported are of the order of 10 4 -10 5 (Lin et al 1996 , Villeneuve et al 1996 . With a defect mode in the photonic crystal and an atom with transition frequency near-resonant with the defect mode, questions familiar to quantum optics can be addressed in this novel environment.
If instead of a point defect, a line defect is introduced, one would have a 'lossless' waveguide. This may well be the most critical application of these materials as it can allow the lossless bending of light around tight corners, a necessary condition for the ongoing miniaturization of optical components in communications, computing, etc. Clearly the development of improved optical devices (Curtis 1999 ) such as switches (Scalora et al 1994b) , modulators, filters, interconnects, high-efficiency (practically thresholdless) light emitting diodes, etc (Scalora et al 1994a , Dowling et al 1994 , Lin et al 1998 , is intimately connected with progress in fabrication of these materials.
A major issue in the field at the moment is the construction of structures with full three-dimensional gap at 1.5 µm, which is the wavelength now used for transmission in telecommunications through optical fibres (Bogomolov et al 1996) . A most recent related development was reported in the paper by Lin et al (1999) . The technique used by Yablonovitch in 1991, namely to mechanically drill holes in a dielectric slab becomes impractical at shorter wavelengths in the micrometre range. An alternative, along the lines of this subtractive approach pursued by Yablonovitch, is to drill holes with ion beams. In a different approach these materials are prepared layer by layer with subsequent removal of substrates by etching. Progress in the quest for a full gap at 1.5 µm has been highlighted most recently in Physics Today (Levi 1999) . For a broader perspective of both theoretical and experimental issues in the field the review by Joannopoulos et al (1997) in Nature, although about two years old now, is in our view very valuable. Further very recent developments in techniques of fabrication of photonic crystals can be found in Wijnhoven and Vos (1998) and Wanke et al (1997) .
The two-level atom (TLA) in a structured reservoir

Formalism
We begin with a summary of a simple formal language necessary in quantifying the effects outlined in the introduction. Let |a and |g be the first excited and ground states of our model atom, with respective energieshω a andhω g . The radiation field R in some volume, to be specified as the need arises, is assumed to be represented by a set of infinitely many but discrete modes indexed by λ, whose dynamics are described in terms of the corresponding creation and annihilation operators b † λ and b λ , respectively, obeying the commutation relation
(3.1)
Denoting by ω λ the frequency of the λ mode, the Hamiltonian for the free field is
Non-relativistic radiation theory and the electric dipole approximation are assumed throughout. The coupling of the atom to the field mode λ is then denoted by µ λ which is understood to contain the appropriate atomic dipole matrix element incorporating also all necessary constants and coefficients. To compress notation, we shall also introduce the following atomic operators: the raising and lowering operators σ + = |a g| and σ − = |g a|, the inversion operator σ z = (|a a| − |g g|) and the population operators σ aa = |a a| and σ gg = |g g|. They obey the commutation relations [σ
We shall also adopt the notationhω o =hω a −hω g for the energy difference between the two atomic levels and, unless otherwise specified, we shall takeh = 1 in our equations.
The Hamiltonian of the TLA interacting with the infinitely many oscillators of the radiation field can now be expressed as
ω o σ z the Hamiltonian of the free TLA and V RA the interaction between R and the TLA. If we adopt the rotating wave approximation (RWA), V RA reduces to
which is what we use throughout this paper. 
and
These relations allow us to write the total Hamiltonian of the TLA interacting with a single-mode radiation field in the RWA as
which is at times more convenient. As usual, the zero point energy 1 2 ω λ of the harmonic oscillator will be omitted from the equations as it does not affect the dynamics.
For problems with a well defined initial state and a total Hamiltonian independent of time, the resolvent operator (Cohen-Tannoudji et al 1992) is a very convenient tool for the study of the dynamics of the system. In brief, if H is the total Hamiltonian and | (0) the initial state, the formal solution of the Schrödinger equation 
The time evolution operator U(t) is obtained from G(z) through the inversion integral
integrated on the appropriate contour C which, upon examination of the poles of G(z) on the z-plane, leads to the somewhat more convenient form
which is valid as indicated only for t > 0 and where x is a real variable. If H can be partitioned as H 0 + V with H 0 the unperturbed part and V the interaction,
Typically, H 0 will consist of the sum of the free Hamiltonians of the two interacting parts: in the present case, the TLA and the radiation field R. Let |I , |B , . . . be the eigenstates of H 0 with respective eigenvalues ω I , ω B , . . . . These eigenstates can be understood as products of eigenstates of the free parts. Assume now that at t = 0 the compound system is prepared in state |I . From (3.12), taking the I th diagonal matrix element of both sides we have
with the sum over B understood over a complete set of states. Taking the BI matrix element for any B = I , we obtain
where the initial condition | (0) = |I is automatically incorporated in the above two equations, through the presence of 1 in the right-hand side of (3.13). Depending on the problem, the second term in the right-hand side of (3.14) may be iterated to the appropriate order. Since the matrix elements G I I , G BI , . . . are the Laplace transforms of the corresponding matrix elements of U(t), the usefulness of the method lies in that it lends itself to a systematic development of perturbation theory, as well as nonperturbative approaches within a finite basis. If a closed system of equations for the matrix elements of G, relevant to a particular problem, can be developed, their solutions provide expressions for each of them, from which the time development of the system can be predicted through the inversion of the Laplace transform. Let us now apply this formalism to the study of the time evolution of a TLA, initially prepared in the upper state, and placed in a radiation reservoir of an arbitrary mode structure. The Hamiltonian is given by (3.3) and the initial state has the form |I = |a |{0} with |{0} denoting the vacuum state of the reservoir. It is here assumed that the number states, defined by b † λ b λ |n λ = n λ |n λ , are adopted in the representation of the reservoir. Since the interaction V RA is linear in the field operators b † λ and b λ , the only states that give a nonvanishing matrix element of V RA with the initial state are of the form |g |1 λ , i.e. the atom in the ground state and one quantum (photon) present in an arbitrary mode λ. Call that state |B λ , with the corresponding matrix element being B λ |V RA |I = µ λ .
The respective energies are ω I = ω a and ω B λ = ω g + ω λ . The resulting equations for the matrix elements of G that enter in the description of this process then are
Solving (3.15b) for G B λ I and substituting into (3.15a) leads to
If the complex in general quantity λ
in the denominator could be argued to be replaceable (as an approximation) by a quantity independent of z, the resulting expression for G aa (z) would have a simple pole in the z-plane. The real and imaginary parts of that quantity would then give the shift and width of the initial state, whose time development would be given by a decaying exponential. That is why the expression B
, written here in a more general form, is referred to as the shift-width function.
To proceed further we need to discuss the density of modes. Recall that we are interested in the behaviour of a small system coupled to a reservoir of infinitely many degrees of freedom which in reality belong to a continuum. To account for this formally, the summation over λ must be replaced by an integration which requires the specification of the appropriate density of states ρ(ω λ ) representing the physical environment under consideration (open space, cavity, . . .). The shift-width function then becomes
where we have introduced the spectral response D(ω λ ) of the given reservoir, which is related to the DOS through the following angular integral:
with the sum over the polarizations. For the problem at hand, µ λ depends on ω λ , being in fact proportional to √ ω λ , which introduces a factor ω λ in the numerator in (3.17). What needs to be noted here is that it is a smooth dependence on ω λ . Keeping that in mind, we will indicate that dependence as µ λ (ω λ ).
TLA in open space
Consider now the simplest case, namely that of open space, which is the standard situation in QED. The DOS has the form ρ o (ω λ ) = V ω 2 /(2πc) 3 with V being the volume of the box of quantization. The corresponding spectral response through equation (3.18) is known to be (Sakurai 1995 , Meystre and Sargent 1999 , Louisell 1990 )
As the summation over λ is turned into an integral, the factor V appearing in the numerator of ρ 0 (ω λ ) is cancelled by the same factor in the denominator of the exact and detailed expression for |µ λ (ω λ )| 2 which is (ω λ /2 0 V )| λ d ag | 2 with 0 being the permittivity of vacuum, λ the polarization vector of mode λ and d ag the matrix element between the state |a and |g of the atomic dipole operator e r. The salient point in this case is the smooth dependence of ρ 0 (ω λ ) on ω λ . This allows the replacement of z (strictly speaking x + iη) by ω a in (3.17) (pole approximation), and upon inserting the expressions for ω B λ and D 0 (ω λ ) we obtain (3.20) Using the identity lim η→0 1 y+iη = P 1 y − iπ δ(y) with P denoting the principal value part of the integral and δ(y) the delta function, we obtain
where α is the fine structure constant. The quantity S a represents one contribution to the vacuum shift of the state |a . To obtain the complete expression for the vacuum shift, we must include the counter-rotating wave contribution, as well as a summation over all atomic states |b for which the matrix element r ba is not zero. We need not dwell here upon the well known issue of the divergence in this nonrelativistic approximation to the vacuum shift (Sakurai 1995) . The quantity a represents the spontaneous decay width of |a due to the transition |a → |g . Thus, under the restrictions of the model, i.e. TLA and rotating wave approximation, we obtain the correct width but not the complete vacuum shift. The consequence of such a restricted model is that it produces only part of the shift due to the reservoir. This should always be kept in mind; but for our purposes for the moment, we only need to focus on the fact that a shift and width emerge within the model, that the width is the correct one and that under the assumption of a smooth DOS the procedure followed above leads to the constant (independent of z) values of S a and a . The argument in favour of replacing z by ω a + iη in the denominator in (3.17) rests upon the fact that the expression for W (z) is to be used in (3.16) yielding an expression for G aa (z) which is in turn to be inserted in the inversion integral to obtain U aa (t) . Inspection of (3.16) shows that the inversion integrand is peaked at z = ω a . If W (z) is a slowly varying function of z and if in addition |W (z)| ω a for all z, then its replacement by W (z = ω a ) in the integrand is justified. The inequality |W (z)| ω a implies the validity of perturbation theory, being in this case lowest nonvanishing order perturbation theory. This is what is meant by Born approximation in quantum optics, being in fact first-order Born. The requirement that W (z) be a slowly varying function of z, imposes a condition upon the DOS, which in the case of the TLA is the decisive aspect, since the rest of the integrand is a slowly varying function of ω λ . This is directly related to the Markov approximation which expresses the fact that if a photon is emitted, memory of that event is lost extremely fast; practically instantly in this case. The inversion integral is now straightforward the result being the well known decaying exponential |U aa (t)| 2 = e − a t .
TLA in a cavity
This is the simplest departure from open space and by now a standard situation in quantum optics. It can be approached by means of the formalism we have outlined above and that is what we do now. We assume that the frequency of the atomic transition is near a cavity mode, which is in turn far from other cavity modes. More precisely, the cavity modes are assumed to be separated in frequency by much more than their widths. We are, in other words, assuming a high-Q and high-finesse cavity. Under these conditions, we can meaningfully examine the behaviour of the atom when on resonance with or very far detuned from one cavity mode. We assume again that at t = 0 the atom is in the excited state |a . With the same Hamiltonian as before, we follow the same steps up to the point where we need to calculate W (z), as in (3.17). The density of modes must now be specified. Let ω c be the central frequency of the cavity mode and Q its quality factor. Then a good model for the DOS is
The quantity γ c ≡ ω c /2Q represents the rate with which the radiation deposited in the cavity is dissipated (damped) due to losses through the walls etc. This means that the cavity mode itself can be viewed as a small system coupled to a dissipative reservoir (the external world). It is on this idea that the standard approach to dissipation in a cavity is based and formulated accordingly, leading to the DOS in (3.22) (Scully and Zubairy 1997) . We shall return to this idea, but for the moment all we need is the DOS, keeping always in mind its conceptual roots. Substituting ρ c (ω λ ) in the expression (3.18) and assigning the value µ λ (ω c ) to the slowly varying coupling µ λ (ω λ ), we obtain the corresponding spectral response
where
with d being the dipole moment of the transition that is coupled to the cavity reservoir. Substituting now the spectral response into (3.17), we concentrate on the expression
where as before ω B λ = ω λ + ω g , focusing thus on the essential difference between open space and the cavity. As one last step towards formal simplification, let us take ω g = 0, or equivalently assume the redefinition of the variable ω λ through ω λ → ω λ + ω g , in which case ω c → ω c + ω g . We have then
with the obvious consequence that, owing to the peaked (not slowly varying) nature of ρ c (ω λ ), we can no longer replace z by a constant. The integral over ω λ , can nevertheless be calculated on the complex ω λ plane, through the residue theorem (after some algebraic manipulation) with the result
where we have extended the integration in (3.26) from −∞ to ∞. Written in this form, it reveals the underlying presence of a principal value and a delta-function-like part, which however are not z-independent. For the purposes of the inversion integral, we can simply write it as K 2 /(z − ω c + iγ c ) and substitute into (3.16) obtaining
which, through the change of variable z → z + ω c and the introduction of the detuning = ω a − ω c of the atomic transition from the cavity mode (recall that we have set ω g = 0), is simplified to Unlike the open space case, G aa (z) now has two poles, whose positions in the case of resonance
K, we have exponential decay as in open space. In this case, the damping of the energy in the cavity is so fast, compared with the rate with which it is deposited by the atom, that it is as if the atom were radiating directly into open space. On the contrary, in the limit γ c K, the loss to the outside environment is comparatively slow. The emitted photon survives sufficiently long to be reabsorbed and cause oscillations between the populations of the excited and the ground states. These are referred to as vacuum Rabi oscillations, as a result of which, the spontaneous de-excitation of the atom ceases being irreversible. One can also write a simple analytical expression in this case, valid for = 0, namely
where β = 4K 2 − γ 2 c . An illustrative example of this behaviour is shown in figure 1. Another useful relation we can write here is
which relates the rate c of (reversible) de-excitation of the atom in the cavity to its rate of irreversible decay in open space, with ω being the frequency of the transition and V the volume of the cavity. Clearly, the higher Q is, i.e. the better the cavity, the larger c / is. The timescale of such oscillations in the limit where they are significant (K γ c ) is K −1 , and their persistence is determined by the ratio K/γ c . The photon can, vaguely speaking, remain in the cavity for a very long time. But in the mathematical limit t → ∞, the atom will end up in the ground state and the cavity empty of energy. This is a rigorous consequence of the structure of the DOS and is to be contrasted to the case we discuss next.
Although we concentrated on the case of exact resonance ( = 0), the situation differs quantitatively, but not qualitatively, for ( = 0). If the atom is detuned from the cavity mode, it is protected somewhat against decay. But it is only a matter of time. No matter how far it is detuned, as long as we accept the Lorentzian (or any form with wings extending to infinity) DOS, it will eventually end up in the ground state.
Before entering the next section, we need to comment on an important detail that we have tacitly bypassed. The expression for the coupling constant in general involves the value of the spatial part of the modal function of the electric field (or the vector potential) at the position of the atom. In open space, the field is expanded in terms of plane waves in a box of volume V which, as noted earlier, cancels out as does the spatial dependence of the plane wave in the dipole approximation. In a confined space, however, the modal function depends on geometry and the overall volume, which does in turn affect the value of the coupling constant and hence the vacuum Rabi frequency significantly.
The TLA in a PBG medium
In order to extend the ideas of the cavity QED to environments provided by PBG structures, we need a suitable DOS, incorporating the essential physical features that set this medium apart from others. John and Wang (1990) gave an answer by proposing a simple qualitative model for an infinite PBG structure based on the idea of a spherical Brillouin zone. They introduced an isotropic model, assuming that a propagating photon experiences the same periodic potential no matter what the polarization or the direction of propagation is. This means that the propagation of an electromagnetic wave in such an ideal structure can be described by the 1D Maxwell equations leading to the corresponding scalar wave equation for the fields. The periodic potential in the case of the propagating photons will be nothing more than a modulation of the refractive index caused by an arrangement (1D in the case of the isotropic model) of identical dielectric scatterers (spheres, rods, . . .).
The resulting dispersion relation for this hypothetical isotropic model is
and relates the frequency to the wave vector k, where a is the radius of the dielectric scatterers (with refractive index n) periodically arranged. This dispersion relation leads to gaps at k = mπ 2(n+1)a for odd integer values of m. The lowest gap is centred at the frequency ω gap = πc/4na. With n = 1.082, for example, the gap width ω is 0.05ω gap , while the upper band edge frequency ω e is given by ω e = ω gap + 1 2 ω = 1.025ω gap . If we consider an 'effective-mass' approximation to the above dispersion relation near the upper edge, we have
where A = −2ac/ sin(4naω e /c) and k 0 is the wavevector corresponding to the band edge frequency, given by k 0 = π/[2a(n + 1)]. As has been noted by John and Wang (1991) , the corresponding DOS reads
where (ω λ − ω e ) is the usual step function, indicating that there is a gap below ω e . No radiation of frequency ω λ < ω e can propagate inside the medium. Strictly speaking, the gap exists over an interval of ω λ , which means that there is another edge at the frequency ω e − ω. But since we shall be interested in the behaviour of the TLA for transition frequencies around the edge, we need not be always concerned about exhibiting the complete form. We must not lose sight of the fact, on the other hand, that the isotropic dispersion relation of (3.33) is a result of two serious approximations. First, the vectorial nature of electromagnetic waves has been neglected. This assumption provides a simple isotropic model which leads to qualitatively correct physics and exhibits many of the observed and computed features of 3D PBG structures. The second assumption concerns the 'effective-mass' approximation for atomic transitions close to the band edge, leading to the final form of the dispersion relation given by (3.33). Equation (3.33) is therefore a serious approximation, convenient as a model but likely to lead to possibly unrealistic predictions if carried beyond its range of reasonable validity. It is expected to be a very good approximation for large gaps, and for atomic transition frequencies inside the gap but close to the edge. An anisotropic model has also been proposed by the same authors (John and Wang 1990) , where the vector character of the electromagnetic waves is preserved but the second (effectivemass) approximation remains. The corresponding dispersion relation reads
Recalling the vectorial nature of electromagnetic waves, it is obvious that as we change k, we change both magnitude and direction. The DOS is also different, with the square root factor appearing in the numerator rather than the denominator
The anisotropic model is actually closer to a real 3D photonic crystal. It is, however, mainly the isotropic model that has been used in quantum optics problems in PBG structures. Much of our discussion will thus be in the context of the isotropic model but we will also discuss the main differences between the two models later on.
We return once more to the excited TLA, assuming now that it can somehow be placed in a material with a photonic band gap. The Hamiltonian of the system is given by (3.3) in the RWA. Substituting (3.34) into (3.18), we obtain the spectral response of the PBG continuum
and d being the dipole moment of the transition whose coupling to the reservoir provided by the PBG material we wish to study. Using (3.36) we can go directly to W P B (z) which can be separated as before into a real (principal value) and an imaginary part. The shift is of course different from that of open space, because the vacuum in this material is different, as is the vacuum in a cavity. But it is the imaginary part that is most unusual. It reduces to −iC/ √ z − ω e obtained after the integration, with respect to ω λ , over the delta function. Substitution into (3.16) yields
Introducing the detuning δ = ω a − ω e of the atomic transition frequency from the band edge (having taken ω g = 0), and changing the variable z to z + ω a we obtain
which can be finally put in the form
This is an expression obtained first by John and Quang (1994) and also Kofman et al (1994) through routes similar to the resolvent. The constant C represents the strength of the coupling of the atomic transition to the reservoir, being proportional to the square of the dipole moment. In general, the poles in the expressions of the resolvent operator amplitudes are strongly connected with the behaviour of the atomic system. The poles with a positive imaginary part fall outside the contour of integration and thus do not contribute to the inversion integral. The complex poles with negative imaginary part lead to a transient dissipative behaviour and do not contribute in the long-time limit. The purely real poles, on the other hand, represent a stable nondecaying state of the system and thus determine the behaviour in the long-time limit. Keeping these simple rules in mind, one can draw conclusions about the long-time behaviour of the system, by simply examining the poles, without any further calculations. In the case of the cavity, for example, the expression for G aa has two complex poles, both having a negative imaginary part. Thus, in the long-time limit the population is lost. The expression for G aa (z) now has three poles. Whether they are complex or real will be determined by the value of the detuning δ. For exact resonance (δ = 0) of the atomic transition with the edge, the analytical expressions become relatively simple. The three roots are z 1 = −C 2/3 , z 2 = e iπ/3 C 2/3 , z 3 = e −iπ/3 C 2/3 and since in the long-time limit only the real root contributes, the atomic population in state |a in that limit is
Thus a substantial fraction of the population in the initial excited state (about 45%) remains trapped even at t → ∞. We want to explore at all times the similarities and differences between the PBG material and the cavity. Perhaps somewhat arbitrarily, we may contrast, as a point of reference, the cases of exact resonance with the cavity mode to the exact resonance with the band edge. The common aspect is that we have maximum (optimum) coupling between atom and reservoir in both instances, as a result of which an initial de-excitation of |a is followed by (vacuum) Rabi oscillations with a damped amplitude. The major difference is that at t → ∞ the population of |a has decayed completely in the cavity but only by about 55% in the PBG. The timescale of de-excitation is in both cases dictated by the coupling constants K and C 2/3 , respectively, with the peculiar power of 2 3 being one of the signatures of the unconventional nature of the PBG environment. But the latter has a true gap where atomic decay should be inhibited, in fact forbidden, if the atomic transition falls sufficiently far inside the gap. The result for the population |U aa (t)| 2 is a bit more complicated for arbitrary detuning from the edge. In figure 2, we show a sample of results for different detunings from well inside the gap (δ < 0) to outside the gap (δ > 0), with the detunings measured in units of C 2/3 . These results were first noted by Kofman et al (1994) and John and Quang (1994) . As expected, for a transition frequency well inside the gap, all roots are real and thus the atom remains in the excited state forever, while sufficiently outside, it decays practically exponentially as in open space. There are, however, oscillations for all values of δ. Particularly noteworthy are the oscillations for δ inside the gap. Mathematically these oscillations can be traced to the beating between the stable solution and the transient due to the detour integral on the complex z-plane necessitated by the presence of a branch cut in (3.40). Physically, it reflects the (attempted) emission of a photon which is reflected back by the dielectric host, re-exciting the atom. Thus the very property of the dielectric host that creates the gap prevents the atom from getting rid of the energy (photon), which has led John and Wang (1990) to the concept of the 'bound photon-atom state'. Note also that a nontrivial amount of excited population (15%) is retained even for a moderate positive detuning (δ = C 2/3 ). This, however, does not happen in the anisotropic model. The population trapping in the excited state can also be rationalized in a somewhat different language more familiar in quantum optics. Due to the strong (infinitely high) spike in the DOS at the edge, the coupling in the vicinity of δ = 0 causes a strong vacuum Autler-Townes splitting, going hand in hand with the vacuum Rabi oscillation. One of the two components created by the splitting is pushed inside the gap, where it is protected against decay, while the other is pushed outside where it must decay. Depending on the magnitude and sign of δ, the relative magnitude of the two components changes, which determines what fraction of the initial excitation is trapped. That is also what happens to an atom in a cavity. The difference, however, is that due to the continuous and smooth shape of the cavity DOS, there is no value of the frequency at which decay is forbidden. For the anisotropic model, the component of the doublet outside the gap seems to decay much faster than in the isotropic model. Thus, in that case, even for small detunings outside the gap (δ = C 2/3 ), the photon-atom bound state will decay, while the oscillations in the atomic excitation are not so pronounced.
Up to this point, we have not referred to another phenomenon which is also apparent in figure 2 and has been examined thoroughly in the literature. Spontaneous emission of an atom can be totally inhibited for transition frequencies far inside the gap but, on the other hand, it can be strongly enhanced for transition frequencies outside the gap and close to the edge Bowden 1992) . In figure 2, we see that for detunings at the edge (δ 0), spontaneous emission takes place on a timescale of the order of C 2/3 , which is actually much shorter than the corresponding timescale for detunings far outside the gap (δ = 20C 2/3 ). We can have a qualitative picture of this phenomenon, if we define the average decay rate for the transient regime (0 t C 2/3 ) as R = − t ln(|U aa | 2 ). In figure 3 we plot the average normalized rate, as a function of the detuning from the band edge. The normalization has been done with respect to the open space radiation decay rate, which for our purposes can be taken as the decay rate for a detuning sufficiently far from the edge, say δ = 20C 2/3 . Therefore, the peak in the decay rate for atomic transitions around the edge corresponds to an emission rate nearly ten times larger than the open space rate. In contrast, for detunings far inside the gap the emission is strongly suppressed.
The isotropic model of John and Wang is not the only 1D model that has been discussed in the literature. Multilayer films are also 1D structures that consist of periodically arranged dielectric layers, with alternating high (n H ) and low (n L ) indices of refraction. The thickness of each layer is such as to satisfy the Bragg condition. The easy fabrication and the existence of exact analytic expressions for their density of modes made them amenable to a broad range of investigations (Fogel et al 1998) . The additional motivation for this broad research is that such 1D structures are the simplest form of photonic crystals. They exhibit a well defined gap at a range of frequencies and at the same time can localize light modes in this gap if the translational symmetry is broken by a defect (Joannopoulos et al 1995 , Stanley et al 1993 , Zi et al 1998 . The width of the gap is related to the difference between the indices of refraction n = n H − n L . Specifically, the larger the difference between the two indices is, the broader the gap becomes. Spontaneous emission modification in a classical analogue of a TLA embedded in such structures has been studied by many authors, showing once again enhancement of spontaneous emission near the edge and inhibition inside the gap , Dowling and Bowden 1993 , Dowling and Bowden 1992 , Kamli et al 1997 . This theoretical work has been followed by experiment that verified these predictions . This is an experiment worth describing, since to our knowledge it is one of the few experimental verifications of enhancement and suppression of spontaneous emission in a PBG structure of any dimension. For the realization of the experiment, three samples were used. One of them was used as a reference sample and it was a p-i-n light emitting diode (LED). The other two (A and B), were 1D PBG structures, as described before, with an emitting layer in the middle. Both A and B samples exhibited a gap for a different range of frequencies, but for the first one the emission range of the LED was at the edge of the gap, while for the second it was in the gap. The 'emission enhancement' factor (I enh ), was defined as the ratio between the power spectrum of the PBG structure (A or B) to that of the reference sample. In that way, measuring the power spectra from the sample A (or B), they could obtain values for the enhancement or inhibition of spontaneous emission with respect to the reference's power spectra. On the other hand, the same factor (I enh ) could be calculated from theory, since exact analytic expressions for the density of modes in the samples had already been derived. Both experimental and theoretical results showed an inhibition of spontaneous emission by a factor of four at the edge of the gap (sample A) and suppression of nearly 20 times inside the gap (sample B) (figure 4).
Modification of spontaneous emission of dye molecules embedded in a 3D PBG crystal exhibiting a gap in the visible has been reported by Petrov et al (1998) , while Megens et al (1999) have studied fluorescence life times of dye molecules in an arrangement of colloidal spheres (Vos et al 1996) . The first observation of inhibited spontaneous emission, however, was made relatively early on by Martorell and Lawandy (1990) .
Comparative discussion
The simple problem of the decay of a TLA in an arbitrary radiation reservoir encapsulates the essence of the physics leading to the differences in behaviour we have derived above. The case of open space is well known and understood. It is a typical example of the way QED works with the tools of perturbation theory. The handling of the vacuum shift and width requires going beyond Fermi's golden rule which can be accomplished in a systematic way through the technique of the resolvent operator, among others. One of the key points is that the shift-width function W (z) (also referred to, for evident reasons, as self-energy) can be calculated to first order in V RA . Note that, since W (z) appears in the denominator of the expression for G I I and G BI , V RA enters to all orders, as the summation of a particular class of diagrams (in that language) has been performed implicitly. The second key point is the smooth and slowly varying form of the DOS. The combination of these two points represents sufficient conditions for a Born-Markov process, as a result of which a master equation describing the time evolution of the atomic populations can be derived, as was done some time ago (see, for example, Agarwal 1974 , Sargent et al 1974 . It has a simple form that is useful to exhibit here. Denoting by ρ the reduced density operator describing the dynamic evolution of the atom embedded in the vacuum field in open space, it obeys the differential equation
where I is the spontaneous decay width of the upper state, defined in (3.21), with the rest of the symbols defined earlier in this section. The lengthy derivation leading to this equation begins with the complete density operator for the system 'atom plus field', adopts perturbation theory (as we have done with the resolvent operator) and performs the trace over the states of the radiation field. The Born and Markov approximations are introduced in more or less the same spirit as we did earlier. This master equation and its derivation, in one form or another, can now be found in most books on quantum optics (Walls and Millburn 1994 , Scully and Zubairy 1997 , Meystre and Sargent 1999 ). If we were to replace the TLA by a harmonic oscillator in interaction with a collection of a reservoir of harmonic oscillators, the resulting master equation would be identical to that of (3.42) with the substitutions σ
where a † , a are the creation and annihilation operators for the harmonic oscillator in question. Indeed, this is the prototype of a master equation describing the relaxation of a small system in contact with a bath, an elementary example of quantum dissipation.
A master equation can also be derived for the case of a TLA in a single mode cavity. The procedure, which can be found in many books, is a bit different. First, one derives a master equation describing the relaxation of the cavity mode-represented by a single harmonic oscillator-into the environment (reservoir), obtaining thus a quantum mechanical model for the lossy cavity. Then the TLA is coupled to the cavity mode. The dissipation of the excitation energy of the atom thus leaks into the reservoir via the cavity mode. That master equation, supplemented with the idea of pumping via the transit of the excited atom through the cavity, forms the basis of the theory of the micromaser as well as a model for the laser (Scully and Zubairy 1997) . Depending on the type of the cavity (open or nonreflecting side walls, for example) the atom may also be coupled directly to a certain spatial of open space, but entering a discussion of such details would take us too far astray from our main purpose. The derivation we have given in section 3.2 in terms of the resolvent has circumvented the need for a master equation through the insertion of the cavity loss into the form of the density of modes, taking advantage of what we know about dissipation in a lossy cavity. The atom-cavity interaction is not Markovian, as the field inside the cavity retains some memory of the event that created it, which is damped exponentially. As a result, the two-time correlation function has the form
which is connected with the Lorentzian lineshape, so that γ = ω/2Q. This, however, is a rather convenient form for a correlation function lending itself to analytical calculation. It is worth recalling here that the analogous correlation function for open space contains δ(t − t ) reflecting the instant loss of memory.
In the case of the PBG DOS, the situation is inherently more complex. The Born approximation cannot be made; and we always have in mind the first Born approximation, in making that statement. One could attempt going to second and possibly higher order. We are not aware of any published record along such an approach. In unpublished work (Bay 1998) , too long to reproduce here, it has been found that the second Born does not show any tendency to improve things significantly, and moreover the procedure to higher-order corrections appears extremely complicated and opaque. A non-Markovian (but Born) master equation has been used by Kofman et al (1994) and later on by Sherman et al (1995) . They analysed the preparation of nonclassical field states in a defect mode (driving field) situated in the middle of the gap, initially prepared in a Poissonian or thermal photon number distribution. The defect mode experiences dissipation via a TLA, which is actually an intermediary between the defect mode and the PBG continuum. The evolution of the system 'atom + defectmode' is given in the frame of the dressed-states basis. They showed that the dissipation leads to a highly sub-Poissonian distribution of the driving field, with a peak around a specific Fock state. The shift of the defect mode away from the centre of the gap gives rise to an additional peak, but the final distribution remains highly sub-Poissonian. In figure 5 we present a sample of their work where the reduction of the initial Poissonian or thermal distribution into a Fock state is depicted. Sub-Poissonian excitation statistics of N TLAs in the context of resonance fluorescence has also been reported by John and Quang (1997a) . Working again in the dressed-states picture, they have derived a purely Markovian master equation, incorporating dephasing atom-phonon interactions. The argument for such a Markovian description is the assumption that the DOS, while singular at one frequency, varies smoothly around the dressed-state resonant frequencies. This assumption had already been made by Mossberg and Lewenstein (1993) in a special issue in the Journal of the Optical Society of America B. In both cases, the discontinuity in the DOS is incorporated as strongly different decay rates of the two sidebands in the Mollow triplet. John and Quang (1997a) showed that the ensemble of N initially unexcited atoms suddenly switch to the excited state at a critical value of the Rabi frequency of the externally applied field. The corresponding timescale for this switching is proportional to N −1 . The atomic excitation statistics, as described through the Mandel parameter, are highly sub-Poissonian.
All of the above approaches are approximations (reasonably good ones) to the real problem: namely, the description of non-Markovian and non-Born dynamics of single (or many) TLA atom(s) interacting with a structured reservoir. The question has been attracting increasing interest as non-Markovian (non-Born) problems keep emerging in different contexts of physics Savage 1997, Moy et al 1999) . To this end, Diosi et al (1998) have derived a stochastic Schrödinger equation, thus extending the already existing quantum state diffusion (QSD) approach (Gisin and Percival 1992, 1993a,b) to non-Markovian problems (Strunz et al 1999) . For the time being, we are aware of the application of the method to a relatively tractable problem involving a standard cavity reservoir. On the other hand, its potential does not seem to be limited and it will be interesting to see and explore its applications to problems involving more complicated DOS. Thus we must work with the wavefunction and that is how problems have been approached in the literature. The resolvent operator is one systematic way of proceeding.
It is only a slight exaggeration to say that a good portion of the theoretical literature on the subject has involved the exploration of the behaviour of various few-level atomic models under models of DOS whose inspiration comes from the idea of photonic crystals, although some of these models may have only a peripheral connection to the DOS of a real photonic crystal. They all exhibit a gap at one point at least and presumably the analytical advantage they offer facilitates the insight into phenomena which can be studied only under approximations for more realistic models. A case in point is illustrated later on, in connection with SR in section 6. We have discussed this prototype problem of the TLA in the context of the DOS proposed by John and Wang (1991) and applied it to the study of the TLA by John and Quang (1994) . At about the same time, Kofman et al (1994) examined the same question in a somewhat broader context, in that they also explored in the same spirit the connection with open space and the cavity.
Their treatment was cast in a formal language practically identical to that of the resolvent, the only difference being that they first wrote differential equations for the amplitudes of the relevant Schrödinger equation and then considered the Laplace transform of the equations. Their analysis, also included the case of a DOS not as singular as that of (3.34) but with somewhat rounded-off edge through a suitable parameter in the modified form
which reduces to (3.34) as → 0. The effect of this round-off is to make ρ (ω λ ) finite at ω λ = ω e for any finite value of . The question is relevant beyond the mere exploration of the mathematical implications of various forms of ρ(ω λ ), as it can be argued that in reality the DOS in a real crystal will not actually diverge, for a number of physical reasons, not the least being the idealized assumptions underlying the form in (3.34) in the first place. Kofman et al noted that, perhaps surprisingly, at resonance with the peak of ρ (ω λ ), the decay is inhibited more strongly than for = 0. One way to interpret this behaviour, as they argue, is to observe that the shift of one of the components outside the gap is now smaller. Since the component inside the gap is protected from decay, the net effect is a larger stable-state probability. A more direct explanation emerges, however, if one examines the behaviour of their DOS as a function of . It turns out that as increases the strength of the coupling of the atom to the reservoir also decreases. Thus, in the limit of large the coupling goes to zero causing the decay to also vanish, which appears incompatible with the fact that the shape of the DOS, in that limit, flattens out with the depth of the gap also vanishing. Clearly, this form of the DOS is useful for relatively small values of . Persistent search of the literature reveals that similar issues have been explored by a number of authors, and we doubt we have been able to be exhaustive in that search. Two relatively early papers merit attention at this point. The first, by Lewenstein et al (1988a) , addressed the issue of singular DOS quite early, as soon as the idea about the creation of photonic crystals was published (Yablonovitch 1987) . Their motivation had, however, earlier roots because as they point out, a DOS bearing considerable resemblance to that of (3.34) can be found in waveguides near the fundamental frequency (Kleppner 1987, Abrab and Bourdon 1996) . They formulated and treated the problem of de-excitation of a TLA using a DOS of the form
where again the small parameter serves the purpose of rounding-off the singularity. All of their results, pertaining only to photonic spectra and not atomic populations, have been obtained for finite values of . This form of DOS differs from that of Kofman et al (1994) (3.44) in that also appears in the square root in the numerator, a small but consequential difference. Note that for any finite (nonzero) value of ω λ − ω e , the limit → 0 leads to ρ (ω λ ) → 0, irrespective of the value of ω λ − ω e . It is useful to examine the DOS (3.44) and (3.45) through the resolvent operator. After a considerable amount of algebra and integration over ω λ in the complex plane, we obtain expressions for G aa (z) which reduce to those of the PBG in the limit → 0 for (3.44) but not for (3.45). If one does take the limit → 0 for the last case, the resulting expression for G aa (z) is 1/z, which implies complete absence of decay for any value of detuning. This confirms the difficulty of that DOS for = 0 and that is probably why the authors reported calculations only for finite values of . In their only attempt to approach the physical situation in a PBG, they considered briefly an inverted Lorentzian with a gap only at one point, a model that we discuss below (see equation (3.46)) in connection with a later paper by Nabiev et al (1993) . Thus, although Lewenstein et al (1988) may have been among the first to consider a singular DOS, the results they elaborated upon, did not quite have the right ingredients to exhibit the population trapping expected from a DOS with a true band gap.
As mentioned above, in a paper much later, Nabiev et al (1993) investigated the decay features of a TLA assuming forms of the DOS that exhibit a gap as well as a delta-function spike at the centre of the gap. To simulate a Lorentzian-like gap in an otherwise uniform background ρ 0 , they adopted the DOS
which exhibits a zero at one point, namely at ω λ = ω c (the centre of the Lorentzian), with the Lorentzian 'gap' (perhaps hole is more descriptive of the actual situation) having an effective width 2 . If a delta-function term ρ 1 δ(ω λ − ω d ) is added to the above form, with ω d at the centre ω c , or indeed at any other place inside the gap, we have a mathematical imitation of what is now known as a defect mode in a photonic crystal, except that this imitation defect mode does not sit on a true gap. If one assumes ω d = ω c and the atomic transition frequency on resonance with both, the atom is then coupled to a high concentration of DOS surrounded by a minimum which eventually climbs to some asymptotic value. It is, in a way, the inverse of the cavity case, except for the concentration of DOS at the centre. Nabiev et al (1993) also considered the extreme case of a square well. Rather specialized and restrictive as their forms may have been, these authors obtained analytical results which allowed them to explore the behaviour at different timescales. In the special case of the Lorentzian 'gap', they find that the atom with transition frequency at the centre, where ρ L (ω λ ) = 0, cannot decay unless the width is comparable to (not much larger than) the width of the excited state in open space.
Having the advantage of analytical results, they note that knowledge of the time dependence of the population of the initial state allows one to determine (through a sequence of inverse Laplace and Fourier transforms) the profile of the gap (DOS). That is a thought worth keeping in mind, even if it were only feasible in an approximate sense under more realistic conditions. To the early models of DOS exhibiting some gap, we should add the work of Kilin and Mogilevtsev (1992, 1993) who have also considered models with a 'gap' at one point of the spectral shape. Although we now have more realistic models, the mathematical difficulties they present in the treatment of some types of problems make simplified forms often valuable as test cases providing some insight.
Finally, yet another DOS with a zero at one point has been constructed by Garraway (1997) for reasons not directly related to PBG issues. Such models are motivated by the desire to accommodate a master equation in the context of a non-Markovian process. Arguments along these lines were initially elaborated by Imamoglu (1994) and Stenius and Imamoglu (1996) whose intent was to construct DOS that are analytic, but can be (artificially) separated into one or more pseudomodes and a continuum within which they are embedded. The pseudomode(s) is (are) to be treated on an equal footing with the atomic degrees of freedom, while a master equation can be obtained for the sub-system atom + pseudomode(s). A DOS of that type, involving two pseudomodes, has the form
with q and γ being parameters describing the structure in the continuum. The Lorentzian of width κ, assumed to be much larger than either γ or q, serves the purpose of imposing the normalization +∞ −∞ ρ G (ω λ ) dω λ = 2π which fixes the value of the normalization constant f to
This DOS has a zero at the point ω λ = ω c − q and depending on the value of q relative to γ is more or less asymmetric around its peak. To the best of our knowledge, no one has prescribed a physical process that would lead to a DOS of this type. Lineshapes corresponding to the second factor in the right-hand side of equation (3.47) are well known in autoionization (Fano 1961) where discrete states (resonances) are embedded in the electronic continuum above ionization thresholds, hence the term Fano lineshape often used in the literature. The usefulness of this particular DOS in the present context is discussed in section 6, in connection with SR.
A common feature of all of the above DOS is that they give rise to trapping of the excitation of the TLA, with the amount of trapping depending on the particular form. The extent to which their predictions are quantitatively useful will have to be decided case by case.
Beyond the TLA
Spontaneous decay in three-level systems
If the TLA with a transition frequency around the edge of a PBG exhibits unusual behaviour, it is to be expected with certainty that other few-level models will also share this behaviour. For a number of reasons, three-level models of the ladder (or cascade), lambda ( ) or V type (see figure 6 ) are of interest in quantum optics and it was natural to explore their properties in the context of these novel DOS. All three of these three-level arrangements involve two, in general, different transition frequencies. The variety of the questions that can now be asked increases, as there are different combinations to be made with the position of each frequency with respect to the edge. It may be useful to briefly recall here some of the contexts in which each of these three-level systems is particularly useful. The ladder system, with the uppermost state initially excited, is one of the arrangements employed in tests of the validity of Bell's inequality in connection with the possible existence of hidden variables. The measurement in that case is concerned with the angular correlation between the two spontaneously emitted photons, as the atom cascades down to the ground state. One or both transitions of the ladder system could also be driven by external fields as is the case in spectroscopic studies through double optical resonance, where the system is initially in its ground state. One of the most interesting uses of the -system, with both transitions driven by external fields, is the coherent population trapping (even when the upper state decays), or the adiabatic population transfer from one to the other of the lower states, through a Raman transition, without loss from the upper state (Shore 1990) . The coherent population trapping and the formation of the so-called dark state plays a decisive role in laser cooling of atomic motion, where the three levels correspond to quantized states of the centre of mass motion. The V-system, with one of the transitions driven by an external field, is essential in the study of quantum jumps (Plenio and Knight 1998, Scully and Zubairy 1997) . Extending the study of these systems to the PBG DOS poses new problems and highlights further some of the fundamental differences between PBG and open space, as well as cavities. Beginning with the obvious, an atomic transition whose frequency lies inside the gap cannot be driven by an external field. It is, however, possible to have a 'defect mode' embedded in the gap. Theoretically, the line width of the resulting allowed frequency mode can be controlled. Under such circumstances, radiation in that particular frequency can propagate inside the crystal and drive an atomic transition of the same or nearby frequency. It is of course possible to drive externally a transition with frequency outside the gap and explore the consequences on the other transition of the system with frequency around the edge. For the seemingly simplest case, namely the de-excitation of the ladder system, initially in the uppermost state, serious complication arises. If only one of the transitions is inside the gap, with the other being outside and sufficiently far from the edge so as to be essentially in open space, the problem can be solved as we discuss below. But if both transitions are sufficiently near the edge to be strongly coupled to the PBG reservoir, the problem becomes much more demanding, not readily amenable to the techniques outlined so far. The underlying difficulty relates to a problem that remains a challenge, namely the handling of more than one photon in the PBG reservoir. We shall take the opportunity to present later on (section 7) a method capable of coping with few photons, but beyond that the issue is open. Analogous questions can be posed for the other two three-level systems as well. It is a manifestation of the unconventional character of the PBG DOS that the simple addition of a third level introduces a host of challenging difficulties to problems that in traditional quantum optics are rather straightforward; or so they seem in hindsight.
Considering the ladder system first, and denoting the atomic levels by |1 , |2 and |3 as in figure 6(a) , the total Hamiltonian can be written in the form
where we have introduced the more flexible notation σ ij = |i j | for the atomic raising and lowering operators to accommodate all three levels in the formulation. The atomic energies are ω 1 and ω 2 , with ω 3 set equal to zero and the RWA has been adopted. To distinguish between the photons emitted in the two transitions we have introduced two reservoirs labelled λ and γ , with their respective operators. In this notation, each transition couples to one of the reservoirs, as is apparent in the two terms of the expression for V . At t = 0, the atom is assumed to be in state |1 , with zero photons in both reservoirs. The question is: How do the populations of the atomic states evolve in time and what is the form of the spectra of the photons emitted in each transition of the cascade, where |1 and |3 are assumed to have the same parity, so that a cascade is the only way of de-excitation? The relevant states of the composite system 'atom + reservoir' are
and the total wavefunction in the time domain is
where, to compress notation, we have introduced in the matrix elements of U the abbreviations I → 1, B λ → λ and C λγ → λγ . The initial condition is | (0) = |I . We can proceed with the resolvent operator, whose relevant matrix elements now obey the equations
where we have used ω I = ω 1 , ω B λ = ω 2 + ω λ and ω C λγ = ω λ + ω γ , since ω 3 = 0.
In the standard case of the ladder system in open space, we know that in the longtime limit the atom will be in state |3 , with two photons present. The quantity S(ω λ ) = lim t→∞ ρ(ω γ )|U λγ (t)| 2 dω γ provides the spectrum of the photons emitted in the first (upper) transition |1 → |2 , while the quantity S(ω γ ) = lim t→∞ ρ(ω λ )|U λγ (t)| 2 dω λ provides the spectrum of the photons emitted in the second (lower) transition |2 → |3 . The forms of the spectra are well known (Cohen-Tannoudji et al 1992) with S(ω λ ) being to a very good approximation a Lorentzian of width equal to the sum of the spontaneous decay widths of states |1 and |2 , while S(ω γ ) is a Lorentzian of width equal to the spontaneous decay width of state |2 . They can be easily calculated through the resolvent and the pole approximation, given the smooth form of the DOS. Note that of the three amplitudes appearing in the right-hand side of (4.5), only U λγ (t) has a nonvanishing value at t → ∞. This last statement would also be true in a cavity if one or both transitions matched cavity modes, in which case the decay would not be purely exponential. On the contrary, it would exhibit some oscillations depending on the relative magnitude of parameters, but in the end, the atom will be in state |3 and the cavity empty of photons.
We can safely anticipate that the situation would be substantially different in the case of a PBG. Proceeding with the solution of the general problem, however, is far from straightforward. The difficulty stems, as already noted, from the presence of two photons in the PBG reservoir. It is in fact only very recently that one way to circumvent the difficulty has been found. But, before addressing that issue, we can deal with the special case in which only one of the transitions is coupled to the PBG, assuming that the other is sufficiently far (outside) from the edge. For that transition we can use the DOS for open space and proceed with the pole approximation. It should be kept in mind that this is an approximation based on physical arguments and only in the limit of large detuning of the outside transition from the edge should it be reliable.
Considering first the case of the lower transition coupled to the edge, we can eliminate the continuum λ, as was done in the TLA, obtaining the open space spontaneous width 1 of the uppermost state. What we have here is an upper state |1 which decays spontaneously but ends up in a lower state that exhibits unusual behaviour in time since it is coupled to the PBG reservoir. We can thus obtain an expression for G λ , which enables us to also obtain an expression for G λγ (z) . Skipping over many steps of algebraic manipulation-which can be found in Bay and Lambropoulos (1998)-we have
where C is the coupling constant appearing in the spectral density of the PBG and z 0 , z ± the roots of the polynomial (z − ω 2 − ω λ ) 2 (z − ω e − ω λ ) + C 2 , with z 0 denoting the real root and z + , z − the two complex roots with positive and negative imaginary parts respectively. This is a rather long but tractable expression, from which with some further effort we can calculate the inversion integral and from there the spectrum of the photon emitted in the first transition of the cascade. That photon can be observed since its frequency lies far outside the gap. An analytical form for the spectrum, although possible, is too complicated to be of any inspectional value. We present instead a sample of spectra, for various values of the detuning δ 2 , of the frequency of the lower transition from the edge. As shown in figure 7, for δ 2 positive and relatively large, the spectrum is Lorentzian as in open space. It is also, for all practical purposes Lorentzian, but narrower than the open space line, for δ 2 well inside the gap (δ 2 = −10). It exhibits a doublet structure for δ 2 around the edge. This is reminiscent of double optical resonance (DOR) when one of the transitions is driven (by an external field) strongly so as to exhibit an Autler-Townes splitting which is probed by the upper transition. It is in fact DOR in a real sense, except that the splitting of the lower transition is a vacuum splitting reflecting the existence of the photon-atom bound state. The magnitude of the splitting is a measure of C, the strength of the coupling of the transition to the structured reservoir. This points to perhaps the main reason for analysing the behaviour of the ladder system in this context. It can provide a spectroscopic way of measuring the strength of the coupling C and the photon-atom bound state, through a transition that is outside the gap and hence observable. It is also possible to analyse the case in which the upper transition is coupled to the PBG and the lower outside. We can then use the open space DOS for the lower transition. Without going through the mathematical analysis here, we present in figure 8 a sample of results for the spectrum of the photons in the the upper transition. Since it is the upper transition that is coupled to the PBG, we should have a photon-atom bound state except that the lower atomic state decays, because we have chosen its transition frequency to be outside the gap. The photon-atom bound state can now be said to be metastable, which is also reflected in the formal treatment (Bay and Lambropoulos 1998) . The spectra shown in figure 8 are indeed quite unusual, having no resemblance to what we have been accustomed to in traditional spectra of ladder systems.
An analogous but different arrangement for probing the photon-atom bound state has been analysed by John and Quang (1994) upper transition inside the gap, the only difference being that it is the upper state that decays into open space in the -system, while it is the lower in the ladder. Otherwise we again have a 'metastable' photon-atom bound state. The main results of John and Quang (1994) are shown in figures 9 and 10. The first illustrates the effect of the metastability on the population of the upper state. For a nonzero value of the decay rate into open space, the oscillations characterizing the photon-atom bound state are damped with the atom ending up in the lower state of the transition outside the gap. Again, this behaviour is analogous to that of a TLA in a lossy cavity, the difference being that here it is the TLA that is coupled to the open space while in the cavity it is the cavity mode. Observation of the spectrum of the fluorescence into open space, shown in figure 10, bears the imprint of the vacuum Rabi oscillations in frequency space, namely an Autler-Townes splitting, the same feature we noted in figure 7 for the ladder system. Finally, a V-system in the context of the PBG has also been analysed by Zhu et al (1997) (figure 6(c) ). Their emphasis was on the behaviour of the de-excitation of an initial coherent superposition of the upper two atomic states, when at least one of the transitions is strongly coupled to the edge. In open space, such an initial superposition, decaying to the same final state, exhibits quantum beats. Thus the objective of Zhu et al (1997) was to explore the manifestation of quantum beats in the presence of the reversible de-excitation in a PBG environment. One can calculate the population in each of the coherently superimposed levels as a function of time. Given some initial coherence, one would expect an interplay with the coherent driving of the system by the vacuum Rabi oscillations due to the strong coupling to the edge. Having performed such calculations, Zhu et al (1997) note that some enhancement in the amplitude of the oscillations can be attributed to the initial coherence. 
Externally driven three-level systems
In open space, any of the three-level systems discussed above can be driven by an external field in resonance (or near-resonance) with any of the allowed transitions. But if we are to explore external driving of some transition in these systems in connection with the simultaneous coupling of the system to a PBG DOS, we do not have the freedoms of open space. Clearly, we cannot drive by an external field a transition whose frequency lies in the gap. For that to be meaningful, a defect mode must exist in the material so that its frequency falls in the gap and coincides with the atomic transition to be driven. In the case of a pure gap without defect modes, only a transition with frequency outside the gap can be driven externally and for the system to be coupled to the PBG DOS, the other transition must be inside the gap, or if outside, very near the edge. Let us now focus our discussion of this issue on the -system, especially since this is the situation that has been addressed in the literature (Bay et al 1997b . Taking matters in the order of increasing complexity, we summarize the problem treated in Bay et al (1997b) where the transition |3 → |1 (see figure 6(b)) was assumed driven by an external laser with the position of the edge assumed to be somewhat below |1 . For a laser frequency ω L below the edge, the Raman transition |3 → |1 → |2 cannot be completed in weak laser field, as there is no mode to provide the Stokes photon, since with the position of ω L with respect to the edge, it falls within the gap. For a stronger laser field, the AutlerTownes splitting of level |1 pushes one component out of the gap, so that the transition can be completed. Otherwise stated, it is through a higher-order process that the atom can go from |3 → |2 . This is an example in which a level is coupled to two reservoirs, one for which a Markovian master equation is valid and a structured one for which a master equation is at best of doubtful validity. It is also practically impossible to obtain a general assessment of its range of approximate validity. The main purpose of Bay et al (1997b) was to show how to combine the resolvent with a (MCWF) approach, circumventing thus the lack of a master equation. For that purpose, part of the process, namely the decay of |1 into open space was handled through an effective Hamiltonian which was combined with the resolvent. The same atomic configuration has been examined in the context of electromagnetically induced transparency by Paspalakis et al (1999) while it was Rostovtsev et al (1998) who first studied the same phenomenon for a 1D heterostructure. Paspalakis et al (1999) showed that the -system can become transparent to an external weak laser field, if the other transition is coupled near resonantly to the edge of an isotropic PBG. In contrast, for the anisotropic model electromagnetically induced transparency does not occur. Another version of a -system with one of the transitions driven by an external field has been analysed by . The point of that paper is to create a coherent superposition between the two states in the driven transition. If this superposition is created by a pulsed laser of appropriate duration, it is in principle possible to achieve a desired phase difference between the amplitudes of the states. Having accomplished that, the question is whether spontaneous emission from the upper state into the other lower one will be affected by the phase, assuming that the respective transition frequency is at the edge of the PBG. It has been assumed that the frequency of the driven transition coincides with a defect mode inside the gap. Their results show that the de-excitation of the upper state can indeed be controlled through the relative phase of the superposition. The effect is clearly due to the interference of the externally created coherence with that of the vacuum Rabi oscillations on the other transition. The authors view the scheme as a possible optical memory device on an atomic scale, which would be phase sensitive. Since have chosen the frequency of the externally driven transition to be inside the gap, a defect mode was required for the driving. On the other hand Bay et al (1997) , have chosen the analogous transition to be outside, in which case there is no need for a defect mode. That both arrangements are possible would be of significance in the event an experimental implementation is ever attempted, as it would allow the driven frequency to be either larger or smaller than the one coupled to the edge, thus providing further flexibility in the choice of the physical -system.
Taking the driven transition far inside the gap, have neglected spontaneous emission, thus avoiding an open problem, namely multiple fluorescence of an externally driven TLA at the edge of the gap. The MCWF method, as it has been developed in its Markovian formulation, can not describe the localization of photons at the site of the atom. The above limitation is connected with the nature of the MCWF technique and should always be kept in mind, as it can easily lead to pitfalls if extended beyond its range of validity. A case in point is illustrated by the subsequent attempt of to apply the method to a case where more than one photon is present in the PBG reservoir by transforming to a dressed state basis, referring to the simulated state vectors as 'dressed-state Monte Carlo wavefunctions'. Their objective was to treat the problem of a TLA coupled to the PBG reservoir and at the same time driven by a laser. The difficulty in that treatment, in which they found it necessary to neglect the coupling to the two-photon sector of the reservoir Hilbert space at one stage of their formal development, has been pointed out by Mølmer and Bay (1999) . In Markovian MCWF, each time a jump occurs it is related to a gedanken measurement of the number of photons in the radiation reservoir (Dalibard et al 1992 , Mølmer et al 1993 . After each measurement the wavefunction of the system is projected on its zero-or one-photon component and the photon in the latter case is annihilated by the detector. In PBG materials, however, the emitted photon(s) remain(s) localized at the site of the atom(s), leading thus to subsequent atomic reexcitation and population in higher sectors of the Hilbert space of the system (two-photon, three-photon, etc). Only photons with energy outside the gap can be subject of such a measurement. The dubious validity of the treatment by is shown to lead to unphysical spikes in the atomic population. The root of the difficulty is again related to the non-Markovian character of the process. One may ponder the possibility of viewing the treatment as an approximate technique, but for the moment it is far from evident how to evaluate the degree of approximation and therefore reliability.
Atom-atom interaction
We return now to the TLA and in this section we consider the mutual interaction between two identical TLAs. One of them is assumed to be in the upper state and the other in the lower. For any mutual influence to be of any consequence in open space, the distance between the two atoms must be of the order of the wavelength corresponding to the resonant transition from the upper to the lower state. Needless to say, the atoms must not be so close to each other as to form a molecule or affect each other's electronic states. The interaction must thus be mediated by the transverse photons of the dipole transition, the physical picture being that the photon emitted by the excited atom is absorbed by the unexcited one, hence the term resonant dipole-dipole interaction (RDDI). At least in open space, that is the picture since the atom cannot reabsorb its own photon. Using the formalism of section 3, we should be able to give a quick but plausible derivation of a few simple equations, so as to provide the flavour of the calculations that are necessary for the quantitative treatment of the problem in different reservoirs.
If we label the atoms by A and B and the two states by |e and |g , with |g being the lower one, the relevant states of the problem are
with 1 kq , indicating a photon of wavevector k and polarization q. The position of the centre of mass of the atoms must also be included in the coupling to the radiation, which now reads
q d eg with d eg the electric dipole moment, ω k the photon frequency and q the polarization vector. The interaction between the two atoms is mediated through state |c which involves one photon in the reservoir. This means that the interaction will be of second order in V having the form
This dipole-dipole matrix element M ab is in general complex and diverges as the interatomic distance approaches zero. This is to be expected since in that limit a molecule is formed. Each of the atoms is of course directly coupled to the reservoir, which leads to the shift-width function written in this case as
being the same for both atoms and j = a, b. The shift can be assumed absorbed in the energy of the upper state and with the lower state energy set equal to zero, the relevant matrix elements of the resolvent obey the equations
The quantities represent the spontaneous decay widths of each atom. Assuming that M ab has been replaced by a z-independent quantity, the eigenvalues are given by
Substituted into the inversion integral, they lead to a damped sinusoidal behaviour in time.
How strongly damped it is, depends on the atomic separation and strength of interaction in relation to the decay rate . In the long-time limit, however, the excited state population in either atom will decay. The atoms may exchange excitation for a while, but they will eventually end up in the ground state. The situation is basically similar if the atoms are inside a cavity in (near-)resonance with a mode. The equations for the matrix elements of the resolvent are in this case a bit more complicated (Bay et al 1997a) with three roots for the characteristic polynomial. All three are complex with dissipative parts, which means that again in the long-time limit all excitation is lost. The evolution in time is more involved because not only can the photon hop from one atom to the other, but as we have seen in section 3, it can be reabsorbed by the same atom. But the end result is the same; the atoms in the ground state and the cavity empty. Needless to say, the formal complication in going from open space to the cavity is due to the DOS which appear in all of the previous equations involving the summations over c, as these summations are converted to integrations. That includes the expression for M ab . The algebraic manipulations are analogous to those we have seen in section 3, but more of them. A recent detailed treatment of this problem in a cavity has been presented by Goldstein and Meystre (1997) . To the best of our knowledge, Kurizki (1990) was the first to ponder the extension of RDDI to reservoirs of the type associated with PBG structures. The DOS he employed differed somewhat in the details from those currently in use, but the essential physics was included. He has in fact considered several forms of DOS including some dissipation. His interest in that paper was centred on the analytic structure of the RDDI term M ab including its implications on quasimolecular collisions corresponding to small interatomic separations R. He did not, however, study the implications on population trapping in the presence of RDDI, which can be anticipated on the basis of the behaviour of a TLA that we have seen in section 3. The issue of population trapping has been addressed more recently by Bay et al (1997a) who have given first of all a rather detailed analysis of the behaviour of the RDDI as a function of R. The DOS in the isotropic approximation has been used with particular emphasis on the behaviour of the atom-atom coupling at the edge. This extends related work by John and Wang (1991) and Kweon and Lawandy (1994) who had studied the behaviour well inside the gap. The singular form of the DOS entails significant complexity in the calculation of the coupling M ab . Among other aspects, it is necessary to consider in some detail the orientation of the atomic dipoles relative to the interatomic separation. Briefly, it turns out that M ab assumes the form
whereṼ ab denotes the term originating from the principal value part and C M (which can be assumed real) is given by
obtained, as an example, for the two atomic dipoles parallel to each other but perpendicular to R. For atomic transitions outside the gap, i.e. z > ω e , the term involving C M gives an imaginary part to M ab , while for z < ω e , M ab is real. Thus for frequencies inside the gap, the atom-atom interaction is dominated by the exchange of virtual photons, while for frequencies outside the gap, M ab contains a dissipative part, which is different from the dissipative term involved in the coupling of each atom directly to the reservoir. That coupling in this situation is given by
where j = a, b. We have omitted the shift term in the above expression, assuming it will be incorporated in the energy of the state and C j is given by
being the same for j = a or b. With the definition of states |a , |b and |c as given in equations (5.1)-(5.3), the matrix elements G aa and G ba of the resolvent are now found to obey the equations
where to compress notation we have defined C = C a = C b , have introduced the transformation z − ω a → z (i.e. interaction picture rotating at ω a = ω b ) and the detuning δ = ω a − ω e = ω b − ω e . This is the generalization of equations (5.7a), (5.7b) to the case of the PBG reservoir. In arriving at equation (5.13) no pole approximation has been introduced at any stage, as it is not allowed by the DOS. The unusual features of the reservoir are reflected in the radicals appearing in the matrix of the coefficients.
The eigenstates of the matrix in equation (5.13) can be readily identified as 14) which are the symmetric (s) and antisymmetric (a) product states. According to the current vogue in terminology, these states correspond to entanglement of the two atoms. In open space, the symmetric state is known as a Dicke state which is unstable, leading to SR (see also the following section). In the PBG reservoir, however, we can have excited population trapping even in the symmetric state. Much algebra and contour integration is required in order to proceed further. It can be found in Bay et al (1997a) . We have now six roots which in the special case of negligibleṼ ab have a rather simple form. They are e iπ/3 (C ± C M ) 2/3 , e −iπ/3 (C ± C M ) 2/3 and −(C ± C M ) 2/3 . The last two are real, and they are also roots of the original polynomial resulting from the determinant of the coefficients in equation (5.13). Obviously, they represent nondecaying states of the system. But since we have two of them, the system has no true steady state, as it will oscillate between these two nondecaying states. This behaviour is depicted in figure 11 , for a particular choice of parameters. Note, however, that if the system is viewed in the basis of the the states | s(a) it is found to have a steady state. One of the real roots corresponding to a stable (nondecaying) state is the eigenvalue of the symmetric product state, confirming thus the assertion made above about the stability of the normally superradiant state. The real partṼ ab of M ab , becomes dominant for small interatomic separations (R λ). For finiteṼ ab and δ, the expressions for the roots become quite complicated (Bay et al 1997a) . The inversion integral can nevertheless be calculated numerically. Typical results, illustrating the behaviour are shown in figure 12. For detuning sufficiently far inside the gap and smallṼ ab (in units of C 2/3 ) there is almost complete population trapping, while for detuning outside the gap, the system decays with only a partial trapping which increases with the magnitude ofṼ ab . The role ofṼ ab in this effect is that it causes a splitting which, if comparable to the detuning from the edge, pushes part of the atomic levels into the gap for initially positive detuning and outside the gap for initially negative detuning. This is what causes partial trapping for positive detunings or partial decay for negative detuning, when in either caseṼ ab is significantly larger than C.
It is instructive to compare figure 13 with figure 2 where we have the time evolution of the upper state population of the TLA for various detunings from the edge. According to figure 2, for δ = 3C 2/3 , the upper state population has practically decayed completely within a time t ≈ 5C −2/3 . In figure 13 , on the other hand, for the same detuning there is about 50% population trapping (25% for each atom) whenṼ ab is equal to 5, i.e. less than a factor of 2 larger than C. Thus RDDI has a stabilizing effect, even when the atomic frequency is outside the gap, which is in total contrast to the situation in open space where RDDI will always lead to decay. The strong coupling to the edge, which as we have seen causes the formation of the photon-atom bound state, has the additional effect of binding two atoms into a stable state, although they are too far from each other to form a stable molecule. The distribution of the photonic population as a function of frequency is normally referred to as the spectrum. In open space, the spectrum is given by the photonic distribution in the long-time limit, as we have seen, for example, in the case of the ladder system. In the present context, the issue is complicated by the fact that a detector located outside the (sufficiently large) photonic crystal, cannot detect the radiation wavepacket bound to and localized around the atom. The photonic spectrum outside the gap does nevertheless reflect to some degree the influence of the strong coupling of the atomic transition to the edge. Relevant calculations for the case of a TLA have been reported by Kofman et al (1994) and for the case of two atoms by Bay et al (1997a) . Obviously, the spectrum does not contain frequencies corresponding to the gap and the contribution to the spectrum outside the gap represents radiation emitted during the transient regime before the photon-atom bound state is stabilized to its steady-state value.
The peculiarity in the issue of exploring the state of the radiation inside the photonic crystal is not unique. It occurs in the micromaser (Weidinger et al 1999) , as it also does in any cavity QED experiment where information about the state of the radiation inside the cavity is obtained by interrogation of the exiting atom. An analogous arrangement for a photonic crystal, however, does not seem easily feasible. In any case, it is interesting to keep in mind the analogy of the two cases. Rather recently, the question of atom-atom dipole interaction and SR has also been investigated in the context of a microcavity at optical frequency (DeVoe and Brewer 1996) .
The case of N identical TLAs interacting only via RDDI, has been studied by John and Quang (1995b) . The transition frequency for each TLA is assumed to be far inside the gap; (John and Quang 1995b.) hence spontaneous emission can be neglected. Therefore the only interaction term in the Hamiltonian, describing the RDDI between the atoms is of the form i =j J mn σ + m σ n , where all constants and the dependence on R appearing in equation (5.4), have been included in J mn , which denotes the interaction between the mth and the nth atom. The evolution of the system can then be determined by the N states |j defined as |j ≡ |g, g, . . . , e, g, . . . g where the j th atom is excited. For an ordered system (J mn = J ) and for large values of N, the excited atom does not transfer any excitation to the others. A disordered system was simulated by taking J mn as a Gaussian random variable with zero mean value and variance equal to J . In this case, only a fraction of the initial excitation (proportional to N −1 ) can be transferred from the initially excited atom to each unexcited, with a rate of transfer proportional to √ N ( figure 14) . If now all atoms are initially unexcited and near-resonant to a defect mode with single excitation, transfer of energy from the defect mode to the atoms does not occur for a large ordered ensemble. By contrast, it does occur for a disordered system and the fraction of the defect excitation that is transferred to the atoms depends on the ratio J /g where g is the coupling of each atom to the defect mode. Additionally, optical bistability, phase transitions and collective atomic steady states are some of the phenomena that have been analysed in the context of the N TLAs interacting only via RDDI. The atoms are assumed to be coupled to a defect mode and can thus be driven by an external laser field. For a disordered system, the ratio of the variance J to the Rabi frequency of the applied field (or the coupling to the defect mode), is of great importance in all of these phenomena, as has been pointed out by John and Quang (1996a, b, c) .
Superradiance
When a collection of N identical, initially excited atoms is confined in a volume with dimensions much smaller than the wavelength of the radiated light λ, a cooperative effect, known as superradiance (SR) occurs. Spontaneous emission takes place in a timescale inversely proportional to the number of radiated atoms, while the emission intensity is proportional to N 2 . This phenomenon was first discussed by Dicke (1954) in open space and since then it has been attracting increasing interest. The superradiant behaviour is due to the induction of correlations between the dipole moments of the initially uncorrelated atoms, that interact via a common electromagnetic field (Allen and Eberly 1987 , Andreev et al 1993 . The emitted radiation, on the other hand, is characterized by a well defined directionality, depending on the geometry of the sample. It could be said that SR is essentially a lasing phenomenon where the atoms have been pumped to their excited state at t = 0. The resemblance of SR to laser physics was the motivation for further investigation of superradiant schemes, from few to many atoms and from open space (Gross and Haroche 1987) to high-Q cavities (Haroche 1984, DeVoe and Brewer 1996) . Thus it was to be expected that the appearance of PBG structures, that offer a strongly modified reservoir, would not fail to also attract attention in the context of SR.
Let us introduce at this point the Dicke notation, which is widely used in the literature on SR (Gross and Haroche 1987) . Assume a collection of N identical TLAs, satisfying the previous requirements, coupled near-resonantly to the edge of a PBG. Strictly speaking, the volume in which the atoms are confined should not be arbitrarily small since, for atoms very close to each other, the dipole-dipole interaction between them leads to destruction of the SR behaviour. Let also |a and |g be the upper and lower states for each of them. At t = 0, all of the atoms are excited and uncorrelated. For small times close to t = 0, SR is purely quantum mechanical, since the atoms interact with the vacuum field until dipole-dipole correlations arise. After this initial stage, however, the phenomenon becomes classical with a macroscopic collection of dipoles emitting radiation in a way analogous to that of classical antennas. Since the atoms are confined in a volume with dimensions smaller than λ, we can assume that the total dipole moment of the system is the sum over the dipole moments of individual atoms. Introducing the macroscopic atomic operators J + = i |a ii g|, J − = i |g ii a|, J z = i (|a ii a| − |g ii g|) the Hamiltonian of the complete system in RWA can be written as 
while we can define a complete set of orthogonal Dicke states |j, m where j = N 2 and m [−j, j ] which are eigenstates of J z and J 2 . There are mainly two ways of studying SR problems and both have been employed in the literature. The first is the derivation of a Markovian master equation. There are, however, situations where the Born and Markov approximations are not valid, which invalidates the use of a master equation. PBG structures is definitely one of these situations and the alternative is the solution of the Heisenberg equations of motion for the atomic and field operators. John and Quang (1994, 1995a) were the first to study SR at the edge of the gap in the context of the isotropic as well as the anisotropic model. This first work was followed by a second one (Vats and John 1998) where the same question (SR at the edge of a PBG), was studied thoroughly and in a somewhat broader context. In both cases, the problem was addressed by deriving Heisenberg equations of motion for the operators. In the Heisenberg picture, the equation of motion for an operator A readsȦ ≡ −i [A, H ] . Following this definition and using (6.1), one obtains the equations of motion for the field operators, the atomic inversion J z and the atomic polarization J − :
and after eliminating the field operators by formal integration, we have
where we have transformed to an interaction picture rotating at the band edge frequency ω e (δ = ω 0 − ω e ). We have in addition introduced the quantum noise operator 6.5) and the memory kernel (correlation) function of the reservoir
As we have noted earlier, for open space the memory kernel is a delta function, reflecting the instant loss of memory after the emission of a photon which never returns to the atom. For the case of PBG materials and the isotropic model, the time correlations for the environment are of the form
while for the anisotropic model
with ω e (t − t ) 1 (Vats and John 1998). As we can see, the equations of motion (6.4a), (6.4b) do not constitute a closed set of differential equations. On the contrary, they lead to other expectation values of higher-order correlations, i.e. J + J − and J z J − . The resulting hierarchy of equations cannot be solved, unless it is somehow truncated. This truncation involves a decorrelation scheme and it is an approximation to the exact solution. There is no unique decorrelation approach, but the simplest is the direct decorrelation of the products i.e. J z J − = J z J − , which is actually the factorization adopted by John and collaborators. Following their approach, (6.4a) and (6.4b) can be written as follows:
where the average over the quantum noise has been set to zero ( ξ(t) = 0). From now on, we refer to these equations as mean-field (MF) equations. In figures 15 and 16 we present a 
δ = −1N 2/3 β 1 . (Vats and John 1998.) sample of their results for the inversion and the polarization of a superradiant system at the edge of the gap and for the case of the isotropic model. In open space it is well known that, in the long-time limit, all atoms are in the ground state and thus there is no inversion or polarization. However, at the edge of the gap, the emitted radiation remains localized at the site of the atoms and thus the system exhibits steady-state inversion and macroscopic polarization in the long-time limit, even for detunings outside the gap, as should have been anticipated from the behaviour of the TLA. Thus the ensemble of the atoms is finally inverted and it has a polarization with a constant amplitude, while the corresponding phase angle changes with a constant rate. This clearly bears resemblance to the coherence observed in a laser system. Both inversion and polarization exhibit oscillatory behaviour instead of the exponential decay of open space. Nevertheless, it is noteworthy that the oscillations are not so pronounced in the anisotropic model, while there is neither steady-state inversion nor macroscopic polarization, even for slight detunings of the atomic transition outside the gap. Although the behaviour of the ensemble has the main features of the single-atom behaviour at the edge of the gap, there is a crucial difference. For the ensemble, the radiative lifetime T c is shortened by N 2/3 for the isotropic model and by N 2 for the anisotropic. Since the energy radiated by a collection of N atoms is Nhω 0 , the emission intensity (I ≡ Nhω 0 /T c ) for the isotropic and the anisotropic model, is proportional to N 5/3 and N 3 , respectively. Note that for open space the decay rate is proportional to N and the radiated intensity is proportional to N 2 . This means that the SR phenomenon at the edge of the gap for the anisotropic model is much faster and more intense than in open space, while the opposite is true for the isotropic model. (Vats and John 1998.) Having presented the main aspects of SR at the edge of the PBG, we return to the Heisenberg equations of motion and the decorrelation schemes. The factorization that we have presented leads to a closed set of semiclassical equations for the expectation values of the inversion and the polarization. However the resulting set has an obvious mathematical drawback: if the system is initially fully excited, the system will never evolve, unless we give a nonzero initial value to the macroscopic polarization J − (0) . The semiclassical approach is valid for the description of the SR after the early stage, where the dipole correlations have already been established and thus the evolution of the ensemble is purely classical. By contrast, the MF equations fail to recapture the influence of the vacuum (noise) at the early stage of the phenomenon, where the evolution is purely quantum mechanical. This aspect of the semiclassical equations is of course well known in laser theory (Walls and Millburn 1994, Scully and Zubairy 1997) .
This problem was the motivation for Bay et al (1998) to study SR in a Fano profile DOS, where a point gap exists for only a specific frequency. As we have noted earlier, the advantage of this as well as of other models is that a Markovian master equation can be derived (Garraway 1997) . Following Garraway's approach on pseudomodes, Bay et al (1998) derived a Markovian master equation for the Fano profile DOS, introducing two pseudomodes, one of which was strongly damped. The atoms and the other pseudomode experienced dissipation via their coupling to this mode. The calculations, which need not be reproduced here, can be found in Bay et al (1998) as well as Garraway (1997) . The advantage now is that, having a master equation, the validity of various decorrelation schemes can be tested, with respect to the exact solution obtained by propagating the master equation. For a wide range of parameters, Bay et al (1998) have found that, at least for their model, the MF calculation gives very good agreement with the exact calculation obtained from the master equation. This accuracy is, however, sensitive to the choice of the initial value assigned to the atomic operators. The best agreement is obtained if J − (0) = √ 2j. Except for the MF approximation, another factorization scheme was also explored, namely the excitation conserving decorrelation, where expectation values containing three operators are decorrelated, so that the resulting expectation values couple states with the same number of excitation. We do not need to assign values by hand in this way of decorrelation which gives good agreement with the exact calculation. In spite of the correct prediction of the atomic inversion in the long-time limit, both decorrelation schemes fail to recapture the early stage of SR, i.e. they overestimate the rapidity of the superradiant phase. This actually was also shown by Vats and John (1998) . They pointed out that the choice of the time t 0 that determines the early-time atomic evolution regime, does not affect the steady-state value of J z , but it does affect the onset time for the collective emission. Finally, we note that for the Fano profile gap model, Bay et al (1998) derived an analytic expression for the decay rate of the total number of excitations in the long-time limit, assuming a Gaussian distribution and applying perturbation theory.
Beyond one photon in the reservoir
The limitation of the approaches so far in handling only one photon in the structured reservoir was noted in section 4. We know of no general remedy to this restriction. An approach that can at least partially overcome this stumbling block has been proposed and implemented rather recently by . The idea rests upon replacing the DOS by a sufficiently large set of discrete modes spaced appropriately so as to represent faithfully, but in a discretized form, the analytical form of the DOS under consideration. This places some restrictions on the height and spacing of modes, but there is flexibility in the details of the prescription. A certain finite but large (say up to 500) number of modes can be accommodated depending on computational capability.
To illustrate how the method works, consider the TLA in its excited state as in section 3. Each mode is coupled to the atomic transition separately, through a coupling constant that is determined in the process of the discretization. This leads to a set of differential equations (as many as the modes) governing the evolution of the system 'atom + modes'. Within the number of the modes included in the calculation, the treatment is practically exact. The success of the approach depends on whether, for a given problem, the results can be shown to be insensitive to further increase of the number of modes included in the calculation: the usual criterion for convergence in any approach based on the discretization of a continuum. It turns out that numerical efficiency can in fact be increased significantly by introducing a further auxiliary idea. It is based on the observation that modes sufficiently far from the edge can be eliminated adiabatically giving rise to a shift, assuming of course as is usually the case, that the atomic transition is not too far from the edge, if it is taken outside the gap. It is the large detuning that makes possible this elimination. In other words, distant modes are not coupled to the atom strongly. This realization suggests then a further improvement. We can keep the entire DOS, replace by a set of discretized modes only a part near the edge, and eliminate the rest adiabatically. The application then to a specific problem is a matter of assessing which portion of the DOS needs to be discretized and how densely. This is part of testing the convergence of the calculation. The adiabatic elimination of distant (far detuned) frequencies illustrates certain qualitative aspects of the physics, namely the role of the distant modes in merely shifting the atomic transition further into the gap thus insulating it from decay.
When applied to the simple problem of section 3, the method is found to work quite well. About 250 modes are sufficient to reproduce the results of figure 2, with an accuracy within the thickness of the lines of the curves. That simply represents a test that the method works and is practical. Having established the soundness of the approach, we can go one step further to a problem involving two photons. Assume that we have a defect mode inside the gap and a TLA with transition frequency near or on resonance with the defect mode. Assume further that at t = 0 the defect mode carries the excitation of one photon and the TLA is in the excited state. The atom is thus coupled to both the defect mode and the PBG reservoir. To address the question of the time evolution of this system, we must consider states involving two photons in the reservoir. The defect mode acts as a source that can pump the atom, which is in a way an intermediary between defect mode and the reservoir. The equations are now more complicated than the TLA alone, but can be readily handled with the approach outlined above. We shall forego a detailed description of the approach here, but we present one result pertaining to this problem. The calculation has been performed for the case of the defect mode on resonance with the atomic transition and both somewhat past the edge inside the gap, i.e. detuning equal to −0.1C 2/3 . The isotropic approximation to the DOS has been assumed and 150 discrete modes were required for convergence, a rather modest computational effort. The results depicted in figure 17 do contain a surprise, in that it could not have been anticipated on the basis of what we know from previous work. It shows radiation (photons) to be oscillating between defect mode and reservoir in a coherent fashion, while the atomic population remains constant, after an initial transient period. And yet it is through the atom that the defect mode and reservoir exchange energy. The magnitude of this effect is fairly sensitive to the detuning from the edge.
Thus we can now consider other problems where two photons are involved. For example, the ladder system with both transition frequencies inside the gap can be addressed and upon doing so, further surprises appear (Nikolopoulos and Lambropoulos 2000) . A few more photons can be also accommodated in the method. The limitation on the number of photons comes from purely computational considerations, at least in the present form of the approach. What seems to emerge, on the basis of the glimpse we get into the few-photon extension of the phenomena we have been discussing, is that one or two more photons introduce considerable further richness in the behaviour of few-level systems coupled to these reservoirs.
Summary and outlook
The extension of the theory of cavity QED to PBG structures is by now well developed. The fundamental effects are understood and a variety of arrangements involving few-levels atoms with frequencies around the band edge have been worked out and probably many more will. It should be clear that any problem posed in connection with atoms near resonance with isolated cavity modes has its counterpart in a PBG structure, if the atom can be placed in it and a suitable way to monitor the desired effect can be arranged. In this respect it is useful to keep in mind that in most if not all cavity-atom physics, the atoms stream through the cavity and the information on the outcome of the interaction is obtained by monitoring the state of the exiting atom. Although problems assuming the same procedure with photonic crystals have been addressed (Kurizki et al 1993) it is not clear how it could be implemented. That being as it may, the fundamental difference between a high-Q cavity and an ideal PBG crystal is encapsulated in the behaviour of the TLA. In the cavity, it will decay to the lower state in the long-time limit while a fraction of the population will remain trapped for a transition frequency inside the gap. According to the models adopted in the calculations, the trapping lasts 'forever'. In reality of course photonic crystals have losses as well, which will depend on the material, geometry, size, etc. As of now, quality factors of the order of 10 4 -10 5 have been estimated from measurements of attenuation (Lin et al 1996) , while John (1994) places theoretical estimates as high as 10 10 . A state-of-the-art superconducting niobium cavity at microwave frequencies currently in use for quantum optics experiments has Q of the order 3 × 10 10 . Even with such high Q, the vacuum Rabi frequency for Rydberg atoms is larger than the photon damping rate but not much larger. The DOS and the mode structure of a photonic crystal have, on the other hand, different forms which are expected to provide stronger coupling. Thus for the same Q, the vacuum Rabi frequency in a photonic crystal may be appreciably larger than in a cavity. One of the most interesting aspects of photonic crystals is the flexibility in designing the spatial form of the vector potential.
The basic effect of population trapping in the TLA, as we have seen, carries over to more complicated arrangements with more levels or more atoms, or both. One rather startling consequence, for example, is the stabilization of the Dicke superradiant state. The drive for the development of photonic crystals comes from technological demands mentioned earlier in section 2 and not from quantum optics. Yet many technological aspects such as optical switches, for example, are related to those of interest in quantum optics; especially if viewed in a broader context where the 'atom' is replaced by a p-n junction as in LEDs. In the few experimental tests of inhibition of spontaneous emission, the two-level 'atoms' in reality were either dye molecules (Petrov et al 1998 , Megens et al 1999 or LED , all permanently fixed in the structure. Exploring experimentally all these other effects beyond the 'TLA' will not be a straightforward task.
Hopefully, there will be further much needed experimental exploration of the many effects for which the theory has been worked out. When it comes to the point of comparing theory with experiment, more realistic DOS, pertaining to each case will be needed. Most of the calculations so far have relied on the isotropic approximation to the DOS. Far inside the gap the predictions may not change much but, at the edge and even slightly beyond, the behaviour would be modified drastically.
In fact, a rather serious consequence of the isotropic DOS is the significant amount of population trapping even for atomic transition frequencies outside the gap, as we have seen, for example, in figures 2 and 13. This can be traced to the fact that the DOS drops rather precipitously beyond the edge outside the gap. In some sense, this acts as a pseudo-gap outside the main gap. On the other hand, this population trapping for positive detuning is totally absent in the anisotropic model where the DOS does not exhibit a drop outside the gap. It is thus doubtful that population trapping and related effects would exist under realistic conditions for positive detuning. It would of course be nice if such effects did exist as they would provide a handle for detecting the effects of the gap by examining radiation of frequency outside the gap which can propagate through the photonic crystal. Such a handle could possibly be introduced through a defect mode at an appropriate frequency inside the gap.
A beneficial side-effect of the quantum optics issues in photonic crystals has been the inquiry into techniques for handling non-Markovian processes (Diósi et al 1998 , Strunz et al 1999 . This combined with the breakdown of the Born approximation in the master equation has led to the formulation of mathematical issues that reach beyond the particular application to PBG structures. If significant progress is made along those lines, the dividend on the investment in these investigations will have been worthwhile, with impact in a broader context.
We should not close without pointing out the connection with optical lattices. The possibility of a photonic gap in an optical lattice of laser-cooled atoms was explored fairly early by Deutsch et al (1995) who showed the existence of a gap in two dimensions. More recently, van Coevorden et al (1996) and Sprik et al (1996) have argued that a full 3D gap should exist in an optical lattice. The calculation treats the atoms of the lattice as point dipoles with damping and it is Bragg scattering by the periodic array of such dipoles that causes the gap. Bragg scattering from atomic lattices has already been observed (Weidemüller et al 1995) . The gap is around the resonance atomic frequency. One limitation at the time of the work by Coevorden et al (1996) was the low filling factor ( 15%) of such lattices. In the meantime much progress has been made on that issue (DePue et al 1999) . Moreover, with the rapid development of Bose-Einstein condensates, it should be possible to fill such lattices. A limitation in the treatment of (Coevorden et al 1996) was the neglect of the oscillatory motion of the atoms around the equilibrium position. This can be accounted for, through a DebyeWaller factor, with the net effect expected to be a reduction in the Bragg-scattered intensity. It is not clear how large the gap can be. Moreover the size of the lattice itself, being limited by the diameter of the laser beams, is apt to be rather small. Thus it remains to be established how large and how 'good' the gap can be. Assuming things can be optimized, the possibilities for the type of questions discussed in the previous sections are quite intriguing in an optical lattice. It may well be that atoms could stream through such a lattice as they do in a cavity.
