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Abstract
This thesis consists of three main parts. In the first part, we propose a penalized likelihood
method to fit the linear discriminant analysis model when the predictor is matrix valued.
We simultaneously estimate the means and the precision matrix, which we assume has a
Kronecker product decomposition. Our penalties encourage pairs of response category mean
matrix estimators to have equal entries and also encourage zeros in the precision matrix
estimator. To compute our estimators, we use a blockwise coordinate descent algorithm.
To update the optimization variables corresponding to response category mean matrices, we
use an alternating minimization algorithm that takes advantage of the Kronecker structure
of the precision matrix. We show that our method can outperform relevant competitors
in classification, even when our modeling assumptions are violated. We analyze an EEG
dataset to demonstrate our method’s interpretability and classification accuracy.
In the second part, we propose a class of estimators of the multivariate response linear
regression coefficient matrix that exploits the assumption that the response and predictors
have a joint multivariate normal distribution. This allows us to indirectly estimate the
regression coefficient matrix through shrinkage estimation of the parameters of the inverse
regression, or the conditional distribution of the predictors given the responses. We es-
tablish a convergence rate bound for estimators in our class and we study two examples,
which respectively assume that the inverse regression’s coefficient matrix is sparse and rank
deficient. These estimators do not require that the forward regression coefficient matrix is
sparse or has small Frobenius norm. Using simulation studies, we show that our estimators
outperform competitors.
In the final part of this thesis, we propose a framework to shrink a user-specified charac-
teristic of a precision matrix estimator that is needed to fit a predictive model. Estimators
in our framework minimize the Gaussian negative log-likelihood plus an L1 penalty on a
linear or affine function evaluated at the optimization variable corresponding to the preci-
iii
iv
sion matrix. We establish convergence rate bounds for these estimators and we propose an
alternating direction method of multipliers algorithm for their computation. Our simula-
tion studies show that our estimators can perform better than competitors when they are
used to fit predictive models. In particular, we illustrate cases where our precision matrix
estimators perform worse at estimating the population precision matrix while performing
better at prediction.
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Chapter 1
Overview
In recent decades, high-dimensional data analysis has emerged as an important area of
research in statistics. Enabled by advances in computing and storage, researchers are able to
collect more data about each subject than ever before. To make use of this data, statisticians
need to develop new statistical methods and algorithms that address the computational
and inferential challenges posed by high-dimensionality. They must must also consider
whether certain modeling assumptions, such as sparsity, are appropriate or useful for a
given application.
In this dissertation, we propose computationally efficient, model-based methods for clas-
sification, multivariate response linear regression, and precision (inverse covariance) matrix
estimation. The latter two methods acknowledge that in certain applications, the popular
assumption of sparsity may not be appropriate or useful and proposes new methods for
these cases. Because these methods address different problems, we provide background and
a brief review of the relevant literature in each of the subsequent chapters separately.
In Chapter 2, we propose a model-based method for classification when the predictor
is matrix-valued, e.g. an image of a handwritten digit. We fit the linear discriminant
analysis model by maximizing a penalized matrix-normal log-likelihood. Specifically, we
use penalties that encourage zeros in the precision matrix estimator and entrywise equality
in pairs of response category mean matrix estimators. For one subproblem of our blockwise-
coordinate descent algorithm, we use an alternating minimization algorithm, proposed by
Tseng (1991), that scales more efficiently than the majorize-minimize algorithm used to solve
1
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special cases of our subproblem. Our proposed method can be generalized to the quadratic
discriminant analysis model and can be adapted for classification when the predictor is a
multidimensional array, such as in fMRI or video data. This chapter is based on the work
in Molstad and Rothman (2016b).
In Chapter 3, which appears in Molstad and Rothman (2016a), we propose a new
method for fitting the multivariate response linear regression model in high-dimensional
settings without relying on the popular assumption that the regression coefficient matrix is
sparse or has small Frobenius norm. Instead, we assume that predictors and responses have
a joint multivariate normal distribution and propose to indirectly estimate the regression
coefficient matrix by estimating the conditional distribution of the predictors given the
response, i.e, the inverse regression. This allows us to fit a parsimonious inverse regression
model when the forward regression is not parsimonious. We justify our approach by deriving
a convergence rate bound for our indirect estimator. Through extensive simulation studies,
we show that our indirect estimator can outperform popular direct estimators in finite
samples. Our real data application suggests that our method is especially useful for virtual
comparative genomic hybridization (Geng et al., 2011), a method for predicting genetic
abnormalities from gene expression data.
In Chapter 4, we propose a new precision matrix estimator for applications when only
a characteristic of the precision matrix is needed for prediction. The characteristics we
consider are linear or affine functions evaluated at the precision matrix. We propose to
estimate the population precision matrix by minimizing the normal negative log-likelihood
plus an L1 penalty on the characteristic evaluated at the optimization variable corresponding
to the precision matrix. To compute our estimator, we use an alternating direction method
of multipliers algorithm that replaces one primal variable update with an approximation
based on the majorize-minimize principle. This allows each step of algorithm to be solved in
closed form. We also study the statistical properties of our estimator in terms of the sparsity
of the characteristic. Specifically, we establish convergence rate bounds for our precision
matrix estimator and the characteristic. Unlike existing methods for directly estimating
linear or affine functions of the precision matrix, our estimator is applicable to a wide class
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of problems in multivariate analysis. In simulation studies, we show that for some linear
discriminant analysis data generating models, our method has better classification accuracy
than relevant competitors.
Chapter 2
A penalized likelihood method for
classification with matrix-valued
predictors
2.1 Introduction
We propose a method for classification when the predictor is matrix valued, e.g. classifica-
tion of hand-written letters. Standard vector-valued predictor classification methods, such
as logistic regression and linear discriminant analysis, could be applied, but they would not
take advantage of the matrix structure.
Logistic regression based methods for classification with a matrix-valued predictor have
been proposed. Zhou and Li (2014) proposed a nuclear norm penalized likelihood estimator
of the regression coefficient matrix B∗ ∈ Rr×c in a generalized linear model, where the value
of the matrix predictor x ∈ Rr×c enters the model through the trace of BT∗ x. In the same
setup, Hung and Wang (2013) assumed that vec(B∗) = β∗⊗α∗ where vec stacks the columns
of its argument, α∗ ∈ Rr, β∗ ∈ Rc, and ⊗ is the Kronecker product. This decomposition
was also studied in the dimension reduction literature (Li et al., 2010).
There also exist non-likelihood based methods for classification with a matrix-valued
predictor. These approaches modify Fisher’s linear discriminant criterion, e.g. 2D-LDA (Li
and Yuan, 2005), matrix discriminant analysis (Zhong and Suslick, 2015), and penalized
matrix discriminant analysis (Zhong and Suslick, 2015).
4
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We propose a penalized likelihood method for classification with a matrix-valued pre-
dictor. Our method estimates the parameters in the linear discriminant analysis model.
Let xi ∈ Rr×c be the measured predictor for the ith subject and let yi ∈ {1, . . . , J} be
the measured categorical response for the ith subject (i = 1, . . . , n). We assume that
(x1, y1), . . . , (xn, yn) are a realization of n independent copies of (X,Y ) with the following
distribution. The marginal distribution of Y is defined by P (Y = j) = pij (j = 1, . . . , J),
where the pij ’s are unknown; and
vec(X) | Y = j ∼ Nrc {vec (µ∗j) ,Σ∗} , j = 1, . . . , J, (2.1)
where µ∗j ∈ Rr×c is the unknown mean matrix for the jth response category, and Σ∗ is the
unknown rc by rc covariance matrix.
We make the simplifying assumption that
Σ−1∗ = ∆∗ ⊗ Φ∗, (2.2)
which is equivalent to Σ∗ = ∆−1∗ ⊗ Φ−1∗ , where Φ∗ is an unknown r by r precision matrix
with
∑
a,b |Φ∗a,b| = r, and ∆∗ is an unknown c by c precision matrix. The norm condition
on Φ∗ is added for identifiability: see Ros´ et al. (2016) for more on identifiability under
(2.2). This simplification of a covariance matrix makes the conditional distributions in
(2.1) become matrix normal (Gupta and Nagar, 2000). This exploits the matrix structure
of the predictor by reducing the number of parameters in the precision matrix from O(r2c2)
to O(r2 + c2).
Several authors have proposed and studied penalized likelihood estimators of Φ∗ and ∆∗
when J = 1 (Allen and Tibshirani, 2010; Zhang and Schneider, 2010; Tsiligkaridis et al.,
2012; Leng and Tang, 2012; Zhou, 2014).
In this chapter, we propose a penalized likelihood method to fit (2.1) with the as-
sumption in (2.2). Our penalties encourage fitted models that can be easily interpreted
by practitioners. We use a blockwise coordinate descent algorithm to compute our esti-
mators. To exploit (2.2) computationally, we use an alternating minimization algorithm
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(Tseng, 1991) in one of our block updates. This algorithm scales more efficiently than other
popular algorithms, which makes our method computationally feasible for high-dimensional
problems. We show that our algorithm has the same computational complexity order as the
unpenalized likelihood version, which also requires a blockwise coordinate descent algorithm
(Dutilleul, 1999).
2.2 Penalized likelihood estimation
2.2.1 Proposed method
Let Sm+ be the set of symmetric and positive definite m by m matrices. The maximum
likelihood estimators of the µ∗j ’s, Φ∗, and ∆∗ minimize the function g : (Rr×c)J×Sr+×Sc+ →
R defined by
g (µ,Φ,∆) =
1
n
J∑
j=1
[
n∑
i=1
1(yi = j)tr
{
Φ(xi − µj)∆(xi − µj)T
}]− c log det(Φ)− r log det(∆),
where µ = (µ1, . . . , µJ). We propose the penalized likelihood estimators defined by
(
µˆ, ∆ˆ, Φˆ
)
= arg min
(µ,Φ,∆)∈T
g(µ,Φ,∆) + λ1 ∑
j<m
‖wj,m ◦ (µj − µm) ‖1 + λ2‖∆⊗ Φ‖1
 , (2.3)
subject to ‖Φ‖1 = r
where T = (Rr×c)J × Sr+× Sc+; ◦ is the Hadamard product; ‖ · ‖1 is the sum of the absolute
values of the entries of its argument; λ1 and λ2 are nonnegative tuning parameters; and the
wj,m’s are r by c user-specified weight matrices.
The first penalty in (2.3) encourages solutions for which pairs of the mean matrix esti-
mates have some equal entries, where this equality occurs in the same locations. Without
the first penalty, i.e. λ1 = 0, the proposed estimators of the µ∗j ’s are sample mean matrices.
If λ1 > 0, then the proposed estimators of the µ∗j ’s are affected by the estimators of Φ∗
and ∆∗.
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We recommend selecting weights similar to those prescribed by Guo (2010). We suggest
using w−1j,m = |x¯j − x¯m|, 1 ≤ j < m ≤ J where x¯j =
∑n
i=1 1(yi = j)xi. Alternatively,
one could use weights based on t-test statistics or could use weights that incorporate prior
information.
The second penalty in (2.3) has a simple impact: for sufficiently large values of λ2, some
of the entries in the estimate of ∆∗ ⊗ Φ∗ are zero, which occurs if and only if either the
estimate of ∆∗ or the estimate of Φ∗ has some zero entries. To encourage zeros in estimates of
Φ∗ or ∆∗ separately, one could use two separate L1 penalties. Our computational algorithm
can be easily adapted to accommodate this case.
The tuning parameters λ1 and λ2 can be chosen by minimizing the misclassification rate
on a validation set.
2.2.2 Related work
Xu et al. (2015) proposed fitting the standard linear discriminant analysis model for a
vector-valued predictor by penalized likelihood. We can express their parameter estimates
in our matrix-predictor setup by setting the number of columns of the matrix predictor to
one. Specifically, with c = 1 and ∆ = 1, Xu et al. (2015) parameter estimates are
arg min
(µ,Φ)∈(Rr)J×Sr+
g(µ,Φ, 1) + λ1 ∑
j<m
‖wj,m ◦ (µj − µm)‖1 + λ2
∑
a6=b
|Φab|
 . (2.4)
One could view our method as the matrix-valued predictor extension of the method of Xu
et al. (2015). Guo (2010) proposed a method that solves a restricted version of (2.4), where
Φ is fixed at a diagonal matrix with pooled sample precision estimates on its diagonal.
Computationally, the algorithms proposed by Xu et al. (2015) and Guo (2010) for solving
(2.4) suffer from numerical instability and do not scale efficiently for application to (2.3). In
our simulation studies, we compare our proposed method to several competitors, including
the method of Guo (2010). The method of Xu et al. (2015) is too slow computationally for
the dimensions we consider, so we only use it in a special case when Σ∗ is known.
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2.3 Computation
2.3.1 Overview
To solve (2.3), we use a block-wise coordinate descent algorithm. Each block update is
a convex optimization problem. In the subsequent subsections, we show that updates for
Φ and ∆ can be expressed as the well-studied L1-penalized Gaussian likelihood precision
matrix estimation problem. We also use an alternating minimization algorithm for the
block update for µ. The algorithm to compute our estimator, along with a set of auxiliary
functions, is implemented in the R package MatrixLDA, which is available on CRAN.
2.3.2 Updates for Φ and ∆
We first derive the update for Φ. Define GL(S, τ) as
GL(S, τ) = arg min
Θ∈S+
{tr(SΘ)− log det(Θ) + τ‖Θ‖1} , (2.5)
where S is some given nonnegative definite matrix and τ is a nonnegative tuning parameter.
The optimization problem in (2.5) is the L1-penalized Gaussian likelihood precision matrix
estimation problem. Many algorithms and efficient software exist to solve (2.5): one good
example is the graphical-lasso of Friedman et al. (2008).
Let f be the objective function in (2.3). Suppose ∆ and µ are fixed. The minimizer of
f with respect to Φ is
Φ˜ = arg min
Φ∈Sr+
 1n
J∑
j=1
[
n∑
i=1
1(yi = j)tr
{
Φ(xi − µj)∆(xi − µj)T
}]− c log det(Φ) + λ2‖Φ⊗∆‖1
 .
(2.6)
Using the fact that ‖Φ⊗∆‖1 = ‖Φ‖1‖∆‖1 and
1
n
J∑
j=1
[
n∑
i=1
1(yi = j)tr
{
Φ(xi − µj)∆(xi − µj)T
}]
= c tr {ΦSφ (µ,∆)} ,
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where
Sφ(µ,∆) =
1
nc
J∑
j=1
{
n∑
i=1
1(yi = j) (xi − µj) ∆ (xi − µj)T
}
,
we can express (2.6) as
arg min
Φ∈Sr+
[
tr {ΦSφ(µ,∆)} − log det(Φ) + λ1‖∆‖1
c
‖Φ‖1
]
= GL
{
Sφ(µ,∆),
λ1‖∆‖1
c
}
.
After computing Φ˜ with ∆ fixed, we can enforce the constraint ‖Φ‖1 = r using a simple
normalization: we replace (Φ˜,∆) with (Φ¯, ∆¯), where
Φ¯ =
r
‖Φ˜‖1
Φ˜, ∆¯ =
‖Φ˜‖1
r
∆.
This ensures that ‖Φ¯‖ = r without changing the objective function because f(µ,∆, Φ˜) =
f(µ, ∆¯, Φ¯).
Using a similar argument, the minimizer of f with respect to ∆ with µ and Φ fixed is
∆˜ = GL
{
Sδ (µ,Φ) ,
λ1‖Φ‖1
r
}
,
where
Sδ(µ,Φ) =
1
nr
J∑
j=1
{
n∑
i=1
1(yi = j) (xi − µj)T Φ (xi − µj)
}
.
2.3.3 Update for µ
Let ∆ and Φ be fixed. The minimizer of f with respect to µ is
arg min
µ∈R(r×c)J
1
n
J∑
j=1
{
n∑
i=1
1(yi = j)tr
[
Φ(xi − µj)∆(xi − µj)T
]}
+λ1
∑
j<m
‖wj,m ◦(µj − µm) ‖1.
(2.7)
Special cases of (2.7) have been solved using the majorize-minimize principle (Lange, 2016),
where the penalty is majorized by its local-quadratic approximation at the current iterate
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(Hunter and Li, 2005). For example, Xu et al. (2015) solved (2.7) when c = 1 and ∆ = 1;
and Guo (2010) solved (2.7) when c = 1, ∆ = 1, and Φ was diagonal. However, this
majorize-minimize algorithm suffers from numerical instability when iterates for µj and µm
are similar from some (j,m). Moreover, if we were to apply the majorize-minimize algorithm
to solve (2.7), then each iteration would would have worst case computational complexity
O(r2c2).
Instead of using an majorize-minimize algorithm, we use an alternating minimization
algorithm (Tseng, 1991; Chi and Lange, 2015) to solve (2.7). Our algorithm for solving
(2.7) is more numerical stable, each iteration has worst case computational complexity
O(r2c+ c2r), and has a quadratic rate of convergence when implemented with the acceler-
ations proposed by Goldstein et al. (2014). Both the majorize-minimize algorithm and our
alternating minimization algorithm require one inversion of ∆ and of Φ.
Similarly to the setup of the alternating direction method of multipliers algorithm (Boyd
et al., 2011), we first express (2.7) as a constrained optimization problem:
minimize
(µ,Θ)∈G
g(µ,Φ,∆) + λ1
∑
j<m
‖wj,m ◦Θj,m‖1 (2.8)
subject to Θj,m = µj − µm 1 ≤ j < m ≤ J,
where G = R(r×c)J×R(r×c)J(J−1)/2 and Θ = (Θ1,2, . . . ,ΘJ−1,J) . The augmented Lagrangian
for (2.8), using notation similar to Chi and Lange (2015), is
Fρ(µ,Θ,Γ) =g (µ,Φ,∆) + λ1
∑
j<m
‖wj,m ◦Θj,m‖1
+
∑
j<m
tr
{
ΓTj,m (Θj,m − µj + µm)
}
+
ρ
2
∑
j<m
‖Θj,m − µj + µm‖2F ,
for step size parameter ρ > 0 and Lagrangian variables Γj,m ∈ Rr×c for 1 ≤ j < m ≤ J .
Letting the superscript t denote the value of the t-th iterate of an optimization variable,
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the alternating minimization algorithm updating equations are
µ(t+1) = arg min
µ∈R(r×c)J
F0
(
µ,Θ(t),Γ(t)
)
, (2.9)
Θ(t+1) = arg min
Θ∈R(r×c)J(J−1)/2
Fρ
(
µ(t+1),Θ,Γ(t)
)
, (2.10)
Γ
(t+1)
j,m = Γ
(t)
j,m + ρ
(
Θ
(t+1)
j,m − µ(t+1)j + µ(t+1)m
)
for 1 ≤ j < m ≤ J,
until convergence. The alternating direction method of multipliers algorithm modifies (2.9)
by using Fρ rather than F0. The advantage of using F0 is that we avoid solving an rc× rc
linear system of equations at complexity O(r2c2) when using the Kronecker structure. Using
F0 also allows the updates for µ1, . . . , µJ to be computed in parallel with closed form
solutions for each. Two conditions for the convergence of alternating minimization are that
g is strongly convex (Tseng, 1991), which it is in our case, and that ρ is sufficiently close
to zero. We provide a computable bound on the step size ρ to ensure convergence of our
alternating minimization algorithm in the subsequent section.
The computational advantage of alternating minimization over alternating direction
method of multipliers was also recognized by Chi and Lange (2015) in the context of convex
clustering. They found that the simplification of (2.9) relative to the alternating direction
method of multipliers version yielded a substantially more efficient algorithm.
Using the first order optimality condition for (2.9),
µ
(t+1)
j = x¯j +
1
2pˆij
Φ−1
 ∑
{m:m>j}
Γ
(t)
j,m −
∑
{m:m<j}
Γ
(t)
m,j
∆−1 j = 1, . . . , J, (2.11)
where pˆij = nj/n for j = 1, . . . , J .
The zero subgradient equation for (2.10) is
ρΘ
(t+1)
j,m + Γ
(t)
j,m − ρ
(
µ
(t+1)
j − µ(t+1)m
)
+
{
λ1wj,m ◦ h
(
Θ
(t+1)
j,m
)}
= 0, (2.12)
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where h : Rr×c → Rr×c and for all (s, t) ∈ {1, . . . r} × {1, . . . , c},
[h(x)]s,t =
 sign(xs,t) : xs,t 6= 0[−1, 1] : xs,t = 0 .
Tibshirani (1996), among others, have shown that (2.12) can be solved using the soft-
thresholding operator: soft(x, τ) = max(|x| − τ, 0)sign(x). The update for Θj,m is
Θ
(t+1)
j,m = soft
(
µ
(t+1)
j − µ(t+1)m − ρ−1Γ(t)j,m,
λ1
ρ
wj,m
)
,
where soft is applied elementwise.
We use an accelerated variation of the algorithm presented in this section to solve
(2.7). This is based on Goldstein et al. (2014) with simple restarting rules described by
O’Donoghue and Candes (2015). Further details about our implementation are given in the
subsequent section.
2.3.4 Summary
The block-wise coordinate descent algorithm for solving (2.3) is summarized in Algorithm
1.
Algorithm 1 Blockwise coordinate descent algorithm for (2.3)
Initialize ∆(0) ∈ S+c , Φ(0) ∈ S+r such that ‖Φ(0)‖1 = r. Set m = 0. Repeat Step 1 - 5 until
convergence.
Step 1. Compute µ(m+1) = arg minµ∈R(r×c)J g
(
µ,Φ(m),∆(m)
)
+ λ1
∑
j<m ‖wj,m ◦ (µj − µm) ‖1 using
the algorithm in Section 2.3.3;
Step 2. Compute ∆˜ = GL
{
Sδ
(
µ(m+1),Φ(m)
)
, λ2
}
;
Step 3. Compute Φ˜ = GL
{
Sφ
(
µ(m+1), ∆˜
)
, λ2c ‖∆˜‖1
}
;
Step 4. Set ∆(m+1) = ‖Φ˜‖1r ∆˜, Φ
(m+1) = r‖Φ˜‖1 Φ˜;
Step 5. Replace m with m+ 1.
To get initial values Φ(0) and ∆(0), we run the maximum likelihood algorithm (Dutilleul,
1999) until a mild convergence tolerance is reached, and use Φ(0) = diag(ΦMLE) and ∆(0) =
diag(∆MLE) where
(
ΦMLE,∆MLE
)
are the final iterates.
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Let k
(m)
φ = ϕmin(Φ
(m)) and k
(m)
δ = ϕmin(∆
(m)), where ϕmin(·) denotes the minimum
eigenvalue of its argument. For the (m + 1)th update of µ, if we select the step size
parameter
ρ(m+1) ∈
(
0,
{
min
j
{pˆij} 4k(m)φ k(m)δ
}
/J
)
, (2.13)
then the alternating minimization algorithm converges (Tseng, 1991; Chi and Lange, 2015).
One can verify that (2.7) and (2.13) satisfy the conditions for convergence stated in Section
6.2 of the Supplemental Material of Chi and Lange (2015) using an argument similar to
theirs. The minimum eigenvalues of Φ(m) and ∆(m) are positive as long as initializers Φ(0)
and ∆(0) are positive definite. When k
(m)
δ and k
(m)
φ are positive, g is strongly convex in µ,
which is required for convergence.
In practice, we find it better to use ρ an order of magnitude smaller than the upper
bound in (2.13), i.e., we use ρ(m+1) = (minj {pˆij} 4k(m)φ k(m)δ )/(10J) to ensure numerical
stability. Although the step size ρ(m+1) may be small when Φ(m) and ∆(m) are dense, we
find that when using accelerations and warm-starts, the small step size is not problematic.
We use an accelerated version of the alternating minimization algorithm proposed by
Goldstein et al. (2014), which was also used by Chi and Lange (2015). O’Donoghue and
Candes (2015) showed that acceleration restarts imposed after a fixed number of iterations
can decrease the number of iterations required for convergence. In our implementation of
the alternating minimization algorithm, we restart the accelerations after 200 iterations.
We warm-start the (m+ 1)th update of µ by initializing the Lagrangian variables at their
final iterates from the mth update.
At convergence of the alternating minimization algorithm, zeros in the final iterate of
Θj,m do not correspond to exact entrywise equality in the final iterates for µj and µm. To
enforce equality at the solution, we use simple thresholding.
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2.3.5 Computational complexity
Solving (2.3) with λ1 = λ2 = 0, i.e. maximum likelihood estimation, also requires a block-
wise coordinate descent algorithm (Dutilleul, 1999). The maximum-likelihood blockwise co-
ordinate descent algorithm has computational complexity of order O(nr2c+nc2r+ r3 + c3).
The first two terms come from computing the sample covariance matrices Sφ and Sδ, and
the last two terms come from inverting Sφ and Sδ.
Our algorithm’s computational complexity is also O(nr2c+nc2r+r3 +c3). We compute
Sφ and Sδ and the graphical-lasso algorithm that we use is known to have worst case
complexity O(p3) for a estimating a p×p precision matrix (Witten et al., 2011). In addition,
for each µ update, we compute eigendecompositions of the iterates for Φ and ∆. The
alternating minimization algorithm costs O(r2c+ c2r) when implemented in parallel.
The magnitude of tuning parameters effects the computing time of our algorithm. Gen-
erally, smaller values of λ2 take longer.
2.4 Simulations
2.4.1 Models
For 100 independent replications, we generated a realization of n = ntrain + nvalidate + ntest
independent copies of (X,Y ), where we set ntrain = nvalidate = 75, and ntest = 1000. The
categorical response Y has support {1, 2, 3} with probabilities pi∗1 = pi∗2 = pi∗3 = 1/3. Then
vec (X) | Y = j ∼ Nrc {vec (µ∗j) ,Σ∗} ,
where µ∗1, µ∗2, and µ∗3 are only different in one 4× 4 submatrix, whose position is chosen
randomly in each replication. We used multiple choices for the entries in this submatrix,
which are displayed in Figure 2.1. All other mean matrix entries were set to zero. We
consider four covariance models:
Model 1. Σ∗ = ∆∗⊗Φ∗ where Φ∗ has (a, b)th entry 0.7|a−b| and ∆∗ has (c, d)th entry
0.7× 1(c 6= d) + 1(c = d).
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Model 2. Σ∗ = ∆∗ ⊗Φ∗ where Φ∗ has (a, b)th entry 0.7|a−b| and ∆∗ is block-diagonal
where ∆∗ can be expressed elementwise:
∆c,d =

1 if c = d
0.7 if µ∗j,a,c 6= µ∗m,a,d for any a ∈ {1, . . . , r} and 1 ≤ j < m ≤ J
0 otherwise
.
Model 3. Σ∗ corresponds to the covariance model
Cov(Xa,b, Xc,d | Y = j) = {0.5I(b 6= d) + I(b = d)} (ρbρd)
|a−c|
1− ρbρd ,
where ρ1, . . . , ρc are c equally spaced values between 0.5 and 0.9. The matrix Σ∗ is
positive definite when r = c with c = {8, 16, 32, 64}, and when r = 32 with c =
{8, 16, 32, 64}.
Model 4. Σ∗ corresponds to the covariance model
Cov(Xa,b, Xc,d | Y = j) =

1 if (a, b) = (c, d)
0.5 if µ∗j,a,b 6= µ∗m,c,d for any 1 ≤ j < m ≤ J
0 otherwise
.
In Model 3, if ρk = ρ for all k ∈ {1, . . . , c}, then Σ∗ has the decomposition (2.2)
corresponding to Φ∗ with an AR(1) structure and ∆∗ with a compound symmetric structure
(Mitchell et al., 2006). However, when ρk 6= ρ, Σ∗ does not have decomposition (2.2): the
correlation between any two entries in the same row depends on the column and vice versa.
Model 4 is the rc−variate normal model similar to the first model used in the simulations
from Xu et al. (2015).
2.4.2 Methods
We consider the following model-based methods for fitting the linear discriminant analysis
model:
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µ∗1 µ∗2 µ∗3
Figure 2.1: The 4× 4 submatrix where µ∗1, µ∗2, and µ∗3 differ. White corresponds to zero
and the legend gives the values corresponding to the highlighted cells for each model.
• Bayes. The Bayes rule, i.e., Σ∗, µ∗, and pi∗j known for j = 1, . . . , J ;
• MN. The maximum likelihood estimator of (2.1) under (2.2), i.e., the matrix-normal
maximum likelihood estimator;
• Guo. The sparse na¨ıve Bayes type-estimator proposed by Guo (2010) with tuning
parameter chosen to minimize misclassification rate on the validation set;
• vec-SURE. The SURE independence screening method proposed by Pan et al. (2016)
with model sizes chosen to minimize misclassification rate on the validation set;
• MN-SURE. The matrix-normal extension of the SURE independence screening estima-
tor proposed by Pan et al. (2016) with model sizes chosen to minimize misclassification
error on the validation set.
• PMN(µ). The estimator defined by (2.3) with µ = µ∗ fixed and λ2 chosen to minimize
misclassification rate on the validation set;
• PMN(Σ) / Xu(Σ). The estimator defined by (2.3) with Φ = Φ∗ and ∆ = ∆∗ fixed
when Σ∗ = ∆∗ ⊗ Φ∗; the estimator defined by (2.4) with Σˆ = Σ∗ fixed when Σ∗ 6=
∆∗ ⊗ Φ∗; and λ1 chosen to minimize misclassification rate on the validation set;
• PMN. The estimator defined by (2.3) with tuning parameters chosen by minimizing
misclassification rate on the validation set.
The methods PMN(µ) and PMN(Σ) / Xu(Σ) both use some oracle information and were
included to study how estimating µ∗, ∆∗, and Φ∗ simultaneously affect classification accu-
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racy. We refer to these method as part-oracle matrix-LDA methods. We refer to Guo and
vec-SURE as vector-LDA methods; MN and MN-SURE as non-oracle matrix-LDA meth-
ods. MN-SURE is a matrix-normal generalization of the screening method proposed by Pan
et al. (2016).
Following Guo (2010), we use a validation set to select tuning parameters. The candidate
set for tuning parameters was {2x : x = −12,−11.5, . . . , 11.5, 12}. Candidate model sizes
for vec-SURE and MN-SURE were {0, 1, . . . , 25}, where model size refers to the number of
pairwise nonzero mean differences based on thresholding.
Table 2.1: True negative rates and true positive rates, respectively, averaged over the 100
replications for the models from Section 2.4.1.
Model 1 (r, c)
Method (8,8) (16,16) (32,32) (64,64) (32,8) (32,16) (32,64) (32,126)
Guo 85.7/79.4 95.8/68.8 98.6/65.6 99.4/59.8 96.8/70.9 97.6/68.2 99.2/65.5 99.5/59.4
vec-SURE 88.5/71.9 97.9/52.4 99.7/40.0 99.8/35.4 98.4/49.9 99.2/48.1 99.8/38.9 99.9/35.2
MN-SURE 35.2/90.9 80.2/66.9 97.3/46.5 99.2/37.9 87.1/64.8 90.0/61.5 98.4/43.6 99.4/38.9
PMN(Σ) 85.9/88.2 94.0/84.1 98.2/78.4 99.0/81.2 94.1/82.6 96.7/83.5 98.7/80.6 99.2/74.9
PMN 95.1/79.9 95.8/77.5 99.0/74.0 99.5/69.9 98.2/74.2 98.6/74.6 99.3/73.9 99.6/71.6
Model 2 (r, c)
(8,8) (16,16) (32,32) (64,64) (32,8) (32,16) (32,64) (32,126)
Guo 81.4/81.6 94.7/73.2 97.5/65.8 98.6/60.8 94.6/74.1 96.6/68.8 99.0/62.5 99.0/63.1
vec-SURE 87.1/71.2 98.1/51.1 99.7/36.2 99.9/29.5 98.1/51.4 99.2/47.0 99.8/35.5 99.9/32.2
MN-SURE 46.1/89.0 74.2/72.9 91.8/54.0 97.6/42.9 83.9/68.9 86.4/65.5 96.9/43.9 98.2/39.4
PMN(Σ) 90.9/87.5 94.4/86.9 98.8/80.6 99.6/84.2 95.0/86.9 97.4/85.5 99.2/82.5 99.4/79.9
PMN 96.5/79.1 96.9/77.5 99.1/73.0 99.8/70.5 98.7/77.6 99.1/74.2 99.5/68.9 99.7/70.9
Model 3 (r, c)
(8,8) (16,16) (32,32) (64,64) (32,8) (32,16) (32,64) (32,126)
Guo 86.8/84.2 95.5/81.2 97.9/75.1 99.4/62.6 95.3/80.4 96.0/79.8 98.7/70.2 —/—
vec-SURE 84.8/82.9 97.2/65.5 99.4/44.6 99.8/31.2 97.8/55.5 98.8/52.6 99.7/37.0 —/—
MN-SURE 38.6/94.2 80.6/81.5 96.4/53.2 98.8/35.5 85.5/72.8 90.8/67.4 97.7/43.0 —/—
Xu(Σ) 81.4/92.1 93.8/90.0 96.3/86.9 98.5/83.9 91.4/87.1 95.7/87.9 97.9/87.1 —/—
PMN 86.4/96.1 93.8/96.0 98.3/93.0 99.3/87.2 93.8/93.5 95.7/94.1 98.8/90.1 —/—
Model 4 (r, c)
(8,8) (16,16) (32,32) (64,64) (32,8) (32,16) (32,64) (32,126)
Guo 82.2/98.5 93.9/98.5 96.9/97.1 98.9/96.1 90.4/98.2 95.0/97.9 97.8/93.4 98.9/96.0
vec-SURE 97.7/83.1 99.4/79.9 99.8/78.4 99.9/70.6 99.2/80.1 99.7/79.1 99.9/74.6 99.9/74.9
MN-SURE 73.1/97.1 89.8/96.2 96.0/91.0 98.8/82.4 89.9/94.8 95.7/91.6 98.4/84.5 99.0/84.4
Xu(Σ) 87.7/99.2 93.3/98.4 97.8/96.9 99.5/97.1 92.0/97.8 96.3/96.2 98.8/95.8 99.4/96.1
PMN 92.6/96.6 95.8/97.5 97.3/94.9 99.5/92.2 94.3/96.4 97.6/95.5 99.2/91.5 99.4/93.8
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Figure 2.2: Misclassification rates averaged over 100 replications; (a) and (b) are for Model
1 and (c) and (d) for Model 2.
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2.4.3 Performance measures
To compare classification accuracy, we record the misclassification rate on the test set for
each replication. We also measure identification of mean differences that are zero through
both true positive and true negative rate. LetD(µ∗) =
[
vec(µ∗1 − µ∗2), . . . , vec(µ∗(J−1) − µ∗J)
]
,
and D(µˆ) =
[
vec(µˆ1 − µˆ2), . . . , vec(µˆ(J−1) − µˆJ)
]
. We define the true positive rate of an
estimator µˆ as
card
{
(z, w) : [D(µˆ)]z,w 6= 0 ∩ [D(µ∗)]z,w 6= 0
}
card
{
(z, w) : [D(µ∗)]z,w 6= 0
} ,
where card denotes cardinality of a set. We similarly define the true negative rate of an
estimator µˆ as
card
{
(z, w) : [D(µˆ)]z,w = 0 ∩ [D(µ∗)]z,w = 0
}
card
{
(z, w) : [D(µ∗)]z,w = 0
} .
True positive and true negative rates together address mean difference estimation which we
use as a measure of variable selection for comparison to the estimator of Guo (2010) and
Pan et al. (2016).
2.4.4 Results
We display average misclassification rates for Models 1 and 2 in Figure 2.2. For Model
1, the matrix-normal maximum likelihood estimator tended to outperform the vector-LDA
methods when r and c were small, but its average classification rate got worse as the
dimensionality increases. The estimator proposed by Guo (2010) performs poorly when r
and c are small, but got worse more slowly than the other vector and non-oracle matrix-LDA
methods. The misclassification rate of the Bayes rules suggests that as the dimensionality
increases in Model 1, the optimal misclassification rate can be improved. Our method PMN
had improved classification accuracy as both r and c increased and performed similarly to
PMN(Σ), which uses some oracle information.
True positive and true negative rate results are displayed in Table 2.1. For Model 1,
PMN tended to have the second highest true negative rate behind vec-SURE, but tends
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to have higher true positive rate than all competing methods except PMN(Σ), which uses
some oracle information.
Results were similar for Model 2. The matrix-normal variation of the SURE screening
estimator of Pan et al. (2016) tended to perform best among the vector and non-oracle
matrix-LDA methods. The estimator of Guo (2010) got worse the slowest amongst the
vector-LDA methods. PMN performed as well as PMN(Σ), both of which performed more
closely to PMN(µ) and the Bayes rule than for Model 1.
The misclassification rates for Models 3 and 4 are displayed in Figure 2.3. In Model 3,
although Σ∗ does not have the Kronecker decomposition in (2.2), PMN outperformed all
non part-oracle estimators. In terms of true positive and true negative rate results presented
in Table 2.1, PMN performed similarly to Xu(Σ), both of which had higher true positive
rate than competitors and true negative rate similar to vec-SURE. This suggests that even
when (2.2) does not hold, our method can perform well in classification.
In Model 4, PMN performed similarly to the vector-LDA methods. MN-SURE was the
best non-oracle method, which suggests that (2.2) may be a reasonable alternative to na¨ıve
Bayes under high dimensionality. Like in Model 3, PMN performed similarly to Xu(Σ) in
terms of true positive and true negative rates.
We also report timing results for all the settings in Model 1. In our simulations, we used
a 12 × 12 grid of candidate tuning parameters (λ1, λ2) for our method. For each point on
the grid, we compute the average computing time over the 100 replications. In Table 2.2
we report the minimum, maximum, mean, and median average computing times for all of
the points on the grid computing using warm-starts. We also include median and mean
average computing times (without warm-starts) for the tuning parameter pair selected by
minimizing the misclassification rate on the validation set. In Figure 2.4, we show smoothed
contour plots of average computing times for the cases where r = 32 and c = 32 and c = 64.
All computations were performed on an Intel Core i7-3770 CPU at 3.4GHz with 8GB
of RAM. Our package MatrixLDA was designed for computation on a single CPU, but the
source code can be easily modified to allow for parallelization, which could reduce computing
times.
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Figure 2.3: Misclassification rates averaged over 100 replications; (a) and (b) are for Model
3 and (c) and (d) for Model 4.
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Figure 2.4: Smoothed contour plots of average computing times (in seconds) over 100
replications for each of 12× 12 candidate grid points under Model 1 using warm-starts.
Table 2.2: Summary statistics for average computing time (in seconds) over 100 replications
for PMN under Model 1. Candidate grid timings show the minimum, median, mean, and
maximum average computing time over a 12 × 12 grid of candidate tuning parameters
using warm-starts. The columns corresponding to (λˆ1, λˆ2) give the average computing time
(without warm-start initialization) for the tuning parameter pair chosen to minimize the
misclassification rate on the validation set.
Model 1 Model 1
r = c r = 32
Candidate Grid (λˆ1, λˆ2) Candidate Grid (λˆ1, λˆ2)
Min Median Mean Max Median Mean Min Median Mean Max Median Mean
c = 8 0.019 0.027 0.030 0.056 0.076 0.070 0.044 0.073 0.080 0.159 0.189 0.177
c = 16 0.045 0.068 0.073 0.122 0.178 0.162 0.077 0.126 0.131 0.244 0.295 0.295
c = 32 0.212 0.332 0.332 0.521 0.608 0.822 0.212 0.332 0.332 0.521 0.608 0.822
c = 64 1.991 2.846 2.991 6.092 4.336 4.917 0.752 1.130 1.605 6.355 1.849 1.815
c = 126 – – – – – – 2.978 3.340 40.985 245.173 2.061 12.367
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2.5 EEG data example
We analyzed the EEG data (https://kdd.ics.uci.edu/databases/eeg/eeg.html) also studied
by Li et al. (2010) and Zhou and Li (2014). In the original study, 122 subjects, 77 of whom
were alcoholics and 45 of whom were control, were exposed to stimuli while voltage was
measured from c = 64 channels on a subject’s scalp at r = 256 time points. Each subject
underwent 120 trials. Each trial had one of three possible stimuli: single stimulus, two
matched stimuli, or two unmatched stimuli. As in Li et al. (2010) and Zhou and Li (2014),
we only analyze the single stimulus condition. Because each subject underwent multiple
trials under the single stimulus condition, we use the within subject average over all single
stimulus trials as the predictor and we use whether they were alcoholic or control as the
response.
It is common to assume that (2.2) holds in the analysis of EEG data. For example,
Zhou (2014) assumed that (2.2) holds when analyzing a single subject from this same
dataset. It may also be reasonable to assume that only a subset of channels and time
point combinations are important for discriminating between alcoholic and control response
categories. Thus, the primary goal of our analysis is to identify a subset of channels and
time point combinations that help explain how the alcoholics and controls react to the
stimulus differently.
To demonstrate our method’s classification accuracy, we used the leave-one-out cross
validation approach from Li et al. (2010) and Zhou and Li (2014). For k = 1, . . . , 122, we
left out the kth observation and used the remaining 121 observations as training data. For
each k, we selected tuning parameters for use in (2.3) by minimizing 5-fold cross validation
misclassification error on the training dataset. Our method correctly classified 97 of 122
observations. Li et al. (2010) and Zhou and Li (2014) reported correctly classifying 97
and 94 of 122, respectively. Li et al. (2010) used quadratic discriminant analysis after
dimension-folding of the predictors, and Zhou and Li (2014) used logistic regression with
spectral regularization of the coefficient matrix.
To demonstrate the interpretability our fitted model, we separately fit (2.3) using the
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Figure 2.5: (a) The absolute value of the sample mean differences between the alcoholic and
control response categories. (b) The absolute value of the estimated mean differences from
(2.3) based on the tuning parameter pair (λ1, λ2) = (0.15, 5.66), which had leave-one-out
cross-validation classification accuracy of 98 out of 122.
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Figure 2.6: (a) An EEG cap based on the fitted model using (λ1, λ2) = (0.15, 5.66). Dark
grey channels had at least twenty time points estimated to have nonzero mean differences;
light grey channels had less than twenty but greater than zero, whereas white channels had
no nonzero mean differences. (b) The Gaussian precision graphical model corresponding
to ∆ˆ. Different shades of grey correspond to different regions of the EEG channels; white
channels are those that do not appear on the EEG cap image.
complete dataset. We used the tuning parameter pair (λ1, λ2) = (0.15, 5.66), which had
leave-one-out classification accuracy of 98 out of 122. The estimated mean difference, dis-
played as a heatmap in Figure 2.5(b), had 15466 of 16384 entries equal to zero.
Our fitted model can be used to easily identify which channels and time points have
nonzero mean differences. We estimated only 22 of the 64 channels to have at least one time
point where the mean differences were nonzero, only 16 of which had at least 20 nonzero
time points. Inspecting the estimated mean differences displayed in Figure 2.5, it seems that
the majority of activity that distinguishes between the alcoholic and control subjects takes
place between the 52nd and 115th time points. We used the R package eegkit (Helwig,
2015) to display which channels had nonzero mean differences in Figure 2.5a. Our method
does not explicitly use the spatial structure of channels in estimation, yet it recovered a set
of important channels which have a natural arrangement in space.
Both Φ∗ and ∆∗ were estimated to be relatively sparse: Φˆ was a diagonal matrix, while
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∆ˆ had 3676 of 4032 off-diagonals equal to zero. Our estimate ∆ˆ can be interpreted in terms
of a Gaussian precision graphical model corresponding to the conditional dependence struc-
ture of the channels. We display the graphical model corresponding to ∆ˆ in Figure 2.6(b).
The graph structure corresponds to the spatial arrangement of channels displayed in Fig-
ure 2.6(a) – a result also observed by Zhou (2014).
2.6 Extensions
Our method naturally extends to the quadratic discriminant analysis model, where one
assumes
vec(X | Y = j) ∼ Nrc {vec (µ∗j) ,Σ∗j} ,
where Σ∗j ∈ S+rc is the covariance matrix for the jth class for all j ∈ J . To generalize (2.2),
one can assume either (i) Σ∗j = ∆∗j ⊗ Φ∗j , (ii) Σ∗j = ∆∗j ⊗ Φ∗, and (iii) Σ∗j = ∆∗ ⊗ Φ∗j ,
where under (ii) and (iii), only one of the two component precision matrices are unique to
each response category. Our algorithms can be easily modified to accommodate (i),(ii), or
(iii).
The assumption (2.2) and estimator (2.3) can be generalized to cases where the predictor
is a multidimensional array of order three or more, such as in fMRI or video data. In this
case, where xi ∈ Rd1×···×dq , we can generalize the assumption (2.2) to the matrix Σ∗ ∈ SK+
where K =
∏q
i=1 di so that
Σ−1∗ = Ξ1 ⊗ · · · ⊗ Ξq, (2.14)
where Ξl ∈ S+dl for l = 1, . . . , q. Under (2.14), (2.1) becomes the array-normal distribu-
tion (Hoff, 2011; Manceur and Dutilleul, 2013). Algorithm 1 can be generalized to this
setting using the same arguments as in Section 2.3. In particular, our alternating minimiza-
tion algorithm could be applied by replacing the matrix product in the right hand side of
(2.11) with a tensor product. Special computational considerations may be necessary when
max {d1, . . . , dq} is large. For instance, it may be better to approximate (2.3) in two steps;
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the first step would estimate the covariance parameters with µj fixed at x¯j for j = 1, . . . , J ,
and the second step would estimate µ∗ using (2.7) with the precision matrix components
fixed at their estimates.
Chapter 3
Indirect multivariate response
linear regression
3.1 Introduction
Some statistical applications require the modeling of a multivariate response. Let yi ∈ Rq
be the measurement of the q-variate response for the ith subject and let xi ∈ Rp be the
nonrandom values of the p predictors for the ith subject (i = 1, . . . , n). The multivariate
response linear regression model assumes that yi is a realization of the random vector
Yi = µ∗ + βT∗ xi + εi, i = 1, . . . , n, (3.1)
where µ∗ ∈ Rq is the unknown intercept, β∗ is the unknown p by q regression coefficient
matrix, and ε1, . . . , εn are independent copies of a mean zero random vector with covariance
matrix Σ∗E .
The ordinary least squares estimator of β∗ is
βˆOLS = arg min
β∈Rp×q
‖Y− Xβ‖2F , (3.2)
where ‖ · ‖F is the Frobenius norm, Rp×q is the set of real valued p by q matrices, Y is the
n by q matrix with ith row (Yi − n−1
∑n
i=1 Yi)
T, and X is the n by p matrix with ith row
(xi − n−1
∑n
i=1 xi)
T (i = 1, ..., n). It is well known that βˆOLS is the maximum likelihood
28
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estimator of β∗ when ε1, . . . , εn are independent and identically distributed Nq(0,Σ∗E) and
the corresponding maximum likelihood estimator of Σ−1∗E exists.
Many shrinkage estimators of β∗ have been proposed by penalizing the optimization in
(3.2). Some simultaneously estimate β∗ and remove irrelevant predictors (Turlach et al.,
2005; Obozinski et al., 2010; Peng et al., 2010). Others encourage an estimator of reduced
rank (Yuan et al., 2007; Chen and Huang, 2012).
Under the restriction that ε1, . . . , εn are independent and identically distributed Nq(0,Σ∗E),
shrinkage estimators of β∗ that penalize or constrain the minimization of the negative log-
likelihood have been proposed. These methods simultaneously estimate β∗ and Σ−1∗E . Ex-
amples include maximum likelihood reduced-rank regression (Izenman, 1975; Reinsel and
Velu, 1998), envelope models (Cook et al., 2010; Su and Cook, 2011, 2012, 2013), and mul-
tivariate regression with covariance estimation (Rothman et al., 2010; Lee and Liu, 2012;
Bhadra and Mallick, 2013).
To fit (3.1) with these shrinkage estimators, one exploits explicit assumptions about β∗
that may be unreasonable in some applications. As an alternative, we propose an indirect
method to fit (3.1) without such assumptions. We instead assume that response and pre-
dictors have a joint multivariate normal distribution and we employ shrinkage estimators
of the parameters of the conditional distribution of the predictors given the response. Our
method provides alternative indirect estimators of β∗, which may be suitable when existing
shrinkage estimators are inadequate. In the very challenging case when p is large and β∗
is not sparse, one of our proposed indirect estimators can predict well and be interpreted
easily.
3.2 A new class of indirect estimators of β∗
3.2.1 Class definition
We assume that the measured predictor and response pairs (x1, y1), . . . , (xn, yn) are a re-
alization of n independent copies of (X,Y ), where (XT, Y T)T ∼ Np+q(µ∗,Σ∗). We also
assume that Σ∗ is positive definite. Define the marginal parameters through the following
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partitions:
µ∗ =
 µ∗X
µ∗Y
 , Σ∗ =
 Σ∗XX Σ∗XY
ΣT∗XY Σ∗Y Y
 .
Our goal is to estimate the multivariate regression coefficient matrix β∗ = Σ−1∗XXΣ∗XY in
the forward regression model
Y | X = x ∼ Nq
{
µ∗Y + βT∗ (x− µ∗X) ,Σ∗E
}
,
without assuming that β∗ is sparse or that ‖β∗‖2F is small. To do this we will estimate the
inverse regression’s coefficient matrix η∗ = Σ−1∗Y Y Σ
T
∗XY and the inverse regression’s error
precision matrix ∆−1∗ in the inverse regression model
X | Y = y ∼ Np
{
µ∗X + ηT∗ (y − µ∗Y ) ,∆∗
}
.
We connect the parameters of the inverse regression model to β∗ with the following propo-
sition, which we prove in Appendix A.1.
Proposition 1
If Σ∗ is positive definite, then
β∗ = ∆−1∗ η
T
∗
(
Σ−1∗Y Y + η∗∆
−1
∗ η
T
∗
)−1
. (3.3)
This result leads us to propose a class of estimators of β∗,
βˆ = ∆ˆ−1ηˆT(Σˆ−1Y Y + ηˆ∆ˆ
−1ηˆT)−1, (3.4)
where ηˆ, ∆ˆ, and ΣˆY Y are user-selected estimators of η∗, ∆∗, and Σ∗Y Y . If n > p+q+1 and
the ordinary sample estimators are used for ηˆ, ∆ˆ and ΣˆY Y , then βˆ is equivalent to βˆ
OLS.
We propose to use shrinkage estimators of η∗, ∆−1∗ , and Σ
−1
∗Y Y in (3.4). This gives
us the potential to indirectly fit an unparsimonious forward regression model by fitting a
parsimonious inverse regression model. For example, η∗ could have only one nonzero entry
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and all entries in β∗ could be nonzero. Conveniently, entries in η∗ can be interpreted like
entries in β∗ are by reversing the roles of the predictors and responses. To fit the inverse
regression model, we could use any of the forward regression shrinkage estimators discussed
in Section 3.1.
3.2.2 Related work
Lee and Liu (2012) proposed an estimator of β∗ that also exploits the assumption that
(XT, Y T)T is multivariate normal; however, unlike our approach which makes no explicit
assumptions about β∗, they assume that both Σ−1∗ and β∗ are sparse.
Modeling the inverse regression is a well-known idea in multivariate analysis. For ex-
ample, when Y is categorical, quadratic discriminant analysis treats X | Y = y as p-variate
normal. There are also many examples of modeling the inverse regression in the sufficient
dimension reduction literature (Adragni and Cook, 2009).
The work most closely related to ours is Cook et al. (2013). They proposed indirect
estimators of β∗ based on modeling the inverse regression in the special case when the
response is univariate, i.e., q = 1. Under our multivariate normal assumption on (XT, Y T)T,
Cook et al. (2013) showed that
β∗ =
1
1 + ΣT∗XY ∆
−1∗ Σ∗XY /Σ∗Y Y
∆−1∗ Σ∗XY , (3.5)
and proposed estimators of β∗ by replacing Σ∗XY and Σ∗Y Y in (3.5) with their usual sample
estimators, and by replacing ∆−1∗ with a shrinkage estimator. This class of estimators was
designed to exploit an abundant signal rate in the forward univariate response regression
when p > n.
3.3 Asymptotic analysis
We present a convergence rate bound for the indirect estimator of β∗ defined by (3.4). Our
bound allows p and q to grow with the sample size n. In the following proposition, ‖ · ‖ is
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the spectral norm and ϕmin(·) is the minimum eigenvalue.
Proposition 2
Suppose that the following conditions are true: (i) Σ∗ is positive definite for all p+q; (ii) the
estimator Σˆ−1Y Y is positive definite for all q; (iii) the estimator ∆ˆ
−1 is positive definite for all
p; (iv) there exists a positive constant K such that ϕmin(Σ
−1
∗Y Y ) ≥ K for all q; and (v) there
exist sequences {an}, {bn} and {cn} such that ‖ηˆ− η∗‖ = OP (an), ‖∆ˆ−1 −∆−1∗ ‖ = OP (bn),
‖Σˆ−1Y Y − Σ−1∗Y Y ‖ = OP (cn), and an‖η∗‖‖∆−1∗ ‖+ bn‖η∗‖2 + cn → 0 as n→∞. Then
‖βˆ − β∗‖ = OP
(
an‖η∗‖2‖∆−1∗ ‖2 + bn‖η∗‖3‖∆−1∗ ‖+ cn‖η∗‖‖∆−1∗ ‖
)
.
We prove Proposition 2 in Appendix A.1. We used the spectral norm because it is compat-
ible with the convergence rate bounds established for sparse inverse covariance estimators
(Rothman et al., 2008; Lam and Fan, 2009; Ravikumar et al., 2011).
If the inverse regression is parsimonious in the sense that ‖η∗‖ and ‖∆−1∗ ‖ are bounded,
then the bound in Proposition 2 simplifies to ‖βˆ − β∗‖ = OP (an + bn + cn). We explore
finite-sample performance in Section 3.5.
3.4 Estimators in our class
3.4.1 Sparse inverse regression
We now describe an estimator of the forward regression coefficient matrix β∗ defined by
(3.4) that exploits zeros in the inverse regression’s coefficient matrix η∗, zeros in the inverse
regression’s error precision matrix ∆−1∗ , and zeros in the precision matrix of the responses
Σ−1∗Y Y . We estimate η∗ with
ηˆL1 = arg min
η∈Rq×p
‖X− Yη‖2F +
p∑
j=1
λj
q∑
m=1
|ηmj |
 , (3.6)
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which separates into p L1-penalized least-squares regressions (Tibshirani, 1996): the first
predictor regressed on the response through the pth predictor regressed on the response.
We select λj with 5-fold cross-validation, minimizing squared prediction error totaled over
the folds, in the regression of the jth predictor on the response (j = 1, . . . , p). This allows
us to estimate the columns of η∗ in parallel.
We estimate ∆−1∗ and Σ
−1
∗Y Y with L1-penalized Gaussian likelihood precision matrix
estimation (Yuan and Lin, 2007; Banerjee et al., 2008). Let Σˆ−1γ,S be a generic version of
this estimator with tuning parameter γ and input p by p sample covariance matrix S:
Σˆ−1γ,S = arg min
Ω∈Sp+
tr(ΩS)− log |Ω|+ γ∑
j 6=k
|ωjk|
 , (3.7)
where Sp+ is the set of symmetric and positive definite p by p matrices. The optimization in
(3.7) was used to estimate the inverse regression’s error precision matrix in the univariate
response regression methods proposed by Cook et al. (2012) and Cook et al. (2013). There
are many algorithms that solve (3.7). Two good choices are the graphical lasso (Yuan, 2008;
Friedman et al., 2008) and the algorithm of Hsieh et al. (2011). We select γ with 5-fold
cross-validation maximizing a validation likelihood criterion (Huang et al., 2006):
γˆ = arg min
γ∈G
5∑
k=1
{
tr
(
Σˆ−1γ,S(−k)S(k)
)
− log
∣∣∣Σˆ−1γ,S(−k)∣∣∣} , (3.8)
where G is a user-selected finite subset of the non-negative real line, S(−k) is the sample
covariance matrix from the observations outside the kth fold, and S(k) is the sample co-
variance matrix from the observations in the kth fold centered by the sample mean of the
observations outside the kth fold. We estimate ∆−1∗ using (3.7) with its tuning parameter
selected by (3.8) and S = (X − YηˆL1)T(X − YηˆL1)/n. Similarly, we estimate Σ−1∗Y Y using
(3.7) with its tuning parameter selected by (3.8) and S = YTY/n.
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3.4.2 Reduced-rank inverse regression
We propose indirect estimators of β∗ that presupposes that the inverse regression’s coeffi-
cient matrix η∗ is rank-deficient. The following proposition links rank deficiency in η∗ and
its estimator to β∗ and its indirect estimator.
Proposition 3
If Σ∗ is positive definite, then rank(β∗) = rank(η∗). In addition, if Σˆ−1Y Y and ∆ˆ
−1 are
positive definite in the indirect estimator βˆ defined by (3.4), then rank(βˆ) = rank(ηˆ).
We propose two reduced-rank indirect estimators of β∗ by inserting estimators of η∗,∆−1∗ ,
and Σ∗Y Y in (3.4). The first estimates Σ∗Y Y with YTY/n and estimates (η∗,∆−1∗ ) with
normal likelihood reduced-rank inverse regression:
(ηˆ(r), ∆ˆ−1(r)) = arg min
(η,Ω)∈Rq×p×Sp+
[
n−1tr
{
(X− Yη)T(X− Yη)Ω}− log det(Ω)] (3.9)
subject to rank(η) = r,
where r is selected from {0, . . . ,min(p, q)}. The solution to (3.9) is available in closed form
(Reinsel and Velu, 1998).
The second reduced-rank indirect estimator of β∗ estimates η∗ with ηˆ(r) defined in (3.9),
estimates Σ−1∗Y Y with (3.7) using S = Y
TY/n, and estimates ∆−1∗ with (3.7) using S =
(X− Yηˆ(r))T(X− Yηˆ(r))/n.
The first indirect estimator is likelihood-based and the second indirect estimator exploits
sparsity in Σ−1∗Y Y and ∆
−1∗ . Neither estimator is defined when min(p, q) > n. In this case,
which we do not address, a regularized reduced-rank estimator of η∗ could be used instead
of the estimator defined in (3.9), e.g., the factor estimation and selection estimator (Yuan
et al., 2007) or the reduced-rank ridge regression estimator (Mukherjee and Zhu, 2011).
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3.5 Simulations
3.5.1 Sparse inverse regression simulation
For 200 independent replications, we generated a realization of n independent copies of
(XT, Y T)T, where Y ∼ Nq(0,Σ∗Y Y ) and X | Y = y ∼ Np(ηT∗ y,∆∗). The (i, j)th entry of
Σ∗Y Y was set to ρ
|i−j|
Y and the (i, j)th entry of ∆∗ was set to ρ
|i−j|
∆ . We set η∗ = Z◦A, where
Z had entries independently drawn from N(0, 1), A had entries independently drawn from
the Bernoulli distribution with nonzero probability s∗, and ◦ is the element-wise product.
This model is ideal for the example estimator from Section 3.4.1 because ∆−1∗ and Σ
−1
∗Y Y
are both sparse. In the settings we considered, every entry in the corresponding randomly
generated β∗ is nonzero with high probability, but the magnitudes of these entries are small.
This motivated us to compare our indirect estimators of β∗ to direct estimators of β∗ that
use penalized least squares.
To evaluate performance, we used model error (Breiman and Friedman, 1997; Yuan
et al., 2007), defined as
ME(βˆ, β∗) = tr
{
(βˆ − β∗)TΣ∗XX(βˆ − β∗)
}
. (3.10)
In each replication, we recorded the observed model error for I1, the indirect estimator
proposed in Section 3.4.1; IS , the indirect estimator defined by (3.4) with ηˆ defined by
(3.6), ΣˆY Y = YTY/n, and ∆ˆ = (X − YηˆL1)T(X − YηˆL1)/n; O∆, a part-oracle indirect
estimator defined by (3.4) with ηˆ defined by (3.6), Σˆ−1Y Y defined by (3.7), and ∆ˆ
−1 = ∆−1∗ ;
O, a part-oracle indirect estimator defined by (3.4) with ηˆ defined by (3.6), Σˆ−1Y Y = Σ
−1
∗Y Y ,
and ∆ˆ−1 = ∆−1∗ ; and OY , a part-oracle indirect estimator defined by (3.4) with ηˆ defined by
(3.6), Σˆ−1Y Y = Σ
−1
∗Y Y , and ∆ˆ
−1 defined by (3.7). We also recorded the observed model error
for the ordinary least squares estimator (XTX)−1XTY when n > p; and the Moore–Penrose
least squares estimator X−Y, where X− is the Moore–Penrose generalized inverse of X when
n ≤ p. In addition, we recorded the observed model error for the estimator formed by q
separate univariate ridge regressions, where tuning parameters were chosen separately; and
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Figure 3.1: Boxplots of the observed model errors from 200 independent replications when
the data generating model from Section 3.5.1 was used. In (a) and (b), n = 100, p = 60,
q = 60, and s∗ = 0.1. In (c) and (d), n = 50, p = 200, q = 200, and s∗ = 0.03.
The estimator OLS is ordinary least squares, MP is Moore–Penrose least squares, L2 is q
univariate response ridge regressions with tuning parameters chosen separately, and R is
multivariate ridge regression with one tuning parameter.
the multivariate ridge regression estimator, where a single tuning parameter was chosen.
We selected the tuning parameters for uses of (3.6) with 5-fold cross-validation, min-
imizing validation prediction error on the inverse regression. Tuning parameters for the
ridge regression estimators were selected with 5-fold cross-validation, minimizing validation
prediction error on the forward regression. We selected tuning parameters for uses of (3.7)
with (3.8). The candidate set of tuning parameters was
{
10−8, 10−7.5, . . . , 107.5, 108
}
.
We display side-by-side boxplots of the model errors from the 200 replications in Fig-
ure 3.1. When n = 100, p = 60, q = 60, and s∗ = 0.1, the estimators based on (3.4)
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performed well for both values of ρY that we considered. Our proposed estimator I1 was
even competitive with indirect estimators that used some oracle information. The version
of our proposed estimator Is that used sample covariance matrices was outperformed by the
forward regression estimators. This suggests that shrinkage estimation of ∆−1∗ and Σ
−1
∗Y Y
was helpful.
When n = 50, p = 200, q = 200, and s∗ = 0.03, our proposed indirect estimator
I1 outperformed all three forward regression estimators. The part-oracle method O∆ that
used the knowledge of ∆−1∗ outperformed the other part-oracle indirect estimator OY , which
was slightly better than I1. Additional results for this model are displayed in Appendix B.
In those results, the performance of I1 relative to the forward regression estimators was
similar.
3.5.2 Non-normal forward regression simulation
For 200 independent replications, we generated n independent copies of (XT, Y T)T where
X ∼ Np (0,Σ∗XX) and Y = βT∗ X+. We set  = Σ1/2∗E (Z1−1, . . . , Zq−1)T, where Z1, . . . , Zq
are independent copies of an exponential random variable with mean 1. This ensures that
E() = 0 and Cov() = Σ∗E . We indirectly determined the entries of β∗, Σ∗E , and Σ∗XX
by specifying the entries in η∗, ∆−1∗ , and Σ∗Y Y . This required us to use the multivariate
normal model in Section 3.2.1 even though (XT, Y T)T is not multivariate normal in this
simulation. We set the (i, j)th entry in Σ∗Y Y to ρ
|i−j|
Y and the (i, j)th entry in ∆∗ to ρ
|i−j|
∆ .
We also set η∗ = Z ◦A, where Z had entries independently drawn from N(0, 1) and A had
entries independently drawn from the Bernoulli distribution with nonzero probability s∗.
We compared the performance of the estimators described in Section 3.5.1 using model error.
We selected tuning parameters in the same way that we did in the simulation described in
Section 3.5.1.
We display side-by-side boxplots of the model errors from the 200 replications in Fig-
ure 3.2. The performance of I1 relative to the competitors is similar to how it was in
Section 3.5.1, where (XT, Y T)T was multivariate normal.
We also performed simulations when (XT, Y T)T had a multivariate elliptical t-distribution.
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(c) ρY = 0.5, ρ∆ = 0.7 (d) ρY = 0.9, ρ∆ = 0.7
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Figure 3.2: Boxplots of the observed model errors from 200 independent replications when
the data generating model from Section 3.5.2 was used. In (a) and (b), n = 100, p = 60,
q = 60, and s∗ = 0.1. In (c) and (d), n = 50, p = 200, q = 200, and s∗ = 0.03. The
estimators are defined in Section 3.5.1 and the caption of Figure 3.1.
The results from this simulation are reported in Appendix B. When n = 100, p = 60, and
q = 60, the results from the elliptical t-distribution simulation were similar to the re-
sults here. When n = 50, p = 200, q = 200 and the degrees of freedom of the elliptical
t-distribution was small or the responses had weak marginal correlations, the proposed es-
timator I1 was sometimes outperformed by competitors. These results suggest that our
example estimator may work well for some non-normal data generating models.
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3.5.3 Reduced-rank inverse regression simulation
For 200 independent replications, we generated a realization of n independent copies of
(XT, Y T)T where Y ∼ Nq(0,Σ∗Y Y ) and X | Y = y ∼ Np(ηT∗ y,∆∗). The (i, j)th entry
of Σ∗Y Y was set to ρ
|i−j|
Y and the (i, j)th entry of ∆∗ was set to ρ
|i−j|
∆ . After specifying
r∗ ≤ min(p, q), we set η∗ = PQ, where P ∈ Rq×r∗ had entries independently drawn from
N(0, 1) and Q ∈ Rr∗×p had entries independently drawn from Uniform(−0.25, 0.25) so that
r∗ = rank(η∗) = rank(β∗).
In each replication, we measured the observed model error for IML, the likelihood-based
indirect first example estimator proposed in Section 3.4.2; IRR, the second indirect example
estimator proposed in Section 3.4.2, which uses sparse estimators of Σ−1∗Y Y and ∆
−1∗ in (3.4);
OR∆, a part-oracle indirect estimator defined by (3.4) with ηˆ defined by (3.9), ∆ˆ
−1 defined
by (3.7), and Σˆ−1Y Y = Σ
−1
∗Y Y ; OR, a part-oracle indirect estimator defined by (3.4) with ηˆ
defined by (3.9), ∆ˆ−1 = ∆−1∗ , and Σˆ
−1
Y Y = Σ
−1
∗Y Y ; ORY , a part-oracle indirect estimator
defined by (3.4) with ηˆ defined by (3.9), ∆ˆ−1 = ∆−1∗ , ∆ˆ−1 defined by (3.7), and Σˆ
−1
Y Y
defined by (3.7). We also measured the observed model error for the direct likelihood-based
reduced-rank regression estimator (Izenman, 1975; Reinsel and Velu, 1998) and the ordinary
least squares estimator.
We selected the rank parameter r for uses of (3.9) with 5-fold cross-validation, mini-
mizing validation prediction error on the inverse regression. The rank parameter for the
direct likelihood-based reduced-rank regression estimator was selected with 5-fold cross-
validation, minimizing validation prediction error on the forward regression. We selected
tuning parameters for uses of (3.7) with (3.8). The candidate set of tuning parameters was{
10−8, 10−7.5, . . . , 107.5, 108
}
.
We display side-by-side boxplots of the model errors for this reduced-rank inverse re-
gression simulation in Figure 3.3 (a) and (b), where we set n = 100, p = 20, q = 20,
and r∗ = 4. This choice of (n, p, q) ensures that IML exists with probability one. When
ρY = 0.5, IRR outperformed all non-oracle competitors. When ρY = 0.9, IRR tended to
outperform all non-oracle competitors, but it performed worse in a small number of replica-
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Figure 3.3: Boxplots of the observed model errors from 200 replications when n = 100, p =
20, q = 20, r∗ = 4. In (a) and (b), the data generating model from Section 3.5.3 was used.
In (c) and (d), the data generating model from Section 3.5.4 was used. The estimator RR is
likelihood-based reduced-rank forward regression (Izenman, 1975; Reinsel and Velu, 1998)
and OLS is ordinary least squares.
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tions. Additionally, IRR generally outperformed both OR∆ and ORY , which suggests that
sparse estimation of ∆−1∗ and Σ
−1
∗Y Y was helpful. In each setting, IML performed similarly
to the direct reduced-rank regression estimator even though they are estimating parameters
of different conditional distributions. Simulation results from other data generating models
are displayed in Appendix B.
3.5.4 Reduced-rank forward regression simulation
In this section, we compare the estimators from Section 3.5.3 using a forward regression
data generating model.
For 200 independent replications, we generated a realization of n independent copies of
(XT, Y T)T where X ∼ Np(0,Σ∗XX) and Y | X = x ∼ Nq(βT∗ x,Σ∗E). The (i, j)th entry
of Σ∗XX was set to ρ
|i−j|
X and the (i, j)th entry of Σ∗E was set to ρ
|i−j|
E . After specifying
r∗ ≤ min(p, q), we set β∗ = ZQ where Z ∈ Rp×r∗ had entries independently drawn from
N(0, 1) and Q ∈ Rr∗×q had entries independently drawn from Uniform(−0.25, 0.25). In this
data generating model, neither ∆−1∗ nor Σ
−1
∗Y Y had entries equal to zero.
In each replication, we recorded the observed model error for the estimators described
in Section 3.5.3. We present boxplots of these model errors from 200 replications with
n = 100, p = 20, q = 20, and r∗ = 4 in Figure 3.3 (c) and (d). Both IRR and IML were
competitive with the direct reduced-rank regression estimator. Although neither ∆−1∗ nor
Σ−1∗Y Y were sparse, IRR generally outperformed ORY and OR∆, both of which use some
oracle information. These results demonstrate that using sparse estimators of ∆−1∗ and
Σ−1∗Y Y in (3.4) may be helpful when neither is truly sparse.
3.6 Genomic data example
We consider a comparative genomic hybridization dataset from Chin et al. (2006) analyzed
by Witten et al. (2009) and Chen et al. (2013). The data are measured gene expression
profiles and DNA copy-number variations for n = 89 subjects with breast cancer. We
performed a separate multivariate response regression analysis for chromosomes 8, 17, and
3.6. Genomic data example 42
22. In each analysis, the q-variate response was DNA copy-number variations and the p-
variate predictor was the gene expression profile. The dimensions for the three analyses
were (p, q) = (673, 138), (1161, 87), and (618, 18).
In the analysis of Chen et al. (2013), estimators that used all p genes significantly
outperformed estimators that used a selected subset of genes. This may indicate that the
forward regression coefficient matrix is not sparse. When analyzing similar data, Peng
et al. (2010) and Yuan et al. (2012) focused on modeling the inverse regression, which they
assumed to be sparse. This motivated us to apply our indirect estimator that also assumes
that the inverse regression is sparse.
In each of 1000 replications, we randomly split the data into training and testing sets of
sizes 60 and 29, respectively. Within each replication, we standardized the training dataset
predictors and responses for model fitting and appropriately rescaled predictions. We fit
the multivariate response linear regression model to the training dataset by estimating
the regression coefficient matrix with non-oracle direct and indirect estimators described
in Section 3.5.1. We modified our proposed estimator I1 because computing the sparse
estimates of ∆−1∗ and Σ
−1
Y Y took too much time for small values of their tuning parameters.
We instead used I2, which is the same as I1 except that the sparse estimators of ∆
−1∗ and
Σ−1Y Y are replaced by the shrinkage estimator defined by
argmin
Ω∈Sp+
tr(ΩS)− log det (Ω) + γ∑
j,k
|ωjk|2
 , (3.11)
where S = (Y − XηˆL1)T(Y − XηˆL1)/n when we estimate ∆−1∗ , and S = YTY/n when we
estimate Σ−1∗Y Y . Witten and Tibshirani (2009) derived a closed form solution for (3.11).
This shrinkage estimator of the inverse regression’s error precision matrix was also used in
the data example of Cook et al. (2013). Tuning parameters were selected using the same
procedures described in the simulation studies of Section 3.5, except the tuning parameter
for ∆ˆ−1 was chosen to minimize 5-fold cross-validation prediction error on the forward
regression after having fixed ηˆ and Σˆ−1Y Y . We also fit the model using the Moore–Penrose
least squares estimator, q separate lasso regressions, the multivariate group lasso estimator
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of Obozinski et al. (2011), and both ridge regression estimators described in Section 3.5.
Tuning parameters for the direct estimators were chosen to minimize 5-fold cross-
validation prediction error on the forward regression. In each replication, we measured
the mean squared scaled prediction error which we define as
||(Ytest − Xtestβˆ)Λ−1||2F
29q
,
where Ytest ∈ R29×q is the test dataset response matrix column-centered by the training
dataset response sample mean, Xtest ∈ R29×p is the test dataset predictor matrix column-
centered by the training dataset predictor sample mean, and Λ ∈ Rq×q is a diagonal matrix
with the complete data response marginal standard deviations on its the diagonal. This
measure puts predictions on the same scale for comparison across the q responses.
The mean squared scaled prediction errors are summarized in Table 3.1. For all three
chromosomes, the proposed estimator I2 was better than the Moore–Penrose least square
estimator, the null model, q separate lasso regressions, and the group lasso estimator. Al-
though the proposed estimator I2 performed similarly to both ridge regression estimators,
I2 has the advantage of fitting an interpretable parsimonious inverse regression with an
interesting biological interpretation. Figure 3.4 displays a heatmap representing how fre-
quently each inverse regression coefficient was estimated to be nonzero with method I2 in
the 1000 replications for the analysis of Chromosome 17. The estimated inverse regression
coefficient matrices were 3.18%, 4.05%, and 14.7% nonzero on average for the analyses of
Chromosomes 8, 17, and 22 respectively.
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Table 3.1: Mean squared scaled prediction error averaged over 1000 replications times 10
and corresponding standard errors times 10.
Chromosome q p I2 NM MP L1 L1/2 L2 R
8 138 673 6.43 10.08 6.79 7.09 7.36 6.47 6.41
(0.029) (0.052) (0.029) (0.033) (0.035) (0.030) (0.030)
17 87 1161 7.83 10.18 8.18 8.62 8.91 8.04 7.94
(0.046) (0.064) (0.046) (0.049) (0.050) (0.050) (0.049)
22 18 618 6.05 10.37 6.67 6.86 6.62 6.15 6.13
(0.043) (0.086) (0.038) (0.052) (0.047) (0.048) (0.049)
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Figure 3.4: A heatmap displaying the number of replications out of 1000 for which entries
in the inverse regression’s coefficient matrix were estimated to be nonzero by I2 for Chromo-
some 17. Black denotes 1000 and white denotes zero. The genes were sorted by hierarchical
clustering.
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3.7 Discussion
If one has access to the joint distribution of the predictors and responses, then one could
use shrinkage estimators to fit both the forward and inverse regression models. One could
then select the more parsimonious direction, which could be determined by the complexity
of the models recommended by cross validation. If the inverse regression model is more
parsimonious, then our method could be used to improve prediction in the forward direction.
Prediction may be the only goal, in which case the forward and indirect predictions could
be combined.
A referee for Molstad and Rothman (2016a) pointed out that it is expensive to compute
an indirect estimator in our class when q is very large because it requires the inversion of a
q by q matrix in (3.4). This referee also mentioned that our class of indirect estimators is
inapplicable when either the predictors or responses are categorical.
Chapter 4
Shrinking characteristics of
precision matrix estimators
4.1 Introduction
Estimating precision matrices is required to fit many statistical models. Many papers writ-
ten in the last decade have proposed shrinkage estimators of the precision matrix when p,
the number of variables, is large. Pourahmadi (2013) and Fan et al. (2016) provide compre-
hensive reviews of large covariance and precision matrix estimation. The main strategy used
in many of these papers is minimize the Gaussian negative log-likelihood plus a penalty on
the off-diagonal entries of the optimization variable corresponding to the precision matrix.
For example, Yuan and Lin (2007) proposed the L1-penalized Gaussian likelihood precision
matrix estimator defined by
arg min
Ω∈Sp+
tr(SΩ)− log det(Ω) + λ∑
i 6=j
|Ωij |
 , (4.1)
where S is the sample covariance matrix, λ > 0 is a tuning parameter, Sp+ is the set of p×p
symmetric and positive definite matrices, and tr and det are the trace and determinant,
respectively. Other authors have replaced the L1 penalty in (4.1) with the squared Frobenius
norm (Witten and Tibshirani, 2009; Rothman and Forzani, 2014) or non-convex penalties
that also encourage zeros in the estimator (Lam and Fan, 2009; Fan et al., 2009).
46
4.2. Proposed method 47
To fit many predictive models, only a characteristic of the population precision matrix
needs to be estimated. For example, in binary linear discriminant analysis, the population
precision matrix is needed for prediction only through the product of the precision matrix
and the difference between the two conditional distribution mean vectors. Many authors
have proposed methods that directly estimate this characteristic (Cai and Liu, 2011; Fan
et al., 2012; Mai et al., 2012).
We propose to estimate the precision matrix by shrinking the characteristic of the estima-
tor that is needed for prediction. The characteristic we consider is a linear or affine function
evaluated at the precision matrix. The goal is to improve prediction performance. Unlike
methods that estimate the characteristic directly, our approach provides the practitioner
an estimate of the entire precision matrix, not just the characteristic. In our simulation
studies and data example, we show that penalizing the characteristic needed for prediction
can improve prediction performance over competing sparse precision estimators like (4.1),
even when the true precision matrix is very sparse. In addition, estimators in our framework
can be used in applications other than linear discriminant analysis.
4.2 Proposed method
4.2.1 Penalized likelihood estimator
We propose to estimate the population precision matrix Ω∗ with
Ωˆ = arg min
Ω∈Sp+
{tr(SΩ)− log det(Ω) + λ|AΩB − C|1} , (4.2)
where A ∈ Ra×p, B ∈ Rp×b, and C ∈ Ra×b are user-specified matrices; and |M |1 =∑
i,j |Mij |. Our estimator exploits the assumption that AΩ∗B − C is sparse. In cases
where A, B, and C need to be estimated, we replace them with their estimators.
An estimator defined by (4.2) with C = 0 was mentioned in an unpublished manuscript
by Dalal and Rajaratnam (2014) available on arXiv. These authors proposed an alternating
minimization algorithm for solving (4.1) and described how to apply it to solve (4.2). Dalal
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and Rajaratnam did not describe applications or theoretical properties of this estimator.
Also, as written, their algorithm does not actually solve (4.2) when A and B are arbitrary.
We propose an alternating direction method of multipliers algorithm to solve (4.2) and
establish theoretical properties for this estimator.
4.2.2 Example applications
Fitting the discriminant analysis model requires the estimation of one or more precision
matrices. In particular, the linear discriminant analysis model assumes that the data are
independent copies of the random pair (X,Y ), where the support of Y is {1, . . . , J} and
X | Y = j ∼ Np
(
µ∗j ,Ω−1∗
)
, j = 1, . . . , J, (4.3)
where µ∗j ∈ Rp and Ω−1∗ ∈ Sp+ are unknown. To discriminate between response categories
l and m, only the characteristic Ω∗(µ∗l − µ∗m) is needed. Methods that estimate this
characteristic directly have been proposed (Cai and Liu, 2011; Mai et al., 2012; Fan et al.,
2012; Mai et al., 2015). These methods are useful in high dimensions because they perform
variable selection. For the jth variable to be non-informative for discriminating between
response categories l and m, it must be that the jth element of Ω∗(µ∗l−µ∗m) is zero. While
these methods can perform well in classification and variable selection, they do not actually
fit the model in (4.3).
Methods for fitting (4.3) specifically for linear discriminant analysis either assume Ω∗ is
diagonal (Bickel and Levina, 2004) or that both µ∗l−µ∗m and Ω∗ are sparse (Guo, 2010; Xu
et al., 2015). A method for fitting (4.3) and performing variable selection was proposed by
Witten and Tibshirani (2009). They suggest a two-step procedure where one first estimates
Ω∗, and then with the estimate Ω¯ fixed, estimates each µ∗j by penalizing the characteristic
Ω¯µj , where µj is the optimization variable corresponding to µ∗j .
To apply our method to the linear discriminant analysis problem, we use (4.2) with
A = Ip, C = 0, and B equal to the matrix whose columns are x¯j − x¯k for all 1 ≤ j < k ≤ J ,
where x¯j is the unpenalized maximum likelihood estimator of µ∗j . For large values of the
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tuning parameter, this would lead an estimator of Ω∗ such that Ωˆ(x¯j − x¯k) is sparse. Thus
our approach simultaneously fits (4.3) and performs variable selection.
Precision and covariance matrix estimators are also needed for portfolio allocation. The
optimal allocation based on the Markowitz (1952) minimum-variance portfolio is propor-
tional to Ω∗µ∗, where µ∗ is the vector of expected returns for p assets and Ω∗ is precision
matrix for the returns. In practice, one would estimate Ω∗ and µ∗ with their usual sam-
ple estimators Ωˆ and µˆ. However, when p is large, the usual sample estimator of Ω∗ does
not exist, so regularization is necessary. Moreover, Brodie et al. (2009) argue that sparse
portfolios are often desirable when p is large. While many have proposed using sparse or
shrinkage estimators of Ω∗ or Ω−1∗ plugged-in to the Markowitz criterion, e.g., Xue et al.
(2012), this would not necessarily lead to sparse estimators of Ω∗µ∗. Chen et al. (2016)
proposed a method for estimating the characteristic Ω∗µ∗ directly, but like the direct linear
discriminant methods, this approach does not lead to an estimate of Ω∗. For the sparse
portfolio allocation problem, we propose to estimate Ω∗ using (4.2) with A = Ip, C = 0,
and B = µˆ.
Another application is in linear regression where the response and predictor have a
joint multivariate normal distribution. In this case, the regression coefficient matrix is
Ω∗Σ∗XY , where Ω∗ is the marginal precision matrix for the predictors and Σ∗XY is the
cross-covariance matrix between predictors and responses. We propose to estimate Ω∗
using (4.2) with A = Ip, C = 0, and B equal to the usual sample estimator of Σ∗XY .
Similar to the procedure proposed by Witten and Tibshirani (2009), this approach provides
an alternative method for estimating regression coefficients using shrinkage estimators of
the marginal precision matrix for the predictors.
4.3 Computation
4.3.1 Alternating direction method of multipliers algorithm
To solve the optimization in (4.2), we propose an alternating direction method of multipliers
algorithm with a modification based on the majorize-minimize principle (Lange, 2016).
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Following the standard alternating direction method of multipliers approach (Boyd et al.,
2011), we rewrite (4.2) as a constrained optimization problem:
arg min
(Θ,Ω)∈Ra×b×Sp+
{tr(SΩ)− log det(Ω) + λ|Θ|1} subject to AΩB −Θ = C. (4.4)
The augmented Lagrangian for (4.4) is defined by
Fρ(Ω,Θ,Γ) = tr(SΩ)− log det(Ω) + λ|Θ|1
− tr{ΓT(AΩB −Θ− C)}+ ρ
2
‖AΩB −Θ− C‖2F ,
where ρ > 0 and Γ ∈ Ra×b is the Lagrangian dual variable. Let the subscript m denote the
mth iterate. From Boyd et al. (2011), to solve (4.4), the alternating direction method of
multipliers algorithm uses the following updating equations:
Ωm+1 = arg min
Ω∈Sp+
Fρ(Ω,Θm,Γm), (4.5)
Θm+1 = arg min
Θ∈Ra×b
Fρ(Ωm+1,Θ,Γm), (4.6)
Γm+1 = Γm − ρ (AΩm+1B −Θm+1 − C) . (4.7)
Instead of solving (4.5) exactly, we approximate its objective function with a majorizing
function. Specifically, we replace (4.5) with
Ωm+1 = arg min
Ω∈S+p
{
Fρ(Ω,Θm,Γm) + ρ
2
vec(Ω− Ωm)TQvec(Ω− Ωm)
}
, (4.8)
where Q = τI − (ATA⊗BBT) , τ is selected so that Q ∈ Sp+, ⊗ is the Kronecker product,
and vec forms a vector by stacking the columns of its matrix argument. Since
vec(Ω− Ωm)T
(
ATA⊗BBT) vec(Ω− Ωm) = tr{ATA(Ω− Ωm)BBT(Ω− Ωm)} ,
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we can rewrite (4.8) as
Ωm+1 = arg min
Ω∈S+p
[
Fρ(Ω,Θm,Γm) + ρτ
2
‖Ω− Ωm‖2F −
ρ
2
tr
{
ATA(Ω− Ωm)BBT(Ω− Ωm)
}]
,
which is equivalent to
Ωm+1 = arg min
Ω∈S+p
[
tr {(S +Gm) Ω} − log det(Ω) + ρτ
2
‖Ω− Ωm‖2F
]
, (4.9)
where Gm = ρA
T(AΩmB − ρ−1Γm −Θm − C)BT. The zero gradient equation for (4.9) is
S − Ω−1m+1 +
1
2
(
Gm +G
T
m
)
+ ρτ (Ωm+1 − Ωm) = 0, (4.10)
which is a quadratic equation that can be solved in closed form (Witten and Tibshirani,
2009; Price et al., 2015). The solution is
Ωm+1 =
1
2ρτ
U
{
−Ψ + (Ψ2 + 4ρτIp)1/2}UT,
where UΨUT is the eigendecomposition of S+2−1(Gm+GTm)−ρτΩm.Our majorize-minimize
approach is a special case of the prox-linear alternating direction method of multiplier
algorithm (Chen and Teboulle, 1994; Deng and Yin, 2016).
Conveniently, (4.6) also has a closed form solution:
Θm+1 = soft
(
AΩm+1B − ρ−1Γm − C, ρ−1λ
)
,
where soft(x, τ) = max (|x| − τ, 0) sign(x). To summarize, we solve (4.2) with the following
algorithm.
4.3.2 Convergence and implementation
Using the same proof technique as in Deng and Yin (2016), one can show that the iterates
from Algorithm 2 converge to their optimal values when a solution to (4.4) exists.
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Algorithm 2 Alternating direction method of multipliers algorithm for (4.2)
Initialize Ω(0) ∈ Sp+, Θ(0) ∈ Ra×b, ρ > 0, and τ such that Q is positive definite. Set m = 0.
Repeat Step 1 - 6 until convergence:
Step 1. Compute Gm = ρA
T(AΩmB − ρ−1Γk −Θm − C)BT;
Step 2. Decompose S + 2−1(Gm +GTm)− ρτΩm = UΨUT where U is orthogonal and Ψ is diagonal;
Step 3. Set Ωm+1 = (2ρτ)
−1U
{−Ψ + (Ψ2 + 4ρτIp)1/2}UT;
Step 4. Set Θm+1 = soft(AΩm+1B − ρ−1Γm − C, ρ−1λ);
Step 5. Set Γm+1 = Γm − ρ (AΩm+1B −Θm+1 − C);
Step 6. Replace m with m+ 1.
In our implementation, we set τ = ϕ1(A
TA)ϕ1(BB
T) + 10−8, where ϕ1(·) denotes the
largest eigenvalue of its argument. This computation is only needed once at the initialization
of our algorithm. We expect that in practice, the computational complexity of our algorithm
will be dominated by the eigendecomposition in Step 2, which requires O(p3) flops.
To select the tuning parameter to use in practice, we recommend using some type of
cross-validation procedure based on the application. For example, in the linear discrim-
inant analysis case, one could select the tuning parameter that minimizes the validation
misclassification rate or maximizes a validation likelihood.
4.4 Statistical Properties
In this section, we show that by using the penalty in (4.2), we can estimate Ω∗ and AΩ∗B
consistently in the Frobenius and L1 norms, respectively. Our results rely on assuming that
AΩ∗B is sparse. Define the set G as the indices of AΩ∗B that are nonzero, i.e.,
G =
{
(i, j) ∈ {1, . . . , a} × {1, . . . , b} : [AΩ∗B]ij 6= 0
}
.
Let the notation [AΩ∗B]G ∈ Ra×b denote the matrix whose (i, j)th entry is equal to the
(i, j)th of AΩ∗B if (i, j) ∈ G and is equal to zero if (i, j) /∈ G. We generalize our results to
the case that A and B are unknown, and we use plug-in estimators of them in (4.2).
We first establish convergence rates for the case that A and B are known. Let σj(·) and
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ϕj(·) denote the jth largest singular value and eigenvalue of their arguments respectively.
Suppose that the sample covariance matrix used in (4.2) is Sn = n
−1∑n
i=1XiX
T
i , where
X1, . . . , Xn are independent and identically distributed pn-dimensional random vectors with
mean zero and covariance matrix Ω−1∗ . We will make the following assumptions:
Assumption 1
For all n, there exists a constant k1 such that
0 < k−11 ≤ ϕpn(Ω∗) ≤ ϕ1(Ω∗) ≤ k1 <∞.
Assumption 2
For all n, there exists a constant k2 such that min {σpn(A), σpn(B)} ≥ k2 > 0.
Assumption 3
For all n, there exist positive constants k3 and k4 such that
max
j∈{1,...,pn}
E
{
exp(tX21j)
} ≤ k3 <∞ for all t ∈ (−k4, k4).
Assumptions 1 and 3 are common in the regularized precision matrix estimation literature,
e.g., Assumption 1 was made by Bickel and Levina (2008), Rothman et al. (2008) and Lam
and Fan (2009) and Assumption 3 holds if X1 is multivariate normal. Assumption 2 requires
that A and B are both rank pn, which has the effect of shrinking every entry of Ωˆ. The
convergence rate bounds we establish also depend on the quantity
ξ(pn,G) = sup
M∈Spn ,M 6=0
| [AMB]G |1
‖M‖F ,
where Spn is the set of symmetric pn×pn matrices. Negahban et al. (2012) defined a similar
and more general quantity and called it a compatibility constant.
Theorem 1
Suppose Assumptions 1–3 are true. If λn = K1(n
−1 log pn)1/2, K1 is sufficiently large, and
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ξ2(pn,G) log pn = o(n), then (i) ‖Ωˆ− Ω∗‖F = OP {ξ(pn,G)(log pn/n)1/2} and
(ii) |AΩˆB −AΩ∗B|1 = OP {ξ2(pn,G)(log pn/n)1/2}.
The quantity ξ(pn,G) can be used to recover known results for special cases of (4.2). For
example, when A and B are identity matrices, ξ(pn,G) = sn1/2, where sn is the number of
nonzero entries in Ω∗. This special case was established by Rothman et al. (2008). We can
simplify the results of Theorem 1 for case that AΩ∗B has gn nonzero entries by introducing
an additional assumption:
Assumption 4
For all n, there exists a constant k5 such that
sup
M∈Spn ,M 6=0
‖[AMB]G‖F
‖M‖F ≤ k5 <∞.
Assumption 4 is not the same as bounding ξ(pn,G) because the numerator uses the Frobe-
nius norm instead of the L1 norm. This requires that for those entries of AΩ∗B which
are nonzero, the corresponding rows and columns of A and B, respectively, do not have
magnitudes too large as pn grows.
Remark 1
Assume that the conditions of Theorem 1 are true. If Assumption 4 is true and AΩ∗B
has gn nonzero entries, then ‖Ωˆ − Ω∗‖F = OP {(gn log pn/n)1/2} and |AΩˆB − AΩ∗B|1 =
OP {(g2n log pn/n)1/2}.
In practice, A and B are often unknown and must be estimated. Let Aˆn and Bˆn be
estimators of A and B. In this case, we estimate AΩ∗B with AˆnΩ˜Bˆn, where
Ω˜ = arg min
Ω∈Sp+
{
tr(SnΩ)− log det(Ω) + λn|AˆnΩBˆn|1
}
. (4.11)
Suppose that there exist sequences an and bn such that |(A − Aˆn)A+|1 = OP (an) and
|B+(B − Bˆn)|1 = OP (bn), where A+ and B+ are the Moore–Penrose pseudoinverses of A
and B, respectively; and an = o(1), and bn = o(1).
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Theorem 2
Suppose Assumptions 1–3 are true. Let Cn = max {an, bn} | [AΩ∗B]G |1. If λn = K2(n−1 log pn)1/2,
K2 is sufficiently large, max {an, bn} = o(1), ξ2(pn,G) log pn = o(n), and C2n log pn = o(n),
then (i) ‖Ω˜− Ω‖F = OP {ξ(pn,G)(log pn/n)1/2 + C1/2n (log pn/n)1/4} and
(ii) |AˆnΩ˜Bˆn −AΩ∗B|1 = OP {ξ2(pn,G)(log pn/n)1/2 + C1/2n ξ(pn,G)(log pn/n)1/4 + Cn}.
The convergence rate bounds in Theorem 2 (i) and (ii) are the sum of the statistical errors
from Theorem 1 (i) and (ii) respectively, plus additional error which comes from estimating
A and B. Proofs of Theorem 1 and Theorem 2 are given in Appendix A.2.
4.5 Simulation studies
4.5.1 Models
We compare our precision matrix estimator to competing estimators when they are used to
fit the linear discriminant analysis model. For 100 independent replications, we generated
a realization of n independent copies of (X,Y ) defined in (4.3), where µ∗j = Ω−1∗ β∗j and
P (Y = j) = 1/J for j = 1, . . . , J . Using this construction, if the kth element of β∗l−β∗m is
zero, i.e., Ω∗(µ∗l − µ∗m) is zero, then the kth variable is non-informative for discriminating
between response categories l and m.
For each J ∈ {3, . . . , 10}, we partition our n observations into a training set of size 25J ,
a validation set of size 200, and a test set of size 1000. We considered two models for Ω−1∗
and β∗j . Let 1(·) be the indicator function.
Model 1. We set β∗j,k = 1.51 [k ∈ {4(j − 1) + 1, . . . , 4j}] , so that for any pair of re-
sponse categories, only eight variables were informative for discrimination. We set Ω−1∗a,b =
.9|a−b|, so that Ω∗ was tridiagonal.
Model 2. We set β∗j,k = 21 [k ∈ {5(j − 1) + 1, . . . , 5j}] , so that for any pair of response
categories, only ten variables were informative for discrimination. We set Ω−1∗ to be block
diagonal: the block corresponding to the informative variables, i.e., the first 5J variables,
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had off diagonal entries equal to 0.5 and diagonal entries equal to one. The block subma-
trix corresponding to the p−5J non-informative variables had (a, b)th entry equal to 0.5|a−b|.
For both models, sparse estimators of Ω∗ should perform well because the precision
matrices are very sparse. The total number of informative variables is 4J and 5J in Models
1 and 2 respectively, so a method like that proposed by Mai et al. (2015), which selects
variables that are informative for all pairwise comparisons, may perform poorly when J is
large.
4.5.2 Methods
We compared several methods in terms of classification accuracy on the test set. We fit (4.3)
using the following methods: the sparse na¨ıve Bayes estimator proposed by Guo (2010) with
tuning parameter chosen to minimize misclassification rate on the validation set; and the
Bayes rule, i.e., Ω∗, µ∗j , and P (Y = j) known for j = 1, . . . , J . We also fit (4.3) using the
ordinary sample means and using the following precision matrix estimators: the estimator
we proposed in Section 4.2.2 with tuning parameter chosen to minimize misclassification
rate on the validation set; the L1-penalized Gaussian likelihood precision matrix estimator
(Yuan and Lin, 2007; Rothman et al., 2008; Friedman et al., 2008) with the tuning parameter
chosen to minimize the misclassification rate of the validation set; and a covariance matrix
estimator similar to the estimator proposed by Ledoit and Wolf (2004), which is defined by
Ωˆ−1LW = αS + γ(1− α)Ip, (4.12)
where (α, γ) ∈ (0, 1) × (0,∞) were chosen to minimize the misclassification rate of the
validation set. The L1-penalized Gaussian likelihood precision matrix estimator we used
penalized the diagonals. With our data generating models, we found this performed bet-
ter at classification than (4.1), which does not penalize the diagonals. We also tried two
Fisher-linear-discriminant-based methods applicable to multi-category linear discriminant
analysis: the sparse linear discriminant method proposed by Witten and Tibshirani (2011)
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Figure 4.1: Misclassification rates and Frobenius norm error averaged over 100 replications
with p = 200 for Models 1 and 2. The methods displayed are the estimator we proposed in
Section 4.2.2 (dashed and ), the L1-penalized Gaussian likelihood estimator (dashed and
N), the Ledoit-Wolf-type estimator from (4.12) (dashed and  ), Bayes (solid and ∗), the
method proposed by Guo (2010) (dots and #), the method proposed by Mai et al. (2015)
(dots and 4), and the method proposed by Witten and Tibshirani (2011) (dots and ).
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Figure 4.2: True positive and true negative rates averaged over 100 replications with p = 200
for Model 1 in (a) and (c); and for Model 2 in (b) and (d). The methods displayed are
the estimator we proposed in Section 4.2.2 (dashed and ), the method proposed by Guo
(2010) (dots and #), and the method proposed by Mai et al. (2015) (dots and 4).
with tuning parameter and dimension chosen to minimize the misclassification rate of the
validation set; and the multi-category sparse linear discriminant method proposed by Mai
et al. (2015) with tuning parameter chosen to minimize the misclassification rate of the
validation set.
We could also have selected tuning parameters for the model-based methods by max-
imizing a validation likelihood or using an information criterion, but minimizing the mis-
classification rate on a validation set made it fairer to compare the model-based methods
and the Fisher-linear-discriminant-based methods in terms of classification accuracy.
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4.5.3 Performance measures
We measured classification accuracy on the test set for each replication for the methods
described in Section 4.5.2. For the methods that produced a precision matrix estimator, we
also measured this estimator’s Frobenius norm error: ‖Ω¯−Ω∗‖F , where Ω¯ is the estimator.
To measure variable selection accuracy, we used both the true positive rate and the true
negative rate, which are respectively defined by
card
{
(m, k) : ∆ˆm,k 6= 0 ∩∆∗m,k 6= 0
}
card {(m, k) : ∆∗m,k 6= 0} ,
card
{
(m, k) : ∆ˆm,k = 0 ∩∆∗m,k = 0
}
card {(m, k) : ∆∗m,k = 0} ,
where (m, k) ∈ {2, . . . , J} × {1, . . . , p}, ∆∗m = β∗1 − β∗m, ∆ˆm is an estimator of ∆∗m, and
card denotes the cardinality of a set.
4.5.4 Results
We display average misclassification rates and Frobenius norm error averages for both mod-
els with p = 200 in Figure 4.1, and display variable selection accuracy averages in Figure 4.2.
For both models, our method outperformed all competitors in terms of classification accu-
racy for all J , except the Bayes rule, which uses population parameter values unknown in
practice. In terms of precision matrix estimation, for Model 1, our method did better than
the L1-penalized Gaussian likelihood precision matrix estimator when the sample size was
small, but became worse than the L1-penalized Gaussian likelihood precision matrix estima-
tor as the sample size increased. For Model 2, our method was worse than the L1-penalized
Gaussian likelihood precision matrix estimator in Frobenius norm error for precision matrix
estimation, but was better in terms of classification accuracy.
In terms of variable selection, our method was competitive with the methods proposed
by Guo (2010) and Mai et al. (2015). For Model 1, our method tended to have a higher
average true negative rate than the method of Guo (2010) and a lower average true positive
rate than the method of Mai et al. (2015). For Model 2, all methods tended to have relatively
high average true positive rates, while our method had a higher average true negative rate
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than the method of Mai et al. (2015). Although the method proposed by Guo (2010) had a
higher average true negative rate for Model 2 than our proposed method had, our method
performed better in terms of classification accuracy.
4.6 Genomic data example
We used our method to fit the linear discriminant analysis model in a real data application.
The data are gene expression profiles consisting of p = 22, 283 genes from 127 subjects,
who either have Crohn’s disease, ulcerative colitis, or neither. This dataset comes from
Burczynski et al. (2006). The goal of our analysis was to fit a linear discriminant analysis
model that could be used to identify which genes are informative for discriminating between
each pair of the response categories. These data were also analyzed in Mai et al. (2015).
One difference between our method and the method of Mai et al. (2015) is that the method
of Mai et al. (2015) excludes variables from all pairwise response category comparisons
whereas our method allows a distinct set of informative variables to be estimated for each
comparison.
To measure the classification accuracy of our method and its competitors, we randomly
split the data into training set of size 100 and test set of size 27 for 100 independent
replications. Within each replication, we first applied a screening rule to the training set
as in Rothman et al. (2009) and Mai et al. (2015) based on F -test statistics, and then
restricted our discriminant analysis model to the genes with the k largest F -test statistic
values.
We chose tuning parameters with 5-fold cross validation that minimized the validation
classification error rate. Misclassification rates are shown in Figure 4.3, where we compared
our method to the method proposed by Mai et al. (2015), the method proposed by Witten
and Tibshirani (2011), the method proposed by Guo (2010), and the method that used
the L1-penalized Gaussian likelihood precision matrix estimator. We saw that our method
was as or more accurate in terms of classification accuracy than the competing methods.
The only method that performed nearly as well was that of Mai et al. (2015) when we
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Figure 4.3: Model sizes and misclassification rates from 100 random training/testing splits
with k = 100 (dark grey), k = 200 (grey), and k = 300 (light grey). Guo is the method
proposed by Guo (2010), Mai is the method proposed by Mai et al. (2015), Glasso is the L1-
penalized Gaussian likelihood precision matrix estimator, Ours is the estimator we propose
Section 4.2.2, and Witten is the method proposed by Witten and Tibshirani (2011).
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used k = 100 screened genes. However, the best out-of-sample classification accuracy was
achieved with k = 300, where our method was significantly better than the competitors.
In Figure 4.3, we also display model sizes, i.e., the total number of variables that were
estimated to be informative for discriminating between response categories. To measure
model size for the method proposed by Witten and Tibshirani (2011), we used the version
of their method with two discriminant vectors. We saw that although the method of Mai
et al. (2015) tended to estimate slightly smaller models, our method, which performs best
in classification, selects only slightly more variables. Moreover, our method can be used
to identify a distinct subset of genes that are informative specifically for discriminating
between patients with Crohn’s disease and ulcerative colitis. This was of interest in the
study of Burczynski et al. (2006).
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Appendix A
Proofs
A.1 Proofs for Chapter 3
Proof of Proposition 1. Since Σ∗ is positive definite, we apply the partitioned inverse
formula to obtain
Σ−1∗ =
(
Σ∗XX Σ∗XY
ΣT∗XY Σ∗Y Y
)−1
=
(
∆−1∗ −β∗Σ−1∗E
−η∗∆−1∗ Σ−1∗E
)
,
where ∆∗ = Σ∗XX−Σ∗XY Σ−1∗Y Y ΣT∗XY and Σ∗E = Σ∗Y Y −ΣT∗XY Σ−1∗XXΣ∗XY . The symmetry
of Σ−1∗ implies that β∗Σ
−1
∗E = (η∗∆
−1∗ )T so
β∗ = ∆−1∗ η
T
∗ Σ∗E . (A.1)
Using the Woodbury identity,
Σ−1∗E = (Σ∗Y Y − ΣT∗XY Σ−1∗XXΣ∗XY )−1
= Σ−1∗Y Y + Σ
−1
∗Y Y Σ
T
∗XY
(
Σ−1∗XX − Σ∗XY Σ−1∗Y Y ΣT∗XY
)−1
ΣXY Σ
−1
∗Y Y
= Σ−1∗Y Y + η∗∆
−1
∗ η
T
∗ . (A.2)
Using the inverse of the expression above in (A.1) establishes the result. 
71
A.1. Proofs for Chapter 3 72
In our proof of Proposition 2, we use the matrix inequality
‖A(1)A(2)A(3) −B(1)B(2)B(3)‖ ≤
3∑
j=1
‖A(j) −B(j)‖
∏
k 6=j
‖B(k)‖
+
3∑
j=1
‖B(j)‖
∏
k 6=j
‖A(k) −B(k)‖+
3∏
j=1
‖A(j) −B(j)‖.
(A.3)
Bickel and Levina (2008) used (A.3) to prove their Theorem 3.
Proof of Proposition 2. From (A.2) in the proof of Proposition 1, Σ−1∗E = Σ
−1
∗Y Y +
η∗∆−1∗ ηT∗ . Define Σˆ
−1
E = Σˆ
−1
Y Y + ηˆ∆ˆ
−1ηˆT. Applying (A.3),
‖βˆ − β∗‖ =‖∆ˆ−1ηˆTΣˆE −∆−1∗ ηT∗ Σ∗E‖
≤‖∆ˆ−1 −∆−1∗ ‖‖η∗‖‖Σ∗E‖+ ‖ηˆ − η∗‖‖∆−1∗ ‖‖Σ∗E‖+ ‖ΣˆE − Σ∗E‖‖∆−1∗ ‖‖η∗‖
+ ‖∆−1∗ ‖‖ηˆ − η∗‖‖ΣˆE − Σ∗E‖+ ‖η∗‖‖∆ˆ−1 −∆−1∗ ‖‖ΣˆE − Σ∗E‖
+ ‖Σ∗E‖‖∆ˆ−1 −∆−1∗ ‖‖ηˆ − η∗‖+ ‖ηˆ − η∗‖‖∆ˆ−1 −∆−1∗ ‖‖ΣˆE − Σ∗E‖.
(A.4)
We will show that the third term in (A.4) dominates the others. We continue by deriving
its bound. Employing a matrix identity used by Cai et al. (2010), we write ΣˆE − Σ∗E =
Σ∗E(Σ−1∗E − Σˆ−1E )ΣˆE , so
‖ΣˆE − Σ∗E‖ ≤ ‖ΣˆE‖‖Σ∗E‖‖Σˆ−1E − Σ−1∗E‖. (A.5)
Using the triangle inequality and (A.3),
‖Σˆ−1E − Σ−1∗E‖ ≤ ‖Σˆ−1Y Y − Σ−1∗Y Y ‖+ ‖ηˆ∆ˆ−1ηˆT − η∗∆−1∗ ηT∗ ‖
≤ ‖Σˆ−1Y Y − Σ−1∗Y Y ‖+ 2‖ηˆ − η∗‖‖∆−1∗ ‖‖η∗‖+ ‖∆ˆ−1 −∆−1∗ ‖‖η∗‖2
+ 2‖η∗‖‖∆ˆ−1 −∆−1∗ ‖‖ηˆ − η∗‖+ ‖∆−1∗ ‖‖ηˆ − η∗‖2 + ‖ηˆ − η∗‖2‖∆ˆ−1 −∆−1∗ ‖
= OP
(
cn + an‖η∗‖‖∆−1∗ ‖+ bn‖η∗‖2
)
. (A.6)
Since ϕmin(Σ
−1
∗Y Y ) ≥ K and ∆−1∗ is positive definite, Weyl’s eigenvalue inequality implies
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that ϕmin(Σ
−1
∗E) ≥ K so
‖Σ∗E‖ = ϕ−1min(Σ−1∗E) ≤ 1/K. (A.7)
Also,
‖ΣˆE‖ = ϕ−1min(Σˆ−1E ) = OP (1) (A.8)
because ϕmin(Σ
−1
∗E) ≥ K, ΣˆE is positive definite, and an‖η∗‖‖∆−1∗ ‖ + bn‖η∗‖2 + cn = o(1)
in (A.6). Using (A.6), (A.7), and (A.8), in (A.5),
‖ΣˆE − Σ∗E‖ = OP
(
an‖η∗‖‖∆−1∗ ‖+ bn‖η∗‖2 + cn
)
.
We then see that the third term in (A.4) dominates and
‖βˆ − β∗‖ = OP
{(
an‖η∗‖‖∆−1∗ ‖+ bn‖η∗‖2 + cn
) ‖η∗‖‖∆−1∗ ‖}
= OP
(
an‖η∗‖2‖∆−1∗ ‖2 + bn‖η∗‖3‖∆−1∗ ‖+ cn‖η∗‖‖∆−1∗ ‖
)
.
A.2 Proofs for Chapter 4
A.2.1 Notation
Define the following norms: ‖A‖∞ = maxi,j |Aij |, |A|1 =
∑
i,j |Aij |, ‖A‖F = tr(ATA),
‖A‖ = σ1(A). Let Sp denote the set of p× p symmetric matrices. To simplify notation, we
omit the subscript n from Sn, λn, and pn as defined in Section 4.4 and let κ = k
−2
1 .
A.2.2 Proof of Theorem 1
To prove Theorem 1, we use a strategy similar to that employed by Rothman (2012).
Lemma 1
Suppose that Assumptions 1–3 hold, and λ ≤ κ {ξ(p,G)τ}−1 for some τ > 12. Then for all
positive and sufficiently small , ‖B+(S − Ω−1∗ )A+‖∞ ≤ λ/2 implies ‖Ωˆ− Ω∗‖F ≤ .
Proof of Lemma 1. We follow the proof techniques used by Rothman et al. (2008), Negah-
ban et al. (2012) and Rothman (2012). Define B = {∆ ∈ Sp : ‖∆‖F ≤ } . Let f be the ob-
jective function in (4.2). Because f is convex and Ωˆ is its minimizer, inf {f(Ω∗ + ∆) : ∆ ∈ B} >
A.2. Proofs for Chapter 4 74
f(Ω∗), implies ‖Ωˆ− Ω∗‖F ≤  (Rothman et al., 2008). Define D(∆) = f(Ω∗ + ∆)− f(Ω∗).
Then
D(∆) = tr(S∆) + log det(Ω∗)− log det(Ω∗ + ∆) + λ1 {|A(Ω∗ + ∆)B|1 − |AΩ∗B|1} .
By the arguments used in Rothman et al. (2008), log det(Ω∗)−log det(Ω∗+∆) ≥ −tr(SΩ−1∗ )+
8−1κ‖∆‖2F , so that
D(∆) ≥ tr{∆(S − Ω−1∗ )}+ 18κ‖∆‖2F + λ1 {|A(Ω∗ + ∆)B|1 − |AΩ∗B|1} . (A.9)
We now bound |A(Ω∗ + ∆)B|1 − |AΩ∗B|1 in (A.9). Recall that
G = {(i, j) ∈ {1, . . . , a} × {1, . . . , b} : [AΩ∗B]ij 6= 0}
and Gc = {1, . . . , a} × {1, . . . , b} \ G. Since |AΩ∗B|1 = | [AΩ∗B]G |1 and |A(Ω∗ + ∆)B|1 =
| [AΩ∗B]G + [A∆B]G |1 + | [A∆B]Gc |1, we can apply the reverse triangle inequality: |A(Ω∗+
∆)B|1 − |AΩ∗B|1 ≥ | [A∆B]Gc |1 − | [A∆B]G |1. Plugging this bound into (A.9),
D(∆) ≥ tr{(S − Ω−1∗ )∆}+ 18κ‖∆‖2F + λ1 (| [A∆B]Gc |1 − | [A∆B]G |1) . (A.10)
We now bound tr
{
(S − Ω−1∗ )∆
}
. Let A+ = (ATA)−1AT and B+ = BT(BBT)−1. Because
A and B are both rank p by Assumption 2, A+A = Ip and BB
+ = Ip. Thus
tr
{
(S − Ω−1∗ )∆
} ≥ −|tr{(S − Ω−1∗ )∆} | = −|tr{(S − Ω−1∗ )A+A∆BB+} |
= −|tr{B+(S − Ω−1∗ )A+A∆B} |
≥ −‖B+(S − Ω−1∗ )A+‖∞|A∆B|1. (A.11)
By assumption, ‖B+(S − Ω−1∗ )A+‖∞ ≤ λ/2, so applying (A.11) to (A.10),
D(∆) ≥ 1
8
κ‖∆‖2F −
λ
2
|A∆B|1 + λ
(| [A∆B]Gc |1 − | [A∆B]G |1) (A.12)
=
1
8
κ‖∆‖2F −
λ
2
(| [A∆B]G |1 + | [A∆B]Gc |1)+ λ (| [A∆B]Gc |1 − | [A∆B]G |1)
=
1
8
κ‖∆‖2F −
3
2
λ| [A∆B]G |1 +
1
2
λ| [A∆B]Gc |1
≥ 1
8
κ‖∆‖2F −
3
2
λ| [A∆B]G |1. (A.13)
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We now bound the quantity | [A∆B]G |1. Multiplying and dividing ∆ by ‖∆‖F ,∣∣∣∣[A‖∆‖F‖∆‖F ∆B
]
G
∣∣∣∣
1
= ‖∆‖F
∣∣∣∣[A 1‖∆‖F ∆B
]
G
∣∣∣∣
1
≤ ‖∆‖F
(
sup
M∈Sp,M 6=0
| [AMB]G |1
‖M‖F
)
,
so that | [A∆B]G |1 ≤ ‖∆‖F ξ(p,G). Finally, since λ ≤ κ {τξ(p,G)}−1 with τ > 12, ‖∆‖F =
 for ∆ ∈ B,
D(∆) ≥ 1
8
κ‖∆‖2F −
3
2
λ‖∆‖F ξ(p,G)
= ‖∆‖2F
{
1
8
κ− 3λξ(p,G)
2‖∆‖F
}
≥ 2
(
1
12
κ− 1
τ
κ
)
> 0.
which establishes the desired result.
The following lemma follows from the proof of Lemma 1 of Negahban et al. (2012).
Lemma 2
If the conditions of Lemma 1 are true, then ∆ˆ = Ωˆ− Ω∗ belongs to the set
{
∆ ∈ Sp : | [A∆B]Gc |1 ≤ 3| [A∆B]G |1
}
.
Lemma 3 follows from the proof of Lemma 2 from Lam and Fan (2009), Assumption 2,
and Lemma A.3 of Bickel and Levina (2008).
Lemma 3
Suppose Assumptions 1–3 hold. Then, there exist constants C1 and C2 such that
P (‖B+SA+ −B+Ω−1∗ A+‖∞ ≥ ν) ≤ C1p2exp(−C2nν2),
for |ν| ≤ δ where C1, C2, and δ do not depend on n.
Proof of Theorem 1. Set  = K1κ
−1ξ(p,G)(n−1 log p)1/2, λ = K1τ−11 (n−1 log p)1/2 with
τ1 > 12. Applying Lemma 1 and Lemma 3, there exist constants C1 and C2 such that for
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sufficiently large n,
P
(
‖Ωˆ− Ω∗‖F ≤ K1κ−1ξ(p,G)
√
log p
n
)
≥ P
(
‖B+(S − Ω−1∗ )A+‖∞ ≤
K1
2τ1
√
log p
n
)
≥ 1− C1p2−C2K1/2τ1 ,
which establishes (i) because 1− C1p2−C2K1/2τ1 → 1 as K1 →∞. To establish (ii),
|A(Ωˆ− Ω∗)B|1 = |[A(Ωˆ− Ω∗)B]G |1 + |[A(Ωˆ− Ω∗)B]Gc |1
≤ 4|[A(Ωˆ− Ω∗)B]G |1 (A.14)
≤ 4ξ(p,G)‖Ωˆ− Ω∗‖F , (A.15)
where (A.14) follows from Lemma 2 and (A.15) follows from the definition of ξ(p,G).
A.2.3 Proof of Theorem 2
Lemma 4
Let Ca and Cb be constants. Let an and bn be sequences such that |(Aˆn − A)A+|1 ≤ Caan
and |B+(Bˆn − B)|1 ≤ Cbbn with probability at least 1 − f(Ca) and 1 − g(Cb). Let dn =
Caan + Cbbn + CaCbanbn. Then
|Aˆn(Ω∗ + ∆)Bˆn|1 − |AˆnΩ∗Bˆn|1 ≥ |A(∆ + Ω∗)B|1 − |[AΩ∗B]G |1
+ dn (|A∆B|1 + 2|[AΩ∗B]G |1) ,
with probability at least min {1− f(Ca), 1− g(Cb)} .
Proof of Lemma 4. Let |Aˆn(Ω∗ + ∆)Bˆn|1 − |AˆnΩ∗Bˆn|1 ≡ V1 − V2. First,
V1 = |Aˆn(Ω∗ + ∆)Bˆn +A(Ω∗ + ∆)B −A(Ω∗ + ∆)B|1
≥ |A(Ω∗ + ∆)B|1 − |A(Ω∗ + ∆)B − Aˆn(Ω∗ + ∆)Bˆn|1, (A.16)
by the triangle inequality. Also,
V2 = |AˆnΩ∗Bˆn −AΩ∗B +AΩ∗B|1 ≤ |AˆnΩ∗Bˆn − [AΩ∗B]G |1 + |[AΩ∗B]G |1, (A.17)
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so that from (A.16) and (A.17),
V1 − V2 ≥|A(Ω∗ + ∆)B|1 − |[AΩ∗B]G |1
− |A(Ω∗ + ∆)B − Aˆn(Ω∗ + ∆)Bˆn|1 − |AˆnΩ∗Bˆn −AΩ∗B|1. (A.18)
Let V3 = −|A(Ω∗+ ∆)B− Aˆn(Ω∗+ ∆)Bˆn|1− |AˆnΩ∗Bˆn−AΩ∗B|1. By a triangle inequality
on the first term of V3,
V3 ≥ −2|AˆnΩ∗Bˆn −AΩ∗B|1 − |Aˆn∆Bˆn −A∆B|1. (A.19)
To bound (A.19), we need to bound functions of the form |AMB − AˆnMBˆn|1 for arbitrary
symmetric matrices M :
|AMB − AˆnMBˆn|1
=|(A− Aˆn)MB +AM(B − Bˆn) + (A− Aˆn)M(Bˆn −B)|1
≤|(A− Aˆn)MB|1 + |AM(B − Bˆn)|1 + |(A− Aˆn)M(Bˆn −B)|1. (A.20)
=|(A− Aˆn)A+AMB|1 + |AMBB+(B − Bˆn)|1
+ |(A− Aˆn)A+AMBB+(Bˆn −B)|1, (A.21)
≤|AMB|1
{
|(A− Aˆn)A+|1 + |B+(B − Bˆn)|1
+|(A− Aˆn)A+|1|B+(B − Bˆn)|1
}
(A.22)
≤|AMB|1 (Caan + Cbbn + CaCbanbn) , (A.23)
where (A.20) follows from the triangle inequality; (A.21) follows from Assumption 2 and
the definition of A+ and B+; (A.22) follows from the sub-multiplicative property of the
| · |1 norm; and (A.23) holds with probability at least min {1− f(Ca), 1− g(Cb)}. Applying
(A.23) to both terms in (A.19) gives
V3 ≥ −2|AˆnΩ∗Bˆn −AΩ∗B|1 − |Aˆn∆Bˆn −A∆B|1 ≥ −dn (2|[AΩ∗B]G |1 + |A∆B|1) ,
with probability at least min {1− f(Ca), 1− g(Cb)} . Plugging this bound into (A.18) gives
the result.
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Lemma 5
Suppose Assumptions 1–3 are true, dn = o(1), the bound in Lemma 4 holds, λ ≤ κ(Qτ)−1
for τ > 8, where
Q =
{(
3
2
+ dn
)
ξ(p,G)− 2dn |[AΩ∗B]G |1

}
.
Then for all positive and sufficiently small , ‖B+(S − Ω−1∗ )A+‖∞ ≤ λ/2, implies ‖Ωˆ −
Ω∗‖F ≤ .
Proof of Lemma 5. Let f˜ be the objective function from (4.11). Define D˜(∆) = f˜(Ω∗ +
∆)− f˜(Ω∗) so that
D˜(∆) = tr(S∆) + log det(Ω∗)− log det(Ω∗ + ∆) + λ1
{
|Aˆn(Ω∗ + ∆)Bˆn|1 − |AˆnΩ∗Bˆn|1
}
.
As in the proof of Lemma 1, we want to show that for ∆ ∈ B, inf{D˜(∆) : ‖∆‖F ≤ } > 0.
Applying Lemma 4 to bound |Aˆn(Ω∗+∆)Bˆn|1−|AˆnΩ∗Bˆn|1 and applying the same arguments
as in the proof of Lemma 1 to obtain (A.12),
D˜(∆) ≥1
8
κ‖∆‖2F −
λ
2
(| [A∆B]G |1 + | [A∆B]Gc |1)+ λ (| [A∆B]Gc |1 − | [A∆B]G |1)
− λdn (|A∆B|1 + 2|[AΩ∗B]G |1)
=
1
8
κ‖∆‖2F −
3
2
λ| [A∆B]G |1 +
1
2
λ|[A∆B]Gc |1 − λdn (|A∆B|1 + 2|[AΩ∗B]G |1)
=
1
8
κ‖∆‖2F −
3
2
λ| [A∆B]G |1 +
1
2
λ|[A∆B]Gc |1
− λdn (|[A∆B]G |1 + |[A∆B]Gc |1 + 2|[AΩ∗B]G |1)
=
1
8
κ‖∆‖2F −
(
3
2
+ dn
)
λ| [A∆B]G |1
+
(
1
2
− dn
)
λ|[A∆B]Gc |1 − 2λdn|[AΩ∗B]G |1 (A.24)
and because dn = o(1) by assumption, for sufficiently large n, (A.24) implies
D˜(∆) ≥1
8
κ‖∆‖2F −
(
3
2
+ dn
)
λ| [A∆B]G |1 − 2λdn|[AΩ∗B]G |1
=‖∆‖2F
{
1
8
κ−
(
3
2
+ dn
)
λ
‖∆‖F ξ(p,G)− 2λdn
|[AΩ∗B]G |1
‖∆‖2F
}
=‖∆‖2F
[
1
8
κ− λ‖∆‖F
{(
3
2
+ dn
)
ξ(p,G)− 2dn |[AΩ∗B]G |1‖∆‖F
}]
. (A.25)
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Since ‖∆‖F =  and λ ≤ κ(τQ)−1 for τ > 8, where
Q =
{(
3
2
+ dn
)
ξ(p,G)− 2dn |[AΩ∗B]G |1

}
,
the inequality from (A.25) implies
D(∆) ≥ 2
[
1
8
κ− λ

{(
3
2
+ dn
)
ξ(p,G)− 2dn |[AΩ∗B]G |1

}]
≥ 2
(
1
8
κ− 1
τ
κ
)
> 0,
which establishes the desired result.
Lemma 6
If the conditions of Lemma 5 are true, then ∆ˆ = Ω˜− Ω∗ belongs to the set{
∆ ∈ Spn : |[A∆B]Gc |1 ≤ (3 + 2dn)|[A∆B]G |1 + 4dn|[AΩ∗B]G |1
1− 2dn
}
.
Proof of Lemma 6. Using the same arguments as in the proof of Lemma 1 from Negahban
et al. (2012), and from (A.24), we have
0 ≤ D(∆ˆ) ≤− λ
2
(1 + 2dn) (|[A∆B]G |1 + |[A∆B]Gc |1) + λ (|[A∆B]Gc |1 − |[A∆B]G |1)
− 2λdn|[AΩ∗B]G |1
=− λ
2
{(3 + 2dn)|[A∆B]G |1 − (1− 2dn)|[A∆B]Gc |1 + 4dn|[AΩ∗B]G |1}
so that
|[A∆B]Gc |1 ≤ (3 + 2dn)|[A∆B]G |1 + 4dn|[AΩ∗B]G |1
1− 2dn ,
which is the desired inequality.
Proof of Theorem 2. Set λ = K2τ
−1
2 (n
−1 log p)1/2 and  = λQτ2κ−1. We can simplify
the expression for  by solving
κ(K22n
−1 log p)−1/2 =
{(
3
2
+ dn
)
ξ(p,G)− 2dn |[AΩ∗B]G |1

}
,
or equivalently,
2κ(K22n
−1 log p)−1/2 − 
{(
3
2
+ dn
)
ξ(p,G)
}
− 2dn|[AΩ∗B]G |1 = 0. (A.26)
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Using the quadratic formula to solve (A.26) for ,
 =
K2
2κ
√
log p
n
[(
3
2
+ dn
)
ξ(p,G)
+
{(
3
2
+ dn
)2
ξ2(p,G) + 16dnκ
K2
√
n
log p
|[AΩ∗B]G |1
}1/2 . (A.27)
To simplify the result, we find an ˜ such that  ≤ ˜. Then ‖Ω˜−Ω∗‖F ≤  implies ‖Ω˜−Ω∗‖F ≤
˜, so ‖B+(S − Ω∗)A+‖∞ ≤ λ/2 also implies ‖Ω˜ − Ω∗‖F ≤ ˜. Viewing the square root in
(A.27) as the Euclidean norm of the sum of the square root of its two terms, we use the
triangle inequality to obtain
 ≤ K2
κ
√
log p
n
{(
3
2
+ dn
)
ξ(p,G) + 2
(
dnκ
K2
√
n
log p
|[AΩ∗B]G |1
)1/2}
= ˜.
Then, applying Lemma 5 and Lemma A.3 from Bickel and Levina (2008), there exists
constants C3 and C4 such that for sufficiently large n,
P
(
‖Ωˆ− Ω∗‖F ≤ ˜
)
≥ P
(
‖B+SA+ −B+Ω−1∗ A+‖∞ ≤
K2
2τ2
√
log p
n
)
≥ 1− C3p2−C4K2/2τ2
which establishes (i) because 1 − C3p2−C4K2/2τ2 → 1 as K2 → ∞. To establish (ii), we
bound |AˆnΩ˜Bˆn −AΩ∗B|1. By the triangle inequality,
|AˆnΩ˜Bˆn −AΩ∗B|1 = |AˆnΩ˜Bˆn −AΩ˜B +AΩ˜B −AΩ∗B|1
≤ |AˆnΩ˜Bˆn −AΩ˜B|1 + |AΩ˜B −AΩ∗B|1 (A.28)
and by the argument used to obtain the inequality in (A.23), |AˆnΩ˜Bˆn−AΩ˜B|1 ≤ dn|AΩ˜B|1.
Using this bound on the first term in (A.28),
|AˆnΩ˜Bˆn −AΩ∗B|1 ≤ dn|AΩ˜B|1 + |AΩ˜B −AΩ∗B|1. (A.29)
Then, bounding the first term in (A.29), |AΩ˜B|1 = |AΩ˜B +AΩ∗B −AΩ∗B|1 ≤ |AΩ∗B|1 +
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|AΩ˜B −AΩ∗B|1 so that from (A.29),
|AˆnΩ˜Bˆn −AΩ∗B|1 ≤ dn|AΩ∗B|1 + (dn + 1)|AΩ˜B −AΩ∗B|1. (A.30)
To bound the right term in the sum on the right hand side of (A.30), we apply Lemma 6
to ∆˜ = Ω˜− Ω∗
|AΩ˜B −AΩ∗B|1 ≤ |[A∆˜B]G |1 + |[A∆˜B]Gc |1
≤ |[A∆˜B]G |1 + (3 + 2dn)|[A∆˜B]G |1 + 2dn|[AΩ∗B]G |1
1− 2dn
=
(1− 2dn)|[A∆˜B]G |1 + (3 + 2dn)|[A∆˜B]G |1 + 2dn|[AΩ∗B]G |1
1− 2dn
=
4|[A∆˜B]G |1 + 2dn|[AΩ∗B]G |1
1− 2dn . (A.31)
Because dn = o(1), there exists constants C5 and C6 such that for some sufficiently large n,
(A.31) implies |AΩ˜B − AΩ∗B|1 ≤ C5‖Ω˜ − Ω∗‖F ξ(p,G) + C6dn|[AΩ∗B]G |1. Combining this
with (A.30),
|AˆnΩ˜Bˆn−AΩ∗B|1
≤ (dn + 1)
{
C5‖Ω˜− Ω∗‖F ξ(p,G) + C6dn|[AΩ∗B]G |1
}
+ dn|[AΩ∗B]G |1.
= C5(dn + 1)‖Ω˜− Ω∗‖F ξ(p,G) + C6(d2n + dn + dnC−16 )|[AΩ∗B]G |1
so that using dn = o(1) and the result from Theorem 2 (i) for ‖Ω˜ − Ω∗‖F , we obtain the
result.
Appendix B
Supplemental Material for
Chapter 3
B.1 Sparse inverse regression elliptical t-distribution simu-
lations
For 200 independent replications, we generated n independent copies of the random vector
(XT, Y T)T which has the p + q-variate elliptical t-distribution with ν degrees of freedom
and parameters µ∗ ∈ Rp+q and Σ∗ ∈ Sp+q+ . This parameterization was used by Muirhead
(2009). We set µ∗ = 0 and we picked the entries in Σ∗ by specifying Σ∗XX , Σ∗XY , and
Σ∗Y Y defined through the partition of Σ∗ used in Section 3.2.1. The (i, j)th element of
Σ∗Y Y was ρ
|i−j|
Y and the (i, j)th element of ∆∗ was 0.7
|i−j|. We set ΣT∗XY = Σ∗Y Y η∗, and
Σ∗XX = ∆∗ + η∗ΣT∗XY , where η∗ was generated as it was in Section 3.5.1 with entry-wise
nonzero probability s∗.
Results when ν = 3 and ν = 10 are displayed in Figure B.1 and Figure B.2, respectively.
When n = 100, p = 60, and q = 60, the relative performance of I1 was similar to the normal
data generating model studied in Section 3.5.1 for both values of ν. When n = 50, p = 200,
q = 200, I1 performed worse than both ridge regression estimators except when ν = 10 and
ρY = 0.9, where I1 outperformed R and L2.
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(a) ρY = 0.5, ρ∆ = 0.7 (b) ρY = 0.9, ρ∆ = 0.7
M
od
el
 e
rro
r
Is I1 OLS L2 R O O∆ OY
0
10
20
30
40
M
od
el
 e
rro
r
Is I1 OLS L2 R O O∆ OY
0
4
8
12
16
20
(c) ρY = 0.5, ρ∆ = 0.7 (d) ρY = 0.9, ρ∆ = 0.7
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Figure B.1: Boxplots of the observed model errors from 200 replicationswhen the data
generating model from Appendix B.1 is used. In (a) and (b), n = 100, p = 60, q = 60,
s∗ = 0.1, and ν = 3. In (c) and (d), n = 50, p = 200, q = 200, s∗ = 0.03, and ν = 3.
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(a) ρY = 0.5, ρ∆ = 0.7 (b) ρY = 0.9, ρ∆ = 0.7
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(c) ρY = 0.5, ρ∆ = 0.7 (d) ρY = 0.9, ρ∆ = 0.7
M
od
el
 e
rro
r
I1 MP L2 R O O∆ OY
50
80
110
140
170
200
M
od
el
 e
rro
r
I1 MP L2 R O O∆ OY
10
20
30
40
50
60
Figure B.2: Boxplots of the observed model errors from 200 replications where (a), (b)
n = 100, p = 60, q = 60, s∗ = 0.1, ν = 10; (c), (d) n = 50, p = 200, q = 200, s∗ = 0.03,
ν = 10; and the data generating model from Appendix B.1 is used.
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B.2 Additional sparse inverse regression simulations
In Figure B.3, we display additional side-by-side boxplots of the observed model errors
for the simulation study described in Section 3.5.1. We see that I1 generally outperforms
the competitors. However, when n = 50, p = 200, q = 200, and the responses were
marginally uncorrelated, there was a small number of replications in which both ridge
regression estimators performed better than I1 did.
B.3 Additional Non-normal forward regression simulations
In Figure B.4, we display additional side-by-side boxplots of the observed model errors for
the simulation study described in Section 3.5.2. When n = 100, p = 60, and q = 60,
I1 outperformed all non-oracle competitors. When n = 50, p = 200, q = 200, and the
responses were marginally uncorrelated, I1 outperformed the non-oracle competitors except
for a small number of replications.
B.4 Additional reduced-rank inverse regression simulation
In Figure B.5 (a)–(c), we show additional side-by-side boxplots of observed model errors for
the simulation study described in Section 3.5.3. When responses are marginally uncorre-
lated, IRR outperforms the direct likelihood-based reduced-rank regression estimator, both
of which performed better than the part oracle estimators O∆ and OY .
B.5 Additional reduced-rank forward regression simulation
In Figure B.5 (d)–(f), we display additional side-by-side boxplots of the observed model
errors for the simulation study described in Section 3.5.4. In each setting, IRR and IML
performed similarly to RR. Both IRR and IML outperformed the part oracle estimators as
well. Results displayed in Figure Figure B.5 are consistent with those from Section 3.5.4.
This suggests that the indirect estimators IML and IRR are competitive with the direct
likelihood-based reduced-rank regression estimator even when the inverse regression error
precision matrix is not sparse.
B.5. Additional reduced-rank forward regression simulation 86
(a) ρY = 0.0, ρ∆ = 0.0 (b) ρY = 0.0, ρ∆ = 0.7
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(c) ρY = 0.9, ρ∆ = 0.0 (d) ρY = 0.0, ρ∆ = 0.0
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(e) ρY = 0.0, ρ∆ = 0.7 (f) ρY = 0.9, ρ∆ = 0.0
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Figure B.3: Boxplots of the observed model errors from 200 replications wherethe data
generating model from Section 3.5.1 was used. In (a)–(c), n = 100, p = 60, q = 60, and
s∗ = 0.1. In (d)–(f), n = 50, p = 200, q = 200, and s∗ = 0.03.
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(a) ρY = 0.0, ρ∆ = 0.0 (b) ρY = 0.0, ρ∆ = 0.7
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(c) ρY = 0.9, ρ∆ = 0.0 (d) ρY = 0.0, ρ∆ = 0.0
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(e) ρY = 0.0, ρ∆ = 0.7 (f) ρY = 0.9, ρ∆ = 0.0
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Figure B.4: Boxplots of the observed model errors from 200 replicationswhen the data
generating model from Section 3.5.2 is used. In (a)–(c), n = 100, p = 60, q = 60, and
s∗ = 0.1. In (d)–(f), n = 50, p = 200, q = 200, and s∗ = 0.03.
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(a) ρY = 0.0, ρ∆ = 0.0 (b) ρY = 0.0, ρ∆ = 0.7
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(c) ρY = 0.9, ρ∆ = 0.0 (d) ρX = 0.0, ρE = 0.0
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(e) ρX = 0.9, ρE = 0.0 (f) ρX = 0.5, ρE = 0.5
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Figure B.5: Boxplots of the observed model errors from 200 replications when n = 100, p =
20, q = 20. In (a)–(d), the data generating model from Section 3.5.3 was used. In (e) and
(f), the data generating model from Section 3.5.4 was used.
