Introduction
Robots are often working in three-dimensional (3-D) environments. The recovery of the 3-D geometric information of the real world is a challenging problem in robotics. Efficient 3-D measurements and reconstruction are always a key issue to the success of robot behaviors. The general procedure for 3-D vision perception consists of acquiring the range data of an object at a specific view, merging multiple views into a single registered data set, representing the data set in a compact representation, and interpreting the data for robot actions.
The special collection on 3-D Vision for Robot Perception aims to demonstrate the new findings of vision technology in robotics. The topics of this collection mainly include 3-D sensing techniques, 3-D perception from a single image, correspondence among images, active visual sensing for 3-D perception, multi-view strategy for complex tasks, vision calibration in dynamic environment, vision processing for robot operation, scene and object interpretation, and so on.
The papers
Finally, the special collection accepted 15 papers to be included in "3-D Vision for Robot Perception," of which five were selected from the Chinese Conference on Computer Vision (CCCV) according to the recommendation of its program committee and additional reviews of the journal. This section gives an overview of these accepted papers.
The first article 1 is to investigate how depth estimation in light fields can benefit from super-resolution. It points out that there is an inherent trade-off between the angular and spatial resolutions of the light field. The article compares the qualities of the estimated depth using the original sparse sampled light fields and the reconstructed dense sampled light fields and the original low-resolution light fields and the high-resolution light fields. Its experimental results evaluate the enhanced depth maps using different super-resolution approaches.
In the second article, 2 Bai et al. propose an optimized cross-scale cost aggregation scheme with coarse-to-fine strategy for stereo matching. The scheme implements cross-scale cost aggregation with the smoothness constraint on neighborhood cost, which essentially extends the idea of the inter-scale and intra-scale consistency constraints to increase the matching accuracy. The method introduces an adaptive scheme in each scale with different aggregation methods. Experimental results show evaluation both on classic Middlebury and Middlebury 2014 data sets show that the method performs better than the cross-scale cost aggregation. The whole stereo correspondence algorithm achieves competitive performance in terms of both matching accuracy and computational efficiency. An extensive comparison, including the KITTI benchmark, illustrates the better performance of the proposed method also.
Next, Sun et al. propose a principal component analysis-canonical correlation analysis network for RGB-D object recognition. 3 In the method, two stages of cascaded filter layers are constructed and followed by binary hashing and block histograms. The different characteristics of the RGB and depth modalities are considered by its network as well as the characteristics of the correlation between the two modalities. Experimental results on the most widely used RGB-D object data set show that the method achieves an accuracy which is comparable to state-of-the-art methods. Moreover, the method has a simpler structure and is efficient even without graphics processing unit acceleration.
Xie et al. focus on the problem of depth estimation from a stereo pair of event-based sensors. 4 These sensors asynchronously capture pixel-level brightness changes information (events) instead of standard intensity images at a specified frame rate. They propose a fully eventbased stereo 3-D depth estimation algorithm inspired by semiglobal matching. Experimental validation and comparison with several state-of-the-art, event-based stereo matching methods are provided on five different scenes of event-based stereo data sets. The results show that the method can operate well in an event-driven way and has higher estimation accuracy.
Hui et al. present an autonomous navigation approach based on a transmission tower for unmanned aerial vehicle (UAV) power line inspection. 5 For this complex vision task, a perspective navigation model, which plays an important role in the description and analysis of the flight strategy, is introduced. Based on the navigation model, 6 Taking advantage of complementary roles, they construct a reasonable confidence map. For model update problems, they dynamically update the model by analyzing scene with image similarity, which not only reduces the update frequency of the model but also suppresses the model drift. Finally, they use the improved building blocks not only to do comparative tests but also to give a basic tracker, and extensive experimental results on OTB50 show good performance.
To automatically build a 3-D model from an object, it is essential to determine where to place the range sensor in order to completely observe the object. However, the view of the sensor is not sufficient. Vasquez-Gomez et al. find the state of the robot whose corresponding sensor view observes the object. 7 The method does not require to calculate the inverse kinematics of the robot. The method guides the search with a tree structure based on a rapidly exploring random tree overcoming previous sampling techniques. In addition, they propose an information metric that improves the reconstruction performance of previous information metrics.
Liu and Feng focus on the object tracking in severely degraded videos. 8 To deal with various degradations, a real-time object tracking method for high dynamic background is developed. By integrating histogram of oriented gradient, RGB histogram, and motion histogram into a statistical model, the method can robustly track the target in UAV-captured videos. Compared to existing methods, the proposed approach costs less resource in the tracking, significantly increases the tracking speed, and runs faster than state-of-the-art methods. Also, the approach achieves satisfactory tracking results on the challenging visual tracking benchmark, object tracking benchmark 2013.
A clustering method is proposed by Wen et al., which combines density-based spatial clustering of applications with noise and 2-D range image composed by scan lines of light detection and ranging based on the order of generation time. 9 The results show that the method achieves state-of-the-art performance in the aspect of time efficiency and clustering accuracy. A ground extraction method based on scan line is also presented in the article.
Zhang et al. propose a cost-aggregation method joining object flow and minimum spanning tree-based support region rather than aggregating on fixed size windows. 10 The scheme implements nonlocal cost aggregation with object-based optical flow, which extends the idea of the minimum spanning tree and flow-based motion estimation to increase the matching accuracy. Temporal evidence of object flow is not only used in minimum spanning tree support region building but also incorporated with one hybrid edge prior to optimize the disparity estimation. The experimental results with synthetic stereo videos show that the method outperforms other state-of-the-art stereo matching methods in most data sets.
A survey is made by He and Chen to summarize the recent developments of sensing methods in 3-D robot vision, centering on the current 3-D sensors and core techniques embedded in robotic systems. 11 Over 8000 publications have reported rather wide application areas of 3-D robot vision in the last 40 years, such as human-robot interaction, object recognition, 3-D modeling, object tracking, searching and surveillance, as well as robot manipulation, localization, navigation, mapping, and path planning. Representative works and future research trends are also addressed.
Zhao et al. present a 3-D object detection method based on 2-D object detection, which only takes a set of RGB images as input. To obtain 3-D information, a stereo matching algorithm is proposed by Li et al. to analyze the geometric characteristics of an underwater fish-eye image, taking into account distortion and refraction. 13 First, the underwater imaging model of a stereo fish-eye camera is established, and the epipolar curve of the underwater fish-eye image is calculated. Then, in the matching step, an adaptive window based on mean-shift segmentation is proposed to further alleviate the impact of distortion. Experimental results show that the model and the calculated epipolar curve are effective.
Jiao et al. propose a fast template matching algorithm based on the principal orientation difference feature.
14 The algorithm firstly obtains the edge direction information by comparing the images that are binary. Then, the template area is divided where the different features are extracted. The matching positions are searched around the template. Experiments are carried out to compare with other state-ofthe-art methods and show some advantages achieved.
The last article 15 proposes a distributed and collaborative monocular simultaneous localization and mapping (SLAM) system for the multi-robot system in large-scale environments, where monocular vision is the only exteroceptive sensor. The paper develops two methods, one for robust relocalization based on active loop closure and the other for pose estimating and map merging. 
