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Abstract
We investigate different approaches to machine learning of line bundle cohomology on complex
surfaces as well as on Calabi-Yau three-folds. Standard function learning based on simple fully
connected networks with logistic sigmoids is reviewed and its main features and shortcomings are
discussed. It has been observed recently that line bundle cohomology can be described by dividing
the Picard lattice into certain regions in each of which the cohomology dimension is described
by a polynomial formula. Based on this structure, we set up a network capable of identifying
the regions and their associated polynomials, thereby effectively generating a conjecture for the
correct cohomology formula. For complex surfaces, we also set up a network which learns certain
rigid divisors which appear in a recently discovered master formula for cohomology dimensions.
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1 Introduction
Techniques of machine learning have recently been introduced into string theory [1–3] and have
been applied to a range of problems [4–8]. Broadly, these applications can be divided into two
classes, firstly, those which are attempting to facilitate difficult mathematical calculations required
within string theory (“replacing the Mathematician”) and, secondly, those which employ machine
learning techniques to deal with the vast amount of data string theory provides (“replacing the string
theorist”). In the present paper, we are interested in problems within the first class, specifically in
applications of machine learning to the problem of computing (line) bundle cohomology dimensions
on complex manifolds.
The computation of (line) bundle cohomology is required in various types of string compactifi-
cations, notably in heterotic compactifications, in type II compactifications with brane flux and in
F-theory, and is, hence, ubiquitous in string theory. General mathematical methods to compute bun-
dle cohomology exist, usually based on Cˇech cohomology, sometimes combined with spectral sequence
techniques, but these methods are algorithmic and often computationally intense. The complicated
nature of these calculations frequently stands in the way of attempting a “bottom-up” model building
approach in constructions where bundles are involved. A better understanding of bundle cohomol-
ogy, while being a worthwhile mathematical goal in its own right, is, therefore, also crucial for more
systematic string model building.
In this paper, we will be concerned with line bundle cohomology dimensions on complex manifolds,
specifically complex surfaces which may arise as GUT surfaces within F-theory, and Calabi-Yau three-
folds which underly heterotic compactifications. Our main goal is to use machine learning in order
to gain a better insight into the structure of line bundle cohomology on such manifolds. Throughout
we will rely on supervised machine learning only.
After a brief introduction of the mathematical background in Section 2, we review the standard
approach to machine learning line bundle cohomology in Section 3. We observe that this approach
comes with a number of disadvantages. For one, even relatively successful networks which reproduce
90% (say) of the required cohomology dimensions correctly are not of much practical use in string
model building, where a single construction might involve 20 or 30 line bundles, each of which needs
to be known exactly in order to obtain correct predictions. Also, a “black-box” network, merely
capable of predicting individual dimensions, does not provide any information about the underlying
mathematical structure.
In Section 4 we will, therefore, discuss a different method based on recent insight into line bundle
cohomology. The first observation that line bundle cohomology on Calabi-Yau three-folds can be
captured in closed-form expressions appeared in the study of the tetra-quadric manifold in Refs. [9,10].
In Ref. [11], it was found empirically for a number of Calabi-Yau three-fold examples, that the
Picard group (which labels line bundles) splits into different regions, frequently cones, in each of
which the cohomology dimensions are given by a cubic polynomial. Recently, in Ref. [12], this
behaviour was investigated and confirmed for a larger class of Calabi-Yau three-folds. Ref. [13] makes
a similar observation for other examples, including complex surfaces (where the relevant polynomials
are quadratic), relying on machine-learning techniques. Our two companion papers [14,15] provide a
proof for the existence of such formulae which applies to the zeroth cohomology of certain classes of
complex surfaces, including del Pezzo surfaces, Hirzebruch surfaces and compact toric surfaces. These
papers also present a “master formula” for zeroth cohomology on complex surfaces which involves
certain rigid divisors of the surface.
Our approach in Section 4 is based on the observation that knowledge of the regions in the Picard
lattice is sufficient to extract the complete information. Indeed, given such a region it is easy to fit a
polynomial of the relevant degree (quadratic for complex surfaces, cubic for three-folds) to a collection
of points in the interior of the region. We will, therefore, set up a network which can be trained to
identify those regions. Combined with a simple fit algorithm and a few other straightforward steps
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this network works essentially as a conjecture generator, predicting the relevant cohomology formula
for the space under consideration. Our main goal is a proof of concept, demonstrating that this
approach to conjecture-generating does indeed work.
In Section 5 we attempt a different approach based on the master formula for the zeroth coho-
mology of line bundles on surfaces found in Refs. [14,15]. We will set up a network capable, at least
in some cases, of learning the rigid divisors which enter the master formula. As before, our main goal
is a proof of concept. We conclude in Section 6.
2 Background
In this section, we collect some of the mathematical facts underlying our subsequent machine learning
applications and set up our notation. Details, including proofs, can be found in Refs. [11,14,15], and
general mathematical background can, for example, be found in Refs. [16–18].
2.1 Mathematical setting
In the following, we consider complex manifolds X of (complex) dimension d, with our examples taken
from complex surfaces (d = 2) and three-folds (d = 3). The set of line bundles (up to isomorphisms)
on X is called the Picard group, Pic(X) ∼= Zh, whose rank, h, equals the Hodge number h1,1(X) for
all examples under consideration. We will make use of the divisor line bundle correspondence and
write a line bundle L→ X which corresponds to a divisor D ⊂ X as L = OX(D). More practically,
we usually choose a basis Di of (classes of) divisors, where i = 1, . . . , h and for D = k1D1 + · · · khDh
we write the associated line bundle as L = OX(k) where k = (k1, . . . , kh) ∈ Zh.
Our main interest is in the cohomology dimensions hq(L) = dimHq(X,L) ∈ Z≥0, where q = 0, . . . , d,
of the line bundles on X. By means of machine learning, we are trying to understand the dependence
of these cohomology dimensions, for a given manifold X, on the choice of line bundle, that is, on the
integer vector k. This means our training data is of the form
Zh 3 k −→ hq(OX(k)) ∈ Z≥0 . (2.1)
There are two more general facts about bundle cohomology which are relevant. One is Serre duality
which implies that
hq(L) = hd−q(KX ⊗ L∗) , (2.2)
where KX is the canonical line bundle of X and L
∗ = OX(−k) is the dual bundle. The other fact is
the index theorem
ind(L) =
d∑
q=0
(−1)qhq(L) =
∫
X
Td(X) ∧ ch(L) , (2.3)
where Td(X) is the Todd class of the manifold X and ch(L) is the Chern character of L = OX(k).
Both quantities can be computed explicitly for a given manifold X and line bundle L → X and,
hence, the right-hand-side of Eq. (2.3) is known explicitly. It is, in fact, given by a polynomial of
degree d in the line bundle integers ki.
For complex surfaces we have three cohomology dimensions hq(L), where q = 0, 1, 2, and know-
ledge of h0(L) for all line bundles L → X determines the other cohomology dimensions, via Serre
duality and the index theorem,. For three-folds we have four dimensions hq(X), where q = 0, 1, 2, 3,
and we require knowledge of two cohomology dimensions, say h0(L) and h1(L), for all line bundles
L→ X, with the other cohomologies then determined by Serre duality.
It has been found empirically [11, 13, 15] for a number of example spaces, including surfaces and
three-folds, by explicit computation of line bundle cohomology dimensions for many line bundles
3
OX(k), that there exist piecewise polynomial formulae for hq(O(k)). More specifically, the Picard
group Pic(X) ∼= Zh = ⋃αRα splits into disjoint regions Rα, such that hq(O(k)) = pα(k) for all
k ∈ Rα, where pα is a polynomial of degree d in the components ki of k. In Section 4 we will see how
knowledge of this basic structure facilitates machine learning of line bundle cohomology and leads to
a conjecture-generating network.
There is one more empirical observation about the structure of these formulae which is worth
mentioning in the present context. If the manifold X has an ample anti-canonical bundle −KX then
the regions Rα have dimension h and the cohomology dimensions match “continuously” at the region
boundaries. On other hand, if −KX is not ample (in particular, if it is trivial and, hence, the space
is a Calabi-Yau manifold) there are regions Rα of dimension h as well as of lower dimension and
cohomology dimensions can jump discontinuously at region boundaries. As we will see, these features
have implications for machine learning of cohomology dimensions.
For the case of the zeroth cohomology on surfaces, the origin of piecewise quadratic formulae has
been explained - and in many cases proven - in Refs. [14, 15]. The key is a map D → D˜ between
divisors defined by
D˜ = D −
∑
C∈I
θ(−C ·D) ceil
(
C ·D
C2
)
C , (2.4)
where θ and ceil are the Heaviside and ceiling functions, respectively, the dot denotes the intersection
form on X and the sum runs over the set I of (irreducible) divisors with negative self-intersection. It
has been shown that for any divisor D in the effective cone (that is, for any D with h0(D) > 0) the
zeroth cohomology is unchanged under the above map, that is, h0(D˜) = h0(D). In addition, it can
be shown [14, 15], that for many surfaces, which include del Pezzo surfaces and Hirzebruch surfaces,
there is a vanishing theorem (Kodaira vanishing or one of its variants) which applies to D˜ and which
states that hq(O(D˜)) = 0 for q > 0. This means from Eq. (2.3) that h0(O(D˜)) can be computed from
the index theorem and it follows that
h0(O(D)) = ind(D˜) . (2.5)
Since the index is always a quadric in the line bundle integers ki this explains the structure of the
cohomology formulae for h0 and provides a practical way of deriving them by identifying the divisors
I summed over in Eq. (2.4).
For some surfaces, including some toric surfaces, it can be necessary to apply the formula (2.4)
multiple times in succession to arrive at a new divisor for which a suitable vanishing theorem applies.
In such cases, the zeroth cohomology can still be expressed as the index of another divisor, but its
relation to the original divisor becomes more complicated and amounts to iterating Eq. (2.4).
In the following, we will refer to Eq. (2.4) as the “master formula” for cohomology and Section 5
discusses how this formula can be used in the context of machine learning.
Unfortunately, at present, there are no analogous master formulae known for higher cohomologies or
for three-folds. Nevertheless, the study of examples suggests the existence of piecewise polynomial
formulae in those cases as well and we will rely on and confirm this empirical fact in some of our
machine learning applications. Let us now discuss the main classes of example manifolds X which
we will use throughout the paper.
2.2 Del Pezzo surfaces
Del Pezzo surfaces dPr, where r = 0, . . . , 8, are defined as the complex projective plane P2 blown up
in r (generic) points. (In particular, dP0 = P2 is the projective plane and, hence, somewhat trivial.)
The rank of the Picard lattice is h = h1,1(dPr) = r + 1 and a basis of divisor classes is given by
(Di) = (l, e1, . . . , er), where l is the hyperplane class of P2 and ei are the exceptional divisor classes
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associated to the blow-ups. The intersection form is determined by the relations
l · l = 1 , l · ei = 0 , ei · ej = −δij . (2.6)
Line bundles are labelled by an integer vector k = (k0, k1, . . . , kr) ∈ Zr+1 and are written asOdPr(k) =
OdPr(k0l + k1e1 + · · ·+ krer). The canonical bundle and Serre duality take the form
KdPr = −3l +
r∑
i=1
ei , h
2(OdPr(k)) = h0(OdPr(−k0 − 3,−k1 + 1, . . . ,−kr + 1)) (2.7)
and, hence, del Pezzo surfaces have an ample anti-canonical bundle. The index theorem reads explic-
itly
ind(OdPr(k)) = h0(OdPr(k))−h1(OdPr(k))+h2(OdPr(k)) = 1+
1
2
k0(k0 +3)+
1
2
r∑
i=1
ki(1−ki) . (2.8)
As discussed above, these two results can be used to determine h1 and h2 once h0 is known for all
line bundles.
Line bundle cohomology dimensions on del Pezzo surfaces can be calculated by three algorithmic
methods:
• The del Pezzo surfaces dPr for r = 0, 1, 2, 3 have a toric realisation. For those cases the algorithm
of Ref. [19] which computes line bundle cohomology on toric spaces can be used.
• All del Pezzo surfaces dPr have realisations as (favourable) complete intersections in products
of projective spaces [18] so that the algorithm of Refs. [20–24] can be used.
• Ref. [25] provides an algorithm to compute line bundle cohomology dimensions on all del Pezzo
surfaces which is based on counting certain polynomials on P2.
We have used all three methods in order to obtain the required training data. We note that for
all cases we have checked the three methods agree wherever they overlap. As explained above, this
data can be used to extract analytic, piecewise quadratic formulae for cohomology dimensions by
“eyeballing”, although this process can be tedious.
As a simple example, the so-obtained formula for the zeroth cohomology of line bundles on dP1
is given by
h0(OdP1(k0, k1)) =

1
2
(k0 + 1)(k0 + 2) k0 ≥ 0 , k1 ≥ 0
1
2
(k0 + 1)(k0 + 2) +
1
2
k1(1− k1) k1 < 0 , k0 > 0 , k0 + k1 ≥ 0
0 otherwise
(2.9)
As is evident there are three regions Rα is this case. In line with our general discussion, these regions
are two-dimensional and cohomology dimensions match continuously at the boundaries. The second
row corresponds to the (nef) cone where h0 is given by the index, as comparison with Eq. (2.8)
confirms. The formula in the first row can be obtained by combining the master formula (2.4) with
Eq. (2.5) and inserting for C the single divisor with self-intersection −1, namely e1. A more detailed
discussion of these issues and further examples can be found in Ref. [15]. Our goal in Section 4 will
be to conjecture formulae such as Eq. (2.9) from machine learning.
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2.3 Complete intersection manifolds
Our three-fold examples will be taken from the class of complete intersection (CI) manifolds in
products of projective spaces [18, 26, 27]. Underlying the construction is an ambient space A =
Pn1×· · ·×Pnm , a product of complex projective spaces. The manifold X ⊂ A is defined as the common
zero locus of homogeneous polynomials P1, . . . , PK . Their degrees of homogeneity are encoded in a
configuration matrix
X ∈
 P
n1 q11 · · · q1K
...
...
...
Pnm qm1 · · · qmK
 D1...
Dm
(2.10)
Specifically, the entry qia of this matrix is the degree of the polynomial Pa in the homogeneous
coordinates of the ith projective space. The complex dimension of the space is given by d =
∑m
i=1 ni−
K and we are interested in the case of CI surfaces (d = 2) and CI three-folds (d = 3). The Di
listed after the configuration matrix are the divisor classes dual to the standard Ka¨hler forms of the
projective space (restricted to X) and we will focus on favourable cases, where these Di span the
entire fourth homology of X. For such cases, the rank of the Picard group is h = h1,1(X) = m
and line bundles are labelled by integer vectors k = (k1, . . . , km) ∈ Zm and denoted by OX(k) =
OX(k1D1 + · · ·+ kmDm).
The anti-canonical bundle of such a complete intersection is given by
−KX =
m∑
i=1
(ni + 1−
K∑
a=1
qia)Di . (2.11)
This means, by choosing polynomial degrees, we can create CI manifolds with ample anti-canonical
bundle (such as del Pezzo surfaces), CI Calabi-Yau manifolds (CICYs) if we choose
∑K
a=1 q
i
a = ni + 1
for all i = 1, . . . ,m, so that KX = 0, or CI manifolds with an ample canonical bundle.
Line bundle cohomology on CI manifolds can be computed using the algorithm of Refs. [20–24]
which relies on the Bott-Borel-Weil representation of cohomology on projective spaces combined with
spectral sequence methods. We expect line bundle cohomology dimensions on CI manifolds to be
described by piecewise polynomial formulae, with quadratic polynomials for CI surfaces and cubic
polynomials for CI three-folds. For the case of three-folds, this has first been shown in Ref. [11] where
several examples have been given.
As an illustration, consider the bi-cubic CICY three-fold in A = P2 × P2, defined by the configu-
ration matrix
X ∈
[
P2 3
P2 3
]
. (2.12)
Line bundles OX(k) are labelled by a two-dimensional integer vector k = (k1, k2). Since the coho-
mology dimensions are invariant under the exchange k1 ↔ k2 we can assume that k1 ≤ k2 without
loss of generality. Under this assumption, the analytic formulae for the zeroth and first cohomology
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are [11]
h0(OX(k)) =

1
2
(1 + k2)(2 + k2) , k1 = 0, k2 ≥ 0
ind(OX(k)) , k1, k2 > 0
0 otherwise
(2.13)
h1(OX(k)) =

1
2
(−1 + k2)(−2 + k2) , k1 = 0, k2 > 0
−ind(OX(k)) , k1 < 0, k2 > −k1
0 otherwise ,
(2.14)
with the index given by ind(OX(k)) = 32(k1+k2)(2+k1k2). In line with our general discussion, we have
two-dimensional regions as well as one-dimensional ones, the latter along the positive coordinate axis.
Moreover, it is evident from the above formulae that cohomology dimensions jump discontinuously
across boundaries. As for surfaces, we would like to be able to conjecture formulae such as the above
from machine learning.
2.4 Set-up for machine learning
In summary, we are interested in exploring machine learning of line bundle cohomology on manifolds
X with complex dimensions d = 2, 3, of the type introduced above. Line bundles on these manifolds
are labelled by integer vectors k ∈ Zh with components ki and are denoted OX(k). The cohomology
dimensions hq(OX(k)) ∈ Z≥0, where q = 0, . . . , d, can be explicitly computed using the various
algorithmic methods outlined above. This leads to our training/validation data which is of the form
Zh 3 k −→ hq(OX(k)) ∈ Z≥0. (2.15)
In practice, this data can only be obtained algorithmically for relative small values of |ki|. It will be
taken from a “training box” defined by |ki| ≤ kmax, where kmax varies from 5 to 20, depending on the
manifold.
As discussed, there is evidence - and proofs in some cases - that cohomology dimensions on these
spaces are described by formulae which are piecewise polynomial, with polynomials of degree d. For
this reason, it will sometimes be useful to modify the training data to
(ki, kikj)i≤j −→ hq(OX(k)) for d = 2
(ki, kikj , kikjkl)i≤j≤l −→ hq(OX(k)) for d = 3 . (2.16)
By providing all monomials up to degree d in ki as an input the problem is effectively converted into
a piecewise linear one.
A common measure for how successfully a trained network performs is the mean square loss
on the validation set. In the case of function approximation, a mean square loss translates into a
typical accuracy with which the function in question is approximated. For our application to bundle
cohomology it makes sense to introduce a different and often more stringent measure of success. In
practice, we are not necessarily satisfied with cohomology dimensions approximated by the network
within, say, a few percent. We would like the network to predict the exact cohomology dimensions,
after rounding to the nearest integer. We will, therefore, measure the success of training by the
percentage of cohomology dimensions within the training box which are correctly reproduced after
rounding.
Our networks have been realised with the Mathematica machine learning suite, and the fully-
connected networks in the next section as well as the networks that learn cohomology formulae have
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also been realised with TensorFlow/Keras. Unless stated otherwise, training will be accomplished
using the ADAM optimiser [28].
In the next section we will consider standard function-learning with fully connected networks and
their application to line bundle cohomology. This section is mainly intended as a warm-up and as an
opportunity to draw attention to the various disadvantages of this approach. The subsequent sections
will be devoted to a more tailored approach to machine learning of line bundle cohomology, which is
based on the emerging mathematical structure.
3 Simple fully connected networks
In this section, we attempt function-learning of line bundle cohomology with simple one or two hidden
layer, fully-connected networks.
3.1 Network structure
The structure of the one hidden layer network is shown in Fig. 1.
RnRn
x!Wx+ b x!  (x) x! w · x+  Z
h R
k f✓(k)
Figure 1: A simple one hidden layer fully connected network for function learning of line bundle cohomology. The
hidden linear layer consists of n neurons, the output layer of a single neuron. Here, σ(x) = (1 + exp(−x))−1 is the
logistic sigmoid function and θ = (W,b,w,β) collectively denotes all the weights and biases of the network.
The function fθ represented by this network is explicitly given by
fθ(k) =
n∑
i=1
h∑
j=1
(wiσ(Wijkj + bi) + βi) , σ(x) =
1
1 + exp(−x) , (3.1)
and θ = (W,b,w,β) collectively denotes all the weights and biases of the network. The number, n,
of neurons in the hidden layer will be chosen for each example, in view of optimising the fit. The
universal approximation theorem [29] asserts that the above series, for appropriate choices of weights
and biases, can be made to converge uniformly to any continuous function on a hypercube in Rh, as
n→∞.
The functions under consideration are of course only defined on the discrete set Zh and there
is always a continuous function on Rh which matches all discrete values. Hence, it is, in principle,
possible to approximate line bundle cohomology on any space and within the training box to arbitrary
accuracy. In practice, this is of course limited and the continuity properties of the discrete function can
impact on the quality of the approximation. As we have already mentioned, line bundle cohomology
on manifolds with ample anti-canonical bundle is “continuous” in the sense that the polynomials
describing cohomology in each region match at the boundaries. For other cases, including for Calabi-
Yau manifolds, on the other hand, cohomology can jump across the boundaries of regions. We can
expect that these discontinuities will decrease the quality of the approximation.
For completeness, we will also consider the approximation of line bundle cohomology by fully
connected networks with two hidden layers, of the type shown in Fig. 2.
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Rn1 Rn1 Rn2 Rn2Zhk R f✓(k)
Figure 2: A two hidden layer fully connected network for function learning of line bundle cohomology. The two
hidden linear layers consist of n1 and n2 neurons, respectively. Here, σ(x) = (1+exp(−x))−1 is the logistic sigmoid
function and θ = (W1,b1,W2,b2,w,β) collectively denotes all the weights and biases of the network.
3.2 Surface examples
For our surfaces examples, we consider the zeroth cohomology on the first three del Pezzo surfaces
dPr, for r = 1, 2, 3, and we begin with a single hidden layer network as in Fig. 1. We have used n = 64
neurons in the hidden layer and, for r = 1, 2, 3, respectively, we have selected training boxes of size
kmax = 15, 10, 10 with a fraction of 0.5, 0.2, 0.1 of cohomologies within the training box randomly
selected for training, using 70% as a training set and 30% as a validation set. Training times are
below a minute on a single CPU. A typical training curve, for the case dP2 is shown in Fig. 3. In all
1000 2000 3000 4000
10-2
10-1
100
101
102
los
s
rounds
validation
training
Figure 3: Loss as a function of training rounds for the zeroth cohomology on dP2 and a single hidden layer network
with n = 64 neurons (Mathematica).
three cases, the final validation loss is below 0.1.
The success rate, that is the fraction of cohomologies within the training box correctly reproduced
after rounding to the nearest integer, is 0.97, 0.94, 0.93 for r = 1, 2, 3, respectively.
In conclusion, machine learning of line bundle cohomologies on surfaces can be successfully ac-
complished with simple one hidden layer networks with 64 neurons, achieving success rates larger
than 0.9.
It is well-known that neural networks do not typically provide reliable predictions outside the training
box and this is true in the present case. For example, if we use the network for dP2, with training
box kmax = 10, to predict cohomologies outside the training box and with |ki| ≤ 15 the success rate
decreases to 0.7, down from 0.94 within the training box.
Similar results can be obtained from networks with two hidden layers, as in Fig. 2. We use the same
training boxes and training/validation sets as for the one layer networks, as well as network widths
(n1, n2) = (18, 8), (16, 8), (32, 16) for r = 1, 2, 3. This leads to success rates of 0.98, 0.94, 0.98 for
r = 1, 2, 3, respectively.
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3.3 Three-fold examples
We will consider two three-folds examples, the bi-cubic and the tetra-quadric CICY, but similar
results apply to other CICYs. It is, of course, possible to fit to more than one or all four cohomology
dimensions simultaneously, but, for simplicity, we focus on fitting one of them, typically h0 or h1, at
a time.
As we will see, cohomology dimensions for three-folds are more difficult to fit than those for
surfaces, essentially because cohomology dimensions increase cubicly in k and grow to much larger
values. Reproducing these large dimensions exactly (after rounding) is a challenge, at least for the
relatively simple networks considered here. In addition to the steep increase of cohomology dimensions
in some regions, the cohomology is identically zero in other regions which often take up a significant
part of the training box. Dealing with this is simplified by adding a ramp layer, which acts as
x→
{
0 for x < 0
x for x ≥ 0 . (3.2)
This layer simply cuts off any negative values which we know cannot arise. Throughout this subsec-
tion, we will consider the one and two layer networks in Figs. 1 and 2 with a ramp added on to the
end.
Our first example is the bi-cubic CICY mentioned earlier and defined by the configuration matrix
X ∈
[
P2 3
P2 3
]
. (3.3)
We begin with a simple one hidden layer network as in Fig. 1 (plus the ramp layer, as discussed)
with n = 128 neurons, a training box defined by kmax = 10 and a training (validation) set consisting
of 70% (30%) of zeroth cohomologies within the training box. Training is carried out within about a
minute on a single CPU and leads to a success rate of 0.83. With further fine-tuning and increasing
the number of neurons to n = 256 we are able to push the success rate to 0.85. While this sounds
respectable, it has to be kept in mind that the percentage of vanishing cohomologies within the
training box is 73%. While most of these vanishing cohomologies are correctly reproduced by the
net, basically as a direct consequence of including the ramp layer, and, hence, account for a large
share of the success rate, only less than half of the non-zero cohomologies are predicted correctly.
Similar results are obtained for networks with two hidden layers, as in Fig. 2 (again, with a ramp
layer added) applied to the zeroth cohomology, as well as for one and two layer networks applied to
the first cohomology. It is worth stressing that, just as for two-folds, all success rates dramatically
drop outside the training box.
An improvement on predicting the positive cohomology values can be achieved by modifying the
training set to {
k → hq(OX(k))1/p | |ki| ≤ kmax, hq(OX(k)) > 0
}
. (3.4)
This means we train only on the strictly positive cohomologies and we reduce the large hierarchies in
the cohomology dimensions by taking the power 1/p, where p = 6, say. With this modification, we
can train a single layer network with n = 128 to correctly reproduce 80% of the non-zero cohomologies
h0, within the training box kmax = 10. Admittedly, this method does to some degree rely on the
underlying mathematical structure - basically on a vanishing theorem for the cohomology in question
- and, therefore, goes beyond simple function learning.
To confirm some of these results, we consider a second CICY manifold, the tetra-quadric, defined
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by the configuration matrix
X ∈

P1 2
P1 2
P1 2
P1 2
 . (3.5)
The rank of the Picard group is four and line bundles OX(k) are labelled by an integer vector
k = (k1, k2, k3, k4) with four components.
A single layer network, as in Fig. 1 (with an added ramp layer) and n = 128 neurons leads to a
superficially impressive success rate of 88% for the zeroth cohomology, within the training box defined
by kmax ≤ 5. However, similar to the bi-cubic case, it turns out that 89% of cohomologies within
the training box vanish. This is essentially what the network reproduces correctly, but few of the
non-zero cohomologies are predicted accurately. By increasing the number of neurons and/or going
to two-layer networks the situation can be improved somewhat, but we have not been able to achieve
success rates significantly larger than 0.9. Similar statements hold for the first cohomology.
As for the bi-cubic, we can improve the performance on the positive cohomology by modifying
the training set to (3.4). In this case, a single layer network with n = 32 can achieve a success rate
of 0.8 for the zeroth cohomology and within the training box kmax = 5.
3.4 Remarks
Simple function learning with fully-connected networks of line bundle cohomology appears to work
well and can lead to accurate predictions for 80% or 90%, sometimes more, of cohomologies within
the training box. These results can usually be achieved with a training set which consists of a fraction
of the cohomology values in the training box. The network, once trained, is able to predict efficiently,
in contrast with the lengthy and time-consuming calculations underlying the various algorithmic
methods.
Despite these advantages, this approach to machine learning of line bundle cohomology is of
limited practical use, due to a number of shortcomings.
• Since cohomology values represent dimensions of vector spaces, the appropriate measure of
training success is the fraction of values correctly reproduced after rounding to the nearest
integer. Especially for large cohomology dimensions this measure is ambitious and requires
extremely accurately trained networks. This affects three-fold cohomology which increases
cubicly more readily than cohomology on surfaces which rises quadratically.
• Even well-trained networks may not be of much practical use for many applications. For ex-
ample, a network with a success rate of 0.95 may be applied to string model building. If each
model involves 20 line bundles (not an untypical value) the network will predict the correct
spectrum for only about a third of the models.
• The network is unable to reliably predict cohomology dimensions outside the training box.
This means access to large cohomologies where algorithmic methods are often too slow is not
improved.
• The functional form of cohomology dimensions - vanishing on a large portion of the Picard
lattice and rising as a polynomial elsewhere - is not well-suited for simple function learning
with logistic sigmoid functions, as our discussion of cohomology on three-folds shows. More
generally, approximating a piecewise polynomial function by a superposition of transcendental
functions does not appear to be well-suited.
• The trained network provides little indication of the underlying mathematical structure - the
sub-division of the Picard lattice into regions and the polynomial behaviour.
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All this suggests a different approach to machine learning of line bundle cohomology which incor-
porates information about the mathematical structure of the problem. This is what we turn to
now.
4 Learning cohomology formulae
As discussed earlier, there are strong indications that cohomology dimensions can be described in
terms of a relatively simple mathematical structure. The Picard lattice is divided into regions - fre-
quently, but not always cones - in each of which the cohomology dimensions are given by a polynomial
with degree equal to the complex dimension of the manifold. This behaviour has been empirically
observed for a number of examples [11,15], including surfaces and three-folds, and it has been proven
for classes of surfaces [14] as well as for some three-folds, such as the bi-cubic [11]. Our hypothesis
here is simply that this structure is fairly general and in particular applies to all examples we will
study. Where currently no mathematical proof is available, further evidence for the hypothesis will
in fact be provided by the approach to machine learning discussed in this section.
4.1 Network structure
The structure of the network we will be using is indicated in Fig. 4.
(W1,b1)k (W2,b2)   
Rn1 Rn1 Rn2 Rn2
x = (ki, kikj , . . .) (W3,b3)
Rn2 · R
g✓
Zh
ZN
Figure 4: Structure of the network to learn piecewise polynomial cohomology formulae. The dot in the element
on the right indicates a dot product, taken between the two input vectors.
Let us discuss how this network relates to the underlying mathematical structure of line bundle
cohomology. The training data used for this network is of the form (2.16), that is we are adding the
monomials kikj and, for three-folds, also the monomials kikjkl to the input vector ki, so that the
problem becomes effectively piecewise linear.
The upper part of the network in Fig. 4, denoted by gθ, where θ = (W1,b1,W2,b2), is a two-layer
network with n1 and n2 neurons in each layer, whose input is simply the vector k. We can think of
the output, gθ(k) as a “binary code” which indicates the region within which the vector k resides.
In other words, this upper branch of the network detects the various regions in the Picard lattice.
The width (n1, n2) of this network should be of the order of the expected number of regions. The
underlying assumption is that the regions are given as intersections of half-spaces, which is the case
for most examples studied to date.
The lower part of the network is a simple linear layer with n2 neurons and weights/biases (W3,b3)
which represent the coefficients of the various polynomial equations. By multiplying these weights
into the monomial input vector x = (ki, kikj , . . .) this layer outputs a vector which consists of the
values of n2 polynomials in k. Dotting this vector into the “binary vector” from the upper network
selects the specific linear combination of polynomials associated to the region in which k resides.
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Suppose the above network has been trained leading to the values θ¯ and (W¯3, b¯3) of the weights and
biases. Of course this network can then be used to predict individual cohomology dimensions, just as
the conceptually simpler networks studied in the previous section. However, our main purpose here
is more ambitious.
Suppose that for each vector k inside the training box we compute, after some suitable network
surgery to extract gθ¯ and (W¯3, b¯3) from the trained network, the vector
a(k) :=
(
gθ¯(k) · b¯3 , gθ¯(k) · W¯3
)
. (4.1)
Intuitively, we should think of a(k) as the vector of coefficients in the polynomial which describes the
cohomology of O(k). This intuition leads us to identify two vectors k and k′ as being described by
the same polynomial and, hence, as belonging to the same region in the Picard lattice by using the
following condition.
k, k′ in the same region ↔ |a(k)− a(k′)| <  (4.2)
Here,  > 0 is suitably small. In this way, we can identify the regions in the Picard lattice as point
sets within the training box.
Once this is accomplished, we are almost finished. For each point set, we can select a number
of points - preferably in the interior of the set - and their cohomology values and fit to this subset
a polynomial of the appropriate degree. In short, once the regions have been found the polynomials
are easily determined. Turning this around, with the polynomials at hand, their range of validity
within the training box is easily established. This can be used to “clean up” the regions which are
typically not precise, particularly along the boundaries, when determined from the network using
Eq. (4.2). With the precise regions known as point sets, conventional algorithms can then be used to
determine their defining inequalities. Altogether, this provides a method to generate a conjecture for
a cohomology formula, similar to the ones in Eqs. (2.9), (2.13), (2.14), from machine learning.
To summarise, our algorithm has the following main steps.
(1) Train the network in Fig. 4 with line bundle cohomology data for a manifold, given in the
form (2.16). The width (n1, n2) of the network is varied and fixed by optimising the success
rate.
(2) From the trained network, find the regions in the Picard lattice by using the relation (4.2).
(3) For each so-obtained region, find the corresponding polynomial by a simple fit to points in the
interior of the region.
(4) Use these polynomials to determine the exact regions of their validity.
(5) Determine the bounding inequalities of these exact regions, using standard algorithms.
A simplifying assumption underlying this algorithm is that there is indeed only one polynomial per
region which describes the cohomology dimensions. Sometimes, it happens that the cohomology in
a given region shows an alternating even/odd pattern, so that two polynomials are required (higher
order patterns can also arise). This has been observed in Ref. [13] and, in the case of surfaces, this
behaviour can be traced back to the ceiling function in the master formula (2.4) (see Ref. [15] for
details). For the present section, we have selected examples which do not show such an alternating
behaviour and we will now demonstrate that the algorithm works successfully for such examples.
4.2 Surface examples
We begin with the zeroth cohomology on the del Pezzo surface dP1, in part to illustrate the algorithm
in a simple case. Recall that the rank of the Picard group is two and line bundles OX(k) are
parametrised by a two-dimensional integer vector k = (k0, k1).
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We use a training box kmax = 15 and train on the entire set of cohomologies within this
box. (There is no need for sampling or validation - the trained network is validated by leading
to a sensible formula for cohomology.) We do not know, a priori, how many neurons (n1, n2)
the network in Fig. 4 should have. For this reason, we run over a number of sizes, (n1, n2) ∈
{(1, 1), (1, 2), (2, 1), (2, 2), (2, 3), (3, 2), (3, 3)} and choose the minimal configuration with a high suc-
cess rate. It turns out that (n1, n2) = (2, 2) is adequate.
With this network trained, we perform step (2) of the algorithm, by using the relation (4.2). In
this way, we arrive at the plot on the left-hand-side of Fig. 5 which shows the three regions which have
been identified. As is evident from the plot, the boundaries of the regions are not necessarily exact.
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Figure 5: Regions in the Picard lattice for the zeroth cohomology of line bundles on dP1, determined from the
trained network in Fig. 4 for (n1, n2) = (2, 2) and a training box kmax = 15. The figure on the left shows the
regions obtained after step (2) of the algorithm. (Black points indicate spurious regions which should be ignored.)
The figure on the right shows the “cleaned-up” regions obtained after step (4) of the algorithm.
Nevertheless, we can choose, in each region, a small number of points away from the boundaries and
fit a quadric in ki to the cohomology values of these points. The yellow, green and blue regions clearly
correspond to the three rows in the formula (2.9) and the three polynomials we find from the fit are
precisely those given in Eq. (2.9). This completes the third step of the algorithm.
With the polynomials at hand, we can now carry out step (4) and find the precise regions in the
Picard lattice where they reproduce the correct cohomology dimension. This leads to the plot on the
right-hand-side of Fig. 5. In the final step (5), we can then work out the inequalities which describe
those exact regions, by fitting hyperplane equations to the boundary points. The polynomials found
earlier together with these inequalities then reproduce the entire analytic formula (2.9) for the zeroth
cohomology on dP1.
Our next example is for the zeroth cohomology on the del Pezzo surface dP2. The rank of the
Picard group is three and line bundles OX(k) are parametrised by integer vectors k = (k0, k1, k2).
We are using a training box of size kmax = 15 and, after scanning over a range of networks widths
n1, n2 ∈ {1, . . . 10} settle for a configuration (n1, n2) = (8, 8).
Training the network within the training box kmax = 15 and performing the identification from
Eq. (4.2) (step (2) of the algorithm) leads to the point sets plotted on the left-hand-side of Fig. 6. A
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Figure 6: Regions in the Picard lattice for the zeroth cohomology of dP2, determined from the trained network in
Fig. 4 for (n1, n2) = (8, 8) and a training box of size kmax = 15. The figure on the left shows the regions obtained
after step (2) of the algorithm. The figure on the right shows the “cleaned-up” regions obtained after step (4) of
the algorithm. The legend labels the regions as in Eqs. (4.3), (4.4)
polynomial fit to each of the six regions (step (3) of the algorithm) leads to
h0(OdP2(k)) =

1 + 32k0 +
1
2k
2
0 +
1
2k1 − 12k21 + 12k2 − 12k22 in region 1 ,
1 + 2k0 + k
2
0 + k1 + k0k1 + k2 + k0k2 + k1k2 in region 2 ,
1 + 32k0 +
1
2k
2
0 +
1
2k2 − 12k22 in region 3 ,
1 + 32k0 +
1
2k
2
0 +
1
2k1 − 12k21 in region 4 ,
1 + 32k0 +
1
2k
2
0 in region 5 .
0 in region 6 .
(4.3)
Using these equations to determine the exact regions (step (4)) leads to the plot on the right-hand-
side of Fig. 6. In step (5), we then determine the inequalities which describe those regions. They are
given by
Region 1: −k1 ≥ 0 −k2 ≥ 0 k0 + k1 + k2 ≥ 0
Region 2: k0 + k1 + k2 < 0 k0 + k1 ≥ 0 k0 + k2 ≥ 0
Region 3: −k1 < 0 −k2 ≥ 0 k0 + k2 ≥ 0
Region 4: −k1 ≥ 0 −k2 < 0 k0 + k2 ≥ 0
Region 5: −k1 < 0 −k2 < 0 k0 ≥ 0
Region 6: otherwise
(4.4)
In summary, the network has learned the formula for the dimensions of the zeroth line bundle coho-
mology on dP2. By applying the master formula (2.4) to dP2, it can be shown that the above result
is indeed correct on the entire Picard lattice. The explicit proof can be found in Ref. [15].
We would like to analyse two further surface examples for which cohomology formulae are not yet
known. They are CI manifolds defined by the configuration matrices
X ∈
[
P1 2
P2 3
]
, Y ∈
[
P1 3
P2 4
]
. (4.5)
The first of these, X, is a K3 surface, while Y is a surface of general type with an ample canonical
bundle. For both cases, the rank of the Picard lattice is two and line bundles are denoted by O(k),
where k = (k1, k2). The results for the K3 example are shown in Fig. 7. As is evident, the network
identifies two large regions. We can also see a new phenomenon emerging which does not arise for
manifolds with an ample anti-canonical bundle. There are lower-dimensional regions, in the present
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Figure 7: Regions in the Picard lattice for the zeroth cohomology of the K3 surface X in Eq. (4.5), determined
from the trained network in Fig. 4 for (n1, n2) = (3, 3) and a training box of size kmax = 10. The figure on the left
shows the regions obtained after step (2) of the algorithm. The figure on the right shows the “cleaned-up” regions
obtained after step (4) of the algorithm.
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Figure 8: Regions in the Picard lattice for the zeroth cohomology of the surface Y of general type in Eq. (4.5),
determined from the trained network in Fig. 4 for (n1, n2) = (3, 3) and a training box of size kmax = 10. The
figure on the left shows the regions obtained after step (2) of the algorithm. The figure on the right shows the
“cleaned-up” regions obtained after step (4) of the algorithm.
case along the positive k1 axis and along the line 3k1 + k2 = 0 for k2 > 0, which are not identified by
the network since they contain too few points within the training box. We can cover those regions
by adding a further step to our algorithm. We consider all points in the training box left over after
step (5) and then attempt to fit polynomials to these remaining points. This leads to the cohomology
formula
h0(OX(k)) =

2 + k1k2 + k
2
2 for 3k1 + k2 > 0 and k2 > 0
0 for 3k1 + k2 < 0 or k2 < 0
k1 + 1 for k1 ≥ 0 and k2 = 0
−k1 + 1 for 3k1 + k2 = 0 and k2 > 0
. (4.6)
Our second example, for the surface Y of general type leads to a similar structure, as can be seen in
Fig. 8. However, compared to the K3 case, one of the one-dimensional regions has disappeared, while
the other one is enlarged to width two. (The two red points in this region on the right-hand-side plot
in Fig. 8 correspond to “accidental” matching of the cohomology formula.) A polynomial fit to the
three regions leads to
h0(OY (k)) =

7− 2k1 − 72k2 + 4k1k2 + 32k22 for k2 ≥ 2 and 3k1 + k2 ≥ 1
1 + k1 + 2k2 + 2k1k2 for k1 ≥ 0 and k2 ∈ {0, 1}
0 otherwise
. (4.7)
To our knowledge this is the first example of a cohomology formula for a surface of general type.
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4.3 Three-fold examples
Our first three-fold example is for the bi-cubic CICY defined by the configuration matrix (2.12).
We recall that line bundles OX(k) are labelled by two-dimensional integer vectors k = (k1, k2).
We consider both the zeroth and first cohomology, using networks of size (n1, n2) = (3, 2) and
(n1, n2) = (4, 2), respectively, and a training box kmax = 15. The results for the zeroth and first
cohomology are shown in Figs. 9 and 10, respectively. Fitting polynomials and finding the equations
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Figure 9: Regions in the Picard lattice for the zeroth cohomology of line bundles on the bicubic, determined from
the trained network in Fig. 4 for (n1, n2) = (3, 2) and a training box kmax = 15. The figure on the left shows the
regions obtained after step (2) of the algorithm. The figure on the right shows the “cleaned-up” regions obtained
after step (4) of the algorithm.
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Figure 10: Regions in the Picard lattice for the first cohomology of line bundles on the bicubic, determined from
the trained network in Fig. 4 for (n1, n2) = (4, 2) and a training box kmax = 15. The figure on the left shows the
regions obtained after step (2) of the algorithm. The figure on the right shows the “cleaned-up” regions obtained
after step (4) of the algorithm.
for the regions directly leads to the formula for h0 given by the second and third row of Eq. (2.13)
and to the formula for h1 given by the second and third row of Eq. (2.14).
As for the previous K3 example, there are left-over one-dimensional regions both for the zeroth and
first cohomology, as can be seen from the right-hand-side plots in Figs. 9 and 10. Fitting polynomials
to these one-dimensional regions leads to the first rows in Eq. (2.13) and (2.14) (and their counterparts
obtained by exchanging k1 and k2). In this way, we can reproduce Eqs. (2.13) and (2.14) entirely.
Our final example is for the co-dimension two CICY in the ambient space P1 × P4 defined by the
configuration matrix
X ∈
[
P1 0 2
P4 4 1
]
. (4.8)
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Line bundles O(k) on this space are labelled by a two-dimensional integer vector k = (k1, k2) and we
are interested in the zeroth cohomology. At the time this work has been carried out, the formula for
the dimension of this cohomology was not known. It has recently been found in Ref. [12].
Optimisation of a network as in Fig. 4 with (n1, n2) = (4, 2) and training box kmax = 10 produces
the regions in the plot on the left-hand-side of Fig. 11. Fitting cubics to these regions leads to the
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Figure 11: Regions in the Picard lattice for the zeroth cohomology of line bundles on the CICY (4.8) determined
from the trained network in Fig. 4 for (n1, n2) = (4, 2) and a training box kmax = 10. The figure on the left shows
the regions obtained after step (2) of the algorithm. (The black dots correspond to spurious regions which are
discarded.) The figure on the right shows the “cleaned-up” regions obtained after step (4) of the algorithm.
polynomials in the first three rows of Eq. (4.9). From these polynomials we determine the exact
regions of validity which are shown in the right-hand-side plot in Fig. 11. As for the bi-cubic, there
exist two one-dimensional regions with too few points in the training box to be detected by the
network. Fitting polynomials to these left-over points then completes the formula which reads
h0(OX(k)) =

ind(OX(k)) k1 ≥ −1 and k2 > 0
ind(OX(k)) + 23k1 − 23k31 k1 < −1 and k1 + k2 > 0
0 k2 < 0 or k1 + k2 < 0
k1 + 1 k1 ≥ 0 and k2 = 0
k2 + 1 k2 > 0 and k1 + k2 = 0
, (4.9)
where ind(OX(k)) = 2k1 + 143 k2 + 2kk1k22 + 43k32.
5 Learning the master formula for surfaces
For surfaces there is another conceivable approach to machine learning cohomology formulae which is
based on the master formula (2.4). We can attempt to set up a network which learns the irreducible,
negative self-intersection divisors C which determine the structure of this formula.
5.1 Network structure
Fig. 12 shows the structure of the network. The part of the network denoted gθ, where θ = (W,b = 0),
is a straightforward realisation of the master formula, that is, it converts an input divisor D into a
divisor D˜, as prescribed by Eq. (2.4). The only trainable element in this network is the linear layer
with n neurons. Its weights represent the divisors C which appear in the master formula while the
biases have been fixed to zero. (The network gθ assumes that C
2 = −1, in order to simplify Eq. (2.4).
This assumption is indeed satisfied for del Pezzo surfaces to which we will apply the network.) Of
course, we may not know, a priori, how many divisors are required so we will have to vary the width
n of the network and choose an optimal configuration.
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Figure 12: Structure of the network to learn divisors in master formula (2.4). The layers named dual and ind
take the dual with respect to the intersection form according to Eqs. (2.6) and compute the index from Eq. (2.8),
respectively.
Recall from Eq. (2.5) that the zeroth cohomology dimension of the line bundle OX(D) can be
computed from the index of OX(D˜). For this reason we have added a further layer, called “ind’, at
the end of the network in Fig. 12 which simply computes the index. For del Pezzo surfaces this is
done using the right-hand-side of Eq. (2.8).
The logistic sigmoid layer in Fig. 12 consists of a logistic sigmoid function
σ(x) =
1
1 + e−x/ν
(5.1)
with adjustable width ν. A value ν < 1 leads to a better approximation to the Heaviside theta
function which appears in the master formula (2.4), than ν = 1. On the other hand, ν should not be
too small or else training becomes inefficient. It turns out that ν = 1/4 is a good compromise choice
which we adopt in the following.
We can now train this network with data for the zeroth cohomology dimensions on del Pezzo
surfaces, provided in the standard form (2.15). As mentioned, we will do this for various values of the
width n and choose a configuration with a large success rate. For such a trained network, we then
read out the weights W which, rounded to the nearest integer, should correspond to the divisors C
which enter the master formula.
5.2 Examples
We will now train the above network for the cases of dPr, where r = 1, 2, 3. Line bundles O(k)
are labelled by (r + 1)-dimensional integer vectors k = (k0, k1, . . . , kr) and divisors are written as
D = k0l + k1e1 + · · ·+ krer, where l is the hyperplane class and ei are the classes of the exceptional
divisors.
For dP1, dP2 and dP3, we use training boxes of size kmax = 15, 10, 10 and find optimal fits for
network widths n = 1, 3, 6, respectively. After reading out the weights and rounding to the nearest
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integer we find
dP1 : W ' (0, 1) D1 = e1
dP2 : W '
 0 1 00 0 1
1 −1 −1
 D1 = e1D2 = e2
D3 = l − e1 − e2
dP3 : W '

0 1 0 0
0 0 1 0
0 0 0 1
1 −1 −1 0
1 −1 0 −1
1 0 −1 −1

D1 = e1
D2 = e2
D3 = e3
D4 = l − e1 − e2
D5 = l − e1 − e3
D6 = l − e2 − e3
(5.2)
For each case, these are precisely all the self-intersection −1 divisors which enter the master for-
mula (2.4).
For higher del Pezzo surfaces dPr, where r > 3, the number of divisors C which enter the master
formulae increases further. For example, for dP4 there are 10 such divisors. For such cases, it is
difficult to obtain all divisors C from a single trained network.
A simple observation about the symmetry of the problem helps in dealing with those more compli-
cated cases. Since the exceptional divisors ei are in generic positions, it is clear that the cohomology
dimensions h0(OdPr(k)) are unchanged under permutations of the corresponding integers (k1, . . . , kr).
Hence, our training sets have a redundancy which is described by the action of the symmetric group
Sr. Suppose that we define the reduced training sets{
k→ h0(OdPr(k)) | |ki| ≤ kmax , ki1 ≤ ki2 ≤ · · · ≤ kir
}
(5.3)
where (i1, i2, . . . , ir) is a permutation of (1, 2, . . . , r). There are r! such sets, one for each permutation,
in each of which the aforementioned redundancy has been removed.
It turns out that training the network in Fig, 12 with the non-redundant training sets (5.3) is
significantly more efficient than using their redundant counterpart. For dP4, this observation saves
the day. We can train 24 = 4! networks, one for each of the non-redundant training sets (5.3), and
collect all (near) integer weights from these 24 networks. Carrying this out for a training box with
size kmax = 7 leads to success rates ≥ 0.97 for all 24 networks and provides all 10 divisors C, which
are given by
ei , l − ei − ej , (5.4)
where i, j = 1, 2, 3, 4 and i < j.
6 Conclusion
In this paper, we have studied several approaches to machine learning of line bundle cohomology
dimensions, both on complex surfaces and three-folds.
Standard function learning of line bundle cohomology with fully-connected one or two hidden
layer networks and logistic sigmoid activation functions can be implemented successfully. It can lead
to large success rates (the percentage of line bundle cohomologies in the training box reproduced
correctly after rounding to the nearest integer) of 90% or sometimes higher.
However, in practice, the usefulness of such networks is limited. Training becomes more difficult
for large cohomology dimensions, which is particularly relevant for three-fold examples. Even large
success rates of, say, 90% are not sufficient for reliable predictions when many line bundles are
involved, as is typically the case in string model building. Finally, the trained network does not
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reveal any of the underlying mathematical structure of line bundle cohomology.
Recent work [14,15] suggests and, in some cases, proves, that line bundle cohomology can be described
by piecewise polynomial formulae, where the degree of the polynomials involved equals the complex
dimension of the manifold. We have used this observation as a starting point for setting up a
conjecture-generating network capable of learning such piecewise polynomial formulae. The structure
of this network is shown in Fig. 4.
The key observation is that it is sufficient to learn the various regions in the Picard lattice. Once
these regions are known a simple fit determines the associated polynomials. We have carried this
out successfully for surfaces, including for dP1 and dP2 where the cohomology formula was already
known [15] as well as for some complete intersection surfaces whose cohomology formulae has not
been previously worked out.
In the case of three-folds, the network managed to learn the known formulae for the zeroth and
first cohomology of the bi-cubic CICY [11] as well as a formula for the zeroth cohomology of another
CICY manifold, which has only recently been worked out by different methods in Ref. [12].
As an alternative approach to conjecture-generating, we have designed a network (shown in Fig. 12)
which learns the irreducible, negative self-intersection divisors C which appear in the master for-
mula (2.4) for line bundle cohomology on surfaces. We have shown that this works straightforwardly
for examples with a relatively low rank of the Picard group and a small number of weights, including
for the cases dP1, dP2 and dP3. For higher del Pezzo surfaces dPr, where r > 3, we can use a
symmetry of the problem - the independence of the cohomology dimension on permutations of the
exceptional divisors - to improve training efficiency. In this way, we have obtain all 10 divisors C for
dP4.
The main purpose of this paper was to provide proof of concept that generating conjectures for line
bundle cohomology formulae via machine learning is feasible. It would be interesting to implement
these methods in a more standard fashion which allows generating cohomology formulae for large
classes of manifolds. This knowledge might help getting to a better understanding of the mathemat-
ical structure underlying line bundle cohomology and assist the search for a more general version of
the master formula.
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