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A depth first search algorithm is used to establish the connection between 
labeled connected graphs and inversions of trees. 
In this paper, we use a depth first search procedure [5] to establish some 
connections between labeled connected graphs and inversions of trees. 
Let T be a labeled tree with vertex set [n] (= (1, 2,..., n}). We will want 
to think of T as being rooted at vertex 1. For any vertexj # 1 of T, there is a 
unique path from 1 to j. 
We define an inversion of T to be an ordered pair (j, k) of vertices such that 
j > k > 1 and such that the path from 1 to k passes through j. For example, 
in the tree 
5 
the inversions are (4, 31, (4, 2), (6, 2}, and (6, 5}. If Tis a tree, let i(T) be the 
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number of inversions of T. The inversion enumerator for trees on [n] is 
defIned to be 
In(f) = c P(T), 
T 
where the sum is over all n”-2 trees on [PZ]. It follows that In(t) is a polynomial 
of degree (“2’) 




Mallows and Riordon [I] (see also [6, pp. 144-1471) showed using an indirect 
generating function method that 
exp f P-lI,(l 
[ VW1 
+ t) 5 = f (1 + tp 5. .I ?l=O 
Now let C,(t) be the enumerator for connected graphs on [n] by number of 
edges, that is, 
Cn(t) = c P(G), 
G 
where the sum is over all connected graphs G on [n] and e(G) is the number of 
edges of G. It follows from the exponential formula (see, for example, [l, 3, 61) 
that 
exp f C,(t) $1 = f (1 + t)(:) 5. 
[ n=l n=o 
Thus Cn(t) = P-11,(1 + t). This equation suggests that there is a connection 
between connected graphs and inversions of trees. 
To explain this connection, we associate to every connected graph G on 
[n] a certain spanning tree Y(G) using a certain depth-fist search procedure: 
we start at vertex 1, and at each step we go to the greatest adjacent unvisited 
vertex if there is one, otherwise, we backtrack. For example, for the graph 
6 
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Now given a tree T on [n], let 9(T) be the set of connected graphs G for 
which Y(G) = T. We define a set b(T) of edges not in T whose elements are 
in one-to-one correspondence with the inversions of T: to every inversion 
(j, k) we associate the edge between k and the vertex above j. (Recall that 
by the definition of inversion, some vertex lies above j, since j # 1.) For the 
above tree, the edges of d(T) are indicated by dotted lines: 
Then we have the following theorem: 
THEOREM 1. 9(T) consists of those graphs obtained from T by adjoining 
some edges in E(T). 
Proqf Let S be a subset of b(T) and let G = S u T. If we perform the 
depth-first procedure on G, the spanning tree Y(G) will be precisely T because 
(1) The first vertex to be visited is the same, namely 1. 
(2) If%, u2 ,..-, vk , the first k vertices visited by the procedure, coincide 
with those of T, then v~+~, the (k + I)th vertex visited will still be the same 
as that of T, because vk is connected by edges in b(T) only to vertices j such 
that j < Vk+.l ) and since we go to the largest vertex first, we will follow 
exactly the same search order as in T. Conversely, if v, , v2 ,..., vk are the 
first k vertices visited, then in order to go to vk+1 in the next step, vk must 
not be connected to any unvisited vertex j such that j > ak+l . This completes 
the proof. 
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Thus to construct an element of B(T) we have a choice of either including 
or not including each edge in E(T), so 
c 
y(G) = yl(1 + t)U’. 
G&‘(T) 
(The term tn-l comes from the n - 1 edges of T.) Adding over all trees Ton 
[n] yields 
C,(T) = c p(G) = c t+l(l + t)i’T’ 
G T 
= P-Vn(l -t t). 
Now let r,(t) = t(“Ll) I,(l/t).Since &(t) is a polynomial of degree(“i’), I,(t)is 
obtained by reversing the order of the coefficients of I,(t). 
We define a basic digraph on [n] to be a labeled digraph on [B] in which there 
exists a directed path from 1 to each other vertex. An acyclic digraph is a 
digraph with no directed cycles. 
Now let C,(t) = &tetG) where now the sum is over all acyclic basic 
digraphs G on [n], i.e., G is such that there is a directed path from 1 to every 
other vertex, and there are no cycles. Here e(C) is the number of directed 
edges of G. 
It can be shown using generating functions that C,(t) = t”-lf,(l f t). We 
now outline a combinatorial proof of this fact. -- 
To every acyclic basic digraph G we associate a spanning tree 5(G) using 
another depth-first search algorithm: we start at 1 and at each step go to the 
least adjacent vertex not yet visited, or backtrack. 
Given a tree T on [n], let g(T) be the set of basic acyclic digraphs such 
that Y’(9) = T. 
We now define a set 8(T) of edges not in T of cardinality (“2’) - i(T), 
with one edge corresponding to every pair of edges (j, k} with j > k > 1 
which is nor an inversion. 
If k lies on the path from 1 to j, we associate to (j, k} the directed edge from 
the vertex immediately above k toj. If k does not lie on the path from 1 to k, 
then we associate to {j, k} the edge between j and k, directed toward whichever 
is reached first in the search. For example, 8(“(T> is indicated by dotted lines 
in the following tree: 
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Then we have 
THECMM 2. g(T) consists of those graphs obtained from T by adjoining 
some edges in 8(T). 
The proof of Theorem 2 is similar to that of Theorem 1. 
As before, it follows that 
Now 
= fq(l,t) = P,(t). 
Then it follows as before that c,(t) = ~-‘1~(1 + t). 
As an illustration of the depth-first search procedure used in Theorems 
1 and 2, we have the following examples. A basic tournament is an orienta- 
tion of the complete graph K, on [n] such that there is a directed path from 
vertex 1 to each vertex j. It is known by the method of generating functions 
or recurrence relations that the number of basic tournaments is equal to the 
number of labelled connected graphs and is also equal to 2%) . (the number 
of basic digraphs on [B]). (see [4]). We can establish this equivalence by the 
following depth-fist search procedure. Let G be a connected graph on [n]. 
We start from vertex 1. In each step, go to a smallest vertex not yet visited 
if there is one. Otherwise, we backtrack. If the vertex i is the k-th vertex visited 
in this depth-first procedure, denote r(i) = k. Let K, be the complete graph on 
[n]. G can be considered as a subgraph of K, . We can now associate a basic 
tournament with G: for those edges (i, j} in G, we orient i +j if r(i) < r(j) 
and for those edges {i, j} not in G, we orient i -+j if r(i) > r(j). This will 
establish a one to one correspondence between the collection of connected 
graphs on [n] and the collection of basic tournaments on [n]. For example, 
when n = 3, we have the following diagrams. 
Connected graphs on [3] 
A A A h 
I 3 2 3 I 2 I 3 
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The corresponding basic tournaments on [3] 
h h h 
2 3 I 2 I 3 
As for basic digraphs, we use the same depth-first search procedure to 
orient the graph G so that if (i, j) is an edge in G, then i -+j iff k(i) < k(j). We 
denote the oriented graph G. Now let S = {i -+j 1 k(i) > k(j)}. Then 
1 S 1 = (z), and if we associate G with the collection (G U F 1 F C S}, one can 
show easily that this is a one-to-2(E) correspondence between the collection 
of connected graphs on [n] and the collection of basic digraphs on [n]. 
Moreover, by a similar combinatorial correspondence, we can establish 
the identity [4] 
where a(n, N) is the number of basic digraphs on [n] with N edges, and 
c(n, j) is the number of connected graphs on [n] with j edges. 
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