Abstract: Given the stochastic nature of wind, wind power grid-connected capacity prediction plays an essential role in coping with the challenge of balancing supply and demand. Accurate forecasting methods make enormous contribution to mapping wind power strategy, power dispatching and sustainable development of wind power industry. This study proposes a bat algorithm (BA)-least squares support vector machine (LSSVM) hybrid model to improve prediction performance. In order to select input of LSSVM effectively, Stationarity, Cointegration and Granger causality tests are conducted to examine the influence of installed capacity with different lags, and partial autocorrelation analysis is employed to investigate the inner relationship of grid-connected capacity. The parameters in LSSVM are optimized by BA to validate the learning ability and generalization of LSSVM. Multiple model sufficiency evaluation methods are utilized. The research results reveal that the accuracy improvement of the present approach can reach about 20% compared to other single or hybrid models.
Literature Review
As one of the most proven forms of environmentally friendly and renewable energy, wind power continues to attract considerable attention throughout the world [1] [2] [3] [4] . In 2014, the new installed capacity of global wind power was 51,477 MW, of which China accounted for 45.4%, explicitly becoming a global leader pertaining to wind power capacity. However, this rapid integration of wind power into the grid has resulted in many operational challenges in the distribution networks since most wind farms are directly connected to the distribution network instead of the transmission network. The benefit of rapid extension of the distribution system is incident to the operational challenges. Although they have started to create impact on the overall power system operation, until recently no support were imperatively offered to the distribution/transmission system operation [5] . For instance, the overwhelming scale and speed of deployment are now embarrassing China's wind power industry due to grid connectivity issues. The problem of "abandoned wind" in China has led to more than 100 billion kWh of power being wasted. The disconnection between the rapid increase of wind power supply and grid-connected consumption hinders the sustainable development of the wind power industry. As the literature on grid-connected capacity prediction only gives scant regard to the disorderly expansion of wind power, there appeared to be a situation of repeated construction and "surplus production". Therefore, the precise forecasting approaches with respect to grid-connected capacity have positive implications on the reduction of the wasted energy and the healthy and stable development of the wind power industry.
BP neural network and traditional statistical regression model, the HS-LSSVM model had higher precision and forecasting efficiency.
However, it is clear that from the previous research that PSO results in a local optimum during the regularization parameter selection process. In addition the weak local search ability of the HS algorithm has negative implications on the convergence rate. In order to implement the shortcomings of existing algorithms, in 2010, a new global algorithm, namely, the bat algorithm (BA), was developed by Yang, based on the echolocation behavior of bats [26] . With a good combination of the paramount advantages of PSO, genetic algorithm (GA) and HS, the superiority of BA relies on its simplification, powerful searching ability and fast convergence. Recently, a burgeoning number of studies are focusing on BA for parameter optimization [26] [27] [28] [29] [30] . Hafezi [27] exploited a compound BA strategy to predict stock prices over a long term period. The model was tested for forecasting eight years of DAX stock prices in quarterly periods and was perceived as a suitable tool for predicting stock prices. Meng [28] applied a novel bat algorithm (NBA) to four real-world engineering designs, and the effectiveness, efficiency and stability of NBA in the light of biological basis were noticeably promoted. Senthilkumar [29] selected the best set of features from the initial sets through BA conceived as one of the recent optimization algorithm for reducing the time consumption in detecting record duplication. Venkateswara Rao [30] adopted BA to minimize real power losses in a power system for generation reallocation with unified power flow controller. Yang [31] explored a new multi-objective optimization approach on the basis of BA to suppress critical harmonics and foster power factor for passive power filters (PPFs). Considering the excellent performance of BA in the process of parameter optimization, it is the purpose of the present paper to utilize BA to select the two pertinent parameters of the LSSVM model and gain the global optimal solution.
Furthermore, a wealth of variables have an impact on the forecasting accuracy and efficiency, and there has been less research looking at the input selection. These studies tend to select inputs using personal experience alone. However, in this paper, not only Stationarity, Cointegration and Granger causality tests are conducted to select the environmental factor reasonably [32] , but also the partial autocorrelation analysis (PACF) is presented to calculate the lags of the growth rates of grid-connected capacity. Then, this study performed a BA-LSSVM hybrid model for wind power grid connected capacity prediction.
The principal purpose of this study is to investigate the accurate forecasting method of wind power capacity. In this research, a hybrid model which based on BA-LSSVM is applied. The parameters in LSSVM are fine-tuned by BA to ensure the generalization and the learning ability of LSSVM. To select the appropriate inputs, Stationarity, Cointegration and Granger causality tests and the partial autocorrelation analysis are conducted. The proposed method is simple and effective for prediction. The focus of the study is on comparing the results obtained by the BA-LSSVM, PSO-LSSVM, HS-LSSVM, PSO-BPNN, single LSSVM and ARMA models. This paper is divided into five major sections as follows. Section 2 describes the principles of BA and LSSVM respectively. In Section 3 a hybrid model is constructed which is designed to predict grid connected capacity in relation to wind power. Then, the proposed model is examined by a case study and a deep comparison of the existing methods. Finally, Section 5 provides some conclusions of the whole research.
Bat Algorithm (BA) and Least Squares Support Vector Machine (LSSVM)

Bat Algorithm (BA)
BA is a new meta-heuristic algorithm inspired by the echolocation behavior of bats. It provides an excellent way for the optimization and classification as its powerful selection of complicated problems [26] . The basic flow of BA can be generalized as the pseudo code listed in Algorithm 1. (1) Initialize the position of bat population x i (i = 1, 2, ..., n) and v i (2) Initialize pulse frequency f i at x i , pulse rates r i and the loudness A i (3) While (t < maximum number of iterations) (4) Generate new solutions by adjusting frequency (5) Update the velocities and solutions (6) If (rand > r i ) (7) Select a solution among the best solutions (8) Generate a local solution around the selected best solution (9) End if (10) Generate a new solution by flying randomly (11) If (rand < A i & f(x i ) < f(x*)) (12) Accept the new solutions (13) Increase r i and reduce A i (14) End if (15) Rank the bats and find the current best x* (16) End while
Least Squares Support Vector Machine (LSSVM)
LSSVM, proposed by Suykens [33] , is an improved algorithm of support vector machine (SVM), adopting the loss function different from SVM and minimizing the square error. A quadratic programming problem is transformed into linear equations through replacing inequality constraints with equality constraints, addressing the calculation issue of large-scale data sufficiently. Figure 1 shows the flow chart of LSSVM principle. (1) Initialize the position of bat population xi (i = 1, 2, ..., n) and vi (2) Initialize pulse frequency fi at xi, pulse rates ri and the loudness Ai 
LSSVM, proposed by Suykens [33] , is an improved algorithm of support vector machine (SVM), adopting the loss function different from SVM and minimizing the square error. A quadratic programming problem is transformed into linear equations through replacing inequality constraints with equality constraints, addressing the calculation issue of large-scale data sufficiently. Figure 1 shows the flow chart of LSSVM principle. Then, there are two parameters, the regularization parameter and the kernel parameter, determining forecasting accuracy of the LSSVM model.
In previous studies, experimental comparison, grid searching method and cross validation are optimized to the two parameters, but it is time-consuming and inefficient. Therefore, this paper adopts BA to optimize the two parameters, which can enhance and further the adaptability of the model and improve the prediction accuracy effectively.
Bat Algorithm-Least Squares Support Vector Machine (BA-LSSVM) Approach
Based on BA-LSSVM model, the basic steps of parameter optimization can be described as follows:
(1) Parameters setting
The main parameters of BA are initial population size n, maximum iteration number N, original loudness A, pulse rate r, location vector x, speed vector v.
(2) Initialization population
Initialize the bat populations position, each bat location strategy is a component of c and σ, which can be defined as follows:
x " x min`r andp1, dqˆpx max´xmin q
where the dimension of the bat population: d = 2.
(3) Update parameters
Calculate the fitness of population, find the current optimal solution and update the pulse frequency, speed and position of bats as follows:
where β denotes uniformly random numbers, β P [0,1]; f i is the search pulse frequency of the bat i,
are the speeds of the bat i at time t and t-1, respectively; further, x t i and x t´1 i represent the location of the bat i at time t and t-1, respectively; x* is the present optimal solution for all bats.
(4) Update loudness and pulse frequency Produce uniformly random number rand, if rand > r i , disturb the optimal strategy randomly and acquire a new strategy; if rand < A i and f (x) > f (x*), then the new strategy can be accepted as well as the r i and A i of the bat are updated as follows:
where α and γ are constants.
(5) Output the global optimal solution
The current optimal solution can be obtained depending on the sort of all fitness values of the bat population. Repeat steps Equation (2) to Equation (4) till the maximum iterations and output the global optimal solution. Thus, a wind power grid connected capacity prediction model is performed.
In sum, the BA-LSSVM algorithm flow chart is demonstrated in Figure 2 . Firstly, LSSVM approach is employed to model the training set, and the mean square error of true value and predictive value is adopted as a fitness function of BA. Then, the group of parameter of LSSVM is optimized by BA for the minimum fitness value. Finally, the LSSVM model with optimal parameters can be applied to predict the wind power grid connected capacity. 
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Evaluation Indexes of Prediction Accuracy
In this article, mean square error (MSE), root mean square error (RMSE) and mean absolute error conceived as evaluation indexes are employed to assess the performance of the proposed model quantitatively:
where n is defined as the year to be forecasted, Y i is the actual value at year i, andŶ i is the predictive value correspondingly.
Input Selection for Prediction Model
In this subsection, during the period of 1995-2014, newly installed capacity, cumulatively installed capacity, grid-connected capacity and cumulatively grid-connected capacity of the wind power of China are regarded as the original data. Moreover, in order to enhance forecasting accuracy, this study also formulates the growth rates of installed capacity and grid-connected capacity related to wind power. Then, to confirm the non-stationary of time series, the stationarity of each group is examined by unit root test of ADF with Lag 1, as shown in Table 1 . According to Table 1 , the ADF values of the all-time series are more than the critical value of 0.05. Thus, it can be concluded from Table 1that each time series is non-stationary. For the simplicity of dealing with the initial data, this research on grid-connected capacity forecasting of wind power could be the prediction for the annual growth rate of grid-connected capacity of wind power.
The study on the prediction for the annual growth rate of grid-connected capacity of wind power is conducted by the following steps. From previous research, it can be concluded that the input selection and the parameters have great influences on the performance of LSSVM method. Thus, this paper selects the growth rate of installed capacity belonging to the experimental variables as an exogenous variable of the growth rate of grid-connected capacity in different periods depending on a Granger causality test, and the historical data of the growth rate of grid-connected capacity are regarded as endogenous variables through calculating PACF.
In order to mine the environmental information, the correlation analysis of the growth rate of installed capacity and the growth rate of grid-connected capacity is developed appropriately. Their changes in the same year are noticeably described in Figure 3 . It indicates that the growth rate of grid-connected capacity fluctuation is in line with the growth rate of installed capacity in almost years. To confirm this finding, a Granger causality test needs to be administered.
8 Figure 3 . Relationship between the growth rate of installed capacity and the growth rate of grid-connected capacity.
Therefore, the exact causality of the two variables with various lags is explored through the Granger causality test. Granger, a Nobel Prize Winner of Economics in 2003, discovered the test approach first. The causality amongst economic variables can be analyzed in the light of the Granger causality test. One of the preconditions of the test method is the time series must be stable, otherwise it inclines to display the spurious regression issues. However, from Table 1 , it seems that all-time series are non-stationary. Hence, this matter needs to be resolved by a cointegration test. The long-term information which is essential for analysis would be discarded if made stationary. In order to determine whether the two non-stationary variables have a long-term steady relationship or not, in this research, a Johansen and Juselius Cointegration test is conducted by exploiting Eviews7.2 under the Windows 7 environment. The test results are indicated in Tables 2 and 3 . According to Table 3 , "None" denotes the null hypothesize that there is no cointegration relationship, the trace statistic of this hypothesized is 22.5958, but the critical value of 0.05 is 14.2646. That is, the trace statistic is higher than the critical value. Therefore this finding does not support the null hypothesize, indicating there is at least one cointegration relationship. Then, "At most 1" represents the null hypothesize that there is at most one cointegration relationship, the trace statistic of this hypothesized is 3.3835, but the critical value of 0.05 is 3.8415, therefore this finding does support the null hypothesize, revealing there is one cointegration relationship. Therefore, the exact causality of the two variables with various lags is explored through the Granger causality test. Granger, a Nobel Prize Winner of Economics in 2003, discovered the test approach first. The causality amongst economic variables can be analyzed in the light of the Granger causality test. One of the preconditions of the test method is the time series must be stable, otherwise it inclines to display the spurious regression issues. However, from Table 1 , it seems that all-time series are non-stationary. Hence, this matter needs to be resolved by a cointegration test. The long-term information which is essential for analysis would be discarded if made stationary. In order to determine whether the two non-stationary variables have a long-term steady relationship or not, in this research, a Johansen and Juselius Cointegration test is conducted by exploiting Eviews7.2 under the Windows 7 environment. The test results are indicated in Tables 2 and 3 . According to Table 3 , "None" denotes the null hypothesize that there is no cointegration relationship, the trace statistic of this hypothesized is 22.5958, but the critical value of 0.05 is 14.2646. That is, the trace statistic is higher than the critical value. Therefore this finding does not support the null hypothesize, indicating there is at least one cointegration relationship. Then, "At most 1" represents the null hypothesize that there is at most one cointegration relationship, the trace statistic of this hypothesized is 3.3835, but the critical value of 0.05 is 3.8415, therefore this finding does support the null hypothesize, revealing there is one cointegration relationship.
Similarly, according to Table 4 , it might be concluded that there is one cointegration relationship under the significance level of 0.05. Based on these findings, it can be concluded that the growth rate of installed capacity and the growth rate of grid-connected capacity maintain a long-term steady relationship. Therefore, implementing a Granger causality test can be reasonable. The Granger causality test results of the two non-stationary variables from Lag 1 to Lag 4 are highlighted in Table 4 . GROWTH_RATE_IC is the growth rate of installed capacity; GROWTH_RATE_GCC is the growth rate of grid-connected capacity; the data in the Table 4 are the associated probabilities from Lag 1 to 4.
As illustrated in Table 4 , according to the associated probability, under the significance level of 0.05, we can reject the null hypotheses that "GROWTH_RATE_IC does not cause GROWTH_RATE_GCC" from all lags, demonstrating that the growth rate of installed capacity affects the growth rate of grid-connected capacity. Hence, the growth rate of installed capacity can be utilized as the environmental variable for LSSVM input with the growth rate of grid-connected capacity. However, the information that "GROWTH_RATE_GCC does not cause GROWTH_RATE_IC" has less relationship with the precision of grid-connected capacity prediction, thus this study will not take the analysis of this results into consideration.
Moreover, the partial autocorrelation analysis of the growth rates of grid-connected capacity is developed to select the input of LSSVM which is associated with the forecasting data. Figure 4 describes the result of partial autocorrelation analysis where PACF represents the growth rates of grid-connected capacity. In this study, x i is set as the output variable, and x i´k can be regarded as one of the input variable when the PACF is beyond the 95% of confidence interval. From Figure 4 , it is evident that the input variables for BA-LSSVM are x i , x i´1 , x i´9 , x i´10 , x i´11 .
Finally, choosing the growth rate of wind power installed capacity and the growth rate of grid connected capacity growth rate of China from 1995 to 2014 as the training set, the training model is framed, and then data from the growth rate of installed capacity about wind power from 1995 to 2014 selected as test set can be applied to acquire the forecasting values of the growth rates of grid-connected capacity in corresponding years. The overall forecasting method are constructed as shown in Figure 5 . Similarly, according to Table 4 , it might be concluded that there is one cointegration relationship under the significance level of 0.05. Based on these findings, it can be concluded that the growth rate of installed capacity and the growth rate of grid-connected capacity maintain a long-term steady relationship. Therefore, implementing a Granger causality test can be reasonable. The Granger causality test results of the two non-stationary variables from Lag 1 to Lag 4 are highlighted in Table 4 . Table 4 are the associated probabilities from Lag 1 to 4.
Moreover, the partial autocorrelation analysis of the growth rates of grid-connected capacity is developed to select the input of LSSVM which is associated with the forecasting data. Figure 4 describes the result of partial autocorrelation analysis where PACF represents the growth rates of grid-connected capacity. In this study, xi is set as the output variable, and xi-k can be regarded as one of the input variable when the PACF is beyond the 95% of confidence interval. From Figure 4 , it is evident that the input variables for BA-LSSVM are xi, xi-1, xi-9, xi-10, xi-11.
Finally, choosing the growth rate of wind power installed capacity and the growth rate of grid connected capacity growth rate of China from 1995 to 2014 as the training set, the training model is framed, and then data from the growth rate of installed capacity about wind power from 1995 to 2014 selected as test set can be applied to acquire the forecasting values of the growth rates of grid-connected capacity in corresponding years. The overall forecasting method are constructed as shown in Figure 5 . 
Pretreatment Method of Original Data
The pretreatment of original data can sufficiently contribute to accelerate the training speed and convergence rate of the model. This paper effectively adopts a standardization method to reduce the prediction error of LSSVM. The pretreatment results are shown in Figure 6 . And the equation of the approach can be described as follows [34] : 
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Pretreatment Method of Original Data
The pretreatment of original data can sufficiently contribute to accelerate the training speed and convergence rate of the model. This paper effectively adopts a standardization method to reduce the prediction error of LSSVM. The pretreatment results are shown in Figure 6 . And the equation of the approach can be described as follows [34] :
x i´xmin x max´x (10) where x i is defined by standardized sequence value; x max and x min are the maximum and minimum of the data, respectively. 
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BA-LSSVM Analysis Result
Previous studies on LSSVM can demonstrate that the performance of the LSSVM approach depends on its parameters. The optimization of parameters is an indispensable part of LSSVM model. BA regarded as a population intelligent optimization algorithm offers a novel idea for searching the optimal parameters of LSSVM. In this article, RBF is chosen as the kernel function of LSSVM algorithm, decreasing the complexity of the model and improving the training speed. Thus, regularization parameter c and kernel parameter σ can gain the optimal values through the powerful automatic searching ability of BA. The main parameters of BA are shown in Table 5 . Using the test set, the forecasting performance of the LSSVM model with the parameters tuned by BA is examined. The errors of LSSVM are described in Figure 7 . From Figure 7 , it can be concluded that the error change of LSSVM is relatively steady. Only the errors of two years exceed 0.1. Furthermore, the maximum error is´0.2031 amongst all errors, implying the forecasting results are acceptable. 
Previous studies on LSSVM can demonstrate that the performance of the LSSVM approach depends on its parameters. The optimization of parameters is an indispensable part of LSSVM model. BA regarded as a population intelligent optimization algorithm offers a novel idea for searching the optimal parameters of LSSVM. In this article, RBF is chosen as the kernel function of LSSVM algorithm, decreasing the complexity of the model and improving the training speed. Thus, regularization parameter c and kernel parameter  can gain the optimal values through the powerful automatic searching ability of BA. The main parameters of BA are shown in Table 5 . Using the test set, the forecasting performance of the LSSVM model with the parameters tuned by BA is examined. The errors of LSSVM are described in Figure 7 . From Figure 7 , it can be concluded that the error change of LSSVM is relatively steady. Only the errors of two years exceed 0.1. Furthermore, the maximum error is −0.2031 amongst all errors, implying the forecasting results are acceptable. 
Comparative Analysis of Different Methods
To illustrate the excellent performance of the proposed algorithm, this paper employs diverse artificial intelligent algorithms to optimize the pertinent parameters of LSSVM model, including BA, PSO and HS. Meanwhile, the single LSSVM and ARMA are developed to predict the growth rate of grid-connected capacity of wind power. In addition, in this paper PSO and BP are also applied to train the neural network for forecasting. Compared with the other forecasting models, the LSSVM model based on BA displays better performance on the prediction of the growth rate of grid-connected capacity.
In this paper, the optimal parameters of all LSSVM models are shown in Table 6 . Regarding the HS-LSSVM, the size of harmony memory is 10, the maximum of searching number is 100. In terms of PSO-LSSVM, the max-iteration number of PSO is 100, the size of population is 30. In addition, with respect to PSO-BPNN, the max-iteration number of PSO is 200, the number of neuron in hidden layer is 15, and the training number of BP is 300, the learning rate is 0.003. Furthermore, the time durations of the computing about different approaches are listed in Table 7 . In this study, a computer equipped with an Intel ® Core™ i3-3110M processor CPU @ 2.40 GHz, 4 GB RAM and the 
In this paper, the optimal parameters of all LSSVM models are shown in Table 6 . Regarding the HS-LSSVM, the size of harmony memory is 10, the maximum of searching number is 100. In terms of PSO-LSSVM, the max-iteration number of PSO is 100, the size of population is 30. In addition, with respect to PSO-BPNN, the max-iteration number of PSO is 200, the number of neuron in hidden layer is 15, and the training number of BP is 300, the learning rate is 0.003. Furthermore, the time durations of the computing about different approaches are listed in Table 7 . In this study, a computer equipped with an Intel Core™ i3-3110M processor CPU @ 2.40 GHz, 4 GB RAM and the 64 bit Windows 7 operating system (OS) was used. Also, MATLAB R2014a was applied to write all programs of this paper.
Then, using various approaches with independent variables engaged in merely initial the growth rates of grid-connected capacity or the original growth rates of grid-connected capacity and the homologous growth rate of installed capacity, Figure 8 suggests the forecasting results from 1995 to 2014 in China. And, evidently the comparison of prediction results with various models is recognized in Table 8 . From Table 7 , compared with PSO-LSSVM and HS-LSSVM, the forecasting time of BA-LSSVM is smaller, demonstrating BA can reduce the time of parameter optimization of LSSVM effectively. Moreover, the duration of computing about BA-LSSVM is lowest among all intelligent approaches.
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Then, using various approaches with independent variables engaged in merely initial the growth rates of grid-connected capacity or the original growth rates of grid-connected capacity and the homologous growth rate of installed capacity, Figure 8 suggests the forecasting results from 1995 to 2014 in China. And, evidently the comparison of prediction results with various models is recognized in Table 8 . Table 7 , compared with PSO-LSSVM and HS-LSSVM, the forecasting time of BA-LSSVM is smaller, demonstrating BA can reduce the time of parameter optimization of LSSVM effectively. Moreover, the duration of computing about BA-LSSVM is lowest among all intelligent approaches. The absolute errors between the true values and the estimated values may be captured according to Figure 8 . ARMA has poor performance on forecasting the growth rate of grid-connected capacity, since the deviation of ARMA is the highest among the six methods. In contrast, the prediction values obtained in almost years by BA-LSSVM can be acceptable. Furthermore, in comparison with the single LSSVM model, the hybrid models of LSSVM with the parameters optimized by intelligent algorithms have great advantages in prediction of the growth rate of grid-connected capacity. Most importantly, the BA-LSSVM method outperforms other improved LSSVM models.
From Table 8 , the following conclusions may be reached: (a) this study establishes three improved LSSVM models, and the performance of LSSVM based on BA is superior to the HS-LSSVM and the PSO-LSSVM with respect to the evaluation indexes of MSE, RMSE and MAE. For instance, the MSE of the BA-LSSVM is 0.0280, but the PSO-LSSVM and HS-LSSVM are 0.0300 and 0.0436, respectively; the MAE of the BA-LSSVM is 0.0406, but the PSO-LSSVM and the HS-LSSVM are 0.1396 and 0.1143, respectively. There is a paramount reason for this phenomenon, namely that BA adopts the major advantages of the existing intelligent algorithms in some way, combining the amazing echolocation behavior of bats, while PSO and HS are special cases of the BA in simplified forms; (b) the improved LSSVM models have better performance than single LSSVM approach. The primary reason may be the improved LSSVM model is added to the process of automatic searching, which equips the LSSVM model with better learning and generalization ability to acquire the global optimal solution easily; (c) the improved LSSVM approaches have higher accuracy than PSO-BPNN in relation to the evaluation criteria. For instance, the MAE of the PSO-BPNN is 0.1409, but the BA-LSSVM, the PSO-LSSVM and the HS-LSSVM are 0.0406, 0.1396 and 0.1143, respectively. This might be accounted for by inability of BPNN to obtain the global optimal solution. A possible explanation may be that the neural network utilizes the gradient descent method to optimize the weights, and the optimization process can only be guaranteed to converge to one of the points. Besides, the RMSE of PSO-BPNN is lower than PSO-LSSVM, HS-LSSVM. A explanation might be that PSO-BPNN emphasize the RMSE taken as the sole fitness criterion while it neglects the other indexes; (d) compared with the ARMA model which merely utilizes its own historical data, the improved LSSVM methods and the hybrid neural network model (PSO-BPNN) are more powerful than the ARMA model, which proves that the intelligent approaches have more research value and development space than the statistical models in the area of forecasting.
Conclusions
In order to forecast the grid-connected capacity of wind power efficiently, a hybrid model is framed in this study. Firstly, Stationarity, Cointegration, Granger causality tests and PACF are employed to select the input of LSSVM method. Then, the regularization parameter c and kernel parameter σ of the proposed models are optimized by BA. Finally, the presented method with favorable learning ability and generalization is applied to predict the growth rate of grid-connected capacity of wind power.
According to the different prediction algorithms and the three evaluation indexes, the following conclusions may be drawn: (a) the hybrid LSSVM models and the pure LSSVM model outperform ARMA; (b) the different criteria of the BA-LSSVM are minimum in comparison with PSO-LSSVM and HS-LSSVM; (c) The improved LSSVM approaches have higher forecasting accuracy than PSO-BPNN. The exciting results demonstrate that the accuracy improvement of the BA-LSSVM can reach about 20%, which indicates the current method is a very promising algorithm for wind power grid connected capacity prediction.
Regarding some limitations of this study, further research is necessary. First, this study only selected installed capacity as an exogenous variable of the growth rate of grid-connected capacity, thus the other relevant factors that affect the grid-connected capacity are needed to investigate in further research. Second, in this paper a normalized method were adopted to reduce the prediction error of LSSVM. To enhance forecasting accuracy further, future studies need to explore more effective approach of data processing.
