Abstract
Introduction
We address the problem of inferring geometric and photometric properties of a scene from a collection of images. In particular, we wish to understand to what extent it is possible to recover both geometry (shape) and photometry (radiance), and whether the two problems can be meaningfully "separated". For scenes that are static, (piecewise) smooth and Lambertian, we present answers to the following questions:
1. To what extent can shape and radiance be inferred from a collection of images? Are there generic ambiguities 1 , i.e. scenes with different shape and different radiance that give rise to the same images under all possible viewing conditions? (Theorem 3) 2. If we pose the problem of inferring shape and radiance as an optimization problem, relative to some cost functional, is it possible to "separate" the estimation of shape from the £ This research was performed while Hailin Jin was with Department of Electrical Engineering, Washington University, Saint Louis, MO 63130. 1 The term "generic" indicates that the ambiguity is present under all viewing conditions. "Pathological" ambiguities, which we do not study here, involve zero-measure sets of viewing conditions. radiance? (Theorem 1) 3. What cost functional should be minimized in the optimization? How should this functional be computed? (Theorem 2) For scenes that are non-Lambertian, we: 4. Remind the reader that irradiance cannot be compared from image to image, but all images must relate to a common underlying model of reflection (equation (25)). 5 . Use a rank constraint on the radiance tensor field, recently introduced in computer graphics, as the underlying model (equation (33)). 6 . Propose a gradient flow guaranteed to converge to (local) extrema of a novel cost function computed on the image (equation (34)), yielding an algorithm that estimates both shape and radiance from a collection of images (Section 4).
Relation to prior work
The traditional approach to multi-view stereo dodges question 2 above by postulating the separation of radiance from shape: the former is used to establish correspondence among photometric features in different views and then the latter is inferred from the given correspondence. Under this postulate, question 1 has received a lot of attention during the past two decades. Just to mention a few key contributions, Koenderink and van Doorn [11] derived the set of shape ambiguities for point-like features seen with an affine camera, and Faugeras [4] proposed a hierarchy of ambiguities (projective, affine, Euclidean), depending on knowledge on camera calibration. The analysis of ambiguities in the reconstruction of point-wise structure is now well understood (see [6] and references therein), along with a study on how much data is needed for reconstruction, the behavior of the solution in the presence of noise etc. .
In this paper we consider scenes that may or may not have distinct photometric landmarks, and we represent them as "dense" surfaces at the outset. In this case, the measurements are raw images (not point correspondences), and the unknowns are (infinite-dimensional) surface shape and radiance, rather than just a collection of point coordinates in Ê ¿ .
As a consequence, the results in this paper relate to work on photometric stereo. Belhumeur et. al. [2] showed that there is a generalized bas relief ambiguity with unknown lighting and fixed viewpoint. This ambiguity affects both geometry and albedo, assuming that objects are Lambertian. Yuille et. al. [16] this work to include changing the viewpoint as well as the lighting. The ambiguity is an affine transformation on the geometry of the object in conjunction with a transformation on the albedo, assuming an affine camera. Baker et. al. [1] addresses pathological conditions, which we do not treat in this paper. This work also relates to the general problem of estimating reflectance properties as well as shape from sequences of images; for instance, Yu et. al. [15] use known shape to estimate global illumination, whereas [12, 17] , uses Helmholtz reciprocity to infer shape for objects with arbitrary reflection properties. In addition to the analysis, we describe an algorithm that generates an explicit reconstruction; it is related to the work of Faugeras and Keriven [5] and Jin et. al. [9] , but different in that we estimate photometry along with geometry, and integrate the cost functional on the image rather than in space.
Assumptions and formalization
So far we have used the term "shape" informally to denote the geometry of the scene, which we represent as a collection of smooth surfaces. Indeed, we consider the case of a single smooth surface Ë, since extensions of our results to multiple connected components can be derived. So, 
Without loss of generality, we will assume that the local coordinates of the image Ù ¾ ª Ê ¾ coincide with the image plane on the first camera, with generic coordinate Ü ¼ . Finally, we assume that cameras are calibrated (intrinsics and extrinsics [6] ), so that Ø is known, and the imaging process is governed by a canonical perspective projection 4 , , although extensions to unknown camera motion and possibly 2 A rigid motion acts on points È via È. In coordinates, if È is represented by ¾ Ê ¿ , then is represented by a rotation matrix Ê ¾ Ë Ḉ¿µ and a translation vector Ì ¾ Ê ¿ such that È is represented by Ê · Ì . The action of on a vector is represented by £, which in coordinates is given by £Î ÊÎ for a vector Î ¾ Ê ¿ . 3 For non-Lambertian surfaces, the radiance function is substituted with a tensor field, Ë Ê Ë ¾ Ê · , where at each È ¾ Ë and for each direction Ú ¾ Ë ¾ , Ê È´Ú µ ¾ Ê · measures the amount of energy irradiated from the point È in the direction Ú. In Section 3 we introduce a discretized version of the tensor Ê.
unknown internal parameters can be derived. We choose to work in a deterministic setting; extension of our results in a probabilistic framework are forthcoming. Therefore, the model of image formation iś
where Ò Ø is a "noise" term that quantifies the deviation from the ideal irradiance model. 
Separability of shape from radiance in Lambertian stereo
Let us consider the problem of jointly estimating shape and radiance from a collection of images. For simplicity, we carry out our discussion for the case of two images, but all considerations apply to an arbitrary number of images [8] .
The model that generates the data is therefore of the form
In a calibrated setting, we choose a norm ¡ Ü for Ò , and minimize it with respect to and È subject to equation (4) .
The norm should be defined in the space where the measurements (image irradiance) Á live, i.e. on the image plane. therefore write the optimization above using the cost functional
For simplicity, we often omit the argument of the functions Á and . The reader can easily reinstate the notation from equation (4) .
At the outset, we notice that, if the shape È ØÖÙ ´¡µ was given, then radiance ´¡µ could be easily estimated. For instance, if we choose the 2-norm, the radiance at the point È ØÖÙ ´Üµ is given by the mean of the reprojected images, or "texture maps":
, the identity. If instead we choose the 1-norm, then it is well-known that
Now, it would be desirable if one could "separate" the problem of estimating shape È´¡µ from estimating radiance ´¡µ, since this would simplify the optimization task. One way to do so is to obtain the that minimizes for any value of È , and substitute it back into . We therefore have a "reduced" cost functional ´È µ Ñ Ò ´È µ and the optimization (6) becomes
where ´È µ Ö Ñ Ò ´È µ. In general, however, an analytic expression of as a function of È is difficult to obtain. Therefore, one may be tempted to "eliminate" directly from the model (4); for instance,
the first equation can be substituted into the second equation to yield
for some choice of norm Ü. In general, however, this may be incorrect, since ´È µ ´È µ and therefore the minimizers may be different È È . Notice that, from equation (5), the functional denotes the sum of the norms of the error in each image -a very natural criterion -whereas denotes the norm of the difference between errors in the image:
Ò ¾ Ò ½ Ü , not quite as principled. Notice also that is what is most commonly used for stereo matching, where images are compared to images as in (10) , as opposed to all images being compared to a common radiance, as in (5).
The following theorem shows that, somewhat unintuitively, the two cost functionals and , although different, are equivalent in the sense of having the same minimizer. This has consequences for the stereo problem, because it implies that one can first solve for shape, È , by minimizing ´È µ, and then estimate , for instance via (7) or (8) where ´È µ is defined in equation (10) . Then È È . Consequently, can be estimated as
Proof. We first notice that, by the triangular inequality, An extension of this proof to an arbitrary number of views can be found in [8] .
Where should stereo discrepancy be computed?
The norm Á ¾ Á ½ Ü involves integrating the functions Á ½´¡ µ and Á ¾´¡ µ on a domain. There are essentially two ways of performing this integral. One is to integrate on the image domain (14) This highlights the difference between the two cost functionals (12) and (14) In Section 2 we have shown that, when the radiance is unconstrained ( can be an arbitrary function), then comparing images to images (through ) or images to the model (through ) is equivalent. This is no longer the case when an explicit model of radiance is present. We now show that, when a model of radiance is present, by computing the discrepancy measure on the images (i.e. Ñ ) the variation of the cost functional does not depend on derivatives of the images. This means that we can write gradient flow algorithms for estimating shape that do not entail computing derivatives of the image but compute derivatives of the model instead. This is a very desirable property in view of the fact that images are only measured up to noise, which is amplified by differentiation, whereas the model is not subject to noise. We will note that this property does not hold if one were to compute the discrepancy measure on the surface instead (i.e. × ).
Let us start with the case of two images; extension to an arbitrary number is straightforward. We rewrite the cost functionals on the image and on the surface for convenience as follows: (16) where È ¾ È, AE ¾ £ AE and, again, is a norm in Ê and we have omitted the arguments of ´Èµ, Á ½´ ´Èµµ and Á ¾´ ´ Èµµ. We now show that the variation of × depends directly on the gradient of the images Á ½ Á ¾ , whereas the variation of Ñ does not. The gradient of the image can The derivation for the second term in the integrand follows the same steps, with a slightly more involved notation because of the pose . Now, the gradient flow corresponding to the integral on the image (left in equation (18) (17), this term cancels out! Carrying out the derivation for the second term in the integrand in equation (15) leads to a proof of the following theorem.
Theorem 2 (independence of image derivatives).
The first variation of the functional Ñ´È µ in equation (15) does not depend the gradient of the images ÖÁ .
Note that this result is made possible exactly by the presence of the term È ¡AE ¿ in the image integral Ñ , which is what distinguishes it from the surface integral × .
Naturally, the flow of equation (20) has to be complemented with a regularization term, as we have discussed in Section 2.1.
Ambiguities in shape and radiance
As we have noted in Section 2, if the "true" È´¡µ and Ø were given, the best estimate of would be given, for instance, by equation (7) or (8), depending on the choice of the norm. When the true shape is not known, Theorem 1 guarantees that one can substitute it with the best estimate of shape È in the expressions (7) or (8) and obtain the best estimate of radiance. Therefore, if there is an ambiguity in the recovery of È or Ø , the resulting would also be subject to an ambiguity. Vice versa, Theorem 1 suggests that lack of knowledge of the radiance does not introduce additional ambiguities. This is clarified in the following claim, whose proof we carried out only in the absence of visibility limitations (it is omitted due to space constraints, and appears in a technical report [14] ). It is worth noting that this result reinforces well-known facts for stereo and structure for motion based on point features, and extends it to arbitrary surfaces supporting a Lambertian reflection. 
Theorem 3 (radiance-shape ambiguity).
There are no additional generic ambiguities.
We would like to emphasize that Theorem 3 addresses generic ambiguities in estimating shape and radiance from multiple views. It does not apply to pathological ambiguities [1] .
Non-Lambertian scenes
The results obtained so far apply to scenes that exhibit Lambertian reflection. If the scene is non-Lambertian, reflection can no longer be represented by a function Ë Ê · ; instead, a tensor is necessary to represent the amount of energy that the surface radiates at each point È in any direction Ú (see footnote 3). In the next subsection we describe a discretized representation of this tensor that was derived from computer graphics [3] and first used in the context of reconstruction by Jin et. al. [9] .
The radiance tensor field
We denote with Ì È Ë the tangent plane to the surface at the point È . The generic vector on the tangent plane (embed- 
where ´Ú µ represents the local radiance of the surface. Notice that 
where Û ´Üµ is a noise term that can be modeled as the realization of a random process (and therefore assumed to have a distribution associated to it), or simply as an unknown matrix whose norm we wish to minimize. We call Ê the radiance tensor field obtained by substituting the noisy images Á in equation (25). 7 Not to be confused with the rotation matrix Ê ¾ ËÇ´¿µ in footnote 2.
In general, the radiance tensor depends on the material properties of the surface and the lighting condition. For instance, for the simplest case of Lambertian reflection, Ê È has rank one at every point since, by the Lambertian assumption, the radiance is independent of the viewpoint, and therefore all the columns of Ê are equal. For more complex materials, the rank of Ê will be greater than one in general but, for most materials, it will be less than full. As shown by Jin et. al. in [9] , constraining the rank to be ¾ or less represents a good compromise between richness of the model (it allows capturing specular highlights) and simplicity; allowing the rank to be higher, say ¿ or , is straightforward, but offset by the complexity of the resulting model. We refer the reader to [9] for a more thorough exposition. For the purpose of illustration, we will restrict our attention to the case of rank ¾, which is often used in computer graphics for light field rendering. Therefore, at each point È, we consider the radiance tensor field to be given by
for some unknown functions 
A discrepancy measure for nonLambertian scenes
Jin et. al. [9] proposed using the rank constraint in (27) as a discrepancy function for stereo matching. This is done by setting up an error function between the measured radiance tensor Ê È and the model Ê È at each point È (see equation (26) 
Estimation of shape and radiance
Let the subscript denote partial differentiation, and À the mean curvature. It can been shown (the proof is omitted due to space limitations) that the flow based on the first-order derivatives of the gradient descent flow for the functional (30) is given by the following partial differential equation:
Note that «À comes from regularization (À is mean curvature and « a tuning parameter). We implement the flow (34) using the level set method of Osher and Sethian [13] . The radiance map is provided by the functions ´Úµ and × ´ µ for ½ ¾, estimated at each point of the surface, È, using the SVD of the measured radiance tensor ¦ Ê, according to equation (32). Given a novel vantage point Ò Û , the corresponding function × ´ Ò Û µ, ½ ¾ is interpolated from the existing × ´ µ. Notice that ´Úµ, ½ ¾ does not depend on the viewpoint, and therefore does not need to be interpolated. We refer the reader again to [9] for more details on estimating the radiance.
Experiments
In Figure 1 (top left) we show an image of a textured object together with the "pseudo-ground truth" (top right). In Figure 1 (bottom-right) we show the reconstruction obtained by a gradient flow algorithm based on equation (19), (19) . Edges are smoothed out due to the uneven weighting of the image data at occluding boundaries. Regularization is fixed by the area form and cannot be controlled. Integrating on the image results in a ½ ± decrease of the re-projection error.
computed by integrating the cost functional on the surface. One can see that the edges of the object are "smoothed out" by the algorithm, which includes implicitly a regularizing term , as discussed in Section 2.1. This is due to the fact that, when the cost functional is integrated on the surface, at the occluding boundary little image information is allowed to affect large portions of the surface via the Jacobian (13). We have then implemented a regularized version of the gradient flow (20), in particular
where È Ñ Ø is given in equation (20) and « was chosen to match the level of smoothness implicit in (19). In Figure 1 (bottom-left) we show the results, that exhibit much sharper boundaries. The re-projection error from the estimated surface to ground truth is reduced by ½ ± when integrating on the image. None of these algorithms, however, would work on the scene in Figure 2 (top row, data courtesy of Daniel Wood, University of Washington), due to significant deviations from the Lambertian model. The object is made of polished ceramic, and is highly specular. We therefore test the model-based algorithm described in Section 3 on this object. Note that there is no restriction whatsoever imposed on the variation of the diffuse component of the radiance, and nowhere it is assumed that it be constant or smooth. Feature points or curves are effortlessly handled (indeed, welcome) by the algorithm. In Figure 3 we show the estimates of shape produced by the algorithm described in Section 3.3, compared with pseudo-ground truth. We found the rank-¾ condition described in the previous section to be a good compromise between robustness and generality; increasing the rank is conceptually straightforward although the resulting algorithms would be less robust with respect to image noise due to the increased number of functions × to be estimated. Note that our algorithm and that in [9] return the estimates of both shape and radiance, while other existing variational algorithms (such as [5, 10] ) can only estimate shape. In the bottom row of Figure 2 we show a few synthetic images compared with the real images from same vantage points. Notice that the specularities move with the viewpoint, an indication of the non-Lambertian nature of the model. This is a true estimate of the radiance, not a texture map.
Conclusions
We have shown that, for Lambertian smooth scenes, comparing images to models (and therefore jointly estimating shape and radiance) is equivalent to comparing images to images (and therefore estimate shape and radiance separately). This result is remarkably simple but compelling since the two cost functionals appear to be very different, one integrating the sum of the norm of the the noise in ev- Figure 3 : Estimated shape (top row) and ground truth shape (bottom row). This scene is particularly challenging due to a highly specular surface and dim lighting. With the exception of the fins, the shape and radiance are correctly captured.
ery image, the other integrating the pairwise difference of noise terms in individual images. When an explicit model of radiance is present, however, comparing images to the model allows enforcing such constraints explicitly. The cost functional that describes the discrepancy of corresponding images should be integrated on the images themselves, and not on the (model) surface, because this avoids the computation of derivatives of the image in the first-order optimality conditions, which are used in gradient flow algorithms. Jointly recovering radiance and shape is subject to the same ambiguities that one would expect when performing point feature-based stereo reconstruction. The results we have presented hold for any choice of norm, and can be generalized in a variety of ways. For non-Lambertian reflection, we have presented a novel cost functional based on a rank constraint of the radiance tensor, as used in computer graphics, which yields a (locally) optimal algorithm to reconstruct both shape and radiance for scenes that exhibit a "specular+diffuse" reflection.
