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Abstract
We dene a linear code Cη(δT , δX) by evaluating polynomials of bide-
gree (δT , δX) in the Cox ring on Fq-rational points of a minimal Hirze-
bruch surface over the nite eld Fq. We give explicit parameters of the
code, notably using Gröbner bases. The minimum distance provides an
upper bound of the number of Fq-rational points of a non-lling curve on
a Hirzebruch surface.
AMS classication : 94B27, 14G50, 13P25, 14G15, 14M25
Keywords: Hirzebruch surface, Algebraic Geometric code, Gröbner basis, Ra-
tional scroll
Introduction
Until the 00's, most Goppa codes were associated to curves. In 2001 S.H. Hansen
[8] estimated parameters of Goppa codes associated to normal projective vari-
eties of dimension at least 2. As Hansen required very few assumptions on the
varieties, the parameters he gave depended only on the Seshadri constant of the
line bundle, which is hard to compute in practice. New classes of error correct-
ing codes have thus been constructed, focusing on specic well-known families
of varieties to better grasp the parameters. Among Goppa codes associated to
a surface which have been studied so far, some toric and projective codes are
based on Hirzebruch surfaces.
Toric codes, rst introduced by J. P. Hansen [7] and further investigated by
D. Joyner [9] and D. Ruano [13], are Goppa codes on toric varieties evaluating
global sections of a line bundle at the Fq-rational points of the torus.
Projective codes evaluate homogeneous polynomials on the rational points
of a variety embedded in a projective space. A rst example of projective codes
is Reed-Muller projective codes on P2 [10]. A. Couvreur and I. Duursma [2]
studied codes on the biprojective space P1 × P1 embedded in P3. The authors
took advantage of the product structure of the variety, yielding a description
of the code as a tensor product of two well understood Reed-Muller codes on
P1. C. More recently Carvalho and V. G.L. Neumann [1] examined the case of
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rational surface scrolls S(a1, a2) as subvarieties of Pa1+a2+1, which extends the
result on P1 × P1, isomorphic to S(1,1).
In this paper we establish the parameters of Goppa codes corresponding
to complete linear systems on minimal Hirzebruch surfaces Hη, a family of
projective toric surfaces indexed by η ∈ N. This framework expands preceding
works while taking advantage of toric and projective points of view.
Regarding toric codes, we extend the evaluation map on the whole toric
variety. This is analogous to the extension of ane Reed-Muller codes by pro-
jective ones introduced by G. Lachaud [10], in the sense that we also evaluate
at "points at innity". In other words toric codes on Hirzebruch surfaces can
be obtained by puncturing the codes studied here at the 4q points lying on
the 4 torus-invariant divisors, that have at least one zero coordinates. As in
the Reed-Muller case, the growth of minimum distance through the extension
process appears to be about the half of that of the length, as proved in Section
6.
Respecting the projective codes cited above, it turns out that the rational
surface scrolls are the range of some projective embedding of a Hirzeburch sur-
face, H0 for P1 × P1 and Ha1−a2 for S(a1, a2). However no embedding of the
Hirzebruch surface into a projective space is required for our study and the Cox
ring replaces the usual Fq[X0, . . . ,Xr] used in the projective context. Moreover,
the embedded point of view forces to only evaluate polynomials of the Cox ring
that are pullbacks of homogeneous polynomials of Fq[X0,X1, . . . ,Xr] under this
embedding. No such constraint appears using the Cox ring and polynomials of
any bidegree can be examined.
Whereas coding theorists consider evaluation codes which evaluation map
is injective, C. Carvalho and V. G.L. Neumann (loc. cit.) extensively studied
codes associated to a non necessarily injective evaluation map. In the present
work no assumption of injectivity is needed. The computation of the dimension
of the code does not follow from Riemann-Roch theorem. This grants us a wider
range of possible values of the size of the alphabet for a given degree, including
the small ones.
Our study focuses on minimal Hirzeburch surfaces, putting the blown-up
of P2 at a point H1 aside. Although most techniques can be used to tackle
this case, some key arguments fail especially in the estimation of the minimal
distance.
The linear code Cη(δT , δX) is dened as the evaluation code on Fq-rational
points of Hη of the set R(δT , δX) of homogeneous polynomials of bidegree
(δT , δX), dened in Section 1. The evaluation is naively not well-dened for
a polynomial but a meaningful denition à la Lachaud [10] is given in Para-
graph 1.2.
Here the parameters of the code Cη(δT , δX) are displayed as combinatoric
quantities from which quite intricate but explicit formulae can be deduced in
Propositions 2.4.1 and 4.2.3. The rephrasing of the problem in combinatorial
terms is already a key feature in Hansen's [7] and Carvalho and Neumann's
works [1] that is readjusted here to t a wider range of codes.
A natural way to handle the dimension of these codes is to calculate the
number of classes under the equivalence relation ≡ on the set R(δT , δX) that
identies two polynomials if they have the same evaluation on every Fq-rational
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point of the Hirzebruch surface. Our strategy is to rst restrict the equiva-
lence relation ≡ on the set of monomialsM(δT , δX) of R(δT , δX) and a handy
characterization for two monomials to be equivalent is given.
In most cases comprehending the equivalence relation over monomials is
enough to compute the dimension. We have to distinguish a particular case:
η ≥ 2, δT < 0, η ∣ δT , q ≤ δX +
δT
η
, (H)
Theorem A. The dimension of the code Cη(δT , δX) satises
dimCη(δT , δX) = #∆(δT , δX) − ε,
where ε is equal to 1 if the couple (δT , δX) satises (H) and 0 otherwise and
∆(δT , δX) is a set of representatives ofM(δT , δX) under the equivalence relation
≡. It only depends on the parameter η, the bidegree (δT , δX) and the size q of
the nite eld.
As for the dimension, the rst step of the determination of the minimum
distance is to bound it by below with a quantity that only depends on monomi-
als. Again the strategy is similar to Carvalho and Neumann's one [1] but, even
though they mentioned Gröbner bases, they did not fully benet from the poten-
tial of the tools provided by Gröbner bases theory. Indeed linear codes naturally
involve linear algebra but the problem can be considered from a commutative
algebra perspective. The denition of the evaluation on each homogeneous com-
ponent extends naturally to the whole ring Fq[T1, T2,X1,X2] so the ideal I of
polynomials vanishing at every Fq-rational point of the Hirzebruch surface is
well-dened. A good understanding of the Gröbner basis of I, through Section
3, shortens the proof of the following theorem.
Theorem B. Let us x (εT , εX) ∈ N2 such that εT , εX ≥ q. The minimum
distance dη(δT , δX) satises
dη(δT , δX) ≥ min
M∈∆∗(δT ,δX)
#∆∗(εT , εX)M
where ∆∗(εT , εX)M is dened in Notation 4.1.1. It is an equality for εT = δ + q
and εX = δX + q.
It only depends on the parameter η, the bidegree (δT , δX) and the size q of
the nite eld.
The pullback of homogeneous polynomials of degree δX on S(a1, a2) ⊂ Pr
studied by C. Carvalho and V. G.L. Neumann are polynomials of bidegree
(a2δX , δX) on Ha1−a2 . The parameters established here match in this special
case, proving that the lower bound is reached. The parameters also coincide with
the one given by A. Couvreur and I. Duursma [2] in the case of the biprojective
space P1 × P1, isomorphic to Hirzebruch surface H0.
It is worth pointing out that the codes Cη(δT , δX) with δT negative have
never been studied until now. Although this case is intricate when the parameter
η divides δT and the situation (H) occurs, it brings the ideal I to light as an
example of a non binomial ideal on the toric variety Hη.
The last section highlights an interesting feature of these codes that leads
to a good puncturing. It results codes of length q(q + 1) but with the same
dimension and the same minimum distance.
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We emphasize that the lower bound of the minimum distance in this paper
does not result from upper bound of the number of rational point of embed-
ded curves but from purely algebraic and combinatoric considerations. This
approach, already highlighted by Couvreur and Duursma [2], stands out from
the general idea that one estimates the parameters of an evaluation code though
the knowledge of features of the variety X, like its cohomology groups for the
dimension or the number of rational points of subvarieties of X for the mini-
mum distance. It also oers the great perspective of solving geometric problems
thanks to coding theory results. Moreover, the non injectivity of the evaluation
map means that there exists a lling curve, that is a curve that contains every
Fq-rational point of Hη. From a number theoretical point of view, the minimum
distance provides an upper bound of the number of Fq-rational points of a non
lling curve, regardless its geometry and its smoothness, even if there exist some
lling curves.
1 Codes on Hirzebruch surfaces
1.1 Hirzebruch surfaces
We gather here some results about Hirzebruch surfaces over a eld k, given in
[4] for instance.
Let η be a non negative integer. The Hirzebruch surface Hη can be consid-
ered from dierent points of view.
On one hand, the Hirzebruch surface Hη is the toric variety corresponding
to the fan Ση (see Figure 1).
(0,1)
u2
(1,0)
v2
(−1,0)
v1
(−η,−1)
u1
Figure 1: Fan Ση
The fan Ση being a rening of the one of P1, it yields a ruling Hη → P1 of
ber F ≃ P1 and section σ. The torus-invariant divisors D1, D2, E1 and E2
corresponding to the rays spanned respectively by v1, v2, u1, u2 generate the
Picard group of Hη, described in the following proposition.
Proposition 1.1.1. The Picard group of the Hirzebruch surface Hη is the free
Abelian group
PicHη = ZF +Zσ
where
F = E1 ∼ E2 and σ =D2 ∼D1 + ηE1. (1)
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We have the following intersection matrix.
F σ
F 0 1
σ 1 η
As a simplicial toric variety, the surface Hη considered over k carries a Cox
ring R = k[T1, T2,X1,X2]. Each monomial M = T
c1
1 T
c2
2 X
d1
1 X
d2
2 of R is associ-
ated to a torus-invariant divisor
DM = d1D1 + d2D2 + c1E1 + c2E2. (2)
The degree of the monomial M is dened as the Picard class of the divisor
DM . The couple of coordinates (δT , δX) of DM in the basis (F , σ) is called the
bidegree of M and denoted by bideg(M). By (1) and (2),
{
δT = c1 + c2 − ηd1,
δX = d1 + d2.
(3)
It is convenient to set
δ = δT + ηδX .
This gives the Z2-grading on R
R = ⊕
(δT ,δX)∈Z2
R(δT , δX)
where R(δT , δX) ≃ H
0(Hη,OHη(δTF + δXσ)) is the k-module of homogeneous
polynomials of bidegree (δT , δX) ∈ Z2. Note that the Fq-module R(δT , δX) is
non zero if and only if δX ∈ N and δ ∈ N.
On the other hand, using Theorem 5.1.11 [4], the Hirzebruch surface can
be displayed as a geometric quotient of an ane variety under the action of an
algebraic group. This description is given for instance by Reid [12].
Let us dene an action of the product of multiplicative groups Gm×Gm over
(A2 ∖ {(0,0)}) × (A2 ∖ {(0,0)}): write (t1, t2) for the rst coordinates on A2,
(x1, x2) on the second coordinates on A2 and (λ,µ) for elements of Gm ×Gm.
The action is given as follows:
(λ,µ) ⋅ (t1, t2, x1, x2) = (λt1, λt2, µλ
−ηx1, µx2).
Then the Hirzebruch surface Hη is isomorphic to the geometric quotient
(A2 ∖ {(0,0)}) × (A2 ∖ {(0,0)}) /G2m.
This description enables us to describe a point of Hη by its homogeneous
coordinates (t1, t2, x1, x2).
In this paper, we focus only on minimal Hirzebruch surfaces. A surface is
minimal if it contains no −1 curve. We recall the following well-known result
about minimal Hirzebruch surface.
Theorem 1.1.2 ([11]). The Hirzeburch surface Hη is minimal if and only if
η ≠ 1.
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1.2 Evaluation map
We consider now the case k = Fq, q being a power of a prime integer.
From the ruling Hη → P1, the number of Fq rational points of the Hirzebruch
surface Hη is
N = #Hη(Fq) = (q + 1)2.
Let (δT , δX) ∈ Z ×N such that δ ≥ 0. Given a polynomial F ∈ R(δT , δX) and
a point P of Hη, the evaluation of F at P is dened by F (P ) = F (t1, t2, x1, x2),
where (t1, t2, x1, x2) is the only tuple that belongs to the orbit of P under the
action of G2m and has one of these forms:
 (1, a,1, b) with a, b ∈ Fq,
 (0,1,1, b) with b ∈ Fq,
 (1, a,0,1) with a ∈ Fq,
 (0,1,0,1).
The evaluation code Cη(δT , δX) is dened as the image of the evaluation
map
ev(δT ,δX) ∶ {
R(δT , δX) → FNq
F ↦ (F (P ))P ∈Hη(Fq).
(4)
Note that this code is Hamming equivalent to the Goppa code C(OHη(δTF +
δXσ),Hη(Fq)), as dened by Hansen [8]. The weight ω(c) of a codeword
c ∈ Cη(δT , δX) is the number of non-zero coordinates. The minimum weight
among all the non-zero codewords is called the minimum distance of the code
Cη(δT , δX) and is denoted by dη(δT , δX).
2 Dimension of the evaluation code Cη(δT , δX) on
the Hirzebruch surface Hη
Let us consider η ≥ 0 and (δT , δX) ∈ Z ×N such that δ = δT + ηδX ≥ 0.
Notation 2.0.1. The kernel of the map ev(δT ,δX) is denoted by I(δT , δX).
From the classical isomorphism
Cη(δT , δX) ≃
R(δT , δX)ÒI(δT , δX)
,
the dimension of the evaluation code Cη(δT , δX) equals the dimension of any
complementary vector space of I(δT , δX) in R(δT , δX). This is tantamount
to compute the range of a well-chosen projection map on R(δT , δX) along
I(δT , δX).
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2.1 Focus on monomials
The aim of this section is to display such a projection map that will be denoted
by π(δT ,δX) that would have the good property of mapping a monomial on to
a monomial. The existence of such a projection is not true in full generality:
given a vector subspace W of a vector space V and a basis B of V , it is not
always possible to nd a basis of W composed of dierence of elements of B and
a complementary space of W which basis is a subset of B. This will be possible
here except if (H) holds.
With this goal in mind, our strategy is to focus rst on monomials of
R(δT , δX). Let us dene the following equivalence relation on the set of mono-
mials of R(δT , δX).
Denition 2.1.1. Let us dene a binary relation ≡ on the set M(δT , δX) of
monomials of R(δT , δX). Let M1, M2 ∈M(δT , δX). We note M1 ≡ M2 if they
have the same evaluation at every Fq-rational point of Hη, i.e.
M1 ≡M2 ⇔ ev(δT ,δX)(M1) = ev(δT ,δX)(M2) ⇔ M1 −M2 ∈ I(δT , δX).
The key point of this section is to prove that, even if this equivalence relation
can be dened over all R(δT , δX), the number of equivalence classes when con-
sidering all polynomials is the same as when regarding only monomials unless
(H) holds. This section thus goals to prove Theorem A, stated in the introduc-
tion.
2.2 Combinatorial point of view of the equivalence rela-
tion on monomials
Throughout this article, the set R(δT , δX) are pictured as a polygon is N × N
of coordinates (d2, c2). This point of view, inherited directly from the toric
structure, was already used by J. P. Hansen [7]. It will be useful to handle the
computation of the dimension and the minimum distance as a combinatorial
problem.
Denition 2.2.1. Let (δT , δX) ∈ Z ×N. Let us dene the polygon
PD = {(a, b) ∈ R2 ∣ a ≥ 0, b ≥ 0, a ≤ δX and ηa + b ≤ δ}
associated to the divisor D = δE1 + δXD1 ∼ δTF + δXσ and
P(δT , δX) = PD ∩Z2.
Being intersection of Z2 with half planes, it is easily seen that P(δT , δX) is
the set of lattice points of the polygon PD of vertices
 (0,0), (δX ,0), (δX , δT ), (0, δ) if δT > 0,
 (0,0), ( δ
η
,0), (0, δ) if δT < 0 and η > 0 or δT = 0.
Note that PD is a lattice polygone except if δT < 0 and η does not divide δT .
Notation 2.2.2. Let us set
A = A(η, δT , δX) = min(δX ,
δ
η
) = {
δX if δT ≥ 0,
δ
η
= δX +
δT
η
otherwise,
the x-coordinate of the right-most vertices of the polygon PD.
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Let us highlight that A is not necessary an integer if δT < 0. Thus it does
not always appear as the rst coordinate of an element of P(δT , δX). It is the
case if and only if η ∣ δT and the only element of P(δT , δX) such that A is its
rst coordinate is (A,0).
We thus observe that
P(δT , δX) = {(a, b) ∈ N2 ∣ a ∈ ⟦0, ⌊A⌋⟧ and b ∈ ⟦0, δT + η(δX − a)⟧} (5)
c2
d2
δ = δT
A = δX
(a) η = 0
e.g. P(7,4)
c2
d2
δ
A = δX
(b) η > 0, δT > 0
e.g. P(2,3) in H2
c2
d2
δ
A < δX
(c) η > 0, δT ≤ 0
e.g. P(−2,5) in H2
Figure 2: Dierent shapes of the polygon P(δT , δX)
Example 2.2.3. Figure 2 gives the three examples of possible shapes of the
polygon P(δT , δT ). The rst one is the case η = 0, and the last two ones corre-
spond to η > 0 and depend on the sign of δT , which determines the shape of PD.
All proofs of explicit formulae in Propositions 2.4.1 and 4.2.3 distinguish these
cases.
Thanks to (3), a monomial of R(δT , δX) is entirely determined by the couple
(d2, c2). Then each element of P(δT , δX) corresponds to a unique monomial.
More accurately, for any couple (d2, c2) ∈ P(δT , δX), we dene the monomial
M(d2, c2) = T
δT+η(δx−d2)−c2
1 T
c2
2 X
δX−d2
1 X
d2
2 ∈M(δT , δX). (6)
Denition 2.2.4. The equivalence relation ≡ onM(δT , δX) and the bijection
{
P(δT , δX) → M(δT , δX)
(d2, c2) ↦ M(d2, c2)
(7)
endow P(δT , δX) with a equivalence relation, also denoted by ≡, such that
(d2, c2) ≡ (d
′
2, c
′
2) ⇔ M(d2, c2) ≡M(d
′
2, c
′
2).
Proposition 2.2.5. Let two couples (d2, c2) and (d
′
2, c
′
2) be in P(δT , δX) and
let us write
M =M(d2, c2) = T
c1
1 T
c2
2 X
d1
1 X
d2
2 and M
′ =M(d′2, c
′
2) = T
c′1
1 T
c′2
2 X
d′1
1 X
d′2
2 .
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Then (d2, c2) ≡ (d
′
2, c
′
2) if and only if
q − 1 ∣ di − d
′
i, (C1)
q − 1 ∣ cj − c
′
j , (C2)
di = 0 ⇔ d
′
i = 0, (C3)
cj = 0 ⇔ c
′
j = 0. (C4)
Proof. The conditions (C1), (C2), (C3) and (C4) clearly imply thatM(d2, c2) ≡
M(d′2, c
′
2), hence (d2, c2) ≡ (d
′
2, c
′
2). To prove the converse, assume thatM ≡M
′
and write
M =M(d2, c2) = T
c1
1 T
c2
2 X
d1
1 X
d2
2 and M
′ =M(d′2, c
′
2) = T
c′1
1 T
c′2
2 X
d′1
1 X
d′2
n .
Let x ∈ Fq. Then M(1, x,1,1) = M ′(1, x,1,1), which means xc2 = xc
′
2 . But
this equality is true for any element x of Fq if and only if (T q2 −T2) ∣ (T
c2
2 −T
c′2
2 ).
This is equivalent to c2 = c
′
2 = 0 or c2c
′
2 ≠ 0 and T
q−1
2 −1 ∣T
c′2−1
2 (T
c2−c′2
2 −1), which
proves (C2) and (C4) for i = 2.
Repeating this argument evaluating at (1,1,1, x) for every x ∈ Fq gives q −
1 ∣ d2 − d
′
2 and d2 = 0 if and only if d
′
2 = 0, i.e. (C1) and (C3) for i = 2.
Moreover, we have d1 + d2 = d
′
1 + d
′
2 = δX , which means that q − 1 ∣ d2 − d
′
2 if
and only if q − 1 ∣ d1 − d
′
1. Evaluating at (1,1,0,1) gives 0
d1 = 0d
′
1 . Then d1 = 0
if and only if d′1 = 0. This proves (C1) and (C3) for i = 1.
It remains the case of c1 and c
′
1. We have
c1 − c
′
1 = c
′
2 − c2 − η(d
′
1 − d1)
and q − 1 divides c2 − c
′
2 and d
′
1 − d1. Then it also divides c1 − c
′
1. Evaluating at
(0,1,1,1) yields like previously c1 = 0 of and only if c
′
1 = 0.
Remark 2.2.6. The conditions of Lemma 2.2.5 also can be written
ci = c
′
i = 0 or cic
′
i ≠ 0 and q − 1 ∣ c
′
i − ci, (8)
di = d
′
i = 0 or did
′
i ≠ 0 and q − 1 ∣ d
′
i − di. (9)
Besides, the conditions involving q are always satised for q = 2.
Observation 2.2.7. The conditions (C3) and (C4) mean that a point of P(δT , δX)
lying on an edge of PD can be equivalent only with a point lying on the same
edge. Therefore the equivalence class of a vertex of PD is a singleton.
To show that the number of equivalence classes equals the dimension of
the code Cη(δT , δX) as stated in Theorem A (unless (H) holds), we goal to
choose a set K(δT , δX) of representatives of the equivalence classes of P(δT , δX)
under the relation ≡, which naturally gives a set of representatives ∆(δT , δX)
forM(δT , δX) under the binary relation ≡.
Notation 2.2.8. Let (δT , δX) ∈ Z ×N and q ≥ 2. Let us set
AX = {α ∈ N ∣ 0 ≤ α ≤ min(⌊A⌋, q − 1)} ∪ {A} ∩N,
K(δT , δX) = {(α,β) ∈ N2 ∣
α ∈ AX
0 ≤ β ≤ min(δ − ηα, q) − 1 or β = δ − ηα
} ,
∆(δT , δX) = {M(α,β) ∣ (α,β) ∈ K(δT , δX)}.
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Notice that K(δT , δX) is nothing but P(δT , δX) cut out by the set
({d2 ≤ q − 1} ∪ {d2 = A}) ∩ ({c2 ≤ q − 1} ∪ {c2 = δ − ηd2)}) .
Example 2.2.9. Let us set η = 2 and q = 3. Let us sort the monomials of
M(−2,5), grouping the ones with the same image under ev(−2,5), using Propo-
sition 2.2.5.
Figure 3 represents the set K(−2,5). Note that for each couple (d2, c2) ∈
K(−2,5), there is exactly one of these groups that contains the monomialM(d2, c2).
Exponents (c1, c2, d1, d2) of T
c1
1 T
c2
2 X
d1
1 X
d2
2 Couple in K(−2,5)
(8,0,5,0) (0,0)
(7,1,5,0) ∼ (5,3,5,0) ∼ (3,5,5,0) ∼ (1,7,5,0) (0,1)
(6,2,5,0) ∼ (4,4,5,0) ∼ (2,6,5,0) (0,2)
(0,8,5,0) (0,8)
(6,0,4,1) ∼ (2,0,2,3) (1,0)
(5,1,4,1) ∼ (3,3,4,1) ∼ (1,5,4,1) ∼ (1,1,2,3) (1,1)
(4,2,4,1) ∼ (2,4,4,1) (1,2)
(0,6,4,1) ∼ (0,2,2,3) (1,6)
(4,0,3,2) (0,2)
(3,1,3,2) ∼ (1,3,3,2) (2,1)
(2,2,3,2) (2,2)
(0,4,3,2) (2,4)
(0,0,1,4) (4,0)
c2
d2
c
2
=
δ
−
ηd
2
Figure 3: Dots in P(−2,5) correspond to elements of K(−2,5).
Motivated by Example 2.2.9, we give a map that displays K(δT , δX) as a set
of representatives of P(δT , δX) under the equivalence relation ≡.
Denition 2.2.10. Let us set the map p(δT ,δX) ∶ P(δT , δX) → P(δT , δX) such
that for every couple (d2, c2) ∈ P(δT , δX) its image p(δT ,δX)(d2, c2) = (d
′
2, c
′
2) is
dened as follows.
 If d2 = 0 or d2 = A, then d
′
2 = d2,
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 Otherwise, we choose d′2 ≡ d2 mod q − 1 with 1 ≤ d
′
2 ≤ q − 1.
and
 If c2 = 0, then c
′
2 = 0,
 If c2 = δ − ηd2, then c
′
2 = δ − ηd
′
2,
 Otherwise, we choose c′2 ≡ c2 mod q − 1 with 1 ≤ c
′
2 ≤ q − 1.
Proposition 2.2.11. 1. The map p(δT ,δX) induces a bijection from the quo-
tient set P(δT , δX)/ ≡ to K(δT , δX).
2. The set K(δT , δX) is a set of representatives of P(δT , δX) under the equiv-
alence relation ≡.
3. The set ∆(δT , δX) is a set of representatives of M(δT , δX) under the
equivalence relation ≡.
Proof. First notice that elements of K(δT , δX) are invariant under p(δT ,δX).
The inclusion p(δT ,δX)(P(δT , δX)) ⊂ K(δT , δX) is clear by denitions of
K(δT , δX) (Not. 2.2.8) and p(δT ,δX) (Def. 2.2.10). The equality follows from
the invariance of K(δT , δX).
Last, we prove that p(δT ,δX)(d2, c2) ≡ (d2, c2) for every couple (d2, c2) ∈
P(δT , δX). Take a couple (d2, c2) ∈ P(δT , δX) and denote by (d
′
2, c
′
2) its im-
age under p(δT ,δX). We have to prove that (d2, c2) and (d
′
2, c2) satisfy all the
conditions of Proposition 2.2.5.
By denition of p(δT ,δX), it is clear that conditions (C1), (C2), (C3), as
well as the the forward implication of (C4), are true. It remains to prove that
c′i = 0 ⇒ ci = 0 for i ∈ {1,2}.
Let us prove only the case i = 2. So assume that c′2 = 0. Then c2 = 0 or
c2 = δ − ηd2. However,
c2 = δ − ηd2 ⇔ c
′
2 = δ − ηd
′
2 = 0 ⇔ d
′
2 =
δ
η
.
This is only possible when δT ≤ 0 and then d
′
2 = A. By condition (C3), this
implies that d2 = A and then c2 = 0. This proves the rst item.
The second assertion is a straightforward consequence of the rst one.
Finally the third assertion yields from the denition of the equivalence rela-
tion ≡ on P(δT , δX) via the bijection (7).
Corollary 2.2.12. The number of equivalence classes #∆(δT , δX) ofM(δT , δX)
under ≡ is equal to the cardinality of K(δT , δX).
Proof. Its results from Denition 2.2.4 and Proposition 2.2.11.
2.3 Proof of Theorem A
The main idea of the proof is to dene a endomorphism on the basis of mono-
mials M(δT , δX) by conjugation of p(δT ,δX) by the bijection (7) and prove it
to be a projection along I(δT , δX) onto Span ∆(δT , δX). However, when (H)
occurs, there is a non trivial linear combination of elements of ∆(δT , δX) lying
in I(δT , δX), as pointed out in the following lemma.
11
Lemma 2.3.1. Let (δT , δX) ∈ Z2. Assume that η ≥ 2, δT < 0, η ∣ δT and q ≤ δη ,
i.e. (H) holds. Let us set k ∈ N and r ∈ ⟦1, q − 1⟧ such that
A =
δ
η
= k(q − 1) + r.
The polynomial
F0 =M(A,0) −M(r,0) +M(r, q − 1) −M(r, ηk(q − 1))
X
− δTη
1 X
δ
η
2 − T
ηk(q−1)
1 X
k(q−1)− δTη
1 X
r
2
+ T
(ηk−1)(q−1)
1 T
q−1
2 X
k(q−1)− δTη
1 X
r
2 − T
ηk(q−1)
2 X
k(q−1)− δTη
1 X
r
2
belongs to I(δT , δX).
Proof. Let us prove that the polynomial F0 vanishes at every Fq-rational of Hη.
For any a ∈ Fq, we have F0(1, a,0,1) = 0 and F0(0,1,0,1) = 0 since every
polynomial in R(δT , δX) is divisible by X1 when δT < 0.
For (a, b) ∈ F2q, F0(1, a,1, b) = b
δ
η −br+aq−1br−aηk(q−1)br = 0, as q−1 ∣ δ
η
−r ≠ 0.
For the same reason, F0(0,1,1, b) = b
δX+
δT
η − 0+ 0− br = 0 for any b ∈ Fq.
The previous lemma displays a polynomial with 4 terms in the kernel when
the couple (δT , δX) satises (H). We thus have to adjust the endomorphism in
this case.
Denition 2.3.2. Let us set the linear map π(δT ,δX) ∶ R(δT , δX) → R(δT , δX)
such that for every (d2, c2) ∈ P (δT , δX),
π(δT ,δX)(M(d2, c2)) =M(p(δT ,δX)(d2, c2))
except for (d2, c2) = (
δ
η
,0) when the couple (δT , δX) satises (H). In this case,
set (r, k) is the unique couple of integers such that δ
η
= k(q−1)+r with r ∈ ⟦1, q−1⟧
and
π(δT ,δX) (M (
δ
η
,0)) =M(r,0) +M(r, ηk(q − 1)) −M(r, q − 1).
Remark 2.3.3. Note that in the particular case of the previous denition, the
monomials M(r,0), M(r, ηk(q − 1)) and M(r, q − 1) belong to ∆(δT , δX).
Notation 2.3.4. Let (δT , δX) ∈ Z ×N such that δ ≥ 0. If (H) holds, we set
K∗(δT , δX) = K(δT , δX) ∖ {(
δ
η
,0)}
= {(α,β) ∈ N2 ∣ α ∈ ⟦0, q − 1⟧
0 ≤ β ≤ min(δ − ηα, q) − 1 or β = δ − ηα
} ,
and
∆∗(δT , δX) = {M(α,β) ∣ (α,β) ∈ K
∗(δT , δX)}.
Otherwise, we set
K∗(δT , δX) = K(δT , δX) and ∆
∗(δT , δX) = ∆(δT , δX).
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Lemma 2.3.5. The only zero linear combination of elements of ∆∗(δT , δX)
that belongs to I(δT , δX) is the trivial one.
Proof. Let us assume that a linear combination of elements of ∆∗(δT , δX)
H = ∑
(α,β)∈K∗(δT ,δX)
λα,βM(α,β)
satises ev(δT ,δX) (H) = 0.
On one side, H(1,0,1,0) = λ0,0, H(1,0,0,1) = λδX ,0, H(0,1,0,1) = λδX ,δT
and H(0,1,1,0) = λ0,δ. Then λ0,0 = λδX ,0 = λδX ,δT = λ0,δ = 0. On the other side,
evaluating at (1, a,1,0) for any a ∈ Fq gives
H(1, a,1,0) =
min(q−1,δ−1)
∑
β=1
λ0,β a
β = 0.
Then the polynomial
min(q−1,δ−1)
∑
β=1
λ0,β X
β
of degree lesser than (q − 1) has q zeros. This implies that λ0,β = 0 for any
β such that (0, β) ∈ K∗(δT , δX). Evaluating at (1, a,0,1), we can deduce that
λδX ,β = 0 for any β such that (δX , β) ∈ K
∗(δT , δX).
To evaluate at (1,0,1, a), two cases are distinguished.
 If δT ≥ 0,
H = (1,0,1, a) =
min(δX ,q)−1)
∑
α=1
λα,0 a
α = 0,
which implies with the same argument that λα,0 = 0 for every α such that
(α,B(α)) ∈ K∗(δT , δX).
 If δT < 0,
H = (1,0,1, a) =
min(⌊A⌋,q−1)
∑
α=1
λα,0 a
α = 0
and we can repeat the same argument than before.
Similarly, by evaluating at (0,1,1, a), we have λα,B(α) = 0 for any α such
that (α,B(α)) ∈ K∗(δT , δX).
For any a, b ∈ Fq, we then have
H(1, a,1, b) =
min(q−1,δX−1)
∑
α=1
⎛
⎝
min(q−1,B(α)−1)
∑
β=1
λα,β a
β⎞
⎠
bα = 0
which implies that for any a ∈ Fq, the polynomial
min(q−1,δX−1)
∑
α=1
⎛
⎝
min(q−1,B(α)−1)
∑
β=1
λα,β a
β⎞
⎠
Xα
of degree lesser than (q−1) has q zeros and, thus, is zero. By the same argument
on each coecient as polynomials of variable a, we then have proved that the
linear combination H is zero.
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Theorem A follows from the following proposition.
Proposition 2.3.6. The linear map π(δT ,δX) is the projection along I(δT , δX)
onto Span ∆∗(δT , δX). Moreover the set ∆
∗(δT , δX) is linearly independent
modulo I(δT , δX).
Proof. By construction of ∆∗(δX , δT ), the denition of π(δT ,δX) and Remark
2.3.3, it is clear that rangeπ(δT ,δX) ⊂ Span ∆
∗(δT , δX). Also, by Proposition
2.2.11 and the bijection (7), any monomial of ∆∗(δT , δX) is invariant under
π(δT ,δX), which ensures that rangeπ(δT ,δX) = Span ∆
∗(δT , δX) and that π(δT ,δX)
is a projection. Then
R(δT , δX) = rangeπ(δT ,δX)⊕kerπ(δT ,δX) = Span ∆
∗(δT , δX)⊕kerπ(δT ,δX). (10)
By Proposition 2.2.11 and Lemma 2.3.1, we have
∀M ∈M(δT , δX), M − π(δT ,δX)(M) ∈ I(δT , δX),
which proves the inclusion kerπ(δT ,δX) = range(Id−π(δT ,δX)) ⊂ I(δT , δX).
The proof is completed by Lemma 2.3.5. This lemma implies that the family
∆∗(δT , δX) is linearly independent modulo I(δT , δX). It also gives
I(δT , δX) ∩ Span(∆
∗(δT , δX) = {0},
which entails the equality kerπ(δT ,δX) = I(δT , δX). Indeed, kerπ(δT ,δX) is a com-
plementary space of Span(∆∗(δT , δX)) in R(δT , δX) by (10). Since kerπ(δT ,δX)
is included in I(δT , δX), if the intersection of I(δT , δX) and Span(∆
∗(δT , δX))
is the nullspace then kerπ(δT ,δX) = I(δT , δX).
Proposition 2.3.6 displays ∆∗(δT , δX) as a set of representatives of R(δT , δX)
modulo I(δT , δX) and proves Theorem A, which can be rephrased as follows.
Corollary 2.3.7. The dimension of the code Cη(δT , δX) equals
dimCη(δT , δX) = #K
∗(δT , δX).
Proof. It a straightforward consequence of Corollary 2.2.12 and Theorem A.
Example 2.3.8. We can easily deduce from Corollary 2.3.7 that the evaluation
map ev(δT ,δX) is surjective if δT ≥ q and δX ≥ q. Indeed, in this case,
K∗(δT , δX) = K(δT , δX) = {(α,β) ∈ N2 ∣
α ∈ ⟦0, q − 1⟧ ∪ {δX}
β ∈ ⟦0, q − 1⟧ ∪ {δ − ηα}
} ,
so that dimCη(δT , δX) = #K
∗(δT , δX) = (q + 1)
2 = N .
2.4 Explicit formulae for the dimension of Cη(δT , δX) and
examples
By Corollary 2.3.7, computing the dimension is now reduced to the combina-
torial question of the number of couples in K∗(δT , δX). The key of the proof
of Proposition 2.4.1 below is to give a well-chosen partition of K∗(δT , δX) from
which we can easily deduce its cardinality. Putting aside the very particular
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c2
d2
δ
δX
δT
Figure 4: Example of P(δT , δX) when ev(δT ,δX) is surjective: P(4,3) with q = 3
in H2
case of η = 0, two cases have to be distinguished according to the sign of δT ,
which determinates the shape of P(δT , δX) and the value of A. These two cases
are themselves subdivided into several subcases, depending on the position of
the preimage s of q under the function x ↦ δ − ηx with respect to AX , dened
in Notation 2.2.8.
Proposition 2.4.1. On H0, the dimension of the evaluation code C0(δT , δX)
equals
dimC0(δT , δX) = (min(δT , q) + 1) (min(δX , q) + 1) .
On Hη with η ≥ 2, we set
m = min(⌊A⌋ , q − 1), h = {
min(δT , q) + 1 if δT ≥ 0 and q ≤ δX ,
0 otherwise,
s =
δ − q
η
and s̃ =
⎧⎪⎪⎪
⎨
⎪⎪⎪⎩
⌊s⌋ if s ∈ [0,m],
−1 if s < 0,
m if s >m.
The evaluation code Cη(δT , δX) on the Hirzebruch Surface Hη has dimension
dimCη(δT , δX) = (q + 1)(s̃ + 1) + (m − s̃) (δ + 1 − η (
m + s̃ + 1
2
)) + h.
Remark 2.4.2. The previous proposition generalizes the result of [1], in which
the authors studied rational scrolls. By Example 3.1.16. [4], the rational scroll
S(a1, a2) for a1 ≥ a2 ≥ 1 is isomorphic to the Hirzebruch surface H(a1−a2). It
is easily checked that this geometric isomorphism induces a Hamming isometry
between the codes. We thus can compare our result with theirs for η = a1 −
a2 and δT = a2δX . Despite the appearing dierence due to a dierent choice
of monomial order (see Denition 3.0.2 and Remark 3.0.3), both formulae do
coincide.
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Proof. To prove the case η = 0, it is enough to write
K∗(δT , δX) = K(δT , δX) = {(α,β) ∈ N2 ∣
α ∈ ⟦0,min(δX , q) − 1⟧ ∪ {δX}
0 ≤ β ≤ min(δT , q) − 1 or β = δ − ηα
} .
Now, assume η ≥ 2 and δT > 0. Notice that the sets K
∗(δT , δX) and
K(δT , δX) always coincide in this case.
 Let us assume that q > δX .
 If q > δ also, then s < 0 and
K(δT , δX) =
δX
⋃
α=0
{(α,β) ∣ β ∈ ⟦0, δ − ηα⟧}
and thus #K(δT , δX) =
δX
∑
α=0
(δ − ηα + 1) = (δX + 1) (δT + η
δX
2
+ 1) .
 If δT ≤ q ≤ δ, then 0 ≤ s ≤ δX and one can write
K(δT , δX) =
⎛
⎝
⌊s⌋
⋃
α=0
{(α,β) ∣ β ∈ ⟦0, q − 1⟧ ∪ {δ − ηα}}
⎞
⎠
∪
⎛
⎝
δX
⋃
α=⌊s⌋+1
{(α,β) ∣ β ∈ ⟦0, δ − ηα⟧}
⎞
⎠
.
and thus #K(δT , δX) =
⌊s⌋
∑
α=0
(q + 1) +
δX
∑
α=⌊s⌋+1
(δ + 1 − ηα)
= (q + 1)(⌊s⌋ + 1) + (δX − ⌊s⌋) (δ + 1 − η
δX + ⌊s⌋ + 1
2
) .
 If δX < q < δT , then s > δX and
K(δT , δX) = (
δX
⋃
α=0
{(α,β) ∣ β ∈ ⟦0, q − 1⟧ ∪ {δ − ηα}})
and then #K(δT , δX) = (q + 1)(δX + 1).
 Let us assume that q ≤ δX .
 If δ
η+1 < q, then 0 ≤ s < q and ⌊s⌋ ∈ AX .
K(δT , δX) =
⎛
⎝
⌊s⌋
⋃
α=0
{(α,β) ∣ β ∈ ⟦0, q − 1⟧ ∪ {δ − ηα}}
⎞
⎠
∪
⎛
⎝
q−1
⋃
α=⌊s⌋+1
{(α,β) ∣ β ∈ ⟦0, δ − ηα⟧}
⎞
⎠
∪ {(δX , β) ∣ β ∈ ⟦0, h⟧}.
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Then
#K(δT , δX) =
⌊s⌋
∑
α=0
(q + 1) +
q−1
∑
α=⌊s⌋+1
(δ + 1 − ηα) + h + 1.
= (q + 1)(⌊s⌋ + 1) + (q − 1 − ⌊s⌋) (δ + 1 − η
q + ⌊s⌋
2
) + h + 1
 If q ≤ δ
η+1 , then s ≥ q and
K(δT , δX) = (
q−1
⋃
α=0
{(α,β) ∣ β ∈ ⟦0, q − 1⟧ ∪ {δ − ηα}})∪{(δX , β)∣β ∈ ⟦0, h⟧}.
Then #K(δT , δX) = (q + 1)q + h + 1.
Finally assume η ≥ 2 and δT ≤ 0.
Let us rewrite K∗(δT , δX) to lead to formulae that coincide with the general
one given above according to the position of q in the increasing sequence
η
η + 1
A < A ≤ ηA,
with A = δ
η
. For any α ∈ AX ,
q ≤ δ − ηα⇔ α ≤
δ − q
η
= s < A.
 If q > ηA, then K∗(δT , δX) = K(δT , δX), s < 0 and we can write
K(δT , δX) =
⌊A⌋
⋃
α=0
{(α,β) ∣ β ∈ ⟦0, δ − ηα⟧}
and thus #K(δT , δX) =
⌊A⌋
∑
α=0
(δ − ηα + 1) = (⌊A⌋ + 1)(δ + 1 − η
⌊A⌋
2
) .
 If A < q ≤ ηA, we know that K∗(δT , δX) = K(δT , δX) and we have
K(δT , δX) =
⎛
⎝
⌊s⌋
⋃
α=0
{(α,β) ∣ β ∈ ⟦0, q − 1⟧ ∪ {δ − ηα}}
⎞
⎠
∪
⎛
⎝
⌊A⌋
⋃
α=⌊s⌋+1
{(α,β) ∣ β ∈ ⟦0, δ − ηα⟧}
⎞
⎠
and then
#K(δT , δX) =
⌊s⌋
∑
α=0
(q + 1) +
⌊A⌋
∑
α=⌊s⌋+1
(δ − ηα + 1)
= (q + 1)(⌊s⌋ + 1) + (⌊A⌋ − ⌊s⌋) (δ + 1 − η
⌊A⌋ + ⌊s⌋ + 1
2
) .
 If η
η+1A < q ≤ A, then q − 1 < ⌊A⌋. Note that K
∗(δT , δX) ≠ K(δT , δX) and
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K∗(δT , δX) =
⎛
⎝
⌊s⌋
⋃
α=0
{(α,β) ∣ β ∈ ⟦0, q − 1⟧ ∪ {δ − ηα}}
⎞
⎠
∪
⎛
⎝
q−1
⋃
α=⌊s⌋+1
{(α,β) ∣ β ∈ ⟦0, δ − ηα⟧}
⎞
⎠
Then
#K∗(δT , δX) =
⌊s⌋
∑
α=0
(q + 1) +
q−1
∑
α=⌊s⌋+1
(δ − ηα + 1)
= (q + 1)(⌊s⌋ + 1) + (q − 1 − ⌊s⌋) (δ + 1 − η
q + ⌊s⌋
2
)
 If q ≤ η
η+1A, then s ≥ q, K
∗(δT , δX) ≠ K(δT , δX) and
K∗(δT , δX) = (
q−1
⋃
α=0
{(α,β) ∣ β ∈ ⟦0, q − 1⟧ ∪ {δ − ηα}})
which gives #K∗(δT , δX) = (q + 1)q.
2.5 Examples
c2
d2
ηA
A
c
2
=
δ
−
ηd
2
(a) ηA ≤ q = 11
c2
d2
ηA
A
c
2
=
δ
−
ηd
2
(b) A < q = 7 ≤ ηA
c2
d2
ηA
A
c
2
=
δ
−
ηd
2
(c) q = A = 4
c2
d2
ηA
A
c
2
=
δ
−
ηd
2
(d) q = 2 ≤ η
η+1
A
Figure 5: P(−2,5) in H2 for dierent values for q.
Example 2.5.1. Let us compute the dimension of the code C2(−2,5) using the
previous formula on dierent nite elds. We have A = 4 ∈ N. Beware that η
divides δT and (H) may hold. See Figure 5.
 On F11, m = A, s < 0, s̃ = −1,
dimC2(−2,5) = (4 + 1) (−2 + 2(5 −
4
2
) + 1) = 25.
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 On F7, m = A, s = s̃ = 0,
dimC2(−2,5) = (7 + 1) + 4(−2 + 2(5 −
5
2
) + 1) = 8 + 16 = 24.
 On F4, m = 3, s = s̃ = 2. Then (H) holds and
dimC2(−2,5) = (4 + 1)(2 + 1) + (−2 + 2(5 −
6
2
) + 1) = 15 + 3 = 18.
 On F2, m = 1, s = s̃ = 1. Then (H) holds and
dimC2(−2,5) = (2 + 1)(1 + 1) = 6.
Example 2.5.2. To illustrate the cases q ≤ δX , let us compute the dimension
of the code C2(1,3) using the previous formula on F3 and F2. See Figure 6.
 On F3, m = 2, s = s̃ = 2, h = 1, dimC2(1,3) = (3 + 1)(2 + 1) + 1 + 1 = 14.
 On F2, m = 1, s = 2.5 >m, s̃ = 1, h = 1, dimC2(−2,5) = (2+1)(1+1)+1+1 =
6 + 1 = 8.
c2
d2
δ
δX
c
2
=
δ
−
ηd
2
δT
(a) δ
η+1
< q = δX = 3
c2
d2
δ
δX
c
2
=
δ
−
ηd
2
δT
(b) q = 2 ≤ δ
η+1
Figure 6: P(1,3) in H2
Example 2.5.3. On H2, let us compute the dimension of the code C2(5,3) on
the nite elds F13, F7 and F4. See Figure 7. Since q > δX , we have m = δX = 3.
 On F13, s < 0 then s̃ = −1.
dimC2(5,3) = (3 + 1)(5 + 3 + 1) = 36.
 On F7, s = s̃ = 2.
dimC2(5,3) = (7+1)(2+1)+(3−2) (5 + 2(3 −
3 + 2 + 1
2
) + 1) = 24+6 = 30.
 On F4, s >m then s̃ =m = 3.
dimC2(5,3) = (4 + 1)(3 + 1) = 20.
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(a) δ < q = 13
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(b) δT ≤ q = 7 ≤ δ
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(c) δX < q = 4 < δT
Figure 7: P(5,3) in H2
3 Gröbner Basis
Our strategy to compute the dimension of the code highlights the key role of
monomials in our study. This idea remains predominant in the calculus of the
minimum distance, through the use of Gröbner bases. Until now, every tech-
nique we used has come from linear algebra, focusing on the nite dimensional
vector spaces R(δT , δX) and vector subspaces ker ev(δT ,δX). From now on, the
minimum distance problem is handled in term of commutative algebra by con-
sidering not only homogeneous components but a whole graded ideal in the ring
R.
Notation 3.0.1. We now consider the evaluation map on R,
ev ∶
⎧⎪⎪
⎨
⎪⎪⎩
R → FNq
F = ∑
(δT ,δX)
F(δT ,δX) ↦ ∑
(δT ,δX)
ev(δT ,δX) (F(δT ,δX))
,
a ring homomorphism which kernel is denoted by I = ker ev ⊂ R.
The ideal I is a graded ideal and
I = ⊕
(δT ,δX)∈Z×N
I(δT , δX).
Let us rst recall classical facts about Gröbner bases. The reference for this
section is [3].
Let R be a polynomial ring. A monomial order is a total order on the
monomials, denoted by <, satisfying the following compatibility property with
multiplication: for all monomials M, N, P ,
M < N ⇒ MP < NP and M <MP.
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For every polynomial F ∈ R, one can dene the leading term of F to be the
greatest term of F for this ordering, denoted by LT(F ).
Let I be an ideal of the polynomial ring R, endowed with a monomial order
<. The monomial ideal LT(I) ⊂ R associated to I is the ideal generated by the
leading terms LT(F ) of all polynomials F ∈ I. A subset G of an ideal I is a
Gröbner basis of the ideal I if LT(I) = ⟨LT(g) ∣ g ∈ G⟩.
The rst step to use tools from Gröbner bases theory is setting a monomial
order over R = Fq[T1, T2,X1,X2].
Denition 3.0.2. Let us dene a order on monomials of R by stating that
T
c′1
1 T
c′2
2 X
d′1
1 X
d′2
2 < T
c1
1 T
c2
2 X
d1
1 X
d2
2
if and only if
d′1 + d
′
2 < d1 + d2 or ∣
d′1 + d
′
2 = d1 + d2
d′2 < d2
or
RRRRRRRRRRRRR
d′1 = d1
d′2 = d2
c′2 < c2
or
RRRRRRRRRRRRRRRRRR
d′1 = d1
d′2 = d2
c′2 = c2
c′1 < c1
One can easily check that < is a monomial order.
Remark 3.0.3. The choice of this monomial order is motivated by the choice of
representatives of monomials under ≡, and so by the choice of the projection map
π(δT ,δX). Actually π(δT ,δX) is chosen so that for any monomial M ∈M(δT , δX),
the monomial M is greater than the leading term of π(δT ,δX)(M).
Notice that exchanging the role of d1 and d2 and the one of c1 and c2, we
recover the monomial order chosen by Carvalho and Neumann [1].
Notation 3.0.4. Let (δT , δX) ∈ Z ×N. Let us set
G(δT , δX) = {M − π(δT ,δX)(M) ∣M ∈M(δT , δX)}
and
G = ⋃
(δT ,δX)
G(δT , δX).
Proposition 3.0.5. The set G is a Gröbner basis of I.
Proof. By Proposition 2.3.6, the map π(δT ,δX) is a projection along I(δT , δX).
Hence kerπ(δT ,δX) = I(δT , δX) = range(Id−π(δT ,δX)). The set G(δT , δX) is thus
a spanning family for the vector space I(δT , δX) and the set G is a basis of the
ideal I.
Now, let use Buchberger's Criterion (see [3] 6 Th.6). Let us take
F =M − π(δT ,δX)(M) with M = T
c1
1 T
c2
2 X
d1
1 X
d2
2
and
F̃ = M̃ − π(δT ,δX)(M̃) with M̃ = T
c̃1
1 T
c̃2
2 X
d̃1
1 X
d̃2
2
two distinct polynomials of G.
We aim to prove that the S-polynomial of F and F̃ , dened as
S(F, F̃ ) =
TC11 T
C2
2 X
D1
1 X
D2
2
LT (F )
F −
TC11 T
C2
2 X
D1
1 X
D2
2
LT (F̃ )
F̃ ,
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belongs to I(δT , δX). This will prove in particular that the remainder on divi-
sion of S(F, F̃ ) by G is zero.
Note that S(F, F̃ ) ∈ R(C1 + C2 − ηD1,D1 + D2). By Remark 3.0.3, we
know that LT(F ) = M and LT(F̃ ) = M̃ . Let us set Ci = max(ci, c̃i) and
Di = max(di, d̃i) for i ∈ {1,2}.
 Assume that π(δT ,δX)(M) and π(δT ,δX)(M̃) are both monomials. Write
π(δT ,δX)(M) = T
c′1
1 T
c′2
2 X
d′1
1 X
d′2
2 and π(δT ,δX)(M̃) = T
c̃′1
1 T
c̃′2
2 X
d̃′1
1 X
d̃′2
2 .
Using that F and F̃ satisfy the conditions of Lemma 2.2.5, we have to
deduce that
S(F, F̃ ) = − T
C1−c1+c′1
1 T
C2−c2+c′2
2 X
D1−d1+d′1
1 X
D2−d2−d′2
2
+ T
C1−c̃1+c̃′1
1 T
C2−c̃2+c̃′2
2 X
D1−d̃1+d̃′1
1 X
D2−d̃2+d̃′2
2
also satises these conditions.
The only conditions which verication is not trivial are (C3) and (C4).
Let us give details for condition (C4) and i = 1, i.e.
C1 − c1 + c
′
1 = 0 ⇔ C1 − c̃1 + c̃
′
1 = 0
Assume that C1 − c1 + c
′
1 = 0. Recall that C1 = max(c1, c̃1).
 If C1 = c1, then c
′
1 = 0. By denition of π(δT ,δX), this means that
c1 = 0 = C1.
 If C1 = c̃1, then C1 − c1 ≥ 0 and c
′
1 ≥ 0 and their sum is zero. Then
C1 = c
′
1 = c1 = 0.
In both cases, C1 = max(c1, c̃1) = 0, which implies that c̃1 = 0 and thus
c̃′1 = 0. Then C1 − c̃1 + c̃
′
1 = 0. By symmetry, the equivalence is immediate.
 Now assume that (H) holds and M = M(A,0), i.e. F = F0 where F0
is dened in Lemma 2.3.1. Since M̃ ≠ M , the image π(δT ,δX)(M̃) is a
monomial, that we write again π(δT ,δX)(M̃) = T
c̃′1
1 T
c̃′2
2 X
d̃′1
1 X
d̃′2
2 . Moreover,
we have
D1 = d̃1, D2 = A and Ci = c̃i for i ∈ {1,2}.
Write A = k(q − 1) + r with k ∈ N and r ∈ ⟦1, q − 1⟧. Then
π(δT ,δX)(M) =M(r,0) +M(r, ηk(q − 1)) −M(r, q − 1)
and
S(F, F̃ ) =XA−d̃22 π(δT ,δX)(M̃) − T
c̃1
1 T
c̃2
2 X
d̃1+
δT
η
1 π(δT ,δX)(M)
= T
c̃′1
1 T
c̃′2
2 X
d̃′1
1 X
A−d̃2+d̃′2
2 − T
c̃1
1 T
c̃2
2 X
d̃1+
δT
η
1 (T
ηk(q−1)
1 X
k(q−1)− δTη
1 X
r
2
+T
ηk(q−1)
2 X
k(q−1)− δTη
1 X
r
2 − T
(ηk−1)(q−1)
1 T
q−1
2 X
k(q−1)− δTη
1 X
r
2)
.
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Let us evaluate this polynomial at every Fq-rational point of Hη. Since
S(F, F̃ ) ∈ R(δT ,A + d̃1) with δT < 0, the polynomial S(F, F̃ ) is divisible
by X1 and vanishes at (0,1,0,1) and (1, a,0,1) for a ∈ Fq. For (a, b) ∈ F2q,
S(F, F̃ )(1, a,1, b) = ac̃
′
2bA−d̃2+d̃
′
2 − ac̃2 (br + aηk(q−1)br − aq−1br) = 0
as ac̃
′
2 = ac̃2 , bA−d̃2+d̃
′
2 = br and aηk(q−1) = aq−1. A similar computation
shows that S(F, F̃ )(0,1,1, b) = 0, which proves that S(F, F̃ ) belongs to
I(δT , δX).
Remark 3.0.6. Since every polynomial in G is homogeneous, the ideal I is ho-
mogeneous. This gives a natural graduation of the quotient
RÒI = ⊕
(δT ,δX)
(R(δT , δX)ÒI(δT , δX)
)
Let us recall an interesting property of Gröbner bases (see [14] Proposition
1.1) that will be used to compute the minimum distance of the code.
Proposition 3.0.7. Let I be an ideal of a polynomial ring R with Gröbner basis
G. Then, setting π as the canonical projection of R onto RÒI, the set
{π(M) ∣M monomials of R such that for all g ∈ G, LT(g) ∤M}
is a basis of RÒI as a vector space.
Corollary 3.0.8. Let (δT , δX) ∈ Z×N such that δ ≥ 0. A basis of a complemen-
tary space of I(δT , δX) in R(δT , δX) is the set {M ∈M(δT , δX)∣∀g ∈ G, LT(g) ∤
M}.
Proof. By Propositions 3.0.5 and 3.0.7, the set
B =
⎧⎪⎪
⎨
⎪⎪⎩
M ∈ ⋃
(δT ,δX)∈Z×N
M(δT , δX) ∣ ∀ g ∈ G, LT(g) ∤M
⎫⎪⎪
⎬
⎪⎪⎭
is a basis of a complementary of I seen as Fq-vector subspace of R. Every
element of B is homogeneous. The result consists only on restricting on a ho-
moegenous component.
In Proposition 2.3.6 we displayed ∆∗(δT , δX) as a basis of R(δT , δX) modulo
the subspace I(δT , δX) for each couple (δT , δX). Actually the image under the
canonical projection of the union of the ∆∗(δT , δX) is exactly the basis given
by the previous proposition, as stated in the following lemma.
Lemma 3.0.9. Let us set ∆∗ = ⋃(δT ,δX) ∆
∗(δT , δX). Then ∆
∗ is the set of
monomials of R that are not divisible by the leading term of any polynomial of
G.
Proof. Let (α,β) ∈ K∗(δT , δX) and M =M(α,β) ∈ ∆
∗(δT , δX).
Let G = N − π(εT ,εX)(N) ∈ G(εT , εX) with N = T
c1
1 T
c2
2 X
d1
1 X
d2
2 ∈M(εT , εX).
Notice that N can be assumed not belonging to ∆∗(εT , εX): G would be zero
otherwise.
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Let us assume that LT(G) = N (by Remark 3.0.3) divides M , that is to say
d2 ≤ α (i)
d1 = εX − d2 ≤ δX − α (ii)
c2 ≤ β (iii)
c1 = εT + η(εX − d2) − c2 ≤ δ − ηα − β (iv)
We want to reach a contradiction.
First suppose that π(εT ,εX)(N) = T
c′1
1 T
c′2
2 X
d′1
1 X
d′2
2 is a monomial. By Lemma
2.2.5, since N ≡ π(εT ,εX)(N), there exist k, l ∈ Z such that
d2 = d
′
2 +k(q −1), d1 = d
′
1 −k(q −1), c2 = c
′
2 + l(q −1) and c1 = c
′
1 − (l+ηk)(q −1).
Since LT(G) = N , either d′2 > d2 or d
′
2 = d2 and c
′
2 > c2, i.e either k ∈ N∗ or k = 0
and l ∈ N∗.
 Let rst assume that k ∈ N∗. By condition (C1) for i = 2, this implies that
d′2 ≥ 1 and then d2 ≥ q. By (i), the only possible value for α is thus α = A
if A ≥ q.
 If δT ≥ 0, then α = A = δX and then, by (ii), d1 = 0. By condition (C3)
for i = 1, d′1 = 0, which implies k = 0 and leads to a contradiction.
 If δT < 0, there is no integer α ≥ q such that there exists β ∈ N
satisfying (α,β) ∈ K∗(δT , δX). This case never occurs.
 Now, let us assume that k = 0 and l ∈ N∗, which implies c2 ≥ q. Since
c2 ≤ β, by Notation 2.2.8, β = δT + η(δX − α). Then c1 = 0 hence c
′
1 = 0,
which contradicts the hypothesis l ≠ 0.
Now assume that (εT , εX) satises (H) and N = X
d1
1 X
d2
2 with d1 = −
εT
η
≠ 0
and d2 = εX +
εT
η
≥ q. As before, by (i), α can only be equal to A if A ≥ q, which
happens only if δT ≥ 0 and A = δX . The same reasoning than previously leads
to a contradiction.
We then have proved that ∆∗ is a subset of the set of monomials non divisible
by the leading term of any polynomial in G. But these two sets are basis of two
complementary spaces of a same vector space by Proposition 2.3.6 and Corollary
3.0.8. Therefore, these two sets coincide.
4 Minimum distance of Cη(δT , δX)
4.1 Proof of the the lower bound of the minimum distance
in Theorem B
Let us x (εT , εX) ∈ N2 such that εT , εX ≥ q.
Notation 4.1.1. Let us set
∆∗(εT , εX)F = {N ∈ ∆
∗(εT , εX) ∣ LT(F ) ∣N}
with ∆∗(εT , εX) dened in Notations 2.2.8 and 2.3.4.
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Let F ∈ R(δT , δX) ∖ ker ev(δT ,δX) and Z(F ) its zero set in Hη. We dene
NF = #Z(F )(Fq).
We prove now the lower bound
dη(δT , δX) ≥ min
M∈∆∗(δT ,δX)
#∆∗(εT , εX)M .
Proof of the lower bound. Recall that the minimum distance is dened by
dη(δT , δX) = min
F ∈R(δT ,δX)
F ∉ker ev(δT ,δX )
ω(ev(δT ,δX)(F )).
First, Proposition 2.3.6 gives ev(δT ,δX)(F ) = ev(δT ,δX) (π(δT ,δX)(F )) and
then
dη(δT , δX) = min
F ∈Span ∆∗(δT ,δX)
ω(ev(δT ,δX)(F )) = min
F ∈Span ∆∗(δT ,δX)
N −NF ,
so that we aim to bound from below N −NF uniformly in F ∈ Span ∆
∗(δT , δX).
Let us x such a polynomial F ∈ Span ∆∗(δT , δX).
Second, we aim to regard NF as the dimension of some vector space. For
this purpose, x (εT , εX) ∈ Z ×N and consider the map
ev(εT ,εX),F ∶ {
R(εT , εX) → FNFq
G ↦ (G(Q))Q∈Z(F )(Fq)
.
For εT , εX ≥ q the evaluation map ev(εT ,εX) is surjective by Example 2.3.8.
The map ev(εT ,εX),F is thus also surjective for any F ∈ R(δT , δX), as illustrated
by the diagram
R(εT , εX) F
Hη(Fq)
q F
Z(F )(Fq)
q .ev(εT ,εX)
ev(εT ,εX),F
It follows that
NF = dim(
R(εT , εX)Òker ev(εT ,εX),F
) .
Third we aim to display an upper bound ÑF of NF such that N − ÑF turns
to be easier to handle. Let us denote by ⟨F ⟩ the ideal of R generated by F and
by ⟨F ⟩(εT ,εX) the subspace FR(εT − δT , εX − δX) ⊂ R(εT , εX) spanned by F .
Observing that ker ev(εT ,εX) + ⟨F ⟩(εT ,εX) ⊂ ker ev(εT ,εX),F , we get ÑF ≥ NF
with
ÑF = dim(
R(εT , εX)Òker ev(εT ,εX) + ⟨F ⟩(εT ,εX)
) .
Hence
dη(δT , δX) ≥ min
F ∈Span ∆∗(δT ,δX)
N − ÑF (11)
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and we are now reduced to bound from belowN−ÑF uniformly in F ∈ Span ∆
∗(δT , δX).
Fourth, we now prove that
N − ÑF ≥ #∆
∗(εT , εX)F . (12)
In fact, we display ∆∗(εT , εX)F as a subfamily of ∆
∗(εT , εX) which complement
would be a spanning family of the vector space R(εT , εX) modulo the vector
subspace ker ev(εT ,εX) + ⟨F ⟩(εT ,εX).
By Corollary 3.0.8 and Lemma 3.0.9,
∆∗(εT , εX) = {M, M ∈M(εT , εX) such that ∀ g ∈ G, LT (g) ∤M}
is a basis of R(εT , εX) modulo I(εT , εX). By Example 2.3.8, its cardinality
equals N .
As F is a homogeneous element, the ideal I + ⟨F ⟩ is homogeneous. Let Ĝ be
a Gröbner basis of the ideal I + ⟨F ⟩ that contains G ∪ {F}. Using Proposition
3.0.7 and restricting on each homogeneous component as in Corollary 3.0.8, the
set
∆̃(εT , εX) = {M, M ∈M(εT , εX) such that ∀ h ∈ Ĝ, LT (h) ∤M}
is a basis of R(εT , εX) modulo I(εT , εX) + ⟨F ⟩(εT ,εX) of cardinality ÑF .
Since G ⊂ Ĝ and F ∈ Ĝ, we have ∆∗(εT , εX)F ⊂ ∆
∗(εT , εX)∖ ∆̃(εT , εX), from
which (12) follows.
We conclude the proof noticing that ∆∗(εT , εX)F = ∆
∗(εT , εX)LT(F ) for
every polynomial F and using (11) and (12).
4.2 Explicit formulae of the minimum distance
The previous paragraph gives a lower bound of the minimal distance for any cou-
ple (εT , εX) ∈ N2 such εT , εX ≥ q. We aim to maximize the quantity depending
on this couple. From now, we set
εX = q + δX and εT = q + δ
where as usual δ = δT + ηδX . The hypotheses for R(δT , δX) not to be zero
imply that εT and εX are greater than q. By Theorem B, one way to compute
a lower bound of the minimum distance is to calculate #∆∗(εT , εX)M for every
monomial M ∈ ∆∗(δT , δX) and then minimize the quantity over ∆
∗(δT , δX).
Proposition 4.2.1. Let (α0, β0) ∈ K
∗(δT , δX), dened in Notations 2.2.8 and
2.3.4. Then
#∆(εT , εX)M(α0,β0) = max(q −α0 +1{α0=δX},1)max(q −B(α0)+1{β0=B(α0)},1)
with B(α0) = δ − ηα0.
Proof. SetM =M(α0, β0) = T
δ−ηα0−β0
1 T
β0
2 X
δX−α0
1 X
α0
2 with (α0, β0) ∈ K
∗(δT , δX),
that is to say according to Notations 2.2.8 and 2.3.4
0 ≤ α0 ≤ min(⌊A⌋, q − 1) or (α0 = δX if δT ≥ 0),
0 ≤ β0 ≤ min(δ − ηα0, q) − 1 or β0 = δT + η(δX − α0).
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Let N ∈ ∆∗(εT , εX). Write
N = T
εT+η(εX−α)−β
1 T
β
2 X
εX−α
1 X
α
2
with (α,β) ∈ K∗(εT , εX). Since εT , εX ≥ q, then
0 ≤ α ≤ q − 1 or α = εX ,
0 ≤ β ≤ q − 1 or β = εT + η(εX − α).
Suppose that M divides N . Then
α0 ≤ α
δX − α0 ≤ εX − α
β0 ≤ β
δ − ηα0 − β0 ≤ εT + η(εX − α) − β
One can rewrite the previous conditions as
α0 ≤ α ≤ q + α0 and β0 ≤ β ≤ q + η(εX − α + α0) + β0.
Since α ≤ εX and α0, β0 ∈ N, both upperbounds are greater than q−1. Moreover,
q + α0 = εX ⇔ α0 = δX ,
q + η(εX − α + α0) + β0 = εT + η(εX − α) ⇔ β0 = B(α0),
which justies the choice of εT and εX to maximize the quantity #∆
∗(εT , εX)(M(α0,β0).
To sum up, determining #∆∗(εT , εX)M is equivalent to compute the number
of couples (α,β) ∈ K∗(εT , εX) satisfying the following conditions.
{
α0 ≤ α ≤ q − 1 or {α = εX and α0 = δX}
β0 ≤ β ≤ q − 1 or {β = εT + η(εX − α) and β0 = B(α0)}
(⋆)
Moreover,
 If δX ≥ q and α0 = δX , the only α that saties (⋆) is α = εX .
 If δT + ηδT ≥ q and β0 = δT + ηδT , the only β satifying (⋆) is β = εT + ηεX .
Then, one can write
#∆(εT , εX)M =
⎧⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎩
(q − α0)(q − β0) if α0 < δX and β0 < B(α0),
(q − α0)max(q −B(α0) + 1,1) if α0 < δX and β0 = B(α0),
max(q − δX + 1,1)(q − β0) if α0 = δX and β0 < B(α0),
max(q − δX + 1,1)max(q −B(α0) + 1,1) if α0 = δX and β0 = B(α0).
Let us highlight that a couple (α0, β0) ∈ K
∗(δT , δX) is less or equal to q − 1
or equal to δX . Then either (α0, β0) or (α0, εT + η(εX −α0)) satises (⋆). Then
the quantity #∆∗(εT , εX)M(α0,β0) can never be zero.
To lowerbound the minimum distance, it remains to minimize
max(q − α0 + 1{α0=δX},1)max(q − β0 + 1{β0=B(α0)},1)
over (α0, β0) ∈ K
∗(δT , δX). The problem can be reduced to minimize a univari-
ate function, thanks to the following lemma.
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Lemma 4.2.2. Let η ≥ 0 and (δT , δX) ∈ Z ×N such that δ ≥ 0. Then
dη(δT , δX) ≥ min
α0∈A∗X
f(α0)
with
A∗X =
⎧⎪⎪
⎨
⎪⎪⎩
⟦0,max(q, δX) − 1⟧ ∪ {δX} if δT ≥ 0,
⟦0,max (q − 1, ⌊ δ
η
⌋)⟧ if δT < 0
and
f(α0) = max(q − α0 + 1α0=δX ,1)max(q − δ + ηα0 + 1,1)
Proof. By Theorem B, we have to minimize #∆∗(δT , δX)M(α0,β0) for (α0, β0) ∈
K∗(δT , δX). The only observation we need to prove this lemma is that for each
α0 ∈ A
∗
X , for all β ∈ ⟦0,min(B(α0), q) − 1⟧,
q − β0 ≥ q −B(α0) + 1.
Substituting in the formula of Proposition 4.2.1 gives the desired conclusion.
In other words, Lemma 4.2.2 means that the minimum is reached by mono-
mials of the form M(α0, δ − ηα0) for α0 ∈ A
∗
X .
Proposition 4.2.3. Let η ≥ 0, (δT , δX) ∈ Z×N with δ ≥ 0. The code Cη(δT , δX)
on the Hirzebruch surface Hη has minimum distance that is given as follows:
 If η ≥ 2,
 If q > δ, then
dη(δT , δX) = (q + 1δX=0)(q − δ + 1),
 If max ( δ
η+1 , δT ) < q ≤ δ, then
dη(δT , δX) = q − ⌊
δ − q
η
⌋ ,
 If q ≤ max ( δ
η+1 , δT ),
dη(δT , δX) = {
max(q − δX + 1,1) if δT ≥ 0,
1 if δT < 0,
 if η = 0,
dη(δT , δX) = max(q − δX + 1,1)max(q − δT + 1,1).
We rst prove the lower bounding. Equality will follow from Proposition
4.2.4, exhibiting polynomials associated to words of minimum weight.
Proof. By Lemma 4.2.2, we aim to prove the lower bound by minimizing the
function f on A∗X , the function and the set depending on parameters η, δT , δX
and q.
Let us highlight that A∗X ⊂ [0, δX] regardless of parameters.
28
The form of the function f as a product of two maxima of a linear function
with 1 implies that the real function f ∶ [0, δX] → R is a concave piecewise
function. The pieces depend on the size of q with respect to the parameters.
More precisely, note that
q − δ + ηα0 + 1 ≤ 1 ⇔ α0 ≤ s
where s =
δ − q
η
has already been dened in Section 2.4.
Then f is a piecewise function that has a decreasing linear polynomial on
the interval [0, s] and a concave quadratic function on the interval [s, δX[ with
negative dominant coecient, provided that s ∈ [0, δX[.
If s ≤ 0, then the function f is quadratic and concave on [0, δX[. Finally, if
s ≥ δX , then f is decreasing on [0, δX[.
Then the minimum point of f on A∗X is the oor or the ceiling of one the
bound of these intervals.
Let us rst suppose that η ≥ 2 and δT ≥ 0. Then
A∗X = {
⟦0, δX⟧ if δX ≤ q
⟦0, q − 1⟧ ∪ {δX} if δX ≥ q
1. If δ < q, then s < 0 and q > δX . In this case
f(α0) = {
(q − α0)(q − δ + ηα0 + 1) if α0 ≠ δX ,
(q − δX + 1)(q − δT + 1) if α0 = δX .
 If δX = 0, then A
∗
X = {0} and
min
α0∈AX
f(α0) = f(δX) = (q + 1)(q − δT + 1).
 Otherwise, on the interval [0, δX −1], the minimum is reached by one
of the bounds of the interval, i.e. α0 = 0 or α0 = δX − 1 (see Fig. 8).
In addition, one can notice that f(δX) = f(δX − 1) + η(q − δX − 1).
Then
f(δX) > f(δX − 1).
The minimum of the function f on A∗X is reached either by α0 = 0 or
α0 = δX − 1. It remains to compare both values.
We have f(0) ≤ f(δX − 1) if and only if
qηδX ≥ (δX − 1)(q − δT − η + 1) + ηq
which is equivalent to
q(δX − 1)(η − 1) ≥ −(δX − 1)(δT + η − 1) (13)
Since η ≥ 2, δT ≥ 0, δX ≥ 1 and q ≥ 2, the left hand side is non negative,
whereas the the right hand side is non positive. The inequation (13)
is thus always satised and
min
α0∈A∗X
f(α0) = f(0) = q(q − δ + 1)
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Figure 8: Graph of f when q > δ
e.g. (η, δT , δX , q) = (1,1,5,7)
2. If max ( δ
η+1 , δT ) < q ≤ δ, then δX ≥ 1 and ⌊s⌋ ∈ ⟦0,min(δX , q)− 1⟧). In this
case
f(α0) =
⎧⎪⎪⎪
⎨
⎪⎪⎪⎩
(q − α0) if α0 ≤ s,
(q − α0)(η(α0 − s) + 1) if α0 ≠ δX and α0 ≥ s,
max(q − δX + 1,1)(q − δT + 1) if α0 = δX .
See Figure 9 for examples of graph of the function f .
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(a) δX ≥ q
e.g. (η, δT , δX , q) = (3,1,9,9)
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δXs
(b) δX < q
e.g. (η, δT , δX , q) = (1,3,3,5)
Figure 9: Examples of graph of the function f when max ( δ
η+1 , δT ) < q ≤ δ
The possible arguments for the minimum are ⌊s⌋, ⌊s⌋ + 1, min(q, δX) − 1
and δX .
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First notice that ⌊s⌋ ≤ q − 1 and
f(⌊s⌋ + 1) = (q − ⌊s⌋ − 1)(η(⌊s⌋ + 1 − s) + 1
= f(⌊s⌋) − 1 + (q − ⌊s⌋)η(⌊s⌋ + 1 − s).
Therefore
f(⌊s⌋ + 1) ≥ f(⌊s⌋). (14)
Second let us check that the minimum of f cannot be reached by α0 = δX .
 If δX ≤ q, then f(δX) = f(δX−1)+η(q−δX−1) and f(δX) > f(δX−1).
 If δX ≥ q, then f(δX) = η(δX − s) + 1 ≥ η(q − 1 − s) + 1 = f(q − 1).
Then the minimum of f is reached by either α0 = ⌊s⌋ or α0 = min(δX , q)−1.
 If δX ≥ q, we want to prove that f(⌊s⌋) ≤ f(q − 1).
f(q − 1) = η(q − s − 1) + 1
≥ η(q − ⌊s⌋ − 1) + 1
≥ q − ⌊s⌋ + (η − 1)(q − ⌊s⌋ − 1) since ⌊s⌋ ≤ q − 1
≥ q − ⌊s⌋ = f(⌊s⌋)
 If If δX ≤ q, we want to prove that f(⌊s⌋) ≤ f(δX − 1).
Let us assume ⌊s⌋ ≠ δX − 1 and f(⌊s⌋) > f(δX − 1) and let us display
a contradiction.
f(⌊s⌋) > f(δX − 1) ⇔ ⌊s⌋ < δX − 1 − η(δX − 1 − s)(q − δX + 1)
Since the right hand side is an integer, we have
f(⌊s⌋) > f(δX − 1) ⇒ s < δX − 1 − η(δX − 1 − s)(q − δX + 1)
Replacing s by its value, we get
δT
η
< −1 − η(δX − 1 − s)(q − δX + 1)
But the assumption ⌊s⌋ ≠ δX − 1 ensures that δX − 1 > s and then
η(δX − 1− s)(q − δX + 1) ≥ 0. The right handside being negative, it is
a contradiction with δT ≥ 0.
Then, in both cases,
min
α0∈A∗X
f(α0) = f(⌊s⌋) = q − ⌊s⌋
3. if q ≤ max ( δ
η+1 , δT ), then s ≥ min(δX , q) and
f(α0) = max(q − α0 + 1α0=δX ,1).
This is a decreasing function on [0, δX], as f(δX − 1) = f(δX). It follows
easily that
min
α0∈A∗X
f(α0) = f(δX) = {
1 if q < δX ,
q − δX + 1 if q ≥ δX .
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Now, let us focus on the case η ≥ 2 and δT < 0. Let us recall that
A = δ
η
< δX does not belong to A
∗
X if A ≥ q and
A∗X = {
⟦0, ⌊A⌋⟧ if A < q,
⟦0, q − 1⟧ if A ≥ q.
Moreover, s = A − q
η
< A. . Since δX ∉ A
∗
X , one can rewrite
f(α0) = {
(q − α0) if α0 ≤ s,
(q − α0)(q − η(A − α0) + 1) if α0 ≥ s
1. If δ = ηA < q, then s < 0 and A∗X = ⟦0, ⌊A⌋⟧. Therefore the function f can
be written
f(α0) = (q − α0)(q + η(α0 −A) + 1)
It is increasing then decreasing on A∗X so its minimum is reached for either
α0 = 0 or α0 = ⌊A⌋. Let us compare f(0) and f(⌊A⌋).
f(0) ≤ f(⌊A⌋) ⇔ ⌊A⌋(q + η(⌊A⌋ −A) + 1) ≤ qη⌊A⌋
If ⌊A⌋ ≠ 0 we can simplify by ⌊A⌋ and, writing {A} = A − ⌊A⌋, we get
f(0) ≤ f(⌊A⌋) ⇔ 1 − η{A} ≤ q(η − 1)
However, 0 ≤ η{A} ≤ η − 1, which implies that 1 − η{A} ≤ 1 whereas the
right hand-side is a non negative integer. Then the right hand-side is
greater than the left one if and only if it is non zero, which is equivalent
to to η ≥ 2, which is always true1.
Otherwise, it is obvious. Then
min
α0∈A∗X
f(α0) = f(0) = q(q − δ + 1).
2. If δ
η+1 < q ≤ δ, then
⌊s⌋ ∈ A∗x = {
⟦0, ⌊A⌋⟧ if q > A = δ
η
,
⟦0, q − 1⟧ if q ≤ A.
The function f has a linear decreasing piece on [0, s] and then it is concave
on [0,min(⌊A⌋, q − 1)], as illustrated in Figure 9.
Then it can be proved in a same way as in the second case for δT ≥ 0
(Equation (14)) that
f(⌊s⌋ + 1) ≥ f(⌊s⌋).
The minimum of f on A∗X is thus either reached for α0 = ⌊s⌋ or
 α0 = ⌊A⌋ if q > A,
 α0 = q − 1 if q ≤ A.
Let us prove that the minimum is reached at α0 = ⌊s⌋ in both cases.
1Here is one of the arguments that fail when η = 1.
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Figure 10: Graph of f for δ
η
< q ≤ δ and η ≥ 2
e.g. (η, δT , δX , q) = (2,−5,9,8)
 If q > A, let us rst notice that, since s < A, we have ⌊s⌋ ≤ ⌊A⌋.
If they are equal, the problem is solved.
Otherwise, one can write
f(A) = (q −A)(q + 1) > f(⌊s⌋).
As a fonction on R, f is increasing on [⌊s⌋ + 1,A], then
f(⌊A⌋) ≥ f(⌊s + 1⌋) ≥ f(⌊s⌋).
 If q ≤ A, we have
f(q − 1) = η(q − 1 − s) + 1 = q − s + (η − 1)(q − 1 − s).
Since η ≥ 2, we have
f(q − 1) = q − s + (η − 1)(q − 1 − s),
≥ q − s + (η − 1) (q (1 −
1
η
) + 1) since
η − 1
η
q ≤ s,
≥ q − s + (
q
2
+ 1) because η ≥ 2,
≥ q − s + 1 because q ≥ 2,
≥ f(⌊s⌋) = q − ⌊s⌋ because s − 1 ≤ ⌊s⌋.
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Then, in both cases, min
α0∈A∗X
f(α0) = f(⌊s⌋) = q − ⌊s⌋.
3. If q ≤ δ
η+1 , then s ≥ q. For all α ∈ A
∗
X = ⟦0, q − 1⟧,
f(α0) = max(q − α0,1).
Since q − 1 ∈ A∗X , we have
min
α0∈A∗X
f(α0) = f(q − 1) = 1
Finally, for η = 0, the expression in the rst maximum is a decreasing
function of α0 and the expression in the second maximum does not depend on
α0 anymore. Then
min
α0∈A∗X
f(α0) = f(δX) = max(q − δX + 1,1)max(q − δT + 1,1)
The following proposition displays some polynomials which codewords has
weight that reaches the lower bound given in Proposition 4.2.3.
Proposition 4.2.4. Write Fq = {ξ1, ξ2, . . . , ξq}.
 If η ≥ 2,
 If q > δ, set
F (T1, T2,X1,X2) =X
δX
1
δ
∏
i=1
(T2 − ξiT1),
 If max ( δ
η+1 , δT ) < q ≤ δ, write s = ⌊
δ−q
η
⌋. Set
F (T1, T2,X1,X2) = T
δ−ηs−q
2 (T
q
2 − T2T
q−1
1 )X
δX−s
1
s
∏
i=1
(X2 − ξiT
η
1 X1),
 If q ≤ max ( δ
η+1 , δT ), set
F (T1, T2,X1,X2) = {
T δT−q2 (T
q
2 − T2T
q−1
1 )∏
δX
i=1(X2 − ξiX1T
η
1 ) if δX < q,
XδX−q2 T
δ−q
2 (T
q
2 − T2T
q−1
1 )∏
q
i=1(X2 − ξiX1T
η
1 ) if δX ≥ q,
 if η = 0, set mT = min(q, δT ) and mX = min(q, δX). Set
F (T1, T2,X1,X2) =X
δX−mX
2 T
δT−mT
2
mX
∏
i=1
(X2 − ξiX1T
η
1 )
mT
∏
j=1
(T2 − ξjT1).
Then the weight of the codeword associated to F in Cη(δT , δX) reaches the min-
imum distance.
Remark 4.2.5. 1. The minimum #∆∗(δT , δX)M onM ∈ ∆
∗(δT , δX) is reached
for by the leading term of F in each case.
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2. The previous proposition guarantees us than the choice of εT and εX in
Paragraph 4.2 is adequate.
Proof. First, suppose η = 2.
 If q > δ, the polynomial F (T1, T2,X1,X2) = X
δX
1 ∏
δ
i=1(T2 − ξiT1) vanishes
at every point of the form (1, ξi, x1, x2) or (t1, t2,0,1), that is to say at
(δ)(q + 1) + q + 1 − δ points.
 If max ( δ
η+1 , δT ) < q ≤ δ, note that T
q
2 − T2T
q−1
1 = ∏a∈Fq(T2 − aT1). Then
the polynomial
F (T1, T2,X1,X2) = T
δ−ηs−q
2 ∏
a∈Fq
(T2 − aT1)X
δX−s
1
s
∏
i=1
(X2 − ξiT
η
1 X1)
vanishes at every point except at the ones of the form (0,1,1, ξ) with
ξ ∉ {ξi, i ∈ {1, . . . , s}}. The code word associated has weight equal to q − s.
 Assume q ≤ max ( δ
η+1 , δT ). If q > δX , the polynomial
F (T1, T2,X1,X2) = T
δT−q
2 (T
q
2 − T2T
q−1
1 )
δX
∏
i=1
(X2 − ξiX1T
η
1 )
vanishes at the point with the form (1, a, x1, x2) and (0,1,1, ξi), that is to
say q(q + 1) + δX .
If δX ≥ q, the only point at which F =X
δX−q
2 T
δ−q
2 (T
q
2 −T2T
q−1
1 )∏
q
i=1(X2 −
ξiX1T
η
1 ) is not zero is (0,1,0,1).
Finally, if η = 0, the polynomial
F (T1, T2,X1,X2) =X
δX−mX
2 T
δT−mT
2
mX
∏
i=1
(X2 − ξiX1T
η
1 )
mT
∏
j=1
(T2 − ξjT1)
vanishes at every point of the form (t1, t2,1, ξi) and (1, ξj , x1, x2), i.e. at (mT +
mX)(q + 1) −mTmX points. Moreover, if q < δX (resp. q < δT ), it also vanishes
at (t1, t2,1,0) (resp. (1,0, x1, x2)).
Remark 4.2.6. The parameters for the code C0(δT , δX) on P1×P1, are the same
as in [2] (see Theorem 2.1 and Remark 2.2).
5 Upperbound on the number of Fq-rational points
of curves on Hirzebruch surfaces
Proposition 4.2.3 gives an upper bound on the number of Fq-rational points of a
non-lling curve on a Hirzebruch surface Hη. It is worth to highlight that there
exists a lling curve of bidegree (δT , δX) if and only if q < δ.
Corollary 5.0.1. Let η ≥ 0, η ≠ 1 and (δT , δX) ∈ Z ×N with δ = δT + ηδX ≥ 0.
Let C be a non-lling curve on the Hirzebruch surface Hη which Picard class is
δTF+δXσ. Then the number of Fq-rational point of the curve C is upper-bounded
as follow.
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 If η ≥ 2,
 If q > δ, then
#C(Fq) ≤ {
(q + 1)δT if δX = 0 and δT ≥ 0,
q(δ + 1) + 1 otherwise.
 If max ( δ
η+1 , δT ) < q ≤ δ, then
#C(Fq) ≤ q2 + q + 1 + ⌊
δ − q
η
⌋ .
 If q ≤ max ( δ
η+1 , δT ) and q ≥ δX ,
#C(Fq) ≤ q2 + q + δX .
 if η = 0,
#C(Fq) ≤ (q + 1)2 −max(q − δX + 1,1)max(q − δT + 1,1).
Moreover each upper bound is reached by Proposition 4.2.4.
These upper bounds cannot be compared to Hasse-Weil bound since the
curves that reach these bounds can be highly reducible and singular, as displayed
in Proposition 4.2.4.
6 Punctured codes
J. P. Hansen [7] and B. L. De La Rosa Navarro and M. Lahyane [5] studied
codes, only on Fq with q big enough so that the evaluation map is injective,
that turn to be punctured codes of our evaluation code Cη(δT , δX).
In [5], the authors in fact considered a punctured code of Cη(δT ,0) at q + 1
coordinates as the evaluation code of polynomials of bidegree (δT ,0) outside the
ber F for q ≥ δT . They obtained a quite bad puncturing since here the code
Cη(δT ,0) has parameters [N,k, d] = [(q +1)
2, δT +1, (q +1)(q − δT +1)] whereas
theirs has parameters [N − (q + 1), k, d − (q + 1)].
Among other toric surfaces, J.P. Hansen studied toric codes on Hirzeburch
surfaces that evaluate polynomials of R(δT , δX) for δT , δX > 0 only on points
lying on Fq-rational points of the torus G2m for δT , δX > 0 and δT + ηδX < q − 1.
This is the code obtained from puncturing Cη(δT , δX) at the 4q rational points
of Z(T1T2X1X2) =D1+D2+E1+E2. He obtained a quite good puncturing since
here the code Cη(δT , δX) has parameters [N,k
′, d′] = [(q+1)2, (δX+1)(δT +η
δX
2
+
1), q(q−δT +1)] whereas theirs has parameters [N−4q, k
′,≤ d′−(3q−δ−1)]. Note
that, as stated in the introduction, the dierence between minimum distances
is at least 2q, the half of the dierence between the lengths. The feature can
also be observed when extending Reed-Muller codes to projective Reed-Muller
codes [10].
We highlight here an interesting puncturing of codes Cη(δT , δX) when δT is
negative, in the sense that all common zero coordinates of codewords and only
them are punctured. Let us dene the linear code C⋆η (δT , δX) over Fq obtained
by punctuation of the code Cη(δT , δX) at the points of Z(X1) =D1.
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Theorem 6.0.1. Let η ≥ 1, δT < 0 and δX > 0. The code C
⋆
η (δT , δX) has length
q(q + 1) and has the same dimension and minimum distance as Cη(δT , δX).
Proof. Every monomial M = T c11 T
c2
2 X
d1
1 X
d2
2 ∈ R(δT , δX) on Hη satises
0 ≤ c1 + c2 = δT + ηd1 < ηd1.
Hence d1 > 0 and M is zero on X1 = 0.
Remark 6.0.2. The previous theorem is true even if η = 1.
Example 6.0.3. Here are some examples of punctured code F3, of length 12
that reach the bounds given by code.tables [6].
η δT δX Parameters of C
⋆
η (δT , δX)
2 -1 1 [12,2,9]
2 -1 3 [12,10,2]
2 -2 2 [12,4,6]
2 -2 3 [12,8,3]
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