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Ttulo del estudio:
Metaheursticas aplicadas a la
planificacion de orden parcial
Numero de paginas: 71.
Objetivos y metodo de estudio: EL objetivo de la tesis consiste en incremen-
tar la cobertura del espacio de soluciones del algoritmo de planicacion de orden
parcial,a traves del uso de metaheursticas. Se propone dise~nar y adaptar el reco-
cido simulado al algoritmo de planicacion de orden parcial. Se realiza en paralelo
a este objetivo un analisis exhaustivo de los planicadores que se han desarrolla-
do hoy en da bajo la metodologa de orden parcial, as como la factibilidad de la
implementacion de metaheursticas dentro del algoritmo, buscando como resultado





1. Estudio de las caractersticas y funcionamiento general de los planicadores.
2. Modelacion de problemas de planicacion en PDDL.
3. Analisis de la metaheurstica recocido simulado (simulated annealing), carac-
tersticas con las que cuenta, determinando as su adaptabilidad para los nes
requeridos del problema a trabajar.
4. Dise~no y desarrollo de un algoritmo unicado que incluya las caractersticas de
orden parcial y del recocido simulado.
5. Implementacion en el planicador.
6. Generacion de pruebas de comportamiento y funcionalidad.
7. Solucion de problemas de planicacion.
8. Analisis de resultados obtenidos.
Contribuciones y conlusiones: La implementacion del recocido simulado en
el planicador de orden parcial ha demostrado tener resultados satisfactorios ya que
permite explorar a profundidad el espacio de soluciones presentado y explorar los
distintos caminos que se generan para llevar a cabo la generacion de un plan, logrando
con ello dar solucion a problemas que, de otra manera no sera posible resolver. La
metodologa de solucion que lleva a cabo el algoritmo de orden parcial permite la
descomposicion del problema en subproblemas, lo que da lugar a la factibiliad de
implementar tecnicas, en este caso el recocido simulado para orientar al planicador
a la toma de decisiones y solucion de problemas en diversos puntos del desarrollo de
la solucion.
Firma del asesor:
Dr. Romeo Sanchez Nigenda
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Introduccion
1.1 Descripcion del problema
Una de las areas mas importantes dentro de la inteligencia articial es la pla-
nicacion. Planicacion es el proceso de busqueda y generacion de una secuencia
de acciones, que a partir de un estado inicial, permiten alcanzar un conjunto de
objetivos [31] [12].
Los problemas de planicacion abundan, algunos ejemplos y aplicaciones se
pueden observar en diversas areas, desde la secuencia para acomodar una serie de
bloques, hasta exploraciones espaciales (mars exploration rover). Incluso, en la indus-
tria manufacturera se emplean tecnicas de planicacion para planicar la secuencia
de maquinas dobladoras.
Para dar solucion a los problemas de planicacion se utilizan los planicadores,
ctualmente existe una diversidad de ellos, los cuales se distinguen por la metodologa
utilizada para la solucion de problemas. Los algoritmos mas importantes de plani-
cacion se basan en estados [26], grafos [25] y planes de orden parcial [11].
Al crear algoritmos de planicacion se pueden resolver problemas que repre-
sentan mucha dicultad. Representa un gran reto el dise~no de algoritmos ecientes
y desarrollo de implementaciones robustas. Los algoritmos de planicacion han al-
canzado un gran exito tanto en la industria como en ciertas disciplinas academicas,
incluyendo la robotica, manufactura, aplicaciones aeroespaciales, entre otros.
1
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En los ultimos a~nos se ha tenido un considerable crecimiento en el area lo que
indica que las aplicaciones aun pueden ser extendidas [20].
Algunos ejemplos de aplicaciones de algoritmos de planicacion son los siguientes:
Vuelos a traves del aire o espacio: algoritmos de planicacion pueden ayudar a
navegar helicopteros de manera autonoma a traves de obstaculos.
Planicacion de misiones de naves espaciales pueden ser realizadas por medio de
algoritmos de planicacion.
Dise~no de medicinas: se ha tenido impacto incluso en campos que van lejos de la
robotica tales como la biologa computacional.
Tareas de ensamble en automoviles.
As como los ejemplos anteriores existen muchos mas usos de los algoritmos de
planicacion [20].
El algoritmo de planicacion que se esta abordando en este problema es el
POP( Planicacion de orden parcial), el cual basa su representacion y busqueda en el
espacio de planes, trabajando como una secuencia parcialmente ordenada, en el cual
solo las decisiones esenciales se registran, haciendo elecciones no deterministas hasta
que todas las acciones sean soportadas y protegidas por alguna posible interferencia.
La problematica principal con planicacion es el tama~no del espacio de busqueda.
Esto impacta directamente a POP porque plan parcial representa en s aun conjunto
de planes, lo que hace que la busqueda y toma de decisiones en espacios grandes se
complique aun mas para POP.
A este algoritmo se incorporan metaheursticas basadas en la tecnica del re-
cocido simulado, la cual se aborda a detalle en el captulo 2. Con esta unicacion
de tecnicas se busca abarcar amplio un espacio de soluciones posibles, las cuales ac-
tualmente no son consideradas en a las metodologas que utilizan los planicadores
basados en orden parcial de la actualidad.
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1.2 Justificacion
La motivacion principal para abordar el algoritmo de orden parcial radica en
que este es muy exible ya que resuelve los problemas de manera gradual, es decir
toma solo las decisiones esenciales que se van presentando conforme se avanza en la
solucion del problema, esto permite el ajuste de parametros de decision y la imple-
mentacion de tecnicas diversas en cada uno de los pasos en el algoritmo.
Estudios recientes han conrmado que la planicacion de orden parcial ha sido la
mejor manera para manejar los problemas de planicacion con subproblemas inde-
pendientes, asimismo, brinda facilidad de ejecucion ya que representa explcitamente
las partes de un plan. Ademas de los puntos mencionados, permite la representacion
de modelos de planicacion complejos con recursos y tiempo. Por todo esto, La
planicacion de orden parcial permanece como una parte importante del campo
para tareas especcas como operaciones de calendarizacion.
Aun con las ventajas que introduce el algoritmo, los planicadores que han
sido desarrollados con esta tecnica todava presentan areas de oportunidad. Algunos
de ellos compiten a nivel mundial en la Conferencia Internacional de Planicacion
Automatizada y Scheduling (ICAPS). En estas conferencias, el ultimo planicador
basado en Planicacion de Orden Parcial obtuvo el premio al "Best Newcomer", pero
solo pudo resolver el 54% de los problemas establecidos [18]. Esto es un indicador
de que estos tipos de algoritmos, aunque competitivos, todava tienen una area de
oportunidad bastante amplia para mejorar la cobertura de soluciones.
Variaciones de POP han sido desarrollados anteriormente,(heuristica aditiva de
VHPOP y planes relajados de REPOP), los cuales basan su estrategia de solucion
en la seleccion de fallas y heursticas basadas en la distancia y analisis de factibilidad
[11] as como en grafos de planicacion, respectivamente [25]. Sin embargo aun se
cuenta con areas de oportunidad, las cuales se pretenden atacar mediante mejoras
en los puntos de decision al elegir un nuevo plan.
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1.3 Objetivos
EL objetivo principal de la tesis consiste en incrementar la cobertura del espacio
de soluciones del algoritmo de planicacion de orden parcial. La idea es modicar
el algoritmo base de orden parcial considerando el algoritmo de recocido simulado
(simulated annealing) con la nalidad de diversicar el espacio de soluciones que
algorimo base de POP explora. A la par de este objetivo se estudia la factibilidad
de la implementacion del recocido simulado dentro del algoritmo, buscando como
resultado orientar al planicador a la toma de decisiones para generar planes de
solucion a los problemas propuestos.
1.3.1 Objetivos Especficos
1. Estudio de las caractersticas y funcionamiento general de los planicadores.
2. Modelacion de problemas de planicacion en PDDL.
3. Analisis de las metaheursticas existentes y las caractersticas con las que cuen-
tan, eligiendo aquella que presente una buena adaptabilidad para los nes re-
queridos del problema a trabajar.
4. Deteccion de puntos de decision en el algoritmo de orden parcial como prospec-
tos para implementacion de tecnicas de mejora de decisiones para la generacion
de soluciones.
5. Dise~no y desarrollo de un algoritmo unicado que incluya las caractersticas de
orden parcial y del recocido simulado.
6. Implementacion de desarrollo de algoritmo en el planicador.
7. Generacion de pruebas de comportamiento y funcionalidad.
8. Solucion de problemas de planicacion.
9. Analisis de resultados preliminares y depuracion de parametros.
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1.4 Hipotesis
El desarrollo de un planicador con caractersticas de POP y recocido simulado
permitira la exploracion de distintas areas en el espacio de soluciones, logrando
con ello encontrar diversos caminos para dar solucion a los problemas propuestos.
Como parte de la investigacion es necesario determinar si es posible realizar esta
combinacion de tecnicas y si el comportamiento resultante es aplicable a distintos
problemas de planicacion.
1.5 Aportaciones cientficas
La generacion de planicadores es un tema que se ha estado tratando desde
hace tiempo. Actualmente ha tenido gran auge debido a las aplicaciones que estos
tienen en diversos ambitos para ayudar a la solucion de distintos problemas, algunos
de ellos mencionados en la primera seccion de este captulo.
Mediante las implementaciones que se proponen en este trabajo de tesis se bus-
ca potencializar el funcionamiento de los planicadores y dar soluciones alternas y a
mayor cantidad de problemas establecidos. Diversos campos pueden verse benecia-
dos con la propuesta. Con este desarrollo se estara contribuyendo en los siguientes
puntos:
Realizar una busqueda mas completa dentro del espacio de soluciones, abar-
cando distintas areas de la misma.
El hacer saltos en el espacio de soluciones lleva al planicador a generar dis-
tintos caminos para crear una solucion por lo que se pueden tener distintas
soluciones a un mismo problema.
Debido al grado de aleatoriedad que tiene el planicador, es posible encontrar
una solucion aun y cuando un algoritmo voraz no la localiza, ya que el algoritmo
voraz consiste en elegir siempre la mejor solucion en cada paso de la busqueda,
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nuestro planicador permite en ciertas ocasiones elegir una solucion no tan
buena, pretendiendo con este punto encontrar una solucion en un area no
explorada.
1.6 Metodologa
El presente trabajo de investigacion inicia con un analisis exhaustivo de los
algoritmos de Planicacion de Orden Parcial con el proposito de reconocer las areas
de oportunidad y la viabilidad de extenderlos con funciones meta-heursticas.
Para lograr el conocimiento profundo del algoritmo POP se procedera a una
fase de seleccion de problemas de planicacion, y los problemas resultantes se re-
solveran con dichos algoritmos. El proposito es entender mejor el comportamiento
de los algoritmos en problemas complejos de planicacion.
Se desarrollara el algoritmo extendido de POP con recocido simulado lo cual
permitira incrementar la cobertura del espacio de soluciones. Se estudiaran diversas
modicaciones al algoritmo base de POP-SA propuesto con el n de mejorar aun mas
la cobertura de problemas resueltos por nuestro algoritmo. Se espera que un analisis
exhaustivo de los parametros mas importantes del algoritmo propuesto proporcione
la informacion necesaria para una adaptacion completa de recocido simulado en
POP.
Se realiza una seleccion de problemas los cuales varan desde problemas juguete
como el mundo de los bloques, problemas de transporte y problemas en los cuales
un robot se mueve a traves de una malla a distintas locaciones de la misma, algunos
de ellos son utilizados en las competencias internacionales de planicacion [18] .
Un numero signicativo de experimentos son realizados para probar la funicionalidad
de las modicaciones realizadas en el planicador, en base a los resultados obtenidos
se procede con las conclusiones del proyecto.
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1.7 Estructura de la Tesis
El trabajo de investigacion comienza con la descripcion del problema a abordar
y su importancia, se dan a conocer las caractersticas del tema y como se pretende
atacarlo mediante las estrategias de solucion seleccionadas. Ademas se incluye la
motivacion que llevo a desarrollar este proyecto a traves de un estudio a profundidad
de los temas relacionados a la planicacion que se encuentran en la literatura y como
aportar soluciones aplicables en el campo de la inteligencia articial, justicando
as la relevancia del problema.
En la hipotesis mostramos cuales son los resultados que se esperan obtener
mediante la aplicacion de las modicaciones realizadas en las tecnicas utilizadas
tanto en el planicador como en las metaheursticas elegidas. Se incluyen ademas
una serie de objetivos generales y especcos a alcanzar durante el desarrollo de la
investigacion.
En el primer captulo tambien se hace referencia a la metodologa a seguir para
alcanzar los objetivos establecidos.
En el captulo dos se introduce el marco teorico, presentando a profundidad
el estado del arte de la planicacion incluyendo caracteresenciales, componentes,
descripcion de funcionalidad y ejemplos practicos de aplicaciones. A su vez, este
captulo explica las tecnicas utilizadas para abordar el problema de planicacion y
su funcionamiento.
El tercer captulo corresponde a la metodologa de solucion utilizada, expli-
cando a detalle el funcionamiento de la metaheurstica del recocido simulado y sus
caractersticas generales. Ademas se incluye la formulacion del problema, en donde
se establece la descripcion del tema a abordar y como se pretende atacarlo, presen-
tando el funcionamiento y desglose de las estrategias y metodos aplicados.
La experimentacion y resultados obtenidos son abordados en el captulo cuatro,
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en este se muestra el comportamiento del algoritmo desarrollado en los problemas
utilizados, los cuales son descritos en esta misma seccion. Se evalua la funcionalidad
de los planicadores, ademas del analisis exhaustivo de los resultados obtenidos con
el n de evaluar la calidad de las soluciones e identicar areas de oportunidad.
Por ultimo, en el captulo cinco se describen las conclusiones generadas en base
a los resultados obtenidos previamente en la experimentacion, presentando tambien





Planicacion en inteligencia articial es el proceso de busqueda y articulacion
de una secuencia de acciones que permitan alcanzar un objetivo a partir de una
situacion inicial [31] [28] [15].
La planicacion estudia las acciones y los cambios que estas producen en los
estados de modelos que representan problemas reales.
A continuacion se denen los elementos utilizados para generar un problema
de planicacion: descripcion del estado inicial , descripcion del objetivo y la descrip-
cion de las posibles acciones disponibles, condiciones para aplicarlas y efecto de las
mismas[34] [41] [31].
Estado Inicial:incluye la descripcion del estado actual, objetos que lo compo-
nen, caractersticas y relaciones entre ellos
Objetivo: es la descripcion de la meta a alcanzar, especica aquellos objetos y
relaciones que tienen que ser verdaderos al nal del plan.
Acciones: describen las condiciones que deben existir para que se lleve a cabo
una transicion entre los estados, y los efectos de las mismas. Es decir, las
acciones describen la funcion de transicion entre todos los estados de nuestro
problema.
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La principal caracterstica de la planicacion es la representacion de estados,
objetivos y acciones, estas ultimas son representadas por descripciones logicas de
precondiciones y efectos, permitiendo al planicador realizar conexiones entre ac-
ciones y estados. Otra de las caractersticas en planicacion es que tiene la libertad
de agregar acciones al plan siempre que sea necesario, en vez de hacerlo de manera
gradual empezando por el estado inicial.
Por ultimo, es importante mencionar que la mayora de las partes del mundo
son independientes entre si, lo que permite elegir una meta a la vez e irlas resolvien-
do de manera paulatina (estrategia divide y venceras). Este tipo de metodologas
son ecientes debido a que casi siempre es mas facil resolver muchos subproblemas
peque~nos que uno solo muy grande. Sin embargo, no es util en casos donde el costo
de combinar las soluciones de los sub problemas es muy alto.
2.1.1 Lenguaje de planificacion PDDL
Los problemas son representados a traves de lenguajes estandar de planicacion
con sintaxis denida, uno de ellos es PDDL(Planning Domain Denition Language).
PDDL fue desarrrollado por Drew Mc-Dermott y dado a conocer en la Internation-
al Planning Competition de 1998 [22][1]. El lenguaje de planicacion PDDL desde
entonces se ha convertido en un estandar para la presentacion de modelos de plani-
cacion[2].
Una importante caracterstica que se ha desarrollado en PDDL es que el lengua-
je ha permitido tener un impacto signicativo en la investigacion de la planicacion
debido a la facilidad en que los sistemas comparten el estandar y el incremento en la
disponibilidad de compartir recursos de planicacion. La introduccion de PDDL ha
facilitado el desarrollo cientco de la planicacion. Desde 1998 se ha tenido fuerte
auge en la investigacion para la aplicacion de teconologas de planicacion en prob-
lemas reales [19].
Captulo 2. Marco teorico 11
Ademas de los puntos mencionados anteriormente, PDDL cuenta con las carac-
tersticas siguientes:
Lenguaje basado en acciones formulado para la solucion de problemas de pla-
nicacion.
Utiliza precondiciones para describir que tan aplicables son las acciones y sus
efectos, este punto es explicado a detalle en la siguiente seccion.
Capacidad de proveer funciones objetivo que pueden ser utilizadas para la toma
de decisiones en cuanto a la evaluacion de un plan. Un ejemplo de metrica que
puede ser representada es que el costo de un problema sea minimizado.
La nalidad del lenguaje es expresar en terminos denidos el comportamiento
del problema, incluyendo sus acciones, condiciones necesarias para ejecutarlas
y cuales son sus efectos al aplicarlas.
Utiliza expresiones numericas y operadores aritmeticos con sitaxis denida.
Los modelos estan orientados a objetos, de manera que las acciones son vistas
como metodos que aplican a un objeto dado .
Para la generacion de soluciones se utiliza ademas de la representacion del problema,
el dominio y un planicador.
El problema representa las condiciones iniciales y objetivos a alcanzar.
El dominio representa las acciones posibles que se pueden tomar en cuenta para
generar un plan, aqu se describen las caractersticas y condiciones necesarias
para ejecutar las acciones.
El planicador es un sistema que apartir de la representacion o modelos de
planicacion encuentra una solucion (plan) a un problema dado.
En la gura 2.1 se representan los elementos de un problema de planicacion.
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Figura 2.1: Problema
2.1.2 Planificadores
El dominio y problema, una vez modelados adecuadamente en su lenguaje, son
introducidos en un planicador, el cual es el encargado de dar solucion al problema
mediante algoritmos de busqueda. El planicador es una herramienta computacional
que permite obtener de manera automatica los planes adecuados para alcanzar una
meta. Los planicadores pueden utilizar distintas metodologas para ejecutar un
problema, tales como grafos, busqueda de planes parciales, estados, etc. Estos algo-
ritmos seran explicados a detalle mas adelante en este captulo.
Como resultado de un planicador se obtiene una secuencia ordenada de ac-
ciones, las cuales llevandolas a cabo sobre el entorno descrito en el estado inicial,
permiten cumplir el objetivo, a esta secuncia de acciones se le denomina plan.
Para poder implementar un problema es importante desarrollar un modelo de
reperesentacion adecuado. Una vez que se tiene el modelo este es aplicado a un
algoritmo de solucion el cual debe ser capaz de comprender y resolver el problema.
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2.1.3 Dominio y problema
Para dar solucion a problemas de planicacion se requiere utilizar los elemen-
tos dominio y problema. En el dominio se representan los posibles operaciones a
realizar, reglas de aplicacion y funciones de transicion de estados. En el problema se
encuentran representadas las condiciones iniciales y objetivos que hay que alcanzar
a lo largo de la generacion del plan.
Para describir mejor tanto el archivo dominio como el archivo problema mostraremos
como ejemplo el conocido problema del mundo de los bloques, el cual consiste en
un conjunto de bloques sobre una mesa, los bloques pueden ser colocados uno sobre
otro, pero solamente uno puede ser apilado encima de otro, se levanta un bloque a
la vez y se direcciona en otra posicion, ya sea encima de la mesa o en otro bloque.
El objetivo es encontrar los pasos a seguir (plan) para llegar de una conguracion
inicial a un estado nal deseado.
Para describir mejor la representacion de un problema en PDDL podramos
tener como objetivo colocar un bloque A sobre bloque B, y el bloque B sobre el




(:objects a b c)
(:init (block a) (block b) (block c) (block table)
(on c a) (on b table) (on a table))
(:goal (and (on b c) (on a b))))
El problema contiene los siguientes elementos:
1. Objetos: a, b c, son los bloques a utilizar
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Figura 2.2: Mundo de los bloques
2. Condiciones iniciales: es el estado de las variables que componen el mundo
actual init (block a) (block b) (block c) (block table) (on c a) (on b table) (on
a table)), indica que al inicio del ejercicio se tiene el bloque a, b y c, se cuenta
con una mesa y la descripcion de cada uno de los objetos es que el bloque C
se encuentra sobre el bloque A, el bloque B se encuentra sobre la mesa y A se
encuentra sobre la mesa (ver primera parte de la Figura 2.2).
3. Objetivos a alcanzar: es el estado nal que se desea alcanzar, en el ejemplo
citado se desea la conguracion B sobre C y A sobre B.
4. Predicados: se denen como las proposiciones utilizadas para representar la
relacion entre objetos, como parte de la representacion del problema se incluyen
en condiciones iniciales y objetivos .
El dominio es la funcion de transicion del problema,dicho de otra manera, la
teora del dominio es una descripcion de todas las posibles acciones que se pueden
realizar, como afecta cada una de ellas a los objetos del mundo, a sus caractersticas




(:predicates (on ?x ?y) (clear ?x) (block ?x))
(:action put on
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:parameters (?x ?y ?z)
:precondition (and (on ?x ?z) (clear ?x) (clear ?y)
(not (= ?y ?z)) (not (= ?x ?z))
(not (= ?x ?y)) (not (= ?x table)))
:eect (and (on ?x ?y) (not (on ?x ?z))
(when (not (= ?z table)) (clear ?z))
(when (not (= ?y table)) (not (clear ?y))))))
Uno de los elementos del dominio son los predicados, los cuales, como se men-
ciono en la descripcion del problema, indican relacion entre objetos. Se pueden re-
presentar de la siguiente manera:
(:predicates (on ?x ?y) (clear ?x) (block ?x))
En donde ?x y ?y tomaran valores de A,B o C, (on ?x ?y) indica la posicion
en la que estaran los bloques uno sobre otro, (clear ?x) indica que el bloque no tiene
ningun objeto encima de el, (block ?x) se reere a un bloque en particular.
EL factor principal del dominio son las acciones, las cuales seran descritas a
fondo en la siguiente seccion.
Acciones
Las acciones son funciones necesarias para resolver un problema, permiten la
transicion de un estado a otro. Se especican en terminos de las precondiciones que
deben cumplirse antes de ser ejecutadas y las consecuencias que se siguen cuando
se ejecutan. Constituyen una parte esencial del dominio del problema y solo pueden
ser ejecutadas cuando su precondicion es verdadera. Cuando una accion es ejecutada
cambia la descripcion del mundo.
La accion put on (poner sobre) se describe como sigue.
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(:action put on
:parameters (?x ?y ?z)
:precondition (and (on ?x ?z) (clear ?x) (clear ?y)
(not (= ?y ?z)) (not (= ?x ?z))
(not (= ?x ?y)) (not (= ?x table)))
:eect ( and (on ?x ?y) (not (on ?x ?z))
(when (not (= ?z table)) (clear ?z))
(when (not (= ?y table)) (not (clear ?y))))
)
La accion mencionada contiene los siguientes elementos:
Parametros : son los posibles valores que pueden tomar las literales de la accion,
es decir, las variables de entrada, incluye los objetos relacionados al dominio.
:parameters (?x ?y ?z)
Los parametros u objetos que se estaran utilizando , son A, B, C.
Las literales tienen la sintaxis ?x, donde ?x se reere a las variables de entrada
de la accion y estan denidos por los objetos establecidos en el problema.
Precondiciones: contiene un conjunto de literales positivas o negativas, las
cuales se deben cumplir para poder ejecutar una accion. Por ejemplo, la pre-
condicion aqu mostrada para la accion put on, indica que para poder aplicar
la accion el objeto ?x debe estar sobre el objeto ?z, el objeto ?x debe estar
libre y el objeto ?y debe estar libre. A su vez, ?y no debe ser igual al valor de
?z, ?x no debe ser igual a ?z, ?x no debe ser igual a ?y y ?x no debe ser mesa.
:precondition (and (on ?x ?z) (clear ?x) (clear ?y)
(not (= ?y ?z)) (not (= ?x ?z))
(not (= ?x ?y)) (not (= ?x table)))
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Efectos: al igual que las precondiciones, contiene literales, en donde se dene
el resultado de ejecutar cierta accion. Un efecto de la accion es el conjunto que
puede incluir tanto literales positivas como negativas. En el ejemplo de aplicar
la accion put on, el efecto obtenido indica que el objeto ?x esta sobre ?y, el
objeto ?x no esta sobre ?z, cuando ?z no es igual a mesa ?z ningun objeto
esta sobre z y cuando ?y no es igual a mesa ningun objeto esta sobre ?y.
:eect (and (on ?x ?y) (not (on ?x ?z))
(when (not (= ?z table)) (clear ?z))
(when (not (= ?y table)) (not (clear ?y))))))
PDDL permite expresar la estructura de objetos en un dominio, mediante los
parametros que aparecen en las acciones y los argumentos de los predicados, acciones
con precondiciones negativas y efectos condicionales asi como el uso de pre y post
condiciones.
Mas adelante se explica el desarrollo del problema y como se van interrela-
cionado las acciones entre s para lograr el objetivo deseado.
2.2 Algoritmos de planificacion
Los algoritmos de planicacion han sido aplicados en una variedad de proble-
mas, ademas de los mencionados en las secciones anteriores. El trabajo en el de-
sarrollo de algoritmos ha progresado desde la modelacion hasta la implementacion
en software utilizado en la industria. En algunos casos la investigacion sigue sien-
do aplicada para incrementar el potencial de metodos de planicacion [20]. Una de
las metodologas utilizadas en la generacion de algoritmos es la estrategia divide
y venceras , en la cual se resuelven problemas de manera recursiva, aplicando los
siguientes pasos en cada nivel de la recursion [4].
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1. Dividir: consiste en dividir el problema en subproblemas, los cuales son instan-
cias mas peque~nas del mismo problema.
2. Conquistar: resolver los problemas recursivamente.
3. Combinar: las soluciones de los subproblemas se combinan para obtener la
solucion del problema original
La tarea de un algoritmo de planicacion es encontrar una secuencia nita de
acciones que, cuando son aplicadas transforma el estado inicial en un estado nal
distinto que cubra los objetivos planteados en el problema.
Los algoritmos de planicacion se engloban en tres paradigmas generales: plani-
cacion por estados, grafos y planes parciales, los cuales seran descritos a detalle en
las secciones siguientes.
2.2.1 Espacio de estados
El espacio de estados consiste en un conjunto nito de estados V y un conjunto
nito de acciones A. En el espacio de estados, las acciones disponibles producen
transiciones entre los estados al modicar sus contenidos, esto origina que el espacio
de estados se vea representado como un grafo G=V, A, donde los nodos corresponden
a los estados del problema (V) y los arcos entre ellos corresponden a las transiciones
o acciones (A) entre los mismos.
En el espacio de estados, cada nodo representa una descripcion del mundo y
cada arco representa la aplicacion de una accion valida para un determinado estado.
En este formalismo un plan se encuentra denido como una secuencia de arcos (un
camino) que permiten cruzar el espacio de estados de un nodo inicial a un nodo
objetivo. En la gura 2.3 podemos visualizar el espacio de estados en un grafo.
Las descripciones de las acciones de un problema de planicacion especican
tanto precondiciones como efectos, por lo tanto, son posibles las busquedas en ambas
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Figura 2.3: Espacio de estados
direcciones, busquedas hacia adelante desde el estado inicial o busquedas hacia atras
desde el estado nal, estos tambien son llamados progresivos y regresivos.
Regresion
La busqueda regresiva consiste en encontrar un camino a partir del objetivo,
esto es, empieza por las metas que hay que satisfacer y va trabajando hacia atras
en busca de operadores que ofrezcan la solucion deseada, esto se realiza a traves de
los nodos intermedios y de esta manera se busca llegar al estado inicial, logrando asi
la solucion. La principal ventaja de este tipo de busqueda es que permite considerar
solamente acciones relevantes. La restriccion a acciones relevantes se traduce en
busquedas hacia atras que tienen un factor de ramicacion mucho menor que en
busquedas hacia adelante.
Progresion
Toma su nombre debido a que mantiene una direccion de avance. En la busque-
da progresiva o hacia adelante se comienza en el estado inicial, considerando secuen-
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cias de acciones hasta encontrar una que alcance el estado objetivo [36] [32]. Se ha
demostrado que la busqueda hacia adelante en un espacio de estados es inecaz si no
utiliza buenas heursticas, es por ello que es de suma relevancia utilizar una buena
heurstica, ya que corre el riesgo de quedar incompleto en la busqueda de solucion.
Ademas utiliza acciones irrelevantes, esto se da porque todas las posibles acciones
son consideradas desde el estado en que nos encontramos [31].
Planificacion de orden total
Encuentra un camino desde el estado inicial al estado nal, la busqueda se
desarrolla en un espacio de estados y puede ser progresiva o regresiva. El espacio de
busqueda esta conformado por secuencias totalmente ordenadas de acciones.
2.2.2 Espacio de planes
En la busqueda a traves del espacio de planes los nodos representan planes
parciales y los arcos son las operaciones de renamientos al plan. Los renamientos
consisten en el ordenamiento de acciones en un plan. Mas adelante en este captulo
se explica el detalle sobre renamientos. En la gura 2.4 se muestra la representacion
del espacio de planes.
Figura 2.4: Espacio de planes
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Planificacion de orden parcial
En el espacio de planes, una solucion se representa como una secuencia de
acciones parcialmente ordenada, por lo que los algoritmos que utilizan dicho espacio
caen dentro del formalismo de Planicacion de Orden Parcial. Originalmente, la
planicacion de orden parcial fue introducida en el a~no 1975 por Sacerdoti como
una manera de mejorar la eciencia de la planicacion evitando compromisos de un
orden en particular con los subojetivos a alcanzar [23].
Es un algoritmo utilizado para la solucion de problemas en el cual, el espacio
de planes se representa como una secuencia parcialmente ordenada. Su principal
ventaja es la exibilidad en el orden de construccion del plan, debido a que toma
las decisiones mas importantes al principio en lugar de seguirlas en cierto orden
establecido
En la planicacion de orden parcial se trabaja sobre cada subproblema se-
paradamente, tomando decisiones sobre el orden en que suceden las acciones desde
todos los subproblemas. La planicacion de orden parcial utiliza un enfoque en el
cual se trabaja en varios subojetivos de manera independiente y estos subobjetivos
son solucionados por medio de subplanes. El esquema de orden parcial tiene la ven-
taja de ser exible en cuanto al orden en que se construye el plan , es decir puede
trabajar sobre importantes acciones primero antes de elegir las acciones en el orden
establecido.
La estrategia de aplazar una opcion durante la busqueda se conoce como mni-
mo compromiso [31] en la cual solo las decisiones esenciales se registran haciendo
elecciones hasta que todas las precondiciones sean satisfechas. Esta metodologa re-
duce el factor de ramicacion en el espacio de busqueda [43].
EL planicador POP se implementa como una busqueda en el espacio de los
planes, comenzando con un plan vacio y posteriormente se consideran formas de
renar el plan hasta que se tenga un plan completo que resuelva el problema.
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Figura 2.5: Total y parcial
En la gura 2.5 podemos observar un plan de orden parcial que consituye la
solucion para un problema de zapatos y calcetines. La solucion es representada co-
mo un grafo de acciones y no como una secuencia. La solucion de orden parcial
corresponde a seis posibles planes de orden total, cada uno de ellos conocidos como
linealizacion del plan de orden parcial [31]. La principal diferencia entre la plani-
cacion de orden parcial y de orden total es que una solucion de orden parcial no
restringe el ordenamiento entre acciones cuando no es necesario, en el ejemplo 2.5
no importa si empezamos primero con el izquierdo o derecho, pero ambas acciones
tienen qu preceder al zapato. En la planicacion total se tiene que especicar un
ordenamiento total entre las acciones, aunque este no sea necesario.
Un plan de orden parcial se representa con los siguientes elementos: P <
A;O; L > en el cual A es el conjunto de acciones, O= son las restricciones y L
son los enlaces causales.
1. Conjunto de acciones: Un plan vaco contiene las acciones inicio y n. Inicio
no posee precondiciones y tiene como efectos los literales en el estado inicial
del problema de planicacion, el estado nal no tiene efectos y tiene como
precondiciones los literales del objetivo del problema de planicacion
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2. Conjunto de restricciones ordenadas. Cada limitacion ordenada es de la forma
A < B, la cual se lee A antes de B y signica que la accion debe ser ejecu-
tada en algun momento antes de la accion B , pero no necesariamente en el
estado inmediatamente anterior. Las restricciones ordenadas deben describir
un orden parcial apropiado. Cualquier ciclo (A < B y B < A) representa una
contradiccion. Las restricciones ordenadas ayudan a prevenir inconsistencias
en el plan.
3. Relaciones causales:Cada enlace causal se encarga de unir dos acciones , las
cuales se dividen en dos categoras: accion productora (A) y accion consumi-
dora (B), de esta manera el enlace causal creara una relacion entre los efectos
de la accion productora con las precondiciones de la accion consumidora [21]
[34]. Representandolo de la siguiente manera: A !p B y se lee como A alcanza
B a traves de p [9].
Indica que p es un efecto de la accion A y una precondicion para B . Una
accion C entrara en conicto si C tiene el efecto :p y si C pudiera traer A
antes que B.
El mecanismo de busqueda de orden parcial consta de dos componentes de
toma de decision relevantes, la seleccion de nodo o plan parcial y la seleccion de
la falla a resolver, las fallas son descritas mas adelante en esta misma seccion. La
primera, seleccion de nodo consiste en elegir a cual plan parcial se le va a aplicar
un renamiento en el siguiente paso, una vez que el plan ha sido seleccionado para
su renamiento se realiza una serie de evaluaciones para asegurar que las acciones
sean consistentes, esto es que no tengan ningun tipo de falla, para lograrlo, el plan-
icador debera entonces seleccionar una falla a atacar, la cual implica elegir entre
una condicion abierta y un enlace no seguro [29].
Una falla se presenta cuand una accion introducida interere con decisiones an-
teriores. Cuando el plan contiene una falla existe el riesgo de que el plan no funcione
correctamente. Para prevenir este tipo de situaciones el algoritmo de planicacion
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debe revisar si hay fallas y tomar las medidas necesarias para solucionarlas. Las
fallas que se pueden presentar son: condiciones abiertas y enlaces no seguros.
Condiciones abiertas: uno de los efectos de cierta accion no se encuentra conec-
tada con alguna precondicion de otra accion. Se soluciona agregando un enlace
causal de otra accion, ya sea una nueva o una existente [42].
Enlace no seguro: la precondicion de una accion entra en conicto con el efecto
de otra accion [27]. Para corregir este tipo de situaciones se aplican ciertos
renamientos, los cuales consisten en el ordenamiento de acciones. Los re-
namientos se dividen en las siguientes categoras:
1. Degradacion: asegura que la accion 1 sea ejecutada antes de la accion 2
2. Promocion: realiza un movimiento contrario, asegurando que la accion 2
sea ejecutada antes que la accion 1 [34].
Un planicador con mnimo compromiso debe llevar registro de las constantes,
ordenamiento, enlaces y hacer cumplir la consistencia entre ellos, lo cual agrega
complejidad a los algoritmos de planicacion [43]. Se dene un plan consistente como
un plan en el cual no hay ciclos en las restricciones ordenadas y no existen conictos
con los enlaces causales. Un plan consistente con precondiciones no abiertas es una
solucion.
En el algoritmo 2.1 podemos observar el comportamiento de la busqueda de
una solucion a un problema de planicacion, dentro del espacio de planes parciales,
en el cual, dado un problema, regresa un plan de solucion o ningun plan en caso de
que el problema carezca de solucion. El problema de planicacion es un conjunto de
condiciones iniciales I y un conjunto de objetivos G y es representado por un plan
inicial con acciones dummy a0 a1, donde los efectos de a0 representan las condi-
ciones iniciales del problema y las precondiciones de a1 representan los objetivos
del problema. El procedimiento de la lnea 2 CrearPlanInicial regresa un plan con
estas caractersticas. Se genera un conjunto de planes parciales P que aun no son
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Algoritmo 2.1: Algoritmo de orden parcial
Encontrar plan (I,G) dadas las condiciones iniciales y objetivos1
P  CrearPlanInicial (I,G)2
while P 6= O mientras existan planes pendientes do3
  seleccionar un plan parcial de P, y eliminarlo de los planes4
pendientes
if (F() == 0) si el plan elegido no tiene fallas5
then6
return  se tiene una solucion7
else8
f  seleccionar una falla del conjunto de fallas en un plan 9
aplicar renamientos al plan  e incluir dichos renamientos en la10
cola de planes pendientes P
return failure, el problema no tiene solucion11
visitados. En cada etapa del proceso un plan  es seleccionado (lnea 4) y se elimina
de los planes pendientes P, despues se valida si el plan seleccionado tiene fallas que
reparar. Se aplican los renamientos correspondientes para resolver la falla (lnea
10) y el proceso continua hasta que P esta vaco, en cuyo caso el problema no tiene
solucion (lnea 11) o hasta que un plan sin fallas sea encontrado, de ser asi, se tiene
la solucion al problema (lnea 7) [11].
A continuacion se muestra el ejemplo de manera graca del mundo de los
bloques solucionado mediante el algoritmo de orden parcial.
1. Empieza con un estado inicial cuyas precondiciones son nulas y sus efectos
consisten en: (sobre A) (libre B) (libre C) (sobre B mesa). Tambien cuenta con
un estado Final el cual tiene las siguientes condiciones abiertas: (Sobre B C)
(Sobre A B) que corresponden a los objetivos a alcanzar y a su vez Final tiene
efectos nulos. Figura 2.6.
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Figura 2.6: Mundo de los bloques parte1
2. Debido a que el objetivo (sobre A B) no se puede ligar a ninguno de los efectos
de inicio, se agrega una nueva accion mover A de mesa a B y se hace el link
causal sobre A B, tal como se observa en la gura 2.7
3. Se agregan las acciones Mover B de mesa a C y mover C de A a mesa. Figura
2.8.
Figura 2.7: Mundo de los bloques parte2
4. Se toma la precondicion (libre A) de la accion Mover A de mesa a B y se
satisface con la accion mover C de mesa a A, y el resto de las precondiciones
se satisfacen con el estado inicial. Figura 2.9.
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Figura 2.8: Mundo de los bloques parte3
5. Las precondiciones de la accion mover C de mesa a A se pueden satisfacer con
los efectos de inicio, se agregan los enlaces. Figura 2.10.
6. Existe una amenaza en la accion mover B de mesa a C con el efecto (libre C)
(marcado en rojo), condicion requerida para la accion mover C de A a mesa,
esta amenaza se resuelve ordenando la accion Mover B de mesa a C despues
de la accion mover C de A a mesa . Figura 2.11.
7. Las precondiciones de mover B de mesa a C se satisfacen con el estado inicial
y el objetivo de n (sobre B c) se satisface con el efecto de mover B de mesa
a C. de esta manera se tiene un plan completo donde se satisfacen todas las
precondiciones. Figura 2.12.
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Figura 2.9: Mundo de los bloques parte4
8. Quedando el plan con la siguiente secuencia de acciones, tal como se visualiza
en la gura 2.13.
Mover C de A a mesa
Mover B de mesa a C
Mover A de mesa a B
La planicacion de orden parcial posee una ventaja por su capacidad para
descomponer problemas en subproblemas. Su principal motivacion es la eciencia
evitando el compromiso prematuro en las decisiones y por consiguiente evita retro-
cesos innecesarios, mejorando as el rendimiento del planicador [38]. Sin embargo
no representa los estados directamente, de modo que es mas difcil estimar cuanto
de alejado esta un plan de orden parcial de alcanzar un objetivo [37].
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Figura 2.10: Mundo de los bloques parte5
Se ha desarrollado una variedad de planicadores, sin embargo para nalidades
de este trabajo nos centraremos en aquellos basados en el modelo de orden parcial.
A continuacion veremos el funcionamiento de algunos de los planicadores que se
han desarrollado bajo este esquema.
UCPOP: opera con acciones que tienen efectos condicionales, precondiciones,
efectos y objetivos universalmente cuanticados . Su funcionamiento comien-
za con un plan inicial, cuyos efectos son las condiciones iniciales y un plan
nal cuyas precondiciones son los objetivos a alcanzar. UCPOP intenta com-
pletar el plan inicial agregando pasos nuevos y restricciones hasta que todas
las precondiciones son satisfechas, los dos principales pasos son soportar las
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Figura 2.11: Mundo de los bloques parte6
condiciones abiertas y resolver las fallas. Para soportar las condiciones abier-
tas UCPOP elige de manera no determinista y agrega un enlace caual. Para
resolver las fallas elige de igual manera de forma no determinista un metodo
para resolverlo, ya sea reordenando los pasos del plan o agregando constantes
nuevas de igualdad [26] [35] [8].
VHPOP (Versatile Heuristic Partial Order Planning), desarrollado en 2003 por
L.S. Younes y Reid Simmons, el cual esta basado en UCPOP, es un planicador
de orden parcial de enlaces causales el cual incluye la posibilidad de utilizar
estrategias en base al costo de cada decision respecto a la cercania para llegar
a la solucion nal. Utiliza estrategias basadas en las falllas del problema y
heursticas basadas en el analisis de alcanzabilidad.
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Figura 2.12: Mundo de los bloques parte7
VHPOP tuvo participacion en la tercera competencia Internacional de Plan-
icacion (IPC3) 2003 logrando resolver el 54% de los problemas establecidos
[18].
REPOP: su metodologa de uso se basa en el espacio de estados y busqueda
CSP, adaptandolos al algoritmo POP , utiliza heursticas basadas en distan-
cia y analisis de factibilidad y tecnicas de procesamiento de restricciones. Las
heursticas basadas en distancia son utilizadas como base para establecer el
costo de planes parciales y como metricas para la seleccion de fallas. Las ulti-
mas dos tecnicas son utilizadas para garantizar la consistencia de los planes
parciales detectando conictos implcitos y resolverlos [24].
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Figura 2.13: Mundo de los bloques parte8
VHPOP, el planicador seleccionado para esta investigacion, ha competido en
la competencia internacional de planicacion organizador por la Conferencia Inter-
nacional sobre Planicacion y Programacion Automatizada (ICAPS). La Conferen-
cia Internacional sobre Planicacion y Programacion Automatica (ICAPS) es un
foro de investigadores y profesonales en planicacion y programacion (scheduling),
tecnologas crticas en areas como la manufactura, sistemas espaciales, software de
ingeniera, robotica, educacion y entretenimiento.
ICAPS fue creado como resultado de la fusion entre entre las conferencias AIPS,
por sus siglas Conferencia Internacional de Inteligencia Articial, Planicacion y
Programacion y y ECP, Conferencia Europea de Planicacion. El objetivo principal
de ICAPS es promover el area de la planicacion y programacion automatizada,
a traves de la organizacion de reuniones tecnicas, incluyendo la conferencia anual
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ICAPS, ademas de escuelas de verano, tutoriales y actividades de entrenamiento
en varios eventos por medio de la organizacion de competencias de planicacion y
programacion , as como la evaluacion comparativa y otros medios de avance para
promover el estado del arte en el campo, logrando asi que jovenes cientcos se
involucren mediante la difusion de publicaciones, sistemas de planicacion, domin-
ios, simuladores, herramientas de software y material tecnico. La ultima conferencia
realizada tuvo lugar en 2013 en Roma, Italia.[13]
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Formulacion del problema y
metodologa de solucion
3.1 Introduccion
Conseguir soluciones optimas en ciertos problemas de importancia industrial
y cientca es intratable. En la practica se utilizan comunmente soluciones buenas,
las cuales son obtenidas mediante algoritmos heursticos o metaheursticos.
Las heursticas en los planicadores son utilizadas como una funcion de eval-
uacion, estimando el costo de alcanzar un objetivo desde un punto dado. Existe un
variedad de algoritmos que utilizan funciones heursticas de evaluacion para reducir
la busqueda, algunas de ellas incluyen algoritmo de ascenso de colinas (hill climb-
ing), A* o IDA [16]. Un metodo de busqueda metaheurstico se puede denir como
metodologas generales de nivel superior que pueden ser utilizadas como estrategias
de gua en el dise~no de heursticas subyacentes para resolver un problema especco
[39].
Las metaheursticas tienen la capacidad de proporcionar soluciones aceptables
en tiempos razonables para resolver problemas difciles y complejos aplicados en cien-
cia e ingeniera. A diferencia de los metodos exactos, sin embargo, las metaheursticas
no garantizan la optimalidad de las soluciones obtenidas.
34
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3.2 Planteamiento del problema
Dentro de las areas de oportunidad existentes en el algoritmo POP encontramos
la toma de decisiones al momento de seleccionar los planes parciales a trabajar
durante la busqueda y la seleccion del renamiento a aplicar una vez que el plan
ha sido seleccionado. Estos dos puntos de decision han sido considerados por la
comunidad cientca desarrollando funciones heursticas para evaluar la calidad de
planes parciales y renamientos. Sin embargo, no existen registros en la literatura
de la aplicacion directa de metaheursticas automatizadas a POP, hasta ahora.
Nuestra solucion considera la modicacion del motor de busqueda de POP
usando tecnicas metaheursticas de recocido simulado, con la nalidad de diversicar
las soluciones consideras por POP. Nuestro trabajo se explica a detalle en la siguiente
seccion.
3.3 Recocido simulado
Se aplica la tecnica del recocido simulado (simulated annealing), propuesta en
1982 por S. Kirkpatrick[39], en el algoritmo POP para la seleccion de planes.
El recocido simulado una metaheurstica de busqueda local que ha sido aplicada
a problemas de optimizacion combinatoria[39], los cuales estan relacionados con
teora de algoritmos, complejidad computacional e inteligencia articial. Este tipo
de problemas resuelven instancias explorando el campo de soluciones (usualmente
grande).
El recocido simulado ha probado su efectividad en varios campos tales como el
dise~no de circuitos electronicos, procesamiento de imagenes, organizacion de la red de
procesamiento de datos, etc. Establece la conexion entre este tipo de comportamiento
de termodinamica y la busqueda del mnimo global para un problema de optimizacion
discreta [6].
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Es llamado as debido a la analoga con el proceso fsico de enfriamiento de
solidos mediante el cual se aplica calentamiento sobre un material y despues se somete
a un enfriamiento lentamente y de manera controlada hasta obtener una estructura
fuerte y cristalina en la que se alcanza un estado de energia mnimo [17][39][7]. Si
el sistema de enfriamiento es sucientemente lento la conguracion nal resulta en
un solido en el cual se tiene una integridad estructural superior. El algoritmo simula
los cambios de energa en el sistema sujeto a un proceso de enfriamiento hasta que
converge en un estado de equilibrio.
La principal aportacion del algoritmo es que provee un mecanismo para escapar
del optimo local permitiendo movimientos malos (ascendentes), de esta manera es
posible saltar fuera del optimo local y potencialmente caer en una solucion mas
prometedora [33] [17]. Este comportamiento se puede visualizar en la gura 3.1. La
idea es hacer suciente exploracion en el espacio de soluciones, de esta manera se
disminuye la probabilidad de quedar atrapado en un mnimo local. La caracterstica
principal con la que cuenta esta tecnica es que examina los planes vecinos de manera
aleatoria, ya sea que el nuevo vecino sea mejor, o en caso de que no, pase una prueba
de aleatorizacion para ser elegido [10].
El rango bajo el cual el sistema es enfriado se le conoce como calendario de
enfriamiento(annealing schedule). Si el enfriamiento ocurre muy rapido se puede al-
canzar una solucion local, si de otra manera se realiza un enfriamiento lento se puede
alcanzar la solucion mnima global. A medida que la temperatura alcanza el valor
de cero los movimientos a una solucion peor (hill climbing) son menos frecuentes.
Para implementar el algoritmo, es necesario seleccionar un esquema de en-
friamiento, el cual dene la temperatura actual para cada paso del algoritmo. El
enfriamiento tiene un impacto considerablemente fuerte en el exito del algoritmo
[39]. Los parametros a considerar son:
El valor inicial que sera usado como temperatura.
Criterio para decidir cuando se reduce la temperatura.
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Metodo utilizado para realizar la disminucion de la temperatura.
Temperatura nal, la cual dene el criterio de parada.
Se empieza con una temperatura alta, lo que permite realizar saltos grandes
dentro del espacio de soluciones y gradualmente estos saltos van disminuyendo con-
forme disminuye la intensidad de la temperatura permitiendo escapar de un optimo
local.
En el algoritmo 3.1 se explica a detalle la plantilla del algoritmo correspondiente
al recocido simulado [33], el cual se desarrolla en varias iteraciones. En cada iteracion
se genera un vecino de manera aleatoria (lnea 4), si el movimiento es mejor que el
actual se acepta siempre (lnea 7), en caso de ser peor el vecino es seleccionado con
cierta probabilidad la cual depende de la temperatura actual y de la disminucion de
energa E de la funcion objetivo(lnea 9) . E representa la diferencia de el valor
objetivo (energa) entre la solucion actual y la solucion vecina. Conforme avanza el
algoritmo la probabilidad de tomar soluciones malas decrementa, es por eso que los
movimientos malos son mas frecuentes al inicio del algoritmo, ver gura 3.1.
La probabilidad sigue una distribucion de Boltzman [39] [3].
P = e =T
El parametro de control temperatura determina la probabilidad de aceptar
soluciones no tan buenas. Dado un valor particular de temperatura son exploradas
diversas soluciones. Una vez que el estado de equilibrio es alcanzado la temperatura
se decrementa gradualmente de acuerdo al sistema de enfriamiento denido de tal
manera que pocas soluciones malas vayan siendo aceptadas al nal de la busqueda.
Si la temperatura disminuye despacio, se realizan saltos mas grandes en el es-
pacio de soluciones lo que nos lleva a encontrar un optimo global[30]. En la gura 3.1
se muestra como el recocido simulado permite escapar de un optimo local. Mientras
mayor sea la temperatura existe mayor probabilidad de que un movimiento malo sea
aceptado.
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Figura 3.1: Recocido simulado
Para realizar un dise~no eciente de la metaheurstica es importante la deni-
cion del vecindario y la generacion de la solucion inicial, ademas del dise~no de los
siguientes elementos:
Funcion de aceptacion de probabilidad: es el principal elemento del recocido simu-
lado que habilita a los vecinos (soluciones potenciales) no mejores a ser aceptados.
Esquema de enfriamiento: dene la temperatura en cada paso del algoritmo. Tiene
un papel escencial en la eciencia y efectividad del algoritmo.
3.3.1 Movimientos de aceptacion
Los movimientos de aceptacion permiten al sistema escapar del optimo local
debido a la aceptacion probabilstica de un vecino con solucion peor. La probabili-
dad de aceptar a este vecino es proporcional a la tempratura T e inversamente
proporcional al cambio de la funcion objetivo E. A altas temperaturas la proba-
biliad de aceptacion aun movimiento peor es alta. Si T= 1, todos los movimientos
son aceptados. A bajas tempraturas la probabilidad de aceptar un movimiento malo
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Algoritmo 3.1: Algoritmo de Recocido Simulado
M= numero de movimientos a permitir1
T= temperatura actual2
for m= 1 to M do3
Generar movimiento aleatorio de la solucion actual.4
Evaluar el cambio de energa E5
if E < 0 then6
se acepta el movimiento a una solucion mejor7
else8
se acepta el movimiento a una solucion mala con9
probabilidad=e =T
decrementa. Si T=0, ningun movimiento malo es aceptado y la busqueda es equiva-
lente a una busqueda local (hill climbing).
3.3.2 Esquema de enfriamiento
El esquema de enfriamiento dene para cada paso del algoritmo la temperatura
actual. Tiene un gran impacto en el exito del algoritmo de optimizacion del recocido
simulado. La funcionalidad del recocido simulado es muy sensible a las elecciones del
esquema de enfriamiento.
Temperatura inicial
Si la temperatura inicial es muy alta, la busqueda sera como una busqueda
local aleatoria, por otro lado, si la temperatura es muy baja, la busqueda se con-
vierte en una busqueda local, tomando solamente los planes mejores. Por esto es
importante mantener un balance entre estos dos extremos. La temperatura inicial
no debe ser muy alta para conducir a una busqueda aleatoria por un periodo de
tiempo pero lo sucientemente alta para permitir movimientos peores. Si se tiene
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una aceptacion de todos los movimientos malos durante la fase inicial del algoritmo
el tiempo computacional de ejecucion se vuelve muy alto, de ahi la importancia de
determinar este valor de manera adecuada.
Enfriamiento
En el recocido simulado, la temperatura es decrementada de manera gradual,
hasta llegar al valor cero, o el determinado previamente. Existe una estrecha relacion
entre la calidad de las soluciones obtenidas y la rapidez del esquema de enfriamiento.
Si la tempreatura se decrementa lentamente, se pueden obtener mejores soluciones
pero con un tiempo computacional mas signicante. Existen diversos metodos para
realizar esta actualizacion.
La temperatura puede ser actualizada de distintas maneras, uno de los metodos
utilizados es el esquema geometrico , en el cual se utiliza la formula:
T=T
Donde  toma un valor entre 0 y 1. Es la funcion de enfriamiento mas utilizada,
trabajos anteriores han demostrado que los valores de  dan mejor resultado cuando
se encuentran en el rango de .5 y .99. [39].
Criterio de parada
Respecto al criterio de parada, la teora sugiere que la temperatura nal sea
igual a cero. Sin embargo en la practica es comun parar la busqueda cuando la
probabilidad de aceptar un movimiento es casi cero.
3.4 Metodologa de solucion
El planicador desarrollado, el cual llamaremos POP-SA esta basado en la com-
binacion de la funcionalidad del algoritmo de orden parcial y en el comportamiento
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de la metaheurstica conocida como recocido simulado. Se realiza un analisis ex-
haustivo de ambos metodos y se aplican modicaciones orientadas a la solucion de
problemas de planicacion.
A lo largo de esta seccion se presenta la adaptacion de las caractersticas del
recocido simulado en el planicador y como estas ayudan a resolver mas problemas
y con distintos resultados que algunos de los planicadores de orden parcial.
La idea de aplicar recocido simulado al algoritmo de planicacion de orden
parcial surge en relacion a la libertad que otorga POP para seleccionar planes gracias
a la estrategia que utiliza de mnimo compromiso, ademas de la factiblidad que
presenta al adaptar el recocido simulado en la toma de decisiones de POP. Debido
a que el algoritmo de orden parcial cuenta con dos componentes para el control de
busqueda de soluciones, uno de ellos, la seleccion de nodos o planes parciales en
el cual se decide cual plan se estara trabajando como siguiente paso de la solucion
y el otro punto es la seleccion de fallas a tratar [14]. El atacar estos puntos de
decision ha demostrado ser util en cuanto al funcionamiento de los planicadores.
Es por ello que en esta seccion se muestra como orientar al planicador a tomar
decisiones para determinar la eleccion del plan siguiente. En trabajos anteriores se
han implementado estrategias para la seleccion de planes, en su mayora utilizando
clasicacion de planes en base al numero de pasos para llegar a la solucion, numero
de condiciones abiertas o numero de fallas en el plan parcial [29].
El proposito de aplicar recocido simulado a POP es el de permitirle al algorit-
mo de orden parcial explorar otras regiones del espacio de busqueda. Al permitirle
considerar soluciones malas, estamos siguiendo la intuicion del recocido simulado de
considerar soluciones no antes vistas y debido a que el espacio de busqueda de POP
es grande (PSPACE en general) creemos que su bajo porcentaje de solucion de prob-
lemas (54%) se debe en parte a que no explora lo suciente y en el lugar adecuado.
Al implementar recocido simulado buscamos abarcar un espacio de soluciones que
con el ascenso de colinas original no se explora.
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Nuestra implementacion utiliza un reinicio en la temperatura del recocido simu-
lado, esta tecnica ha probado ser util ya que la aplicacion de recalentamientos permite
al recocido simulado moverse en distintas direcciones y encontrar una mejor solucion
[40]. La temperatura inicial del algoritmo es asignada en base a experimentaciones
previas e informacion en la literatura donde se determino que el tama~no del grafo
del problema es un dato que proporciona buenos resultados, en este caso se utilizan
los valores de 10, 100 y 1000. Tambien se realizo investigacion y experimentacion con
los valores de  para denir el decremento de temperatura, los valores utilizados son
.5, .9 y .99, ya que estos han demostrado dar resultados satisfactorios en el esquema
geometrico donde la temperatura T=T.
Tal como se observa en el algoritmo de orden parcial, los dos puntos de decision
mas importantes son la seleccion de un nuevo plan parcial a trabajar y la seleccion
de una falla del conjunto de fallas correspondiente al plan seleccionado previamente.
En el presente trabajo se realizan modicaciones al primer punto, la seleccion de un
plan nuevo a trabajar, el cual se elige mediante la tecnica del recocido simulado como
se presenta a continuacion. El primer paso para realizar la adaptacion del algoritmo
es la seleccion de parametros a utilizar. Tal como se de describio en el capitulo 2,
el recocido simulado debe contar con un vecindario, costo, funcion probabilstica y
sistemas de enfriamiento, cada uno de estos puntos se dene como sigue.
Seleccion de parametros:
Funcion de vecindario: cada uno de los nodos vecindario esta dado por los re-
namientos que son aplicables al plan con el que se esta trabajando actualmente.
A lo largo del desarrollo del algoritmo se implementaron diversas metodologas
para denir el vecindario a trabajar.
1. Total de planes pendientes (renamientos a los planes que se han generado
hasta el momento actual del problema).
2. Hijos del nodo actual (renamientos del plan en el que se encuentra posi-
cionado el problema).
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3. Clasicacion de planes del vecindario de acuerdo al costo de los mismos.
Las estrategias 1, 2 y 3 estan deniendo el espacio de busqueda. La opcion
1 es la menos conservadora ya que incluye todo el espacio de busqueda, pero
tambien podra ser la mas costosa. La opcion 2 es la mas conservadora, puesto
que solamente incluye a los hijos del nodo actual e intuitivamente explora
el espacio de una manera mas restringida, mientras que la tercera opcion es
intermedia puesto que, aunque considera todos los planes, trata de balancear la
probabilidad de seleccionar un plan bueno al considerar los costos de cada plan
para asignarles a estos costos, en vez de los planes mismos, una probabilidad
de seleccionar a un elemento de la clase.
Denicion del costo para la comparacion de estados: el costo es asignado en
base a heursticas que nos indican las caratersticas de los planes parciales
generados, pueden incluir desde el numero de acciones en el plan, condiciones
abiertas con las que cuenta el plan y costo estimado desde el plan de inicio
hasta el plan nal.
Dise~no del esquema de enfriamiento: dene para cada paso del algoritmo la
temperatura actual, los elementos a considerar son la temperatura inicial, la
funcion de enfriamiento y la temperatura nal, la cual dene el criterio de
parada del algoritmo. Tiene un papel escencial en la eciencia y efectividad
del algoritmo.
Funcion probabilstica para la aceptacion de un estado: esta dada por la dis-
tribucion P=e =T . Es el elemento principal del recocido simulado, habilita a
los estados no tan buenos para ser seleccionados [39].
La aceptacion de los movimientos vecinos es el medio a traves del cual al sistema
se le permite escapar de quedar atrapado en un optimo local mediante la funcion
probabilstica de aceptacion a un vecino no tan bueno. La probabilidad de aceptacion
es proporcional a la temperatura T e inversamente proporcional al cambio de energa
en la funcion objetivo E. A altas temperaturas la probabilidad de aceptar peores
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movimientos vecinos es alta. Si la temperatura T= 1 todos los movimientos seran
aceptados. A bajas temperaturas la probabilidad de aceptar peores movimientos
decrementa. Si T=0, ningun movimiento malo es aceptado y la busqueda es equiva-
lente a una busqueda local (hill climbing), lo que equivale a ejecutar el algoritmo
POP original
Se utiliza la estrategia de reinicio de temperatura o recalentamiento para salir
de los optimos locales. El recalentamiento implica un incremento en la temperatura
del recocido simulado despues de la convergencia a una temperatura inicial [5]. La
nalidad de el reinicio de la temperatura es que el recalentamiento podra ubicar la
solucion en una parte de la busqueda del espacio de soluciones que esta muy lejos del
optimo local y el recalentamiento continuo no permite moverse en la direccion co-
rrecta. El reinicio permite al algoritmo moverse en diferentes direcciones y encontrar
una mejor solucion.
3.4.1 Planificadores desarrollados
Durante el dise~no del algoritmo unicado se desarrollaron distintas versiones
de planicadores POP-SA. Los planicadores utilizan el funcionamiento principal
de orden parcial, algoritmo 2.1 y recocido simulado, algoritmo 3.1. Sin embargo,
conforme el avance de la experimentacion se agregaron funcionalidades, teniendo la
intuicion de que con ellas se pueden obtener mejores resultados. A continuacion se
muestra el detalle de cada uno de los planicadores obtenidos. Los planicadores
desarrollados cuentan con los siguientes elementos:
Temperatura inicial: es el valor asignado a la temperatura al inicio del proble-
ma.
Plan aleatorio: Plan seleccionado de manera aleatoria del vecindario correspon-
diente al plan actual.
Vecindario: son los planes correspondientes a los renamientos del plan actual.
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Plan actual: es el nodo o plan en el que esta posicionado en el punto especco
del problema.
Costo: valor asignado para determinar que tan bueno es un plan, este dato
esta dado por la metodologa LIFO ( last in rst out) en donde los planes
creados al nal son los que tienen un menor costo, y por lo tanto son los
primeros en ser elegidos.
: es el factor para realizar el decremento de la temperatura.
MejorPlanVecindario: selecciona el plan del vecindario que contenga el menor
costo.
Seleccion de plan basado en los planes pendientes
Se desarrolla posteriormente una segunda version del planicador, la cual lla-
maremos POP-SA-1. Al igual que la versi'on anterior, basa su funcionamiento en la
seleccion del plan a trabajar, sin embargo su caracterstica principal es que el vecin-
dario se compone del total de planes pendientes generados hasta el punto actual ,lo
que ofrece un rango mas amplio de aleatoriedad en la seleccion de plan a trabajar.
Su funcionamiento se explica en el algoritmo 3.3
Seleccion de plan basado en el nodo actual
En la primera version creada, la cual llamaremos POP-SA-2, como se ha men-
cionado en captulos anteriores, se desarrolla la unicacion de las metodologas de
planicacion de orden parcial y recocido simulado, las cuales interactuan en un solo
planicador. Su funcionamiento se basa en la seleccion del plan parcial, el cual es
elegido de manera aleatoria del vecindario correspondiente a los renamientos aplica-
bles al plan actual o hijos del nodo actual. El detalle de su funcionamiento se explica
en el algoritmo 3.1. El plan del vecindario se toma bajo las siguientes circunstancias:
Si la temperatura es mayor a 1 (lnea 1), se valida el costo del plan aleatorio contra
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Algoritmo 3.2: Algoritmo POP-SA-1
while (plan actualizado=true) do1
if Temperatura > 1 then2
Seleccionar PlanAleatorio del vecindario (Total de planes3
pendientes generados hasta el momento).
if (Costo PlanAleatorio < Costo PlanActual) then4
Se acepta el plan aleatorio como plan actual5
else6
Se acepta el plan aleatorio con probabilidad P=e =T7
Temperatura= Temperatura  8
if Temperatura < 1 then9
Temperatura = Temperatura Inicial10
PlanActual = MejorPlanVecindario11
el plan actual (lnea 4), si el plan seleccionado aleatoriamente es mejor que el plan
actual actual (tiene un costo menor), se acepta (lnea 5) , si es peor, se acepta en
base a la probabilidad dada (lnea 7), en caso de que la temperatura se encuentre en
un valor menor a 1, se hace un reinicio de temperatura volviendo a su valor inicial
y se tomara siempre el plan con el menor costo de los correspondientes al vecindario
(lneas 9 , 10 y 11).
Selecion de plan con clasificacion de costos
Esta version toma el nombre de POP-SA-MAP. En base a los resultados
obtenidos por los planicadores anteriores, se realizan modicaciones en cuanto a
la clasicacion de planes del vecindario, para orientar al algoritmo a la toma de de-
cisiones, esta clasicacion se realiza de acuerdo al costo de cada uno de los planes,
tratando de nivelar la probabilidad de ser seleccionados identicando el costo para
cada plan, y utilizandolos para clasicarlos por una misma probabilidad.
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Algoritmo 3.3: Algoritmo POP-SA-2
while (plan actualizado=true) do1
if Temperatura > 1 then2
Seleccionar PlanAleatorio del vecindario correspondiente a los3
renamientos del plan actual.
if (Costo PlanAleatorio < Costo PlanActual) then4
Se acepta el plan aleatorio como plan actual5
else6
Se acepta el plan aleatorio con probabilidad P=e =T7
Temperatura= Temperatura  8
if Temperatura < 1 then9
Temperatura = Temperatura Inicial10
PlanActual = MejorPlanVecindario11
En el algoritmo 3.4 se muestra el detalle de la tercera version POP-SA-MAP.
En la gura 3.2 podemos observar un ejemplo de un grafo, en el cual estamos
situados en PlanActual, y el vecindario corresponde a los planes parciales: Plan1,
Plan2, Plan3, Plan4 y Plan5, los cuales cuentan con un costo asignado, en donde un
mejor plan contiene el costo con menor valor.
Para elegir el siguiente plan a trabajar, se realiza una clasicacion de costos,
como se observa en la gura 3.3, los cuales son elegidos aleatoriamente, los costos
funcionan como un ndice para la seleccion del plan, de esta manera a cada plan se
le da la misma probabilidad de ser seleccionado, independientemente del costo.
Captulo 3. Formulacion del problema y metodologa de solucion 48
Figura 3.2: Planes parciales
Figura 3.3: Costo de planes
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Algoritmo 3.4: Algoritmo POP-SA-MAP
PlanesPendientesCosto = planes pendientes clasicados por costo, en1
donde el costo es el ndice de los planes con este valor.
while (plan actualizado=true) do2
if Temperatura > 1 then3
Seleccionar aleatoriamente un costo (ndice) y tomar el primer plan4
generado con este costo.
if (Costo PlanAleatorio < Costo PlanActual) then5
Se acepta el plan aleatorio como plan actual6
else7
Se acepta el plan aleatorio con probabilidad P=e =T8
Temperatura= Temperatura  9
if Temperatura < 1 then10
Temperatura = Temperatura Inicial11
Seleccionar aleatoriamente un costo (ndice) y tomar el primer plan12
generado con este costo
PlanActual= PlanAleatorio; se acepta siempre el plan aleatorio.13
Captulo 4
Experimentos y Resultados
En esta fase del proyecto se identican los problemas y dominios utilizados para
la experimentacion y son ejecutados por los planicadores generados para su solucion.
Se desarrollan tres versiones de planicadores, los cuales basan su funcionamiento
en la eleccion de planes del vecindario, el cual se determina de la siguiente manera:
1. POP-SA-1 : Total de planes pendientes (renamientos a los planes que se han
generado hasta el momento actual del problema). Algoritmo 3.2.
2. POP-SA-2: Hijos del nodo actual (renamientos del plan en el que se encuentra
posicionado el problema). Algoritmo 3.3.
3. POP-SA-MAP: Clasicacion de planes del vecindario de acuerdo al costo de
los mismos. Algoritmo 3.4.
4.1 Experimentacion
Los planicadores son desarrollados en lenguaje de programacion C++. Las
caractersticas del equipo utilizado para la experimentacion son las siguientes:
Procesador: Intel Core i7-2640M CPU 2.80GHz
Disco duro : 49,9 GB
Memoria RAM 5,8 GiB
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Sistema operativo 32-bit
Se llevaron a cabo experimentos con 51 problemas y 18 dominios ,realizando 4
corridas para cada uno. Los dominios y modelos utilizados corresponden al catalogo
de problemas de VHPOP (en el captulo 2 se mencionan las caractersticas de este
planicador)[11].
A continuacion se muestra la descripcion de los problemas seleccionados para
la evaluacion:
briefcase-world-domain: consiste en encontrar un plan para abrir un maletn
con un numero de cerrojos en donde cada cerrojo puede ser congurado en
abierto o cerrado. Si un seguro de apertura se cambia se convierte en cerrado y
si un seguro de cerrado se cambia se combierte en abierto. El problema indica
que el maletn solo esta abierto cuando todos los cerrojos estan abiertos.
bulldozer-domain: una persona tiene que entrar a un vehculo, manejar a algun
lugar, salir y regresar a otro lugar. Se presenta un problema de recursion en
este dominio debido a que los caminos y puentes van en dos direcciones.
ferry-domain: transporta un numero de autos desde su inicio hasta una ciu-
dad objetivo utilizando un barco. Cada ciudad es accesible desde cualquier
otra ciudad, los autos pueden ser desembarcados y el barco solamente puede
transportar un auto a la vez.
at-tire-domain: reemplazar una llanta ponchada con una de repuesto. Incluye
utilizacion de herramientas y las acciones para llevar a cabo el proceso.
fridge-domain: consta de un refrigerador y tornillos, los cuales son manipulados
de tal manera que el refrigerador se apague cuando estos son removidos de la
placa posterior.
grid-domain : problema en el que un solo robot se mueve entre ubicaciones
en una malla en forma de mapa, las ubicaciones pueden ser bloqueadas y
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existen llaves que pueden ser recolectadas para permitir acceso. El objetivo del
problema implica el transporte de la llave para determinados lugares.
gripper-domain: coleccion de pelotas que tienen que ser transportadas por un
robot con dos pinzas de un cuarto al cuarto adyacente.
hanoi-domain: conocido problema de las torres de hanoi que consiste en apilar
discos en tres estacas distintas en un tablero.
ho-world-domain: consiste en reparar problemas de plomera.
logistics-domain: problema de transporte que involucra aviones y camiones, los
camiones tienen restringido el movimiento en las ciudades y los aviones en los
aeropuertos.
mcd-blocks-world-domain: problema clasico del mundo de los blocks, el cual
consiste en acomodar los cubos en ciertas conguraciones.
monkey-domain: implica monos moviendose desde distintos lugares para con-
seguir platanos.
robot-domain: robot transporta un objeto de un lugar a otro.
rocket-domain: un cohete tiene que trasportar objetos a distintos lugares, ver-
ica si cuenta o no con el combustible necesario.
simple-blocks-domain: serie de bloques en una mesa, congurados de distintas
maneras.
trains-domain: transportacion de carga entre ciudades en un tren.
uni-briefcase-world-domain: transportacion de objetos en un maletn a distin-
tos lugares.
En la tabla 4.1 se observa la clasicacion de problemas correspondientes a cada
uno de los dominios utilizados.
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4.2 Resultados obtenidos
Se realiza la experimentacion ejecutando 4 corridas por cada bloque de pro-
blemas, utilizando el planicador POP-SA-1, POP-SA-2, POP-SAM y VHPOP. Los
parametros a utilizar son:
 Temperatura : 10, 100, 1000
 Enfriamiento  : :5; :9; :99
En la tabla 4.2 se encuentran los resultados obtenidos al ejecutar los plani-
cadores correspondientes al recocido simulado, POP-SA-1, POP-SA-2 y POP-SAM.
Se muestran tambien los valores de temperatura y rangos de enfriamiento utilizados,
obteniendo con ello el porcentaje de planes resueltos de los 51 problemas totales
establecidos.
El apartado correspondiente al tiempo, columna 5, esta especicado en milise-
gundos. Es el tiempo promedio para los 51 problemas y sus 4 corridas. Se ja un
tiempo lmite de solucion para cada uno de los problemas de 2 minutos, el cual
fue establecido como criterio de parada para la busqueda de una solucion. En caso
de que un problema no tenga solucion se asigna un tiempo de cero para ese problema
en especco.
En la columna 6, correspondiente a las acciones, se observa el promedio de
acciones utilizadas para la generacion de un plan. Es importante mencionar que en
caso de que un problema no encuentre solucion se le asigno un valor de cero como
acciones generadas.
Dado que el dominio es una parte escencial en la planicacion es importante
incluir el comportamiento obtenido por cada uno de los planicadores.
En la gura 4.1 podemos observar resultado de problemas resueltos por do-
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minio. La lnea roja corresponde al planicador POP-SA1, en color verde se muestra
el acumulado de POP-SA-1. En los resultados acumulados se toman los mejores va-
lores para cada una de las conguraciones de temperatura y enfriamiento utilizados
en POP-SA-1 para las 4 corridas. La lnea azul corresponde al planicador VHPOP,
cuyo funcionamiento se explica a detalle en el captulo 2. Tanto POP-SA1 como su
acumulado se encuentran por debajo de VHPOP en dominios como at-tire, gripper,
hanoi-1, monkey, simple-blocks y uni-briefcase-world. Sin embargo muestra un ligero
incremento en briefcase-world
Figura 4.1: Resultados POPSA1 por dominio
En la graca 4.2 se visualiza el dominio y problemas resueltos con VHPOP,
POP-SA-2 y se agrega tambien el acumulado de resultados obtenidos en POP-SA,
en color verde. Como se muestra en la graca se tiene un importante incremento en
el dominio briefcase-world, en donde vhpop logra resolver el 50% de los problemas,
POP-SA-2 el 94% y el acumulado POP-SA-2 el 100%, fridge-domain donde VHPOP
obtiene el 50% y tanto POP-SA como su acumulado logran el 100%, ademas de
simple-blocks y trains, por mencionar algunos.
En la graca 4.3 se da a conocer el promedio de problemas resueltos por do-
minio para el planicador POP-SA-MAP, cuya caracterstica es la clasicacion de
planes de acuerdo al costo de los mismos.
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Figura 4.2: Resultados POPSA2 por dominio
Se tienen resultados positivos en el dominio briefcase, fridge, grid, y simple blocks,
con una mejora de 40, 50, 17 , 25 y 12% respectivamente en comparacion con VH-
POP.
Figura 4.3: Resultados POP SAM dominio
Por ultimo en la gura 5.4 se observa en una graca de barras el compor-
tamiento para cada uno de los planicadores utilizados y el numero de problemas
resueltos en promedio para las 4 corridas.
Captulo 4. Experimentos y Resultados 56
Los resultados son: POP-SA-1 y su acumulado con 57 y 58% respectivamente,
VHPOP obtiene un 59% de problemas resueltos, POP-SA-2 y su acumulado con
66 y 67% y por ultimo POP-SAM con un 68% y su acumulado sube al 69%. Este
ultimo logra superar a VHPOP con un 10%.
Figura 4.4: Resultados planicadores




get-paid, get-paid2, get-paid3, get-paid4
bulldozer-domain get-back-jack
ferry-domain test-ferry
at-tire-domain x1, x2, x3, x4, x5, xit
fridge-domain xa, xb
grid-domain sg1, sg2, sg3









monkey-domain monkey-test1, monkey-test2, monkey-test3
robot-domain r-test1, r-test2
rocket-domain rocket-ext-a, rocket-ext-b
simple-blocks-domain bw-large-as, bw-large-bs, bw-large-cs, bw-large-ds
trains-domain trains1, trains2, trains3
uni-briefcase-world-
domain
uget-paid, uget-paid2, uget-paid3, uget-paid4
Tabla 4.1: Problemas y dominios
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Planicador Temp. Enfriamiento Planes% Tiempo Acciones
POP-SA-1 10 50 57 52272.69 3.10
POP-SA-1 10 90 54 56495.75 2.81
POP-SA-1 10 99 54 58184.64 2.86
POP-SA-1 100 50 56 56209.59 2.94
POP-SA-1 100 90 50 63015.87 2.48
POP-SA-1 100 99 45 68003.56 2.28
POP-SA-1 1000 50 55 56564.72 2.91
POP-SA-1 1000 90 51 62887.64 2.61
POP-SA-1 1000 99 42 71978.07 2.08
POP-SA-2 10 .50 57 54382.41 3.33
POP-SA-2 10 .90 64 46174.87 3.86
POP-SA-2 10 .99 63 47778.77 4.32
POP-SA-2 100 .50 62 47911.73 3.71
POP-SA-2 100 .90 62 49269.56 3.92
POP-SA-2 100 .99 53 59958.98 3.69
POP-SA-2 1000 .50 66 45099.49 4.05
POP-SA-2 1000 .90 62 51073.09 3.91
POP-SA-2 1000 .99 49 63131.91 3.53
POP-SAM 10 .50 62 48031.61 3.90
POP-SAM 10 .90 67 42467.41 4.34
POP-SAM 10 .99 68 41391.59 4.49
POP-SAM 100 . 50 60 50735.48 3.71
POP-SAM 100 .90 58 58087.77 3.51
POP-SAM 100 .99 53 59781.52 2.80
POP-SAM 1000 .50 56 54613.06 3.50
POP-SAM 1000 .90 53 58034.03 3
POP-SAM 1000 .99 50 61486.51 2.68
Tabla 4.2: Tabla de promedios temperatura y enfriamiento
Captulo 5
Conclusiones y trabajo futuro
5.1 Conclusiones
En base a los resultados obtenidos en la experimentacion previa se llega a la
conclusion de que al aplicar el recocido simulado en el algoritmo de orden parcial tiene
un impacto importante en el comportamiento del mismo, ya que permite realizar una
busqueda mas exhaustiva en el total de las posibles soluciones logrando as tomar
buenas decisiones al momento de generar una solucion al problema.
La conguracion de temperatura inicial y esquema de enfriamiento son un
elemento importante en el comportamiento del planicador, es por ello que se selec-
cionaron rangos especcos que mostraron dar los mejores resultados en base a las
experimentaciones previas en los planicadores desarrollados. Los valores utilizados
fueron:
 Temperatura incial de 1000 en POP-SA y 10 en POP-SAM.
 Enfriamiento geometrico dado por la formula T=T, donde  toma un valor de .5
en POP-SA y .99 en POP-SAM
 Reinicio de temperatura a su valor inicial cuando esta llega a un valor de cero.
Este apartado es implementado debido a que al bajar la temperatura, la probabiliad
de elegir un plan malo es casi cero, haciendo el reinicio, damos oportunidad a que
se continue con la busqueda de soluciones potenciales.
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El planicador demuestra dar buenos resultados cuando se utiliza la funcion
de asignacion de costo de planes correspondiente a LIFO (last in rst out), en donde
tienen un mejor costo aquellos planes que son generados al nal.
Se demuestra ademas que el tiempo lmite asignado de 2 minutos, es suciente
para hacer una exploracion en un espacio bastante amplio de posibles soluciones
(en algunos casos se expande a mas de 10 mil nodos (planes parciales). Asi como
tambien el tiempo total utilizado para dar solucion a un problema es menor en el
planicador POP-SAM.
Al realizar un comparativo con otro planicador de orden parcial se observa
un incremento por parte del planicador POP-SA del 7% del total de problemas
resueltos para cada uno de ellos, cada uno con las caractersticas mencionadas an-
teriormente. Logrando resolver el 66% de los problemas establecidos, sin embargo
con la segunda version del recocido simulado en el planicador POP-SAM se logra
incrementar un 9% con respecto a VHPOP. Se lleva a cabo tamben un analisis de
resultados del planicador POP-SAM en donde acumula el total de problemas re-
sueltos para cada una de las conguraciones de temperatura inicial y esquema de
enfriamiento utilizados en las pruebas. Dando como resultado un mejor rendimiento
logrando incrementar un 10% con respecto a VHPOP, es decir 69% de problemas
resueltos del total asignado.
5.2 Trabajo futuro
Como trabajo futuro se proponen los siguientes puntos:
Realizar experimentacion con diferentes niveles de temperatura inicial y enfria-
miento para el recocido simulado para obtener la conguracion optima que
permita la solucion a todos los problemas propuestos.
Implementar tecnicas para asignar costo a cada uno de los planes y hacerlos
elegibles en base a la factibilidad de los mismos para conducir a una solucion.
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Incorporar un conjunto de problemas distintos a los utilizados actualmente y
observar el comportamiento obtenido de acuerdo al tipo de dominio y mode-
lacion del problema utilizados.
Atacar los distintos puntos de decision en el algoritmo de orden parcial apli-
cando tecnicas metaheursticas.
Comparacion de resultados con planicadores on metodologas de solucion dis-
tintas al algoritmo de orden parcial.
Implementacion de tecnicas para la seleccion de fallas a reparar.
Clasicacion de planes en base a costos, dando mayor probabilidad de ser




Informacion referente a los resultados promedio por dominio obtenidos para
cada uno de los planicadores utilizados, de un total de 4 corridas.
Porcentaje de problemas resueltos por dominio (columna 3)
El tiempo esta asignado en milisegundos.
El lmite establecido para cada uno de los problemas es de 2 minutos por
corrida. Es el criterio de parada en caso de no encontrar una solucion en este
lapso de tiempo.
Los problemas que no pudieron ser solucionados se les asigna cero como numero
de acciones generadas.
Los datos obtenidos se encuentran en las tablas A.1, A.2, A.3 y A.4.
62
Apendice A. Resultados: planificador y dominio 63
Planicador Dominio Problemas% Tiempo Acciones
VHPOP briefcase-world-domain 50 60004.25 1.5
VHPOP bulldozer-domain 100 7976.25 9
VHPOP ferry-domain 100 9 7
VHPOP at-tire-domain 100 872.17 4
VHPOP fridge-domain 50 60002 1.5
VHPOP grid-domain 33.33 20038.5 2
VHPOP gripper-domain 46.43 63254.37 3
VHPOP hanoi-1-domain 100 4926 7
VHPOP hanoi-2-domain 100 812 7
VHPOP ho-world-domain 100 0 4
VHPOP logistics-domain 0 120003 0
VHPOP mcd-blocks-world-domain 0 120003 0
VHPOP monkey-domain 75 30009.75 4.92
VHPOP robot-domain 100 10 5
VHPOP rocket-domain 0 120003.5 0
VHPOP simple-blocks-domain 75 24054.0625 7.75
VHPOP trains-domain 33.33 50683.92 2.33
VHPOP uni-briefcase-world-domain 87.5 30021.5 5.625
Tabla A.1: Resultados VHPOP
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Planicador Dominio Problemas Tiempo Acciones
POP-SA1 briefcase-world-domain 100 7.75 4.5
POP-SA1 bulldozer-domain 100 1140 9
POP-SA1 ferry-domain 100 4 7
POP-SA1 at-tire-domain 95.83 9491.42 3.5
POP-SA1 fridge-domain 100 406 4.5
POP-SA1 grid-domain 33.33 80051 2
POP-SA1 gripper-domain 28.57 85723.85 1.43
POP-SA1 hanoi-1-domain 50 69900 3.5
POP-SA1 hanoi-2-domain 100 12094.5 7
POP-SA1 ho-world-domain 100 0 4
POP-SA1 logistics-domain 0 120003.75 0
POP-SA1 mcd-blocks-world-domain 0 120003 0
POP-SA1 monkey-domain 66.67 40010.33 4.67
POP-SA1 robot-domain 100 20 5
POP-SA1 rocket-domain 0 120003.5 0
POP-SA1 simple-blocks-domain 50 60691.75 3.8125
POP-SA1 trains-domain 33.33 80100.67 1.677
POP-SA1 uni-briefcase-world-domain 75 30397.25 4.8125
Tabla A.2: Resultados POP-SA1
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Planicador Dominio Problemas Tiempo Acciones
POP-SA2 briefcase-world-domain 93.75 7500.9375 4.1875
POP-SA2 bulldozer-domain 100 439 9.25
POP-SA2 ferry-domain 100 19 7
POP-SA2 at-tire-domain 100 4131.92 4.46
POP-SA2 fridge-domain 100 85 5
POP-SA2 grid-domain 33.34 80594 2
POP-SA2 gripper-domain 28.57 85722 1.43
POP-SA2 hanoi-1-domain 100 22095.25 7
POP-SA2 hanoi-2-domain 75 57628.25 5.25
POP-SA2 ho-world-domain 100 0 4
POP-SA2 logistics-domain 0 120005.75 0
POP-SA2 mcd-blocks-world-domain 0 120004.5 0
POP-SA2 monkey-domain 66.67 40004.67 5.42
POP-SA2 robot-domain 100 11.5 5
POP-SA2 rocket-domain 0 120006.5 0
POP-SA2 simple-blocks-domain 93.75 25044.25 9.75
POP-SA2 trains-domain 75 44747 4.58
POP-SA2 uni-briefcase-world-domain 100 2147.8125 6.4375
Tabla A.3: Resultados POP-SA2
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Planicador Dominio Problemas Tiempo Acciones
POP-SAM briefcase-world-domain 93.75 7508.4375 4.375
POP-SAM bulldozer-domain 100 222 10
POP-SAM ferry-domain 100 13 7
POP-SAM at-tire-domain 100 514.83 4.46
POP-SAM fridge-domain 100 89.5 5
POP-SAM grid-domain 41.67 71629.5 2.83
POP-SAM gripper-domain 42.86 69968.75 3
POP-SAM hanoi-1-domain 100 16849.75 7.5
POP-SAM hanoi-2-domain 100 5688.25 7
POP-SAM ho-world-domain 100 0 4.25
POP-SAM logistics-domain 0 120003 0
POP-SAM mcd-blocks-world-domain 0 120003 0
POP-SAM monkey-domain 66.66 40010.33 4.667
POP-SAM robot-domain 100 55 5.25
POP-SAM rocket-domain 0 120003 0
POP-SAM simple-blocks-domain 100 7986.375 12
POP-SAM trains-domain 50 74494.42 3.25
POP-SAM uni-briefcase-world-domain 100 3658.19 6.75
Tabla A.4: Resultados POP-SAM
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