A lower bound for the first eigenvalue of the Laplacian operator on a compact Riemannian manifold with nonnegative Ricci curvature is determined.
1. Unlike upper bound estimates, lower bound estimates for an eigenvalue of the Laplacian on a Riemannian manifold can be very difficult to obtain. In fact, the study of the lower bound for the first positive eigenvalue of the Laplacian operator on a compact Riemannian manifold has a very long history. There are numerous works in this area, and many of the techniques and results that have appeared before will come up here [1] [2] [3] [4] [5] [6] .
One of the first lower bound estimates of the first eigenvalue when M is a compact manifold without boundary is due to Lichnerowicz [7] . In conjunction with this, under the assumption that (M, g) is an n-dimensional Riemannian manifold with Ricci curvature which satisfies
for some nonnegative K, it has been shown that if a compact manifold has a weakly convex boundary, the first nonzero Neumann eigenvalue of M satisfies the lower bound given in the following proposition. Proposition 1. Assume that (1) holds and let λ 1 be the first positive eigenvalue on M with either Dirichlet or Neumann condition when ∂M = ∅. In this case, assume that ∂M is of nonnegative mean curvature trS ≥ 0 if λ 1 is the first Dirichlet eigenvalue, and ∂M has nonnegative definite second fundamental form S ≥ 0 if λ 1 is the first Neumann eigenvalue. Then the first eigenvalue λ 1 satisifes λ 1 ≥ nK.
This estimate provides no information when the constant K vanishes. It is of interest to find bounds on λ 1 in terms of the bound (n − 1)K on the Ricci curvature and the diameter d, the inscribed radius r and other geometric variables, which do not vanish as K vanishes. The idea is to give a simplified, rigorous proof of such a lower bound, which is strongly based on previous works [8 -11] .
2. Let {e 1 , e 2 , . . . , e n } be a local orthonormal frame field on M . Let us use subscripts i, j, k with 1 ≤ i, j, k ≤ n to denote covariant differentiation in the directions e i , e j and e k , respectively.
The Laplacian operator on M in terms of local coordinates associated with the indicated orthonormal frame is defined as
Denote by φ the normalized eigenfunction with respect to the first eigenvalue −λ 1 of the Laplacian, ∆φ = −λ 1 φ
such that max φ = 1 and min φ = −k, 0 < k ≤ 1. Define
This implies that
and (4) becomes
Dividing both sides by (1 + k)/2, this equation can be written as
with max ϕ = 1 and min ϕ = −1.
First eigenvalue lower bound of the Laplacian operator ...
For all x ∈ M , define the function ϑ(x) on M to be
The function ϑ(x) can be used to define the following subset of M ,
Consequently, we can write
By differentiating ϕ(x), it can be seen that ϑ(x) satisfies the differential equation cos ϑ∆ϑ − sin ϑ · |∇ϑ|
Solving (10) for ∆ϑ gives,
whenever x ∈ M \S * . From (10) , it follows that
It will prove useful to introduce the notation I 0 = (−π/2, π/2) and I = [−π/2, π/2] for the intervals of R that appear in the following. The maximum of |∇ϑ(x)| can be defined in terms of the function H :
Clearly, H is well-defined and also continuous over I 0 . If H is defined to be H(−π/2) = λ 1 (1 − a) and H(π/2) = λ 1 (1 + a), then H(ϑ) can be extended to a continuous function on I.
3. Let us introduce the following theorem. Theorem 1. Suppose M has a nonempty boundary and let G be defined as
where g(ϑ) is a smooth function defined on I. Assume that the second fundamental form of ∂M is nonnegative with respect to the outward pointing normal, or weakly convex, and φ satisfies the Neumann boundary condition. If G(x) attains its maximum at x 0 ∈ ∂M \S * , then ∇ϑ(x 0 ) = 0 and moreover ∇G(x 0 ) = 0. Proof: Choose a local orthonormal frame {e 1 , e 2 , · · · , e n } around x 0 such that e 1 is the unit outward pointing normal of ∂M , and denote by ∂ 1 the restriction to ∂M of the directional derivative corresponding to e 1 . Maximality of G(x 0 ) implies that G i (x 0 ) = 0 for 2 ≤ i ≤ n and
Since φ satisfies Neumann boundary conditions,
Therefore, ϑ 1 (x 0 ) = 0 and putting this in (15) implies that
The second fundamental form with respect to the outward normal can be used to derive,
at x 0 , and so with (h ij ) 2≤i,j≤n the second fundamental form of ∂M relative to e 1 ,
since (h ij ) 2≤i,j≤n is nonnegative, that is, ∂M is weakly convex. Hence, ϑ i (x 0 ) = 0 for 2 ≤ i ≤ n, and since ϑ 1 (x 0 ) = 0, it follows that ∇ϑ(x 0 ) = 0. Finally,
Knowledge of an upper bound for |∇ϑ| 2 has a role in specifying a lower bound for the eigenvalue.
Theorem 2. Assume Ric(M ) ≥ 0 with M an n-dimensional, compact Riemannian manifold with empty or nonempty boundary whose second fundametal form is nonnegative with respect to the outward normal and (1) holds in the form Ric(M ) ≥ (n − 1)K > 0. The following estimate pertains
Proof: Suppose that |∇ϑ| 2 attains a local maximum at x 0 . Then (12) implies the first equation in (19) holds when x 0 ∈ S * . Assume further that x 0 ∈ M \S * without loss of generality, so ϑ 0 = ϑ(x 0 ) ∈ I 0 . When ∂M = ∅, Theorem 1 yields that ∇G(x 0 ) = 0 if x 0 ∈ ∂M \S * . According to the maximum principle, the maximality of G(x 0 ) implies that at x 0 ,
and both hold when
In (21) Ric(∇ϑ, ∇ϑ) is the Ricci curvature along ∇ϑ. Putting (11) into Bochner's formula (21),
+Ric(∇ϑ, ∇ϑ).
For the derivatives of the functions in (22), we have
(23) Substituting (23) into the Bochner formula, making use of (20) and using Ric(M ) ≥ 0, we can write
This immediately implies that
Consequently, this leads to the result that
4. In fact, a more precise estimate of H(ϑ) is required, and Theorem 2 suggests a function σ(ϑ) : M → R be introduced such that
The second theorem suggests that σ(ϑ) ≤ 1 and moreover,
In what follows, let us denote by α the ratio
so from the Lichnerowicz bound (1), it follows that
Theorem 3. Assume that (1) holds, Ric(M ) ≥ (n−1)K and the conditions on M in Theorem 2 hold. If p : I → R is a function which satisfies the following conditions:
Then the following bound for σ applies
Proof: Define the function
Obviously, f (x) ≤ 0 for all x ∈ M . By (13), it follows that there exists some x 0 ∈ M \S * such that ϑ(x 0 ) = ϑ 0 and H(ϑ 0 ) = |∇ϑ(x 0 )| 2 , and so f achieves its maximum at x 0 , that is
By the same argument as used in Theorem 2, it is the case at x 0 that ∇f = 0, ∆f ≤ 0,
. By calculating, we obtain
or written more concisely,
As mentioned, ∇f = 0 at the point x 0 , so at x 0
Using (11) and direct calculation, we have
Combining (34) with (35), we obtain that
If the lower bound Ric(∇ϑ, ∇ϑ) ≥ (n − 1)K|∇ϑ| 2 is used, then (36) takes the form
Substituting (34) into equation (37), we get
Since (32) holds as well as ∇f = 0 and ∆f ≤ 0 at x 0 , it follows that
The first term in (38) is nonnegative, so when it is dropped and the resulting equation is divided by λ 2 1 a and then multiplied by cos 2 ϑ, after rearranging terms we get
(39) Since p(ϑ 0 ) = σ(ϑ 0 ) ≥ −1 and σ(ϑ 0 ) = σ(ϑ(x 0 )) ≤ 1, it follows that |p(ϑ 0 )| ≤ 1. Moreover, as |p(ϑ)| ≤ 1 at x 0 and with 0 < a < 1 at x 0 , a ≥ ap sin ϑ, 1 + ap > 0.
Consequently at x 0 the following bound applies sin ϑ + a ≥ sin ϑ + ap sin ϑ = (1 + ap) sin ϑ.
Hence, under the assumption that p (ϑ) ≥ 0 using (40), equation (39) leads to
(41) Factoring out the term (1 + ap) from (41) at x 0 , we obtain
and since p(ϑ 0 ) = σ(ϑ 0 ), result (30) follows. Theorem 4. Define the function ξ(ϑ) to be
and ξ(±π/2) = 0. The function ξ(ϑ) satsifies the following differential equation
Moreover, the function ξ(ϑ) also satisfies the following two conditions
Proof: Calculate the first two derivatives of ξ(ϑ) with respect to ϑ, for example
and substituting them into the differential equation on the left-hand side of (44), using symbolic manipulation, it is found that 2 cos 2 ϑ results upon simplification. Finally, integrating ξ(ϑ) over I 0 , the value −π is obtained. Since cos ϑ and ϑ sin ϑ are even functions of ϑ, it follows that ξ(ϑ) must be even.
Theorem 5. Define η(ϑ) to be
Then the function η ∈ C ) (I) ∩ C 2 (I 0 ) has the property that η (ϑ) ≥ 0 and satisfies the second order differential equation
Moroeveer, |η(ϑ)| ≤ 1 and η(ϑ) is even over interval I. Proof: Differentiating η(ϑ) with respect to ϑ, it is found that
Since cos 2 ϑ is positive on I 0 , consider the numerator
Clearly, y(π/2) = y(−π/2) = 0 and
Hence, y(ϑ) is increasing on the interval (−π/2, 0) and decreasing over (0, π/2). These observations imply that y(ϑ) > 0 on I 0 , which in turn implies that η (ϑ) > 0 on I 0 . Differentiating η(ϑ) twice and substituting these derivatives into the differential equation, upon simplifying using symbolic manipulation, − sin ϑ results as required. Since η(−π/2) = −1, η(π/2) = +1 and η(ϑ) is strictly increasing on I 0 , it follows that |η(ϑ)| ≤ 1. The remaining properties follows from the fact that ϑ and sin ϑ are odd functions over I.
A new proof is provided for the following theorem. Theorem 6. The function
is an increasing function over I, hence r (ϑ) > 0 and |r(ϑ)| ≤ π 2 /4 for ϑ ∈ I. Proof: Differentiating r(ϑ) with respect to ϑ, it is found that
If it can be shown that the numerator is always positive, then r (ϑ) > 0 since the denominator is nonnegative. The numerator of r (ϑ), up to a positive factor we omit, is an even function of ϑ over I with a power series which is alternating in even powers of ϑ. This property allows us to write a polynomial lower bound for the numerator of r (ϑ) by neglecting the remainder of the series starting at a particular positive term at eighth order. It can be verified that this polynomial has no real roots in the interval I, so the following inequality holds, 4π cos 3 ϑ+48 cos 2 ϑ+(32ϑ sin ϑ−4πϑ
(49) Therefore, the numerator of r (ϑ) is positive, which implies that r (ϑ) > 0. Since lim ϑ→−π/2 r(ϑ) = −π 2 /4 and lim ϑ→π/2 r(ϑ) = π 2 /4, it follows that |r(ϑ)| ≤ π 2 /4 over I. Corollary 1. Define
The function ψ(ϑ) satisfies the second order differential equation
Moreover, if it is assumed that µαπ 2 ≤ 8 or
and ψ(ϑ) satisfies the inequalities
Proof: It is a matter of evaluating the derivatives ψ and ψ to verify that the equation is satisifed. Using the first derivatives, it is found that
Since the derivative is nonnegative, it follows that ψ(ϑ) is an increasing function on I, hence inequalities (52) follow from this result. Theorem 7. Assume that σ(ϑ) and ψ(ϑ) are defined as in (27) and (50).
Proof: Suppose this is not the case. Then since σ(±
), there exists some ϑ 0 ∈ I 0 such that
If in place of p(ϑ) in Theorem 3 we use q(ϑ), then by Theorems 1-3 and the first Corollary, we obtain,
However, this contradicts the fact that β > 0. Corollary 2. The following estimate holds
where H(ϑ) and ψ(ϑ) have been defined in (13) and (50), respectively. Proof: Recall that σ(ϑ) was defined to give H(ϑ), so applying Corollary 1, we obtain
by the previous theorem. 5. At this point, the main theorem which has been lead to by this work can be stated.
Theorem 8. Let a ∈ (0, 1) and α be defined by (5) and (28), respectively. Assume that µαπ 2 /8 ≤ 1, that is
for constant µ ∈ (0, 1]. If M is an n-dimensional, compact Riemannian manifold that has empty or nonempty boundary whose second fundamental form is nonnegative with respect to the outward normal. Suppose that Ricci curvature Ric(M ) has a lower bound (n − 1)K for some constant K > 0,
Then the first non-closed or Neumann eigenvalue λ 1 of the Laplacian on M has the following lower bound
where d is the diameter of M . Proof: Equation (54) implies that 
