Aircraft endurance is maximized by optimizing the lift to drag ratio over a two-dimensional space spanned by the angle of attack and the Mach number, constrained to a one-dimensional curve on which the lift equals the weight of the aircraft. The gradient estimator used in the optimization is excited by atmospheric turbulence in the vertical and longitudinal directions. This new form of extremum seeking requires a reformulation of the standard gradient estimator used in extremum seeking to provide gradient estimates that are independent of the amplitude of the dither signal. A new gradient estimator based on an estimation error approach is presented to this end. Through stochastic averaging analysis, the estimator is shown to stabilize the aircraft to the optimal endurance speed, with a bias that is proportional to the square of the turbulence amplitude and thus is small when the turbulence is light. The controller is tested in a high-fidelity six-degree-of-freedom simulation provided by local industry. Simulation results show the maximization of aircraft endurance and even a slight improvement compared to flight at the nominal loiter speed of the aircraft being simulated.
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Nomenclature

A
= aspect ratio a = speed of sound a x , a z = components of acceleration in the x-or zbody-axis directions a 1 , a 2 = stochastic disturbance postsaturation scaling factors
= averaging constants D = drag e = Oswald efficiency number f = lift to drag ratiô f = estimator's prediction of f g = acceleration due to gravity g x , g z = components of g in the x-or z-body-axis directions J = Jacobian of a system k ES = extremum-seeking gain
= characteristic lengths of the turbulence field (longitudinal, lateral, vertical) M = Mach number m = mass of the aircraft n 0 ; n 1 ; n 2 ; : : : = coefficients of the Taylor expansion of v q 1 , q 2 = stochastic disturbance presaturation scaling factors S = reference area s = Laplace variable s 1 = estimator state (approximates f) s 2 = estimator state (approximates f U ) s 3 = estimator state (approximates f V ) T = thrust t = time U = equivalent steady-state airspeed U 0 = nominal airspeed for the turbulence model V = airspeed v = zero-wind airspeed (roughly ground speed) V cmd = commanded airspeed V = optimal endurance speed v eq = equilibrium airspeed of the average system W 1 , W 2 = instances of standard Brownian motion α = angle of attack ϵ 1 , ϵ 2 = turbulence time constants η 1 , η 2 = vertical and longitudinal wind speeds, presaturation λ = thrust angle μdη = invariant distribution of η ρ = air density σ 2 , σ 3 = control law design parameters σ u , σ v , σ w = root mean square turbulence intensity (longitudinal, lateral, and vertical components) τ = airspeed control time constant Φ u g , Φ v g , Φ w g = turbulence spectra (longitudinal, lateral, vertical) Ω = spatial frequency ω = temporal frequency Subscripts eq = evaluated at the equilibrium point (i.e. let U and V both equal v eq ) U = partial derivative with respect to U V = partial derivative with respect to V v = evaluated at an arbitrary airspeed (i.e. let U and V both equal v) 0 = evaluated at the center of the Taylor expansion = evaluated at the optimal endurance speed (i.e. let U and V both equal V )
Introduction
T HIS paper is a continuation of the research effort begun in [1] , in which the authors present a control algorithm for finding the speed for maximum endurance for a jet aircraft. Flight at the speed for maximum endurance produces the minimum fuel burn rate, allowing the longest duration of flight. The control algorithm in [1] is a novel form of extremum-seeking control in which atmospheric turbulence is used as the dither signal. The present work expands the basic principle developed in [1] by introducing a new algorithm capable of functioning at speeds in which compressibility becomes a factor. The algorithm is tested using a high-fidelity flight-test validated aircraft simulation program.
Extremum seeking traditionally involves adding a small perturbation, called a dither signal, to the input to a system. The resulting change in the output from the system is then used to determine whether the input should be increased or decreased to drive the output towards its minimum (or maximum) possible value. The dither signal is traditionally chosen to be sinusoidal [2] [3] [4] [5] [6] but can also be chosen to be nonsinusoidal [7] or stochastic [8, 9] . Recently, the need for adding a dither signal has been removed by using naturally occurring disturbances in their stead [10] . The general applicability of extremum seeking has encouraged its use for a large variety of applications, including axial flow compressors [11] , lean premixed combustion [12] [13] [14] , flow control [15, 16] , wind turbine energy capture [17] , the minimization of drag in formation flight [18] , and many other applications in which the process dynamics may not be well known [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] .
The authors' previous work [1] introduces a novel variant of extremum seeking intended to optimize the speed of a jet aircraft for optimal endurance. The primary assumptions in [1] , which are here removed, are the following:
Assumption 1: The pitch and altitude dynamics of the aircraft can be considered quasi steady.
Assumption 2: The vertical component of turbulence is negligible. Assumption 3: The effect of compressibility is negligible. The first assumption is removed by optimizing the lift to drag ratio over the (two-dimensional) Mach vs angle-of-attack plane, rather than optimizing the drag itself over the airspeed in one dimension only. The pitch and altitude dynamics can significantly affect the drag of an aircraft, and so an algorithm based on an estimate of the rate of change of the drag with respect to airspeed can only function on a timescale much slower than the aircraft dynamics. Conversely, the lift to drag ratio is very nearly a static map in the Mach vs angle-of-attack plane; an approximation of such a map is not significantly restricted by the timescale of the aircraft dynamics.
The second assumption can (and actually must) be removed because the optimization is performed over a two-dimensional map, and as such, two independent dither signals are required: the longitudinal and vertical components of the atmospheric turbulence. (As explained in [31] , a standard assumption in turbulence modeling is that the components of turbulence are independent stochastic processes.)
The third assumption is addressed explicitly by letting the lift to drag ratio be a function of the Mach number, as already mentioned.
And so, the removal of the preceding assumptions is achieved by optimizing the lift to drag ratio over a two-dimensional space. Atmospheric turbulence, having independent longitudinal and vertical components, provides excitation over the two-dimensional space. This is used to produce an estimate of the local twodimensional gradient, that is, to produce an estimate of the slope of the lift to drag ratio with respect to the Mach number and an estimate of the slope with respect to the angle of attack. In a typical multidimensional application, extremum seeking is then used to find the maximizing point in the two-dimensional space; however, the aircraft cannot move freely in two dimensions. Rather, to achieve level flight it must fly at a combination of Mach number and angle of attack that produces a lift equal to the weight of the aircraft: a one-dimensional curve in a two-dimensional space.
Optimization over this curve is achieved by calculating the inner product of the gradient estimate with a vector locally tangent to the curve. This inner product gives the slope of the lift to drag ratio along the curve, which indicates whether a faster or slower airspeed would improve the lift to drag ratio. Here, the standard extremum-seeking algorithm fails: it produces an estimate of the gradient vector that points in the wrong direction. (An explanation now follows.) The standard multidimensional gradient estimator operates by demodulating the output with the two independent dither signals. This produces an estimate of the gradient in which each component is scaled by the variance of its respective dither signal. (This is acceptable because, at the maximum of a two-dimensional map, the gradient is zero, and the zero vector is zero no matter how its components are scaled.) At the optimal point along the curve of constant lift, the gradient should be perpendicular to the curve, but it should not, in general, be zero. If the components of the gradient are unequally scaled, the direction of the gradient will be incorrect, and the calculated inner product will be incorrect. This causes the optimization to fail. Of course, this can be corrected if the relative amplitudes of the dither signals are known, but in an application that uses atmospheric turbulence to provide the dither signals, the relative amplitude of the dither signals is not known.
This difficulty motivates the development of a new form of the gradient estimator, one based on estimation error rather than simple demodulation. A three-state gradient estimator is developed that creates an estimate of the lift to drag ratio based on the measured Mach number and angle of attack. The states represent 1) the lift to drag ratio at the current average Mach number and angle of attack, 2) the slope with the angle of attack, and 3) the slope with the Mach number. The difference between the estimated and the measured lift to drag ratios is used as feedback for the gradient estimator. As the states converge, the estimation error approaches zero. The critical feature of this design is that the equilibrium value of the gradient estimate does not depend on the amplitudes of the dither signals. The gradient estimate can be used to accurately determine the slope along the curve of constant lift. With this estimate of the slope, the optimal endurance speed can be accurately found.
The paper begins with an overview of the relevant aerodynamics. An extremum-seeking algorithm is then developed that finds the optimal endurance speed. (The new form of the gradient estimator is developed at this point.) Convergence to the optimal airspeed is then shown through analysis, and the algorithm is tested in simulation.
Aerodynamics
This section presents the background aerodynamics information relevant to the following control development. Additional background can be found in [32] .
Optimal Endurance
Endurance is the length of time an aircraft can remain airborne. For jet aircraft, the endurance in level flight may be optimized by flying at an airspeed that minimizes drag or, equivalently, that maximizes the lift to drag ratio. The lift to drag ratio is a function of several variables, the most important, perhaps, being the angle of attack. In compressible flows, the Mach number also has a significant effect. As a function of the angle of attack and Mach number, the optimal lift to drag ratio is found at a point in a two-dimensional space; however, to maintain level flight, the aircraft must fly at a combination of Mach number and angle of attack that produces a lift equal to the weight of the aircraft. That is, in level flight, an aircraft is constrained to a curve of constant lift in a two-dimensional (Mach number, angle of attack) space. The optimal endurance speed corresponds to the point on this curve that produces the highest lift to drag ratio.
The optimal endurance speed generally varies with aircraft weight and altitude. However, under certain common assumptions, it can be shown that optimal endurance occurs at the same coefficient of lift. Assume that the coefficient of lift increases with the Mach number as 1∕ 1 − M 2 p according to the Prandtl-Glauert rule. Assume a quadratic drag polar that does not change with the Mach number. (Accounting for compressibility effects in this manner is valid for Mach numbers less than about 0.75 [33] .) These two assumptions are expressed as
The lift to drag ratio is then
The Mach number can be expressed in terms of lift and
and so, the lift to drag ratio can be written as a function of lift and
The lift to drag ratio at any given value of lift is maximized when the partial derivative with respect to C L is zero. The partial derivative is
Setting this equal to zero and solving for the coefficient of lift gives
This optimal C L is a constant depending only on the parameters of the quadratic drag polar. It does not vary with density or lift. Under the assumption of a quadratic drag polar and the Prandtl-Glauert rule, the optimal airspeed for a certain flight condition can be related to the optimal airspeed at another altitude or aircraft weight by equating the coefficients of lift.
Measurement of Lift and Drag
Although lift and drag are not directly measurable, they can be computed based on other quantities that may be more readily available. They can be calculated based on longitudinal and vertical body-axis accelerometer measurements [a x − g x and a z − g z , respectively] and estimates of the aircraft mass m, engine thrust T, and thrust angle λ. Using a free-body diagram like the one shown in Fig. 1 , the lift can be calculated from the measured and estimated variables as
and, the drag can be calculated as
Equivalent small-angle expressions are
and
where the angles are in radians.
Turbulence
Atmospheric turbulence is conventionally modeled as filtered Gaussian white noise. The longitudinal, lateral, and vertical components are modeled independently. The Dryden turbulence model is one commonly used atmospheric turbulence model [31] . It specifies the spectra of the three components as follows:
The spectra are given in terms of spatial frequency, which is converted to temporal frequency ω by multiplying by the speed of the aircraft,
At medium to high altitudes (above 2000 ft), the turbulence is assumed to be isotropic. The characteristic lengths and the intensities in each direction are equal to each other. A typical characteristic length is 1750 ft. Intensities are charted as a function of altitude. Moderate turbulence has a root mean square intensity of about 10 ft∕s at 2000 ft, decreasing roughly linearly to near 0 at 60,000 ft. Whereas the lateral turbulence has little effect on the speed of an aircraft, the longitudinal turbulence has a direct effect on the airspeed. The longitudinal turbulence with a spectrum matching that given in Eq. (12a) can be obtained by passing white noise through a filter of the form
The vertical turbulence could be simulated by passing white noise through a filter of the form
but for simplicity, this can be approximated as 
Control Law
The equations required to implement the extremum-seeking control law are as follows:
where
Details and motivations will be provided over the next several paragraphs.The control law is a four-state nonlinear controller that provides as its output an airspeed command, V cmd , to an inner-loop airspeed controller (which is assumed to already be in place). The inputs to the control law are the lift to drag ratio f, airspeed V, and equivalent steady-state airspeed U. These inputs can be calculated from the following measured or approximated quantities: angle of attack α, engine thrust T, aircraft mass m, longitudinal and vertical body-axis accelerometer readings a x − g x and a z − g z , thrust angle λ, acceleration due to gravity g, and airspeed V. Small-angle approximations of f and U in terms of these quantities are given in Eq. (18) . The control law design parameters are k 1 , k 2 , k 3 , k ES , σ 2 , and σ 3 . (Note that σ 2 and σ 3 have no relation to the rms turbulence intensities σ u , σ v , and σ w .) Loosely speaking, the control law operates by determining a measurement of the lift to drag ratio, determining if the lift to drag ratio improves with increasing or decreasing airspeed and adjusting the airspeed command until the highest possible lift to drag ratio is achieved. Conceptually, an estimator, excited by transients in the Mach number and angle of attack, then approximates the gradient of the lift to drag ratio. In level flight, a change in the Mach number is always accompanied by a change in the angle of attack, and so it is not possible to independently control both the airspeed and the angle of attack. The optimal speed is that which provides the maximum lift to drag ratio possible along a curve of constant lift in the angle of attack versus Mach number plane. A gradient ascent is performed to the optimal point.
Seeking to implement such a control law, though, a number of difficulties arise (not the least of which is that the nonlinear relationship between the angle of attack and the airspeed can destabilize the control system). It is advantageous to reformulate the lift to drag ratio as a function of two variables other than the angle of attack and the Mach number. As a basis for the function, the airspeed V is used in place of the Mach number. In place of the angle of attack, the equivalent steady-state airspeed U, defined as the airspeed required to produce an amount of lift equal to the weight of the aircraft while in flight at the current coefficients of lift and altitude, is used. The estimator approximates the gradient of the lift to drag ratio in the U-V plane. When the lift produced by the aircraft is equal to its weight, U is equal to V, and so, in the U-V plane, the curve of constant lift is simply U V. Based on the estimated gradient, the control law performs a gradient ascent along this line towards the speed at which the maximum lift to drag ratio is achieved.
The extremum-seeking algorithm is designed to use naturally occurring disturbances such as atmospheric turbulence to provide sufficient excitation to the estimator. The intensity of the turbulence is of course not known or constant; neither are the relative intensities of the vertical component of turbulence (affecting U) and the horizontal component (affecting V). In such a situation, a standard extremumseeking algorithm (which estimates the slope by demodulating the lift to drag ratio with U and V) produces slope estimates that are proportional to the true slope, but the estimates are scaled by the square of the amplitudes of the vertical and horizontal components of turbulence, respectively. If the two slope estimates are scaled differently, the estimated slope along the line of constant lift cannot be determined. Because of this, the control algorithm uses a gradient estimator that is different from those commonly used in extremum seeking.
The gradient estimator is based on an estimate of the lift to drag ratio at the current U and V. The estimate is linear in the three estimator states, with the first state s 1 representing the lift to drag ratio at the commanded airspeed in steady flight, the second state s 2 representing the slope of the lift to drag ratio with U, and the third state s 3 representing the slope with respect to V. The states are updated based on the difference between the measured and estimated lift to drag ratios, f andf. The slope of the lift to drag ratio along the line of constant lift is the sum of the second and third estimator states, s 2 and s 3 , and the airspeed command is changed at a rate proportional to this slope. (The simplicity seen in this calculation of the slope along the line of constant lift is part of the motivation for reformulating f as a function of U and V. Calculating the slope along the curve of constant lift in the angle of attack versus Mach number plane is less than straightforward; the direction of a line tangent to the curve cannot be found without assuming knowledge of the rate of change of C L with α, and the fundamental goal of extremum seeking is to perform an optimization without making assumptions about the aerodynamic characteristics of the aircraft.)
Note that several terms not related to the estimation error appear in the estimator equations. These terms [the last terms in Eqs. (17b-17d)] improve the transient performance by providing an estimate of how the estimator states are expected to change based on the rate of change of the airspeed command. As is shown in the following analysis, this also has a positive effect on stability of the algorithm. These terms are motivated by the expected change in the estimator states given a change in V cmd . For example, s 2 s 3 _ V cmd can be thought of as f U f V _ V cmd or df∕dV cmd _ V cmd , which is _ f. This provides a sort of feedforward to s 1 (which is the estimate of f) when V cmd changes. The terms in the _ s 2 and _ s 3 equations are similarly motivated. In this way, the design parameters σ 2 and σ 3 can be thought of as a priori estimates of df U ∕dV cmd and df V ∕dV cmd , respectively.
Finally, a note about the order of the controller may be appropriate. The controller estimates a gradient in two dimensions for what is essentially a one-dimensional optimization. It is tempting to reformulate the problem as a one-dimensional optimization in one dimension so that the order of the gradient estimator can be reduced. Specifically, the gradient estimator could replace the two states s 2 and s 3 (which estimate f U and f V , respectively) with one state (say, s 23 ) that directly estimates the sum f U f V . Such a controller could be derived by defining s 23 ≜ s 2 s 3 and s 2−3 ≜ s 2 − s 3 , rewriting the controller in terms of these new variables and dropping all terms containing s 2−3 . This would be possible because the new update law ( _ V cmd k ES s 23 ) would not depend on s 2−3 . Furthermore, the expectation would be that disturbances accounted for by s 2−3 in the estimate of the lift to drag ratiô f would average to zero and could be ignored.
The problem is that disturbances in (U V) are likely to be strongly correlated with disturbances in (U − V). This is the case even if it is assumed that U is not correlated with V because the amplitudes of the disturbances in U and V are not the same size; in general, disturbances in U are larger than disturbances in V, even in isotropic turbulence (and given two uncorrelated random variables, their sum is correlated with their difference unless their variances are equal). Although not presented in this paper, it can be shown through analysis that this correlation causes a bias in the estimate of the optimal endurance speed. Estimating the gradient in two dimensions, rather than one, removes this source of bias.
Analysis
For the analysis, assume that measurements of f, U, and V are available, and implement the control law given in Eq. (17) . Let f be a static map in two dimensions. Assume that along the curve where the lift equals the weight of the aircraft, the map is convex. Assume stochastic perturbations in U and V that are each represented by filtered white noise. These stochastic perturbations approximate the longitudinal and vertical components of the turbulence. Under these assumptions, U and V are
The saturation function is defined as
It is included primarily for mathematical convenience but also conveys the fact that real turbulence has a finite amplitude. Approximate the aircraft's control over the airspeed using simple first-order dynamics,
This simple aircraft model is used to limit the order of the system being analyzed; other aircraft dynamics are subsumed in the stochastic perturbations to U and V. The time constant involved in the aircraft's control over the airspeed is explicitly modeled because the analysis in [1] showed it to have possible implications for stability. With these models, the closed-loop system is
It is this closed-loop system that is considered in the following analysis. Theorem 1: Consider system (23), where f fU; V fv a 1 satη 1 ; v a 2 satη 2 is a two-dimensional map that, along the line V U, is convex with a maximum at V ; V . Assume all constants are positive, with the exception of σ 2 and σ 3 , which are chosen so that σ 
Theorem 1 roughly states that the stochastic system converges on average to the airspeed for optimal endurance, with a bias that is proportional to the square of the turbulence intensity and the third partial derivatives of the lift to drag ratio map. (Mathematically speaking, the system converges both almost surely and in probability.) The theorem concerns the system behavior for small turbulence intensities and for timescales that are long compared to the turbulence time constants.
Proof of Theorem
The average system is formed by performing stochastic averaging over the invariant distributions of η 1 and η 2 . The distributions of the stochastic variables are given by
where the appropriate subscript is to be appended to η and q. Note that
Z ∞ −∞ satη k μdη 0 for k 1; 3; 5; : : :
Taking _ v as an example, averaging over both stochastic variables gives
After performing similar averaging on all dynamic equations, the average system is
At equilibrium, setting the time derivatives to zero and assuming nonzero constants, the system of equations reduces to
To evaluate the integrals in question, take a two-dimensional Taylor expansion of v in a 1 and a 2 , Use these expressions in a two-dimensional Taylor expansion of f, which is a function of U and V. Let the expansion be centered at the point n 0 ; n 0 . The notation f 0 is used to mean the value of the lift to drag ratio at this point. Similarly, f U0 is used to mean the partial derivative of the lift to drag ratio with respect to U at the same point; f V0 is the partial derivative with respect to V; f UV0 and similar denote higher partial derivatives. The expansion of f is
The expression U − n 0 simplifies by the cancellation of the n 0 terms to the following: 
This equation is a polynomial in a 1 and a 2 , and so, for the expression to be equal to zero the coefficients of each power of a must each be zero. Equating coefficients gives
At this point, consider the nature of the map. In steady flight, the aircraft is confined to the line U V. Therefore, the optimal airspeed, which we will denote by V , is that point at which the component of the gradient in the direction of that line is zero. That is,
Recall that the f 0 notation concerns the lift to drag ratio at the point n 0 ; n 0 . Assuming that, along the line U V the map has a unique maximum, the a 0 equation requires that
If the maximum is unique, then the curvature at that point along the line U V is nonzero (specifically, negative). The curvature along this line is
Because n 0 V , this means that f 0 is the same as f , and all derivatives are the same as well. Because the quantity in Eq. (55) is negative and therefore nonzero, it can be divided out of Eqs. (52b) and (52c) to give
This simplifies the remaining equations in Eq. (52). They become
which gives
Substituting the obtained values of n 0 , n 1 , n 2 , n 11 , n 12 , and n 22 back into the original Taylor expansion (36) gives a second-order expression for the equilibrium value of v,
Oa 3 Using the coefficients in Eqs. (49) and (50) gives the equilibrium values of s 2 and s 3 as And so, the average system has an equilibrium point at 
To aid understanding, a lower-order approximation of the equilibrium point is given in the next equations.
Next, the stability of the equilibrium point is tested. The Jacobian of the average system in terms of the variables v, s 1 , s 2 , s 3 , and V cmd , evaluated at the equilibrium point v eq ; v eq , is
The expressions for the remaining elements are
(69)
where the partial derivatives are evaluated at the equilibrium point. The characteristic polynomial is
The _ s 1 dynamics decouple from the rest of the system, leaving a fourth-order polynomial. (The _ s 1 dynamics are stable for any positive k 1 .) The coefficients of the remaining fourth-order polynomial must all be positive for the system to be stable. In addition, using the Routh-Hurwitz criteria to examine a polynomial of the form s 4 bs 3 cs 2 ds e, it can be shown that, if the inequality bcd > b 2 e d 2 holds, then the system is stable.
The s 3 and s 2 coefficients are positive if the gains k 2 , k 3 , and k ES are chosen positive and the parameters σ 2 and σ 3 are chosen negative, but the remaining stability conditions depend on J 3;1 and J 4;1 . To keep the analysis applicable to a general map, approximations are sought that are valid for small turbulence intensities. Now, the lift to drag ratio f is a function of U and V, but both U and V can be written as functions of v [see Eq. (37)]. The lift to drag ratio can be approximated using a Taylor expansion around an arbitrary point v; v,
Here, the notation f v is used to refer to the value of f at the arbitrary point v; v as f 0 was used to refer to the value of f at the point n 0 ; n 0 earlier in the paper; it does not denote a derivative with respect to v. Substituting Eq. (37) Now, because U and V both vary directly with v, the partial derivative with respect to v can be expressed as the sum of the partial derivatives with respect to U and V,
Taking these partial derivatives of the integrals (75) and (76) and evaluating at the equilibrium point v eq ; v eq gives With these approximations, the characteristic polynomial can be written for small a 1 and a 2 as Now the stability criteria can be tested. Again, k 1 must be positive,
For small a 1 and a 2 , the s 3 and s 2 coefficients are positive provided k ES is positive and the sumσ 3 σ 2 is negative,
Similarly, the s 1 coefficient is positive provided that (in addition to k ES being chosen positive) k 2 and k 3 are positive and σ 2 and σ 3 are chosen sufficiently negative. Specifically, if
Note that the s 1 coefficient cannot be made positive by choosing k ES small because k ES multiplies the entire coefficient (for the small a 1 , a 2 approximation, at least). Finally, for small a 1 and a 2 , the s 0 coefficient is positive provided that k ES , k 2 , and k 3 are chosen positive. [Recall from Eq. (55) that, because we assume a unique maximum point along the line U V, it follows that f UU 2f UV f VV < 0.] And so, in the analysis of the characteristic polynomial, the conditions under which all of the coefficients are positive have been found. For stability, it remains to be shown that (in terms of a polynomial of the form s 4 bs 3 cs 2 ds e) the inequality bcd > b 2 e d 2 holds. The stability criterion simplifies to This criterion is satisfied for small a 1 and a 2 under the criteria already required to ensure the coefficients of the characteristic polynomial are positive. The equilibrium (66) of the closed-loop system (23) is stable for small a 1 and a 2 under the conditions (83). The conditions on σ 2 and σ 3 can be simplified somewhat. Given from Eq. (55) that f UU 2f UV f VV < 0, the following inequalities hold:
If the parameters σ 2 and σ 3 are chosen according to
then Eqs. (83c), (83f), and (83g) are satisfied. This concludes the bulk of the analysis. The average system has a stable equilibrium at the point given in Eq. (66), which is within an Oa 2 1 Oa 1 a 2 Oa 2 2 neighborhood of the optimal endurance speed. The linearized average system is stable if the turbulence intensities a 1 and a 2 are small but nonzero; the gains k 1 , k 2 , k 3 , and k ES are chosen positive; and the design parameters σ 2 and σ 3 are chosen to satisfy the criteria given in Eq. (86). Stability of the linearized average system proves the local exponential stability of the average system (34) by Corollary 4.3 in [34] . Stability of the average system proves the weak stability of the closed-loop system (23) under the stochastic perturbations η 1 and η 2 , by the stochastic averaging results in [8] . This result is expressed in Theorem 1.
Simulations Simple Simulation
Before proceeding to the high-fidelity simulations, the results of a simpler simulation are presented. This simulation follows Eq. (23) closely. The parameters of the simulation are listed in Table 1 . They are chosen roughly to represent a U-2 flying at maximum takeoff weight at 36,000 ft. The turbulence parameters are chosen to model an isotropic turbulence with a root mean square intensity of 3 ft∕s and a characteristic length of 1750 ft. To align with the assumptions of the analysis, the turbulence is bounded to less than 100 ft∕s. The lift to drag ratio is modeled assuming a quadratic drag polar and using the Prandtl-Glauert rule. Written as a function of the equivalent steadystate airspeed and airspeed, the lift to drag ratio is
The constants in this formula are given Table 1 . The controller gains and design parameters are also listed. The results of this simple simulation are shown in Fig. 2 . The simulation represents a situation in which the drag coefficient is 21 drag counts higher than predicted during the design. The starting airspeed in this simulation is 462 ft∕s, which is the optimal endurance speed if the zero-lift drag coefficient C D0 is 0.0085 instead of 0.0106. At this airspeed, the aircraft has a lift to drag ratio of 31.00. Flying at the optimal airspeed (about 437 ft∕s) the lift to drag ratio is 31.21. This represents a decrease in the drag of 0.67% and a corresponding improvement in the endurance.
High-Fidelity Simulation Description
The software used for the following simulations is a six-degree-offreedom simulation routine developed by local industry. Because of the proprietary nature of the simulation, the simulation cannot be described in detail, but the simulation is highly realistic and has been validated by flight test data. To prevent disclosure of proprietary aircraft performance data, the numbers have been removed from all the axes of the figures showing high-fidelity simulation results.
Experiment Design
Two experiments are performed using the high-fidelity simulation software. The first is designed to test the extremum-seeking algorithm. The simulation begins with the aircraft flying straight and level at its nominal loiter speed. The aircraft then encounters turbulence, and the extremum-seeking algorithm is activated; the aircraft adjusts its airspeed to the estimate of the optimal airspeed found by the algorithm. The turbulence encounter then ends, and the extremum-seeking control law is disengaged. From this point on, the airspeed command is set to maintain the same coefficient of lift as found by the extremum-seeking algorithm. The simulation is then allowed to run for a short time to allow the transients to settle. For comparison, the simulation is repeated without activating the extremum-seeking algorithm. The steady fuel flow rate achieved by the extremum-seeking algorithm is then compared to the steady fuel flow rate at the nominal loiter speed. A lower fuel flow rate corresponds to a higher endurance.
The second experiment is designed to test the effectiveness of holding a constant coefficient of lift after the turbulence encounter ends. The experiment is similar to the first, with the following changes. The experiment runs for a much longer period of time, during which significant changes in aircraft weight occur due to fuel being burned. The experiment is also run using settings of higher realism in the simulation software, which make for a good experiment but poor graphs, and as such are not used in the first experiment. Like the first experiment, the second experiment consists of two simulations that are identical, except that, in one, extremum seeking is active and in the other the aircraft remains at the nominal loiter speed. The aircraft weight decreases in both simulations as fuel is burned. The difference between the aircraft weights indicates the net fuel savings from extremum seeking.
Note that, because this is a computer simulation, the nominal loiter speed is expected to be at or very near the optimal endurance speed. The primary benefit of extremum seeking is that it is able to adapt to differences from the aerodynamic model that may exist in real flight. These simulations do not introduce any such differences, and so the level of endurance achieved by extremum seeking is expected to be only as good as that achieved by the nominal loiter speed. The simulations test the ability of extremum seeking to achieve a level of endurance on par with that achieved by the nominal loiter speed in simulation, which provides a measure of confidence in the ability of the algorithm to find the true optimal endurance speed in real flight.
High-Fidelity Simulation Results
The results of the first experiment are shown in Figs. 3-5. In these figures, results using the extremum-seeking algorithm are shown in black; the results not using extremum seeking are shown in the background in gray. The small region boxed in Fig. 4 is shown enlarged in Fig. 5 .
The results of the second experiment are shown in Fig. 6 . The aircraft weight over the course of the simulations is plotted against the left axis, again in black for the results using extremum seeking and gray for the results not using extremum seeking. Because the curves overlap almost identically, the difference between the two curves is plotted in the same figure against the right axis, as a dashed line, on a much larger scale. Note that the difference is initially zero and becomes positive, indicating that the weight of the aircraft using extremum seeking is greater than that of the aircraft at the nominal loiter speed.
Discussion
The simulation results show that the extremum-seeking algorithm matches the fuel economy of the flight at the nominal loiter speed in simulation, without knowledge of the performance characteristics of the aircraft (see Fig. 4 ). The algorithm slightly exceeds the performance achieved at the nominal loiter speed; the difference is small but noticeable (Fig. 5) . In simulations based on wind-tunnel data, the nominal loiter speed should be close to the optimal endurance speed; the fact that the simulations show convergence to near the nominal loiter speed (with actually even slightly better performance) gives some confidence that the optimal speed may be found regardless of the aerodynamic characteristics of the aircraft. The benefit of the algorithm is not primarily in the slight performance improvements shown in these figures. Rather, the benefit is in the potentially more significant improvements that might be achieved in actual flight where the aerodynamic characteristics of the aircraft may differ from the wind-tunnel data. Such differences may appear over time due to accumulated minor damage to the plane or due to environmental conditions such as structural icing. In such situations, the endurance benefits from extremum seeking may become significant.
As shown in Fig. 6 , the performance obtained by extremum seeking is maintained after exiting turbulence by adjusting the airspeed to fly a constant coefficient of the lift. The difference between the aircraft weight in the simulation using extremum seeking and the aircraft weight in the simulation at the nominal loiter speed, shown as the dashed line in Fig. 6 , consistently increases throughout the simulation. This indicates that the aircraft using extremum seeking continues to burn fuel at a slower rate than the aircraft at the nominal loiter speed throughout the flight, even though extremum seeking is only active for a short period of time at the beginning of the flight.
The simulation results also confirm the stability analysis performed in the preceding sections. This may lend some credence to the modeling assumptions used in the analysis. A limitation of the result in Theorem 1 is that it speaks to the limiting case as the turbulence timescales ϵ 1 and ϵ 2 approach zero. Stated another way, the theorem describes the behavior of the system when all timescales are slow compared to the turbulence timescales. As such, the theorem does not make any claim regarding the behavior of the system on timescales comparable to the turbulence. Because the high-fidelity simulation results are presented without units, the simple simulation results shown in Fig. 2 are presented to speak to the rate of convergence of the algorithm. (Again, to avoid inadvertently revealing any aircraft performance data, the parameters used in the simple simulations are not the same as those used in the high-fidelity simulations.)
Another limitation of the result in Theorem 1 is that it applies only when the turbulence is small but nonzero. The controller cannot function in calm air, and it is also possible that the controller could become unstable in unexpectedly heavy turbulence. Although the intensity of the turbulence can never be controlled, the design parameters can be adjusted to ensure stability in a worst-case turbulence encounter.
One area that remains to be addressed is operation in turning flight. The analysis and simulations above all assume straight and level flight, but loitering is commonly performed in a holding pattern, which involves portions of turning flight and portions of straight flight. The algorithm may require a modification to be applicable to turning flight.
Conclusions
The extremum-seeking algorithm stabilizes the aircraft to near the optimal endurance speed, accounting for both angle of attack and compressibility effects, using the excitation provided by atmospheric turbulence. Simulation results using a high-fidelity aircraft simulation routine show that the algorithm achieves a level of endurance slightly greater than that at the nominal loiter speed of the aircraft. This provides confidence that the optimal airspeed may be achieved in real flight where the aerodynamic characteristics of the aircraft are not known. The results validate the performance of the new form of gradient estimator used in the extremum-seeking algorithm. After a turbulence encounter has ended, flying a constant coefficient of the lift is an adequate means of maintaining the optimal airspeed as the aircraft weight decreases. 
