The Cauchy problem and BEC stability for the quantum
  Boltzmann-Condensation system for bosons at very low temperature by Alonso, Ricardo et al.
ar
X
iv
:1
60
9.
07
46
7v
3 
 [m
ath
.A
P]
  1
9 M
ay
 20
18 The Cauchy problem and BEC stability for the1
quantum Boltzmann-Condensation system for2
bosons at very low temperature3
Ricardo Alonso*, Irene M. Gamba**, Minh-Binh Tran ***
*Department of Mathematics
Pontificia Universidad Catolica at Rio de Janeiro
email: ralonso@mat.puc-rio.br
**Department of Mathematics
University of Texas Austin
email: gamba@math.utexas.edu
**Department of Mathematics
University of Wisconsin-Madison
email: mtran23@wisc.edu
4
May 22, 20185
Abstract6
We study a quantum Boltzmann-Condensation system that de-7
scribes the evolution of the interaction between a well formed Bose-8
Einstein condensate and the quasi-particles cloud. The kinetic model9
is valid for a dilute regime at which the temperature of the gas is very10
low compared to the Bose-Einstein condensation critical temperature.11
In particular, our system couples the density of the condensate from12
a Gross-Pitaevskii type equation to the kinetic equation through the13
dispersion relation in the kinetic model and the corresponding transi-14
tion probability rate from pre to post collision momentum states. We15
rigorously show the following three properties (1) the well-posedness16
of the Cauchy problem for the system in the case of a radially symmet-17
ric initial configuration, (2) find qualitative properties of the solution18
such as instantaneous creation of exponential tails and, (3) prove the19
uniform condensate stability related to the initial mass ratio between20
condensed particles and quasi-particles. The stability result from (3)21
leads to global in time existence of the initial value problem for the22
quantum Boltzmann-Condensation system.23
1
Keywords Quantum kinetic theory, low-temperature Bose particles,24
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ory.26
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1 Introduction43
After the first Bose-Einstein Condensate (BEC) was produced by Cornell,44
Wieman, and Ketterle [3, 4], there has been an immense amount of research45
on BECs and cold bosonic gases. Above the condensation temperature,46
the dynamic of a bose gas is determined by the Uehling-Uhlenbeck kinetic47
equation introduced in [31]; see for instance [15] for interesting results and48
list of references. The first proof of BECs was done in [22]. Below the49
condensation temperature, the bosonic gas dynamics is governed by a system50
that couples a quantum Boltzmann and a Gross-Pitaevskii equations. In51
such a system, the wave function of the BEC follows the Gross-Pitaevskii52
2
equation and the quantum Boltzmann equation describes the evolution of53
the density function of the excitations (quasi-particles). The system was54
first derived by Kirkpatrick and Dorfmann in [20, 21], using a Green function55
approach and was revisited by Zaremba-Nikuni-Griffin and Gardiner-Zoller56
et. al. in [17, 18, 32]. It has, then, been developed and studied extensively in57
the last two decades by several authors from the application perspective (see58
[6, 25, 29], and references therein). In [28], Spohn gave a heuristic derivation59
for the one-dimensional version of the system, using a perturbation argument60
for the Uehling-Uhlenbeck equation. A more formal derivation, for the full61
three dimensional case, is done in [26] where some ideas from the works62
[8, 12] were taken together with techniques from quantum field theory.63
In this work, we focus on the rigorous mathematical study of the dy-64
namics of dilute Bose gases modeled by the quantum Boltzmann equation65
at very low temperature coupled to the condensation model at the quantum66
level. The quantum Boltzmann model that we referred to was introduced67
in [11, 13, 20, 21], that is, the BEC is well formed and the interaction be-68
tween excited atoms is secondary relative to the interaction between excited69
atoms with the BEC. The condensation at the quantum level may be de-70
scribed by classical models such as Gross-Pitaevskii [8, 12, 22]. At this71
quantum level the BEC mass is given by nc = nc(t) := |Ψ|2(t), where Ψ is72
the wave function of the quantum condensation satisfying a Gross-Pitaevskii73
type equation with an absorption term proportional to the averaged of the74
interacting particle (collision) operator from the quantum kinetic model, and75
the corresponding quantum probability density of the excited states evolves76
according to the quantum Boltzmann equation with interacting particle (col-77
lision) operator proportional to the condensate nc(t) (cf. [5, 28, 24]).78
Under these assumptions, the evolution of the space homogeneous proba-
bility density distribution function f := f(t, p), with (t, p) ∈ [0,∞)×R3, for
p the momenta state variable, of the excited bosons and the condensate mass
nc := nc(t) can be described by the following Boltzmann-Gross-Pitaevskii
system {
df
dt = ncQ[nc, f ] , f(0, ·) = f0 ,
dnc
dt = −nc
∫
R3
dpQ[nc, f ] , nc(0) = n0 ,
(1.1)
3
where the interaction operator is defined as
Q[nc, f ] :=
∫
R3
∫
R3
dp1dp2
[
R(p, p1, p2)−R(p1, p, p2)−R(p2, p1, p)
]
,
R(p, p1, p2) :=
|M(p, p1, p2)|2
[
δ
(
ω(p)
kBT
− ω(p1)
kBT
− ω(p2)
kBT
)
δ(p − p1 − p2)
]
× [f(p1)f(p2)(1 + f(p))− (1 + f(p1)(1 + f(p2))f(p)] ,
(1.2)
where β := 1kBT > 0 is a physical constant depending on the Boltzmann79
constant kB , and the temperature of the quasiparticles T at equilibrium.80
The particle energy ω(p) is given by the Bogoliubov dispersion law81
ω(p) =
[
gnc
m
|p|2 +
( |p|2
2m
)2]1/2
, (1.3)
where p ∈ R3 is the momenta, m is the mass of the particles, g is an82
interaction “excited-condensate” coupling constant and nc is the condensate83
mass, as introduced earlier.84
The term M(p, p1, p2) is referred as the transition probability or matrix85
element (as much as collision kernel). Its constitutive relation depends on86
the dispersion relation ω(p) and, consequently, strongly couples the quantum87
Boltzmann equation to the quantum condensate.88
In the regime treated in this document, the transition probability can
be approximated up to first order to a workable expression. Indeed, we
restrict the range of the temperature T , the condensate density nc, and the
interaction coupling constant g to values for which kBT is much smaller than
(gnc/m)
1/2, i.e. a cold gas regime. Under this condition, the dispersion law
ω(p) in (1.3) is approximated by
1
kBT
[
gnc
m
|p|2 +
( |p|2
2m
)2]1/2
≈ c
kBT
|p|, where c :=
√
gnc
m
,
as long as |p| ≪ 2√gncm. In particular, the energy will now be defined by
the phonon dispersion law (still using the same notation), see [11, 19]
ω(p) = c|p|, for c := c(t) =
√
gnc(t)
m
. (1.4)
Under the cold gas regime, the transition probabilityM is approximated by
(see, for instance [13, eq. (7)], [19, eq. (83)], [11, eq. (42)])
|M|2 = κ|p||p1||p2| (1.5)
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where
κ =
9c
64π2mn2c
=
9
64π2(mgnc)3/2
. (1.6)
Note that the transition probability could also be approximated as (cf.
[5])
|M|2 = ω(p)ω(p1)ω(p2)
32g3n3c
.
We perform the analysis in the whole momentum space, not in a piece89
of it or the torus [27], requiring a detailed control of the solution’s tails and90
low temperature behavior.91
Using that δ(·) is homogeneous of degree −1, the reduced phonon dis-
persion law (1.4) is implemented as δ(c|p|) = c−1δ(|p|), and so the quantum
collisional integral (1.2) becomes
Q[nc, f ] : = κc
−1
∫
R3
∫
R3
dp1dp2
[
R(p, p1, p2)−R(p1, p, p2)−R(p2, p1, p)
]
R(p, p1, p2) := K(|p|, |p1|, |p2|)
[
δ (|p| − |p1| − |p2|) δ(p − p1 − p2)
]
× [f(p1)f(p2)(1 + f(p))− (1 + f(p1)(1 + f(p2))f(p)] .
(1.7)
Here we introduced K(|p|, |p1|, |p2|) := |p||p1||p2|. Clearly, from the interac-
tion law p = p1 + p2 and |p| = |p1| + |p2| modeled in the collision operator
by the singular Dirac delta masses, this trilinear collisional form (1.7) is re-
duced into a bilinear one, that can be split in the difference of two positive
quadratic operators, as will be shown in the existence result.
In addition, the low temperature quantum collisional form (1.7) can be split
into gain and loss operator forms
Q[nc,f ](t, p) = Q
+[nc, f ](t, p)−Q−[nc, f ](t, p)
= κc−1
(
Q+[f ](t, p)− f(t, p) ν[f ](t, p)
)
=: κc−1Q[f ](t, p), (1.8)
as is done with the classical Boltzmann operator. Here, the gain operator is
also defined by the positive contributions in the total rate of change in time
of the collisional form Q[nc, f ](t, p) in (1.7), that is, Q
+[nc, f ] = κc
−1Q+[f ]
where
Q+[f ](t, p) :=
∫
R3
∫
R3
dp1dp2K(|p|, |p1|, |p2|)δ(p − p1 − p2)
× δ(|p| − |p1| − |p2|)f(t, p1)f(t, p2) + 2
∫
R3
∫
R3
dp1dp2K(|p|, |p1|, |p2|)
× δ(p1 − p− p2)δ(|p1| − |p| − |p2|)
[
2f(t, p)f(t, p1) + f(t, p1)
]
.
(1.9)
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Similarly, the loss operator models the negative contributions in the total
rate of change in time of same collisional form Q[nc, f ](t, p). It is local in
f(t, p) and so written Q−[nc, f ] := κc−1 f ν[f ], where ν[f ](t, p), referred as
the collision frequency or attenuation coefficient, is defined by
ν[f ](t, p) :=
∫
R3
∫
R3
dp1dp2K(|p|, |p1|, |p2|)δ(p − p1 − p2)
× δ(|p| − |p1| − |p2|)
[
2f(t, p1) + 1
]
+ 2
∫
R3
∫
R3
dp1dp2K(|p|, |p1|, |p2|)
× δ(p1 − p− p2)δ(|p1| − |p| − |p2|)f(t, p2) ,
(1.10)
and it is nonlocal in f(t, p). Note that the collisional operator Q[f ] :=92
Q+[f ]− f ν[f ] is independent of nc.93
In summary, our goal is to study the Cauchy problem of radial solutions
for the Boltzmann-Gross-Pitaevskii system (1.1) at low temperature, which,
with the definitions of (1.8), (1.9) and (1.10), reads{ df
dt =
κ0
nc
Q[f ] , f(0, ·) = f0 ,
dnc
dt = −κ0nc
∫
R3
dpQ[f ] , nc(0) = n0 ,
(1.11)
where the resulting constant κ0 =
9
64pi2m
.94
95
The organization of the paper is as follows.96
· In section 2 and 3 we present the weak and strong formulations of the97
collision operator and use them to recall the main conservation laws98
as well as the entropy estimate corresponding to an H-Theorem for99
(1.1) in the low temperature regime collisional form (1.7).100
· Section 4 considers a priori estimates on the observables or moments101
of solutions. These are related to high energy tail behavior and will be102
developed in context of radially symmetric solutions. Moment prop-103
agation techniques have been developed for the classical Boltzmann104
equation in [2, 16, 30].105
· In section 5 we address the central issue of the BEC stability. It is clear106
that the condition nc > 0 is essential for the validity of the approxi-107
mations that have been made in the derivation of the model. In this108
section we take advantage of the nonlinear nature of the equation to109
derive L∞-estimates that allow us to show the BEC uniform stability.110
6
Natural conditions in terms of the ratio between the initial mass of111
the condensate and quasi-particles are necessary for the sustainability112
of the condensate in the long run. This result formalizes the validity113
of the decomposition of the total density of the gas between a singu-114
lar part (condensate) and a regular part (quasi-particles) and leads to115
global in time well-posedness of the problem.116
· The existence and uniqueness arguments given in section 6 are based117
on the a priori estimates on the solution’s moments and the L∞-118
estimate provided for BEC stability. When such estimates are com-119
bined with classical abstract ODE theory, the result is a robust and120
elegant technique to prove well-posedness for collisional integral equa-121
tions.122
· Finally, in section 7, we show that solution to the Cauchy problem123
have exponential decaying tails in the sense of L1(R3), which are re-124
ferred to as Mittag-Leffler tails that were introduced for the Boltz-125
mann equation in [30]. This result formalizes, at least qualitatively,126
the approximations that are made in the low temperature regime were127
narrow distribution profiles are assumed.128
2 Weak and strong formulation of collisional forms129
The following properties hold for the low temperature quantum collisional130
form (1.7) remarking that, for notational convenience, we will usually omit131
the time variable t unless some stress is necessary in the context.132
Proposition 2.1 (Weak Formulation) For any suitable test function ϕ,
the following weak formulation holds for the collision operator Q∫
R3
dpQ[f ](p)ϕ(p) =
∫
R3
∫
R3
∫
R3
dp dp1 dp2K(|p|, |p1|, |p2|)δ(p − p1 − p2)
× δ(|p| − |p1| − |p2|)
[
f(p1)f(p2)− f(p1)f(p)− f(p2)f(p)− f(p)
]
×
[
ϕ(p)− ϕ(p1)− ϕ(p2)
]
= 2π
∫
R3
dp1
∫
R+
|p2|2d|p2| |p1|+ |p2||p1||p2| K
(|p1|+ |p2|, |p1|, |p2|)[f(p1)f(|p2|p̂1)
− f(p1)f(p1 + |p2|p̂1)− f(|p2|p̂1)f(p1 + |p2|p̂1)− f(p1 + |p2|p̂1)
]
×
[
ϕ(p1 + |p2|p̂1)− ϕ(p1)− ϕ(|p2|p̂1)
]
,
(2.1)
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As a consequence, for radially symmetric functions f(p) := f(|p|) and ϕ(p) :=
ϕ(|p|), the following holds true∫
R3
dpQ[f ](p)ϕ(p) = 8π2
∫
R+
∫
R+
d|p1| d|p2| K0
(|p1|+ |p2|, |p1|, |p2|)×[
f(|p1|)f(|p2|)− f(|p1|)f(|p1|+ |p2|)− f(|p2|)f(|p1|+ |p2|)
− f(|p1|+ |p2|)
]
×
[
ϕ(|p1|+ |p2|)− ϕ(|p1|)− ϕ(|p2|)
]
,
(2.2)
where K0(|p|, |p1|, |p2|) := |p||p1||p2|K(|p|, |p1|, |p2|) = |p|2|p1|2|p2|2.133
Proof. In this proof we use the short-hand
∫
:=
∫
R9
dp dp1 dp2. First,
observe that∫
R3
dpQ[f ](p)ϕ(p) =∫
K(|p|, |p1|, |p2|)δ(p − p1 − p2)δ(|p| − |p1| − |p2|)R(p, p1, p2)ϕ(p)
−
∫
K(|p|, |p1|, |p2|)δ(p − p1 − p2)δ(|p| − |p1| − |p2|)R(p1, p, p2)ϕ(p)
−
∫
K(|p|, |p1|, |p2|)δ(p − p1 − p2)δ(|p| − |p1| − |p2|)R(p2, p1, p)ϕ(p) .
(2.3)
Second, interchanging variables p↔ p1 and p↔ p2,∫
K(|p|, |p1|, |p2|)R(p1, p, p2)ϕ(p) =
∫
K(|p|, |p1|, |p2|)R(p, p1, p2)ϕ(p1) ,
(2.4)
and∫
K(|p|, |p1|, |p2|)R(p2, p1, p)ϕ(p) =
∫
K(|p|, |p1|, |p2|)R(p, p1, p2)ϕ(p2) .
(2.5)
Combining (2.3), (2.4), (2.5), we get the first equality in (2.1). Now, evaluate
the Dirac in p = p1 + p2 (conservation of momentum) to obtain∫
R3
dpQ[f ](p)ϕ(p) =
∫
R3
∫
R3
K(|p1 + p2|, |p1|, |p2|)δ(|p1 + p2| − |p1| − |p2|)[
f(p1)f(p2)− f(p1)f(p1 + p2)− f(p2)f(p1 + p2)− f(p1 + p2)
]
×
[
ϕ(p1 + p2)− ϕ(p1)− ϕ(p2)
]
dp1 dp2 ,
(2.6)
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Now, observe that |p1 + p2| − |p1| − |p2| = 0 if and only if p̂1 · p̂2 = 1. Since,
|p1 + p2| − |p1| − |p2| =
(|p1|2 + |p2|2 + 2|p1||p2|p̂1 · p̂2)1/2 − |p1| − |p2| ,
it follows from a polar change of variable, taking p̂1 as the zenith, that the
following identity holds for any continuous function F (p2)∫
R3
dp2 F (p2) δ
(|p1 + p2| − |p1| − |p2|)
=
∫
R+
|p2|2d|p2|
∫ 2pi
0
dφ
∫ 1
−1
ds F
(
p2(s, sin(φ))
)
δ(y(s))
= 2π
∫
R+
|p2|2d|p2| F (|p2|p̂1)
y′(1)
= 2π
∫
R+
|p2|2d|p2|F (|p2|p̂1) |p1|+ |p2||p1||p2| ,
where y(s) =
(|p1|2+ |p2|2+2|p1||p2|s)1/2−|p1|−|p2|. In the second identity
we used that p2(1, sin(φ)) = |p2|p̂1 and, for the latter, the fact that y′(1) =
|p1|p2|
|p1|+|p2| . Using this identity in (2.6) proves the second equality in (2.1).
Finally, for radially symmetric functions f(p) := f(|p|) and ϕ(p) := ϕ(|p|),
one simply uses that
∣∣p1 + |p2|p̂1∣∣ = |p1|+ |p2| and polar coordinates in the
p1-integral to obtain (2.2)
Based on the weak formulation of the collision operator, we can deduce its
strong formulation. The strong formulation will be important for finding
L∞-estimates to prove the BEC uniform stability. The nonlinear part of the
operator will play an important role in the estimates, thus, in this context
we write the operator as a quadratic part and a linear part
Q[f ](p) = Qq[f ](p) + L[f ](p) ,
and stress that this decomposition is different from that of gain and loss134
parts. Indeed, the linear part is only a piece of the loss operator which135
includes bilinear terms.136
Corollary 2.1 (Strong Formulation) Let f be a radially symmetric func-
tion. The strong formulation of the collision operator consists in 9 quadratic
terms, namely,
Qq[f ](|p|) := 8π2
(∫ |p|
0
d|p1|K(|p1|, |p| − |p1|)f(|p1|)f(|p| − |p1|)
+
∫ ∞
|p|
d|p1|
(
K(|p1| − |p|, |p|) +K(|p|, |p1| − |p|)
)
f(|p1|)f(|p1| − |p|)
)
9
+ 8π2 f(|p|)
(∫ ∞
|p|
d|p1|
(
K(|p|, |p1| − |p|) +K(|p1| − |p|, |p|)
)
f(|p1|)
−
∫ |p|
0
d|p1|
(
K(|p| − |p1|, |p1|) +K(|p1|, |p| − |p1|)
)
f(|p1|)
−
∫ ∞
0
d|p1|
(K0(|p|, |p1|) +K(|p1|, |p|))f(|p1|)) .
The strong formulation of the linear operator reduces to 3 terms,
L[f ](|p|) = 8π2
(∫ ∞
|p|
d|p1|
(
K(|p|, |p1| − |p|) +K(|p1| − |p|, |p|)
)
f(|p1|)
− f(|p|)
∫ |p|
0
d|p1|K(|p1|, |p| − |p1|)
)
,
where the symmetric collision kernel is defined by
K(|p1|, |p2|) := K0(|p1|+ |p2|, |p1|, |p2|) = |p1|2|p2|2(|p1|+ |p2|)2 .
In these expressions we included the polar Jacobian for notational simplicity.137
Proof. The strong formulation follows by a simple, yet tedious, calculation
involving change of variables. For instance, take the first term in the radial
weak formulation (2.2)∫
R+
∫
R+
d|p1|d|p2|K
(|p1|, |p2|) f(|p1|)f(|p2|)ϕ(|p1|+ |p2|) =∫
R+
d|p|ϕ(|p|)
( ∫ |p|
0
d|p1|K
(|p1|, |p| − |p1|) f(|p1|)f(|p| − |p1|)) .
Since this identity is valid for any suitable test function ϕ, one obtains the
term ∫ |p|
0
d|p1|K
(|p1|, |p| − |p1|) f(|p1|)f(|p| − |p1|)
in the strong formulation. Other terms are left to the reader.138
139
3 Conservation of laws and H-Theorem140
The weak formulation presented in Proposition 2.1 implies the following141
conservation laws and a quantum version of the classical Boltzmann H-142
Theorem.143
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Corollary 3.1 (Conservation laws) If (f, nc) is a solution of the system144
(1.1), it formally conserves mass, momentum and energy145 ∫
R3
dp f(t, p) + nc(t) =
∫
R3
dp f0(p) + nc(0) (3.1)∫
R3
dp f(t, p) p =
∫
R3
dp f0(p) p , (3.2)∫
R3
dp f(t, p) |p| =
∫
R3
dp f0(p) |p| . (3.3)
Remark 3.1 Since f is the density related to the thermal cloud only, the146
mass is not conserved for f but for the total density f + nc δ(p). Of course,147
particles enter and leave the condensate at all times.148
Corollary 3.2 (H-Theorem) If f(t, p) solves (1.1), then
d
dt
∫
R3
dp
[
f(p) log f(p)− (1 + f(p)) log (1 + f(p))] ≤ 0.
As a consequence, a radially symmetric equilibrium of the equation has the
form
f∞(p) =
1
eαω(p) − 1 , for some α > 0. (3.4)
This distribution is usually referred as a Bose-Einstein distribution.149
Remark 3.2 The linearization of the equation (1.1) about Bose-Einstein
states can be performed by setting
f(t, p) = f∞(p) + f∞(p)
(
1 + f∞(p)
)
Ω(t, p).
After plugging into the collision operator and neglecting the nonlinear terms,
one has
f∞(p)
(
1 + f∞(p)
)∂Ω
∂t
(t, p) = −M(p)Ω(t, p) +
∫
R3
dp′ U(p, p′)Ω(t, p′),
for some explicit function M(p) and measure U(p, p′). We refer to [9, 14],150
for the study of this equation in this perturbative setting and further discus-151
sions on this direction.152
Proof. We observe that
d
dt
∫
R3
dp
[
f(p) log f(p)− (1 + f(p)) log (1 + f(p))] =
11
∫
R3
dp ∂tf(p) log
(
f(p)
f(p) + 1
)
.
In addition, we can rewrite∫
R3
dpQ[f ](p)ϕ(p) =
∫
R9
K(|p|, |p1|, |p2|)δ(p − p1 − p2)δ(|p| − |p1| − |p2|)
× (1 + f(p))(1 + f(p1))(1 + f(p2))
×
(
f(p1)
f(p1) + 1
f(p2)
f(p2) + 1
− f(p)
f(p) + 1
)[
ϕ(p)− ϕ(p1)− ϕ(p2)
]
dpdp1dp2.
Choosing ϕ(p) = log
(
f(p)
f(p)+1
)
we obtain, in the case of equality, that
f(p1)
f(p1) + 1
f(p2)
f(p2) + 1
− f(p)
f(p) + 1
= 0,
or equivalently, putting h(p) = log
(
f(p)
f(p)+1
)
, we get
h(p1) + h(p2) = h(p). (3.5)
The fact that h(·) is radially symmetric yields h(p) = −αω(p), for all p ∈ R3153
and some positive constant α. This proves the claim.154
155
4 A priori estimates on a solution’s moments156
The aim of the following sections is to consider radially symmetric solutions
of (1.1)-(1.7) that lie in C([0,∞);L1(R3, |p|kdp)) where
L1(R3, |p|kdp) :=
{
f measurable
∣∣ ∫
R3
dp |f(p)||p|k <∞, k ≥ 0
}
.
That is, in the sections 4 and 5 the a priori estimates assume the exis-
tence of a radially symmetric solution f(t, ·) enjoying time continuity in
such Lebesgue spaces (thus, time continuity for such solution’s moments),
for k sufficiently large, say 0 ≤ k ≤ 5. Define the solution’s moment of order
k as
Mk〈f〉(t) :=
∫
R3
dpf(t, p)|p|k . (4.1)
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When f is as radially symmetric function f(t, p) = f(t, |p|), one can use
spherical coordinates to reduce the integral with respect to dp on R3 to an
integral on R+ with respect to d|p|. As a consequence,
Mk〈f〉(t) =
∣∣S2∣∣ ∫
R+
d|p|f(t, |p|)|p|k+2 .
Thus, it will be convenient for notation purposes to introduce and work with
what we call “line-moments”
mk〈f〉(t) :=
∫ ∞
0
d|p| f(t, |p|)|p|k . (4.2)
Observe that Mk〈f〉 = |S2|mk+2〈f〉.157
We are going to use the definition of moments in two contexts: In one
hand, in sections 4, 5 and 7 we always consider the moment applied to a
given radial solution of the equation. Thus, there is no harm to omit the
function dependence and just write Mk(t), Mk, mk(t) or mk to denote
moments and line-moments for simplicity. In the other hand, in section 6
we will use moments as norms of the spaces L1(R3, |p|kdp), as a consequence,
the functional dependence will be important, so we write mk〈f〉. Note that
according to the conservation law (3.2) and assuming initial energy finite,
the following equivalent estimates hold
M1(t) =M1(0) <∞ , m3(t) = m3(0) <∞ .
Before entering into details, let us explain the necessity of considering ra-
dially symmetric solutions of the equation (1.1) in the following arguments.
Choosing ϕ(p) = |p|k in the weak formulation Proposition 2.1, one is lead
to estimate terms of the form∫
R3
dp1f(t, p1)|p1|i
∫
R+
d|p2|f(t, |p2|p̂1)|p2|j , i, j ∈ N.
These terms are not estimated by products of moments of f unless the158
function is radially symmetric. In such a case this particular term simply159
writes as a product of line-moments of f , namely |S2|mi+2〈f〉mj〈f〉. This160
technical issue will be central in finding closed a priori estimates in terms161
of line-moments of solutions.162
Lemma 4.1 For any suitable function f ≥ 0, for k ≥ 0, define the quantity
Jk =
∫
R3
dpQq[f ]|p|k,
we have:163
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• If k = 0, then
J0 ≤ Ckm2〈f〉m4〈f〉. (4.3)
• If k ≥ 1, then
Jk ≤ Ck
(
mk+3〈f〉m3〈f〉+mk+1〈f〉m5〈f〉
)
. (4.4)
We only prove (4.4), the other inequality (4.3) can be proved by the same
argument. The constant Ck > 0 only depends on k. In addition, the linear
part simply reads for all k ≥ 0∫
R3
dpL[f ]|p|k = ckmk+7〈f〉 , with positive constant given by
ck = 8π
2
∫ 1
0
dz z2(1− z)2(1− zk − (1− z)k) .
Proof. Using the weak formulation (2.2), the pointwise inequality
0 ≤ (x+ y)k − xk − yk ≤ Ck
(
y xk−1 + yk−1x
)
, valid for any k ≥ 1 ,
and neglecting all the negative contributions, one concludes that∫
R3
dpQq[f ] |p|k
≤ Ck
∫ ∞
0
∫ ∞
0
d|p1|d|p2|K(|p1|, |p2|)f(|p1|)f(|p2|)
(|p2| |p1|k−1 + |p2|k−1|p1|)
= 2Ck
∫ ∞
0
∫ ∞
0
d|p1|d|p2|K(|p1|, |p2|)f(|p1|)f(|p2|)|p2| |p1|k−1
= 4Ck
(
mk+3〈f〉m3〈f〉+mk+1〈f〉m5〈f〉
)
.
In the last inequality we used that K(|p1|, |p2|) ≤ 2|p1|2|p2|2(|p1|2 + |p2|2).164
Regarding the linear part, it follows from a direct computation that
1
8π2
∫
R3
dpL[f ] |p|k
=
∫ ∞
0
∫ ∞
0
d|p1|d|p2|K(|p1|, |p2|)f(|p1|+ |p2|)
((|p1|+ |p2|)k − |p1|k − |p2|k)
=
∫ ∞
0
d|p| f(|p|)|p|k+6
∫ |p|
0
d|p1|
( |p1|
|p|
)2(
1− |p1||p|
)2(
1− ( |p1||p| )k − (1− |p1||p| )k) .
The result follows after the change of variables z = |p1|/|p| in the inner165
integral.166
167
14
Theorem 4.1 (Propagation of polynomial moments) Let (f, nc) ≥ 0
be a solution to the problem (1.11) with finite energy and initial kth moment
mk〈f0〉 < ∞, for fixed k > 3. Then, there exists a constant Ck > 0 that
depends only on k such that
sup
t∈[0,T ]
mk〈f〉(t) ≤ max
{
mk〈f0〉, Ckm
k+1
4
3
}
. (4.5)
Here T > 0 is any time such that nc(t) > 0 for t ∈ [0, T ].168
Proof. Use the weak formulation for f with ϕ(|p|) = |p|k, k > 1. Then,
using Lemma 4.1
d
dt
mk+2(t) ≤ κ0nc(t)
(
Ck
(
mk+3(t)m3(t) +mk+1(t)m5(t)
)− ckmk+7(t)) .
Using the interpolations
mk+3 ≤ m
4
k+4
3 m
k
k+4
k+7 , mk+1 ≤ m
6
k+4
3 m
k−2
k+4
k+7 , and m5 ≤ m
k+2
k+4
3 m
2
k+4
k+7 ,
one concludes that (we drop the time dependence for simplicity)
d
dt
mk+2 ≤ κ0nc(t)
(
Ckm
k+8
k+4
3 m
k
k+4
k+7 − ckmk+7
)
≤ κ0nc(t)
(
C ′km
k+8
4
3 − ck2 mk+7
)
.
Now, interpolating again
mk+7 ≥ m
− 5
k−1
3 m
k+4
k−1
k+2
and simplifying, one finally concludes that
d
dt
mk+2 ≤ κ0nc(t)m
− 5
k−1
3
(
C˜km
(k+4)(k+3)
4(k−1)
3 − c˜km
k+4
k−1
k+2
)
, (4.6)
for some positive constants C˜k and c˜k depending only on k > 1. The result
follows directly from (4.6) after observing that
Y (t) := max
{
mk+2(0),
(
C˜k/c˜k
)k−1
k+4m
k+3
4
3
}
,
is a super-solution of (4.6), thus, Y (t) ≥ mk+2(t).169
170
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5 L∞-estimate and BEC stability171
In this section we find natural conditions on the initial condition for global172
existence of solutions. Although global solutions are not expected to exists173
for arbitrary (f0, n0), we essentially prove that if n0 > 0 is sufficiently large174
relatively to the amount of quasi-particles near zero temperature, the BEC175
will remain formed.176
Lemma 5.1 For any suitable f ≥ 0, the quadratic operator can be estimated
as
Qq[f ](|p|) ≤ 2m3 |p|
∥∥f(| · |)| · |2∥∥
L∞
− 4m3 |p|
(
f(|p|)|p|2) .
In addition, the linear operator satisfies
L[f ](|p|) ≤ 2m4 |p|2 − c0 |p|5
(
f(|p|)|p|2) , c0 := ∫ 1
0
z2(1− z)2dz .
Proof. Recall the strong formulation of Qq[f ] given in Corollary 2.1
Qq[f ](|p|) =
∫ |p|
0
d|p1|K(|p1|, |p| − |p1|)f(|p1|)f(|p| − |p1|)
+
∫ ∞
|p|
d|p1|
(
K(|p|, |p1| − |p|) +K(|p1| − |p|, |p|)
)
f(|p1|)f(|p1| − |p|)
+ f(|p|)
(∫ ∞
|p|
d|p1|K(|p|, |p1| − |p|)f(|p1|)−
∫ ∞
0
d|p1|K(|p|, |p1|)f(|p1|)
−
∫ |p|
0
d|p1|K(|p| − |p1|, |p1|)f(|p1|)
)
+ f(|p|)
(∫ ∞
|p|
d|p1|K(|p1| − |p|, |p|)f(|p1|)−
∫ ∞
0
d|p1|K(|p1|, |p|)f(|p1|)
−
∫ |p|
0
d|p1|K(|p1|, |p| − |p1|)f(|p1|)
)
=:
9∑
i=1
Bi[f ](|p|) . (5.1)
For the first term B1[f ](|p|) use
K(|p1|, |p| − |p1|) = |p1|2|p|2(|p| − |p1|)2 = |p||p1|2(|p| − |p1|)2(|p| − |p1|+ |p1|)
= |p||p1|3(|p| − |p1|)2 + |p||p1|2(|p| − |p1|)3 .
For the second term B2[f ](|p|), use that in the set {|p1| ≥ |p|}
K(|p|, |p1| − |p|) = |p|2|p1|2(|p1| − |p|)2 ≤ |p||p1|3(|p1| − |p|)2 ,
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and with an identical estimate for B3[f ](|p|). We obtain, after a change of
variables, that
B1[f ](|p|)+B2[f ](|p|) +B3[f ](|p|)
≤ 2|p|
∫ ∞
0
|p1|3f(|p1|)
∣∣|p| − |p1|∣∣2f(∣∣|p| − |p1|∣∣)d|p1|
≤ 2 |p|∥∥f(·)| · |2∥∥
L∞
m3 .
Now, the sum of the terms 4th, 5th and 6th can be rewritten as
B4[f ](|p|) +B5[f ](|p|) +B6[f ](|p|) =
f(|p|)
(∫ ∞
|p|
(
K(|p|, |p1| − |p|)−K(|p|, |p1|)
)
f(|p1|)d|p1|
−
∫ |p|
0
(
K(|p|, |p1|) +K(|p| − |p1|, |p1|)
)
f(|p1|)d|p1|
)
.
Note that an explicit calculation gives
K(|p|, |p1| − |p|)−K(|p|, |p1|) = −4|p|3|p1|3 .
Also, in the set {|p1| ≤ |p|} it follows
K(|p|, |p1|) +K(|p| − |p1|, |p1|) = 2|p|2|p1|2
(|p|2 + |p1|2) ≥ 2|p|3|p1|3 .
Therefore, this sum can be estimated as
B4[f ](|p|) +B5[f ](|p|) +B6[f ](|p|)
≤ −2 |p|3 f(|p|)
(
2
∫ ∞
|p|
|p1|3f(|p1|)d|p1|+
∫ |p|
0
|p1|3f(|p1|)d|p1|
)
≤ −2 |p|3 f(|p|)m3 .
Now, by symmetryK(|p|, |p1|) = K(|p1|, |p|), one has the identity B4[f ](|p|)+
B5[f ](|p|)+B6[f ](|p|) = B7[f ](|p|)+B8[f ](|p|)+B9[f ](|p|), and consequently
Qq[f ](|p|) ≤ 2m3 |p|
∥∥f(| · |)| · |2∥∥
L∞
− 4m3 |p|
(
f(|p|)|p|2) .
Now, the strong formulation of the linear operator reads
L[f ](|p|) = L1[f ](|p|) + L2[f ](|p|) + L3[f ](|p|) :=∫ ∞
|p|
(
K(|p|, |p1| − |p|) +K(|p1| − |p|, |p|)
)
f(|p1|)d|p1|
− f(|p|)
∫ |p|
0
K(|p1|, |p| − |p1|)d|p1| .
(5.2)
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Note that K(|p|, |p1| − |p|) = |p|2|p1|2(|p1| − |p|)2 ≤ |p|2|p1|4 in the set
{|p| ≤ |p1|}, thus,
L1[f ](|p|) + L2[f ](|p|) ≤ 2 |p|2m4 .
Finally, an elementary calculation gives for the current kernel K(|p|, |p1|) =
|p|2(|p|+ |p1|)2|p1|2
L3[f ](|p|) = f(|p|)
∫ |p|
0
K(|p1|, |p| − |p1|)d|p1|
=
∫ 1
0
z2(1− z)2dz f(|p|) |p|7 =: c0 f(|p|) |p|7 .
177
178
Proposition 5.1 (L∞-estimate) Let (f, nc) ≥ 0 be a solution of (1.11)
with finite energy and 4th moment. Also, assume that nc(·) is absolutely
continuous and that ‖f0(| · |)| · |2‖L∞ <∞. Then,
sup
0≤s≤T
∥∥f(s, ·)| · |2∥∥
L∞
≤ max
{∥∥f0(·)| · |2∥∥L∞ , 3 sup0≤s≤T m4(s)
2 c
1/4
0 m
3/4
3
}
.
Here T > 0 is any time such that nc(t) > δ for t ∈ [0, T ] and for some fixed179
constant δ > 0.180
Proof. The weak formulation leads to the strong representation
∂tf(t, |p|)|p|2 = κ0nc(t)
(
Qq[f(t)](|p|) + L[f(t)](|p|)
)
, t ≥ 0 , |p| ≥ 0 .
Since nc(·) > 0 is absolutely continuous in [0, T ], it is possible to solve
uniquely the nonlinear ode
α′(t) =
1
nc(α(t))
, α(0) = 0 , (5.3)
in the region 0 ≤ α(t) ≤ T . The function α is strictly increasing.181
Observe that∫
R3
dp f(t, p) + nc(t) =
∫
R3
dp f0(p) + nc(0) = C(f0, nc(0));
hence, nc is uniformly bounded in time by C(f0, nc(0)), then
1
nc(α(t))
≥ 1
C(f0, nc(0))
> 0.
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Thus the function α is strictly increasing and limt→∞ α(t) = ∞. Let T˜ be
the unique time such that α(T˜ ) = T and define the time scaled function
F (t, |p|) := f(α(t), |p|) , t ∈ [0, T˜ ] .
It follows that
∂tF (t, |p|)|p|2 = κ0
(
Qq[F (t)](|p|) + L[F (t)](|p|)
)
, |p| ≥ 0 ,
valid in the interval t ∈ [0, T˜ ]. Clearly, m3〈F (t)〉 = m3〈F (0)〉 = m3〈f0〉 =:
m3. Define for simplicity g(t, |p|) := F (t, |p|)|p|2 and use the weak formula-
tion and Lemma 5.1 to obtain
∂tg(t,|p|) ≤ 2m3 |p| ‖g(t, |p|)‖∞
− 4m3 |p| g(t, |p|) + 2m4 |p|2 − c0 |p|5 g(t, |p|) .
Integrating this differential inequality,
g(t,|p|) ≤ g(0, |p|)e−|p|(4m3+c0|p|4)t
+ 2|p|
∫ t
0
e−|p|(4m3+c0|p|
4)(t−s)
(
m3
∥∥g(s, ·)∥∥
L∞
+m4(s)|p|
)
ds
≤ max
{
‖g(0, |p|)‖∞ ,
2m3 sups
∥∥g(s, ·)∥∥
L∞
+ 2 supsm4(s) |p|
4m3 + c0 |p|4
}
≤ max
{
‖g(0, |p|)‖∞ , 12 sup
s
∥∥g(s, ·)∥∥
L∞
+
∥∥∥ 2|·|4m3+c0 |·|4∥∥∥∞ sups m4(s)
}
.
All supremum are taken in s ∈ [0, T˜ ]. Since
2|p|
4m3 + c0 |p|4 ≤
33/4
25/2c
1/4
0 m
3/4
3
,
it follows, after taking supremum in |p| ≥ 0 and then in t ≥ 0, that
sup
s
∥∥g(s, ·)∥∥
L∞
≤ max
{∥∥g(0, ·)∥∥
L∞
,
33/4 supsm4(s)
23/2 c
1/4
0 m
3/4
3
}
.
The result follows since
sup
s∈[0,T˜ ]
∥∥g(s, ·)∥∥
L∞
= sup
s∈[0,T ]
∥∥f(s, ·)| · |2∥∥
L∞
, and
sup
s∈[0,T˜ ]
m4〈F (s)〉 = sup
s∈[0,T ]
m4〈f(s)〉 .
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Observe that for any ε > 0,
m2〈f〉 =
∫ ∞
0
d|p|f(|p|)|p|2 =
∫ ε
0
d|p|f(|p|)|p|2 +
∫ ∞
ε
d|p|f(|p|)|p|2
≤ ε∥∥f(·)| · |2∥∥
L∞
+ 1εm3 ≤ 2
√
m3
∥∥f(| · |)| · |2∥∥
L∞
,
(5.4)
where the last inequality follows after minimization over ε > 0. This simple182
observation proves most of the following theorem.183
Theorem 5.1 (BEC stability) Let (f, nc) ≥ 0 be a solution of (1.11)
with finite energy and 4th moment. Also, assume that nc(·) > 0 is absolutely
continuous and that ‖f0(| · |)| · |2‖L∞ < ∞. Then, there exists a threshold
C(f0) > 0, that can be taken as in (5.6), such that for any initial BEC having
mass
nc(0) ≥ C(f0)−m2(0) + δ , δ > 0 , (5.5)
then, the BEC remains uniformly formed,
inf
0≤s≤T
nc(s) ≥ δ .
Here T > 0 is any time were the aforementioned assumptions hold.184
Proof. For a solution (f(t, ·), nc(t)) ≥ 0 of (1.11) with continuous mo-
ments and with nc(t) > 0 in [0, T ], the pair (f(t), nc(t)) enjoys the total
conservation of mass m2(t) + nc(t) = m2(0) + nc(0) in such interval. Then,
using (5.4)
nc(t) = nc(0) +m2(0) −m2(t) ≥ nc(0) +m2(0) − sup
0≤s≤T
m2(s)
≥ nc(0) +m2(0) − 2
√
m3 sup
0≤s≤T
∥∥f(s, | · |)| · |2∥∥
L∞
.
Moreover, using Proposition 5.1 and Theorem 4.1,
2
√
m3 sup
0≤s≤T
∥∥f(s, | · |)| · |2∥∥
L∞
≤ 2
√
m3max
{∥∥f0(·)| · |2∥∥L∞ , 3 sup0≤s≤T m4(s)
2 c
1/4
0 m
3/4
3
}
≤ 2
√√√√m3max{∥∥f0(·)| · |2∥∥L∞ , 3max
{
m4〈f0〉, C m
5
4
3
}
2 c
1/4
0 m
3/4
3
}
=: C(f0) . (5.6)
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Thus, fixing δ > 0, if
nc(0) ≥ C(f0)−m2(0) + δ ,
we have inf0≤s≤T nc(s) ≥ δ which concludes the proof.185
186
6 The Cauchy Problem187
This section is devoted to show existence and uniqueness of positive solu-188
tions of the initial value problem (1.11) with quantum interaction operator189
Q[f ] defined in (1.8), (1.9) and (1.10), associated to a transition probability190
|M|2 = κ|p||p1||p2| valid in the low temperature regime.191
The first observation is that the system (1.11) can be reduced to a single
equation after explicit integration of nc(t). Indeed,
nc[f ](t) := nc(t) =
√
n20 − 2κ0
∫ t
0
ds
∫
R3
dpQ[f ](s, p) . (6.1)
As a consequence, system (1.11) is equivalent to the single equation
df
dt
= κ0nc[f ]Q[f ] , t > 0 , (6.2)
complemented with the initial condition f(0, ·) = f0(·). This equivalence is192
valid as long as nc(·) > 0. Note that equation (6.2) is an nonlinear equation193
with memory.194
The approach we follow here is based on an abstract ODE framework in
Banach spaces. The following theorem, proved in the Appendix 8, is valid
for causal operators. Fix spaces S and E, time T > 0, and causal operator
O : C([0, T ];S) → C([0, T ];E). (6.3)
We recall that an operator O is causal, if for any t ∈ [0, T ] the operator195
at time t is defined only by the values of f in [0, t], that is, O[f ](t) =196
O[f(·)1{·≤t}](t).197
Theorem 6.1 Let E := (E, ‖·‖) be a Banach space, S be a bounded, convex198
and closed subset of E, and O : C([0, T ];S) → C([0, T ];E) be a causal199
operator satisfying the following properties:200
21
· Ho¨lder continuity condition: For any functions f, g ∈ C([0, T ];S) and
times 0 ≤ t ≤ s ∈ [0, T ], there is β ∈ (0, 1) such that∥∥O[f ](t)−O[g](s)∥∥
≤ C( sup
σ∈[0,t]
∥∥f(σ)− g(σ)∥∥β + ∥∥f(t)− g(s)∥∥β + |t− s|β) , (6.4)
· sub-tangent condition: For any f ∈ C([0, T ];S)
lim inf
h→0+
h−1 sup
t∈[0,T ]
dist
(
f(t) + hO[f ](t), S) = 0 , (6.5)
· and, one-sided Lipschitz condition: For any f, g ∈ C([0, T ];S) and
t ∈ [0, T ]∫ t
0
ds
[O[f ](s)−O[g](s), f(s)− g(s)] ≤ L ∫ t
0
ds
∥∥f(s)− g(s)∥∥ , (6.6)
where
[
ϕ, φ
]
:= limh→0− h−1
(‖φ+ hϕ‖ − ‖φ‖).201
Then, the equation
∂tf = O[f ] on [0, T ) × E, f(0) = f0 ∈ S (6.7)
has a unique solution in C1([0, T );E) ∩ C([0, T );S).202
This theorem is an extension of Theorem A.1 proved in [7] by Bressan in203
the context of solving the elastic Boltzmann equation for hard spheres in 3204
dimension. We point out that [7] does not properly show that (6.5) is satis-205
fied in that case. For completeness of this manuscript we rewrite Bressan’s206
unpublished proof in the Appendix. The Bressan’s needed techiques can be207
found in [23]. Indeed, referring to the argument given in [1], using conditions208
(6.4) and (6.5) combined with [23, Theorem VI.2.2] one has that conditions209
(C1), (C2) and (C3) in [23, pg. 229] are satisfied and hence, together with210
(6.6), all needed conditions for the existence and uniqueness theorem [23,211
Theorem VI.4.3] for ODEs in Banach spaces are fulfilled.212
For our particular case, we need to identify a suitable Banach space213
and a corresponding bounded, convex and closed subset S. Choosing E =214
L1
(
R
3,dp
)
as Banach space, the choice of the subspace S, defined below in215
(6.8), depends on the a priori estimates discussed in previous two sections216
and the desired continuity properties needed for existence.217
22
More specifically, such subset S ⊂ L1(R3,dp) is characterized by the
Ho¨lder continuity and sub-tangent conditions (6.4) and (6.5), respectively,
(to be shown next in subsection 6.2), and it is defined as follows:
S :=
{
f ∈ L1(R3,dp) ∣∣ i. f nonnegative & radially symmetric ,
ii. m3〈f〉 =
∫
R+
d|p| f(|p|)|p|3 = h3 ,
iii. m8〈f〉 =
∫
R+
d|p| f(|p|)|p|8 ≤ h8 ,
iv. ‖f(·) | · |2 ‖∞ ≤ h∞ <∞
}
,
(6.8)
where h3 > 0 is an arbitrary initial energy. The specific h8 > 0 is defined218
below in (6.18), and h∞ > 0 will be taken sufficiently large depending only219
on h3 and h8. We are now in conditions to state and prove the global well-220
posedness theorem.221
Theorem 6.2 (Global well-posedness) Let f0(p) = f0(|p|) ∈ S and as-
sume that (f0, n0 = nc(0)) satisfies the threshold condition (5.5) for δ > 0.
Then, system (1.11) (equivalently, system (6.1)-(6.2)) has a unique conser-
vative solution (f, nc) such that
0 ≤ f(t, p) = f(t, |p|) ∈ C([0, T ];S) ∩ C1((0, T ];L1(R3, dp)) ,
δ ≤ nc(t) = nc[f ](t) ∈ C
(
[0, T ]
) ∩ C1((0, T ]) , (6.9)
for any T > 0. Momentum and energy are conserved for f(t, ·), and the
total mass of the system is conserved as well
m2〈f(t)〉+ nc[f ](t) = m2〈f0〉+ n0 .
Proof. The proof of this theorem consists of verifying the three conditions222
(6.4), (6.5), and (6.6) to apply Theorem 6.1, respectively for the nonlinear223
causal operator O[f ] = κ0nc[f ]Q[f ].224
In the following estimates we fix a time T := Tδ > 0 such that
inf
0≤s≤Tδ
nc[f ](s) ≥ δ .
This can be done in the space C([0, T ];S) since∫
R3
dp
∣∣Q[f(t)]∣∣ ≤ C(m2〈f(t)〉,m7〈f(t)〉) ≤ C(h3, h8, h∞) .
23
In the sequel, we write C(S) for a constant depending only on the parameters225
defining the set S, namely h3, h8, and h∞. Therefore, from the definition of226
nc[f ] it suffices to take Tδ :=
n20−δ2
2κ0C(S) > 0 to satisfy such lower bound on the227
condensate mass. A posteriori, knowing the total conservation of mass, we228
use Theorem 5.1 to conclude that T > 0 is, in fact, arbitrary.229
6.1 Ho¨lder Estimate230
Recall the definition of mk
〈
f〉, the kth-line-moment of a radially symmetric
f(p) := f(|p|)
mk〈f〉 :=
∫
R+
dp f(|p|)|p|k , k ≥ 0 , (6.10)
and observe that m2〈|f |〉 is equivalent to the usual norm for a radially sym-231
metric functions in L1
(
R
3,dp
)
.232
Lemma 6.1 (Ho¨lder continuity) The collision operator
κ0
nc[·]Q[·] : C
(
[0, T ];S)→ C([0, T ];L1(R3, dp))
is Ho¨lder continuous with estimate
m2
〈∣∣∣ κ0nc[f ](t)Q[f(t)]− κ0nc[g](s)Q[g(s)]∣∣∣〉
≤ Cδ,T (S)
(
sup
σ∈[0,t]
m2
〈|f(σ)− g(σ)|〉 16 + sup
σ∈[0,t]
m2
〈|f(σ)− g(σ)|〉)
+ Cδ(S)
(
m2
〈|f(t)− g(s)|〉 16 +m2〈|f(t)− g(s)|〉+ |t− s|) ,
(6.11)
valid for all f, g ∈ C([0, T ];S) and 0 ≤ t ≤ s ∈ [0, T ].233
Proof. Recall that the interaction operator can be written as a sum of a
nonlinear part and a linear part Q[f ] = Qq[f ]+L[f ]. Besides, the nonlinear
part is the sum of nine terms Qq[f ] =
∑9
i=1Bi[f ], as in (5.1), and the linear
part is the sum of three terms L[f ] =∑3i=1 Li[f ], as in (5.2). An elementary
calculation shows that the nonlinear terms satisfy for 1 ≤ i ≤ 9∫
R3
dp
∣∣Bi[f ]−Bi[g]∣∣
≤ 2max {m2〈f〉,m4〈f〉,m2〈g〉,m4〈g〉}(m2〈|f − g|〉 +m4〈|f − g|〉)
≤ 2max {m2〈f〉,m4〈f〉,m2〈g〉,m4〈g〉}×
×
(
m2〈|f − g|〉 +
(
m8〈f〉+m8〈g〉
)1/3
m
2/3
2 〈|f − g|〉
)
.
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As for the linear terms,∫
R3
dp
∣∣Li[f ]− Li[g]∣∣ ≤ m7〈|f − g|〉 ≤ (m8〈f〉+m8〈g〉)5/6m1/62 〈|f − g|〉 .
The conclusion is that∫
R3
dp
∣∣Q[f ]−Q[g]∣∣ ≤ C(S)(m2〈|f − g|〉+m1/62 〈|f − g|〉) . (6.12)
Additionally, for any 0 ≤ t ≤ s ∈ [0, T ]∣∣∣ 1
nc[f ](t)
− 1
nc[g](s)
∣∣∣ = ∣∣n2c [f ](t)− n2c [g](s)∣∣
(nc[f ](t) + nc[g](s))nc[f ](t)nc[g](s)
≤ 2κ0
∫ t
0 dσm2〈
∣∣Q[f(σ)]−Q[g(σ)]∣∣〉+ ∫ st dσm2〈∣∣Q[g(σ)]∣∣〉
(nc[f ](t) + nc[g](s))nc[f ](t)nc[g](s)
≤ C(S)
δ3
( ∫ t
0
dσm2
〈∣∣f(σ)− g(σ)∣∣〉+m1/62 〈∣∣f(σ)− g(σ)∣∣〉+ |t− s|) .
(6.13)
We used, in the last inequality, the fact that min{nc[f ], nc[g]} ≥ δ for any
f, g ∈ C([0, T ];S). The result follows after applying m2〈·〉 to∣∣∣ κ0nc[f ](t)Q[f(t)]− κ0nc[g](s)Q[g(s)]∣∣∣ ≤ κ0∣∣∣ 1nc[f ](t) − 1nc[g](s) ∣∣∣Q[f(t)]
+ κ0nc[g](s)
∣∣∣Q[f(t)]−Q[g(s)]∣∣∣ .
and using (6.12) and (6.13) to estimate each term in the right side.234
235
6.2 Sub-tangent condition236
This condition characterizes the stability of the space S defined in (6.8)
under the equation’s dynamics. Recall that the collision operator Q[·] can
be split as the sum of a gain and a loss operators, as mentioned earlier in
(1.8)
Q[f ] = Q+[f ]− f ν[f ] ,
25
with (refer to the strong formulation and recall the symmetry of K(·, ·))
ν[f ](p) = 2
∫ ∞
0
d|p1|K(|p1|, |p|) f(|p1|) + 2
∫ |p|
0
d|p1|K(|p1|, |p| − |p1|) f(|p1|)
+
∫ |p|
0
d|p1|K(|p1|, |p| − |p1|)
≤ 4|p|4m2〈f〉+ 4|p|2m4〈f〉+ 4|p|7 ≤ C(S)|p|2(1 + |p|5) .
(6.14)
The sub-tangent condition (6.5) follows as a corollary of next Proposi-237
tion 6.1.238
Proposition 6.1 Fix f ∈ C([0, T ];S). Then, for any t > 0 and ǫ > 0, there
exists h∗ := h∗(f, ǫ) > 0, such that the ball centered at f(t)+h κ0nc[f ](t)Q[f(t)]
with radius h ǫ > 0 intersects S, that is,
B
(
f(t) + h κ0nc[f ](t)Q[f(t)], h ǫ
)
∩ S, is non-empty for any 0 < h < h∗.
Proof. Set χR(p) the characteristic function of the ball of radius R > 0239
and introduce the truncated function fR(t, p) := 1{|p|≤R}f(t, p), then set240
wR(t, p) := f(t, p) + h
κ0
nc[f ](t)
Q[fR(t)](p).241
Since 0 ≤ fR(t, p) ≤ f(t, p), one has that
m2〈fR(t)〉 ≤ m2〈f(t)〉 , m7〈fR(t)〉 ≤ m7〈f(t)〉 .
Then, κ0nc[f ](t)Q[fR(t)] ∈ C
(
[0, T ], L1
(
R
3,dp
)
by Lemma 6.1. As a conse-
quence, wR ∈ C
(
[0, T ];L1(R3,dp)
)
. Note that, since Q+ is a positive opera-
tor, for any f(t) ∈ S
wR(t) = f(t) + h
κ0
nc[f ](t)
(
Q+[fR(t)]− fR(t) ν[fR(t)]
)
≥ f(t)− h κ0nc[f ](t)fR(t) ν[fR(t)]
≥ f(t)
(
1− h δ−1 C(S)R2(1 +R5)) ≥ 0
(6.15)
for any 0 < h < δ/C(S)R2(1 + R5). Moreover, by conservation of energy∫
R+
d|p|Q[fR(t)]|p|3 = 0 , yielding
m3〈wR(t)〉 =
∫
R+
d|p|wR(t, |p|)|p|3
=
∫
R+
d|p|
(
f(t, |p|) + h κ0nc[f ](t)Q[fR(t)]
)
|p|3 =
∫
R+
d|p| f(t, |p|)|p|3 = h3 .
(6.16)
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In summary, wR satisfies, properties i. and ii. in the characterization of the
S. Let us show that wR also satisfies property iii. in the set S. First, recall
the a priori estimate (4.6) for the line-moment inequalities, namely∫
R3
dp κ0nc[f ](t)Q[f(t)]|p|k ≤ Lk
(
t,mk〈f(t)〉
)
: = κ0nc[f ](t) m
− 5
k−3
3
(
C˜km
(k+2)(k+1)
4(k−3)
3 − c˜kmk〈f(t)〉
k+2
k−3
)
= κ0nc[f ](t) h
− 5
k−3
3
(
C˜k h
(k+2)(k+1)
4(k−3)
3 − c˜kmk〈f(t)〉
k+2
k−3
)
.
(6.17)
This estimate holds for any k > 3 and C˜k, c˜k only depending on k. Note
that the map Lk(t, ·) : [0,∞) → R is decreasing and has only one root
hk∗ :=
C˜k
c˜k
h
(k+1)/4
3 , at which Lk changes from positive to negative for any
k > 3. Note that this root only depends on h3 and k, in particular, it is
time independent. Thus, it is always the case that for any f ∈ C([0, T ];S)∫
R3
dp κ0nc[f ](t)Q[f ]|p|k ≤ Lk
(
t,mk〈f〉
) ≤ Lk(t, 0) ≤ κ0δ C˜k h (k+6)43 .
Fix k = 8 and define
h8 := 2h
8
∗ +
κ0
δ C˜8 h
7
2
3 . (6.18)
For any f ∈ C([0, T ];S), we have two sets: I1 = {t : m8〈f(t)〉 ≤ 2h8∗} and
I2 = {t : m8〈f(t)〉 > 2h8∗}. For the former, it readily follows that
m8〈wR(t)〉 =
∫
R3
dpwR(t, |p|)|p|8 =
∫
R3
dp
(
f(t) + h κ0nc[f ](t)Q[fR(t)]
)
|p|8
≤ 2h8∗ + hκ0δ C˜8 h
7
2
3 ≤ h8,
where in the last inequality we have assumed h ≤ 1 without loss of generality.242
For the latter, we can choose R = R1(f) sufficiently large such that
inft∈I2 m8〈fR(t)〉 ≥ h8∗, and therefore,∫
R3
dp κ0nc[f ](t)Q[fR(t)]|p|8 ≤ L8
(
t,m8〈fR(t)〉
) ≤ 0 , t ∈ I2 .
As a consequence, for any t ∈ I2
m8〈wR(t)〉 =
∫
R3
dp
(
f(t) + h κ0nc[f ](t)Q[fR(t)]
)
|p|8
≤
∫
R3
dp f(t)|p|8 ≤ h8 .
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The conclusion is that for any f ∈ C([0, T ];S), it is always the case that
m8〈wR(t)〉 ≤ h8 , as long as R ≥ R1(f) > 0 , (6.19)
which ensures that wR satisfies property iii. of the set S in (6.8). Let us
prove now that wR satisfies property iv. To this end, consider the sets
O =
{
(t, p) : f(t, p) |p|2 ≥ 0.9 h∞
}
,
OR =
{
(t, p) : fR(t, p) |p|2 ≥ 0.9 h∞
}
.
In addition, consider the setW =
{
(t, p) : wR(t, p) |p|2 > h∞
}
. Assume that
W is of positive measure. Then,
h∞ < wR(t, p) |p|2 = f(t, p) |p|2 + h κ0nc[f ](t)Q[fR(t)](p) |p|2
≤ f(t, p) |p|2 + h κ0nc[f ](t)Q+[fR(t)](p) |p|2 , (t, p) ∈W .
It is not difficult to check, using the strong formulation, that for any function
F (t) ∈ S
‖Q+[F (t)](p) |p|2‖∞ ≤ 6 ‖F (t, ·) | · |2‖∞m4〈F (t)〉 + 2m6〈F (t)〉 ≤ C(S) .
Thus,
f(t, p) |p|2 > h∞ − h κ0nc[f ](t)
∥∥Q+[fR(t)](p) |p|2∥∥∞
≥ h∞ − h δ−1 C(S) ≥ 0.9 h∞ , (t, p) ∈W ,
where, for the last step, 0 < h ≤ 0.1 δ h∞/C(S). As a consequence, W ⊂ O.
Since OR ր O as R → ∞, there exists R = R2(f) > 0 sufficiently large
such that W ∩ OR is of positive measure. Take (s, q) in such intersection,
then by Lemma 5.1
wR(s, q) |q|2 = f(s, q) |q|2 + h κ0nc[f ](s)Q[fR(s)](q) |q|2
≤ f(s, q) |q|2 + h κ0nc[f ](s)
(
2m3〈fR(s)〉 |q|
∥∥fR(s, ·) | · |2∥∥∞
− 4m3〈fR(s)〉 |q|
(
fR(s, |q|)|q|2
)
+ 2m4〈fR(s)〉 |q|2 − c0 |q|5
(
fR(s, |q|)|q|2
))
≤ h∞ + h κ0nc[f ](s) |q|
(
− 95 m3〈fR(s)〉 h∞ − 0.9 c0 |q|4 h∞ + 2m4〈fR(s)〉 |q|
)
.
Using thatm4 ≤ m3/43 m1/47 one obtains that the last parenthesis is majorized
by
m3〈fR(s)〉
(− 95 h∞ + 32)+ (12m7〈f(s)〉 − 0.9 c0 h∞)|q|4 ≤ 0 ,
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where the non positivity follows by taking h∞ ≥ C(h3, h8) > 0 sufficiently243
large. Therefore, wR(s, q) |q|2 ≤ h∞. This contradicts the definition of244
W , thus, we conclude that W must be empty for this choice of parameters245
h∞, R, and h. Then, it is always the case that ‖wR(t, ·) | · |2‖∞ ≤ h∞ which246
verifies property iv.247
We infer due to previous discussion that for any f ∈ C([0, T ];S), there248
exists R := R3(f) sufficiently large and h∗ := h∗(f,S) > 0 sufficiently small249
such that that wR ∈ C
(
[0, T ];S) for any 0 < h < h∗.250
Let us conclude the proof using the Ho¨lder estimate from Lemma 6.1 to
obtain
h−1m2
〈∣∣f(t) + h κ0nc[f ](t)Q[f(t)]− wR(t)∣∣〉
= m2
〈∣∣ κ0
nc[f ](t)
Q[f(t)]− κ0nc[fR](t)Q[fR(t)]
∣∣〉
≤ Cδ,T (S)
(
sup
t∈[0,T ]
m2
〈∣∣f(t)− fR(t)∣∣〉 16 + sup
t∈[0,T ]
m2
〈∣∣f(t)− fR(t)∣∣〉) ≤ ǫ ,
where the last inequality is valid for for R = R4(f, ǫ) > 0 sufficiently large.
Then, wR(t) ∈ B
(
f(t) + h κ0nc[f ](t)Q[f(t)], h ǫ
)
for all times provided this
choice of R. Thus, choosing R = max
{
R3(f), R4(f, ǫ)
}
, one concludes that
wR(t) ∈ B
(
f(t) + h κ0nc[f ](t)Q[f(t)], h ǫ
)
∩ S , 0 < h < h∗, t ∈ [0, T ] .
Consequently,
h−1 sup
t∈[0,T ]
dist
(
f(t) + h κ0nc[f ](t)Q[f(t)],S
) ≤ ǫ , ∀ 0 < h < h∗ .
The proof of Proposition 6.1 is now complete and accounts for the sub-251
tangent condition.252
253
6.3 One-side Lipschitz condition254
Using dominate convergence theorem one can show that[
ϕ(t), φ(t)
] ≤ ∫
R3
dpϕ(t, p) sign(φ(t, p)) .
Thus, the one-side Lipschitz condition is met after proving the following255
lemma showing a Lipschitz condition for the interaction Boltzmann opera-256
tor. The following proof, which yields a uniqueness results, is in the same257
29
spirit of the original Di Blassio [10] uniqueness proof for initial value prob-258
lem to the homogeneous Boltzmann equation for hard spheres, using data259
with enough initial moments.260
Lemma 6.2 (Lipschitz condition) Assume f, g ∈ C([0, T ];S). Then,
there exists constant C := Cδ,T (S) > 0 such that∫ t
0
ds
∫
R3
dp
(
κ0
nc[f ](s)
Q[f(s)]− κ0nc[g](s)Q[g(s)]
)
× sign(f(s)− g(s))(1 + |p|2) ≤ C ∫ t
0
dsm2
〈|f(s)− g(s)|〉 , t ∈ [0, T ] .
Proof. Writing Q[f ] = Qq[f ] + L[f ], one has that∫
R3
dp
(Q[f ](p)−Q[g](p))(1 + |p|2)sign(f − g) =∫
R3
dp
(Qq[f ](p)−Qq[g](p))(1 + |p|2)sign(f − g)
+
∫
R3
dp
(L[f ](p)− L[g](p))(1 + |p|2)sign(f − g) .
For the quadratic part it follows, after a simple inspection of the weak for-
mulation, that∫
R3
dp
(Qq[f ](p)−Qq[g](p))(1 + |p|2)sign(f − g)
≤ Cmax {m2〈f + g〉,m4〈f + g〉,m6〈f + g〉}
×
(
m2
〈|f − g|〉+m4〈|f − g|〉+m6〈|f − g|〉) .
(6.20)
For the linear part it follows, after explicit calculation of the weak formula-
tion for test function ϕ(p) =
(
1 + |p|2)sign(f − g)(p), that∫
R3
dp
(L[f ](p)− L[g](p))ϕ(p)
=
∫
R+
∫
R+
d|p1|d|p2| K0
(|p1|+ |p2|, |p1|, |p2|)
× (f − g)(|p1|+ |p2|)
[
ϕ(|p1|) + ϕ(|p2|)− ϕ(|p1|+ |p2|)
]
≤
∫
R+
∫
R+
d|p1| d|p2| K0
(|p1|+ |p2|, |p1|, |p2|)
×
∣∣∣(f − g)(|p1|+ |p2|)∣∣∣ [|p1|2 + |p2|2 − (|p1|+ |p2|)2 + 1]
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Therefore,∫
R3
dp
(L[f ](p)− L[g](p))ϕ(p) ≤ c0m7〈|f − g|〉− c2m9〈|f − g|〉 . (6.21)
As a consequence, using estimates (6.20) and (6.21), it follows that∫
R3
dp
(Q[f ](p)−Q[g](p))(1 + |p|2)sign(f − g)
≤ C(S)
(
m2
〈|f − g|〉+m7〈|f − g|〉)− c2m9 . (6.22)
Now, writing
1
nc[f ](t)
Q[f(t)]− 1nc[g](t)Q[g(t)]
=
(
1
nc[f ](t)
− 1nc[g](t)
)
Q[f(t)] + 1nc[g](t)
(
Q[f(t)]−Q[g(t)]
)
,
and using that∣∣∣ 1nc[f ](t) − 1nc[g](t) ∣∣∣ ≤ C(S)δ3
∫ t
0
dsm2
〈|f(s)− g(s)|〉+m7〈|f(s)− g(s)|〉 ,
together with (6.22), we can derive the estimate∫
R3
dp
(
κ0
nc[f ](t)
Q[f(t)]− κ0nc[g](t)Q[g(t)]
)
ϕ(p)
≤ Cδ(S)
(
m2
〈|f(t)− g(t)|〉 +m7〈|f(t)− g(t)|〉∫ t
0
dsm2
〈|f(s)− g(s)|〉+ ∫ t
0
dsm7
〈|f(s)− g(s)|〉)
− c(S, n0)m9
〈|f(t)− g(t)|〉 .
(6.23)
After integrating estimate (6.23) from [0, t], it follows that∫ t
ds
∫
R3
dp
(
κ0
nc[f ](s)
Q[f(s)]− κ0nc[g](s)Q[g(s)]
)
ϕ(p)
≤
∫ t
0
ds
[
Cδ(S)(1 + T )
(
m2
〈|f(s)− g(s)|〉+m7〈|f(s)− g(s)|〉)
− c(S, n0)m9
〈|f(s)− g(s)|〉] ≤ Cδ,T (S)∫ t
0
dsm2
〈|f(s)− g(s)|〉 .
(6.24)
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For the last inequality we used that
Cδ(S)(1 + T )
(|p|2 + |p|7)− c(S, n0)|p|9 ≤ Cδ,T (S)|p|2 .
This completes the proof the the one-side Lipschitz property.261
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Let us complete now the proof of Theorem 6.2. As an application of
Theorem 6.7, where the three conditions (6.4), (6.5), and (6.6) have been
verified in subsections 6.1, 6.2, and 6.3, respectively, it follows that the
system (6.1)-(6.2) has a unique solution f ∈ C([0, T ];S) where T is any
time such that nc[f ](t) ≥ δ, t ∈ [0, T ]. Clearly, such solution (f(t), nc[f ](t))
satisfies total conservation of mass
m2〈f(t)〉+ nc[f ](t) = m2〈f0〉+ n0 ,
and all conditions of Theorem 5.1 are satisfied. Therefore,
inf
t
nc[f ](t) ≥ δ > 0 .
As a consequence, T > 0 is arbitrary. This proves Theorem 6.2.263
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Proposition 6.2 (Creation of polynomial moments) Let the pair
0 ≤ (f, nc) ∈ C
(
[0,∞);S) × C([0,∞)) be the solution of the system (1.11)
with initial datum (f0, n0) > 0 satisfying condition (5.5) for some δ > 0.
Then, there exists a constant Ck > 0 that depends only on k > 3 such that
mk〈f〉(t) ≤
(
1
δ(k−3)
)k−3
5 m3
t
k−3
5
+ Ckm
k+1
4
3 , t > 0 .
Proof. Recall estimate (4.6)
d
dt
mk+2(t) ≤ κ0nc[f ](t)m
− 5
k−1
3
(
C˜km
(k+4)(k+3)
4(k−1)
3 − c˜km
k+4
k−1
k+2(t)
)
,
for some constants C˜k and c˜k depending only on k > 1. Since nc[f ](t) > 0,
for t ∈ [0,∞), is Lipschitz continuous, we can solve uniquely the nonlinear
ode
α′(t) = 1nc[f ](α(t)) , t > 0, α(0) = 0 .
The solution α(t) is strictly increasing. Thus, we can rescale estimate (4.6)
by defining the function y(t) = mk+2(α(t)), so that
dy
dt
≤ κom
− 5
k−1
3
(
C˜km
(k+4)(k+3)
4(k−1)
3 − c˜k y
k+4
k−1
)
.
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It is not difficult to prove that a super solution for previous differential
inequality is given by
Y (t) =
mk+2(0)(
1 + k−15
(
mk+2(0)
m3
) 5
k−1
t
) k−1
5
+ Ckm
k+3
4
3
≤
(
5
k−1
)k−1
5 m3
t
k−1
5
+ Ckm
k+3
4
3 .
Hence y(t) ≤ Y (t) for all times. Observe that α′(t) ≤ 1δ , this implies that
δ t ≤ α−1(t). As a consequence,
mk+2(t) ≤ Y (α−1(t)) ≤
(
5
k−1
)k−1
5 m3(
α−1(t)
) k−1
5
+ Ckm
k+3
4
3
≤
(
5
δ(k−1)
) k−1
5 m3
t
k−1
5
+ Ckm
k+3
4
3 .
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7 Mittag-Leffler moments267
7.1 Propagation of Mittag-Leffler tails268
In this section we are interested in studying the propagation and creation
of Mittag-Leffler moments of order a ∈ [1,∞) and rate α > 0 for radially
symmetric solutions built in section 5. This concept of Mittag-Leffler tails
was introduced recently in [30] and it is a generalization of the classical
exponential tails for hard potentials in Boltzmann equations. The creation
of exponential tail in the solutions formalize, at least qualitatively, the notion
of low temperature regime which is key in the derivation of the model.
We perform the analysis using standard moments Mk stressing that same
estimates are valid for line moments since Mk = |S2|mk+2 in the context
of radially symmetric solutions. In terms of infinite sums, see [30], this is
equivalent to control the integral∫
R3
dp f(t, p)Ea(αa|p|) =
∞∑
k=1
Mk(t)αak
Γ(ak + 1)
, (7.1)
where
Ea(x) :=
∞∑
k=1
xk
Γ(ak + 1)
≈ ex1/a − 1 , x≫ 1 . (7.2)
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For convenience define for any α > 0 and a ∈ [1,∞) the partial sums
Ena (α, t) :=
n∑
k=1
Mk(t)αak
Γ(ak + 1)
and Ina,ρ(α, t) :=
n∑
k=1
Mk+ρ(t)αak
Γ(ak + 1)
, ρ > 0 .
This notation will be of good use throughout this section.269
Theorem 7.1 (Propagation of Mittag-Leffler tails) Consider the pair
0 ≤ (f, nc) ∈ C
(
[0,∞);S)×C([0,∞)) to be the solution of (1.11) associated
to the initial condition (f0, n0) > 0 satisfying condition (5.5) for some δ > 0.
Take a ∈ [1,∞) and suppose that there exists positive α0 such that∫
R3
dp f0(p) Ea(αa0|p|) ≤ 1 .
Then, there exists positive constant α := α(M1(0), α0, a) such that
sup
t≥0
∫
R3
dp f(t, p) Ea(αa|p|) ≤ 2 . (7.3)
Lemma 7.1 (From Ref. [30]) Let k ≥ 3, then for any a ∈ [1,∞), we
have
[k+12 ]∑
i=1
(
k
i
)
B
(
ai+ 1, a(k − i) + 1) ≤ Ca
(ak)1+a
,
where B(·, ·) is the beta function. The constant Ca > 0 depends only on a.270
Lemma 7.2 Let α > 0, a ∈ [1,∞). Then, the following estimate holds
J :=
n∑
k=k0
[ k+12 ]∑
i=1
(
k
i
)Mi+2Mk−i αak
Γ(ak + 1)
≤ Ca
(ak0)a
Ena Ina,2 , n ≥ k0 ≥ 1 , (7.4)
with universal constant Ca depending only on a.271
Proof. Using the following identities for the Beta and Gamma functions
B(ai+ 1, a(k − i) + 1)
=
Γ(ai+ 1)Γ(a(k − i) + 1)
Γ(ai+ 1 + a(k − i) + 1) =
Γ(ai+ 1)Γ(a(k − i) + 1)
Γ(ak + 2)
,
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and the identity αak = ααiαa(k−i), we deduce that
J =
n∑
k=k0
(ak + 1)
[ k+12 ]∑
i=1
(
k
i
)Mi+2αai
Γ(ai+ 1)
Mk−iαa(k−i)
Γ(a(k − i) + 1)
×B(ai+ 1, a(k − i) + 1) ,
(7.5)
where we used that Γ(ak + 2) = (ak + 1)Γ(ak + 1). In addition, each
component in the inner sum on the right side of (7.5) can be bounded as
[k+12 ]∑
i=1
(
k
i
)Mi+2αai
Γ(ai+ 1)
Mk−iαa(k−i)
Γ(a(k − i) + 1)B(ai+ 1, a(k − i) + 1)
≤
[k+12 ]∑
i=1
Mi+2αai
Γ(ai+ 1)
Mk−iαa(k−i)
Γ(a(k − i) + 1)
[k+12 ]∑
j=1
(
k
j
)
B(aj + 1, a(k − j) + 1) ,
which implies, by Lemma 7.1, that
[k+12 ]∑
i=1
(
k
i
)Mi+2αai
Γ(ai+ 1)
Mk−iαa(k−i)
Γ(a(k − i) + 1)B(ai+ 1, a(k − i) + 1)
≤ Ca
(ak)1+a
[ k+12 ]∑
i=1
Mi+2αai
Γ(ai+ 1)
Mk−iαa(k−i)
Γ(a(k − i) + 1) .
(7.6)
Combining (7.5) and (7.6) yields the estimate on J
J ≤ Ca
n∑
k=k0
ak + 1
(ak)1+a
[ k+12 ]∑
i=1
Mi+2αai
Γ(ai+ 1)
Mk−iαa(k−i)
Γ(a(k − i) + 1) . (7.7)
Noticing that ak+1
(ak)1+a
≤ 1+aa 1(ak0)a for k ≥ k0, one concludes from (7.7) that
J ≤ C
′
a
(ak0)a
n∑
k=k0
[k+12 ]∑
i=1
Mi+2αai
Γ(ai+ 1)
Mk−iαa(k−i)
Γ(a(k − i) + 1)
≤ C
′
a
(ak0)a
n∑
i=1
Mi+2αai
Γ(ai+ 1)
n∑
i=1
Miαai
Γ(ai+ 1)
≤ C
′
a
(ak0)a
Ena Ina,2.
(7.8)
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Lemma 7.3 The following control is valid for any α > 0 and a ∈ [1,∞)
Ina,5(α, t) ≥
1
α5/2
Ena (α, t)−
1
α2
M1Ea(αa−1/2) . (7.9)
Proof. Observe that
Ina,5(α, t) =
n∑
k=1
Mk+5(t)αak
Γ(ak + 1)
≥
n∑
k=1
∫
{|p|≥ 1√
α
}
dp
|p|k+5αak
Γ(ak + 1)
f(t, p) .
Note that in the set {|p| ≥ 1√
α
} one has |p|k+5 ≥ |p|k
α5/2
, therefore
Ina,6(α, t) ≥
1
α5/2
n∑
k=1
∫
{|p|≥ 1√
α
}
dp
|p|kαak
Γ(ak + 1)
f(t, p)
=
1
α5/2
( n∑
k=1
∫
R3
dp
|p|kαak
Γ(ak + 1)
f(t, p)−
n∑
k=1
∫
{|p|< 1√
α
}
dp
|p|kαak
Γ(ak + 1)
f(t, p)
)
.
In the set {|p| < 1√
α
} one has |p|k < |p|α−(k−1)/2, consequently
Ina,5(α, t) ≥
1
α5/2
(
Ena (t)−
n∑
k=1
∫
R3
dp
α−(k−1)/2αak
Γ(ak + 1)
f(t, p)|p|
)
=
1
α5/2
Ena (t)−
M1
α2
n∑
k=1
α(a−1/2)k
Γ(ak + 1)
≥ 1
α5/2
Ena (t)−
M1
α2
Ea(αa−1/2) .
Proof. (of Theorem 7.1) The proof consists in showing that for any
a ∈ [1,∞), there exists positive constant α such that
Ena (α, t) ≤ 2, ∀ t ≥ 0, ∀n ∈ N\{0}. (7.10)
For this purpose we define for sufficiently small α > 0, chosen in the sequel,
the sequence of times
Tn := sup
{
t ≥ 0 ∣∣ Ena (α, τ) ≤ 2,∀ τ ∈ [0, t]}
and prove that Tn = +∞. This sequence of times is well-defined and posi-
tive. Indeed, for any α ≤ α0
Ena (α, 0) =
n∑
k=1
Mk(0)αak
Γ(ak + 1)
≤
n∑
k=1
Mk(0)αak0
Γ(ak + 1)
=
∫
R3
dp f0(p)Ea(αa0 |p|) ≤ 1 .
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Since each term Mk(t) is continuous in t, the partial sum Ena (α, t) is also274
continuous in t. Therefore, Ena (α, t) ≤ 2 in some nonempty interval (0, tn)275
and, thus, Tn is well-defined and positive for every n ∈ N.276
Now, let us establish a differential inequality for the partial sums that
implies Tn = +∞. Note that
nc
κ0
d
dt
Mk ≤ 2
[ k+12 ]∑
i=1
(
k
i
)
Mi+2Mk−i − ckMk+5 .
Here ck > 0 was defined in Lemma 4.1. Multiplying the above inequality
by α
k
Γ(ak+1) and summing with respect to k in the interval k0 ≤ k ≤ n, with
k0 ≥ 1 to be chosen later on sufficiently large,
nc
κ0
d
dt
n∑
k=k0
Mk αk
Γ(ak + 1)
≤ 2
n∑
k=k0
[k+12 ]∑
i=1
(
k
i
)Mi+2Mk−i αk
Γ(ak + 1)
− ck0
n∑
k=k0
Mk+5 αk
Γ(ak + 1)
.
(7.11)
Here we used the fact that ck increases in k. We observe that the sum on
the left side of (7.11) will become ncκ0
d
dtEna (α, t) after adding
nc
κ0
d
dt
k0−1∑
k=1
Mk αk
Γ(ak + 1)
≤ C(k0, α0, a) <∞ (7.12)
to this expression. The latter inequality holds due to the choice α ≤ α0 and
the control of moments Theorem 4.1. Therefore, from (7.11) and (7.12), we
obtain the differential inequality
nc
κ0
d
dt
Ena (α, t) ≤ 2
n∑
k=k0
[ k+12 ]∑
i=1
(
k
i
)Mi+2Mk−i αk
Γ(ak + 1)
− ck0
n∑
k=k0
Mk+5 αk
Γ(ak + 1)
+ C(k0, α0, a).
(7.13)
Let us now estimate the sum on the right side of (7.13). Again, we deduce
from propagation of moments Theorem 4.1 that
k0∑
k=1
Mk+5 αk
Γ(ak + 1)
≤
k0∑
k=1
Mk+5 αk0
Γ(ak + 1)
≤ C(k0, α0, a) ,
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which leads to the following estimate for (7.13)
nc
κ0
d
dt
Ena (α, t) ≤ 2
n∑
k=k0
[k+12 ]∑
i=1
(
k
i
)Mi+2Mk−i αk
Γ(ak + 1)
− ck0
n∑
k=1
Mk+5 α
k
Γ(ak + 1)
+ C(k0, α0, a) .
(7.14)
Therefore, as a consequence of the definition of Ina,5 and Lemma 7.2
nc
κ0
d
dt
Ena (α, t) ≤ 2
n∑
k=k0
[k+12 ]∑
i=1
(
k
i
)Mi+2Mk−i αk
Γ(ak + 1)
− ck0 Ina,5 + C(k0, α0, a)
≤ 2Ca(ak0)a E
n
a Ina,2 − ck0 Ina,5 + C(k0, α0, a) .
(7.15)
We now estimate the right hand side of (7.15) starting with the term Ina,2.
Using Cauchy inequality |p|2 ≤ 35 + 25 |p|5 , then
Mk+2 ≤ 35Mk + 25Mk+5 , k ≥ 0 .
Multiplying this inequality with α
ak
Γ(ak+1) and summing with respect to k in
the interval 0 ≤ k ≤ n yields
Ina,2 ≤ 35Ena + 25Ina,5 ≤ 65 + 25Ina,5 ,
where the last inequality follows since we are considering t ∈ [0, Tn] so that
Ena ≤ 2. Therefore,
nc
κ0
d
dt
Ena ≤ 5Ca(ak0)a
(
1 + 13Ina,5
)− ck0Ina,5 + C(k0, α0, a) . (7.16)
Choosing k0 := k0(a) sufficiently large, the term
5Ca
3(ak0)a
Ina,5 is absorbed by
ck0
2 Ina,5. Thus,
nc
κ0
d
dt
Ena ≤ − ck02 Ina,5 + C(M1, α0, a) . (7.17)
Estimating the right side of (7.17) in terms of Ena using Lemma 7.3, it is
concluded that
nc
κ0
d
dt
Ena ≤ − ck02α5/2 Ena +
ck0
2α2 M1 Ea(αa−1/2) + C(M1, α0, a) .
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Therefore, one has that for t ∈ [0, Tn]
Ena ≤ max
{
1, 2α
5/2
ck0
(
ck0
2α2
M1 Ea(αa−1/2) + C(M1, α0, a)
)}
< 2 , (7.18)
provided that α := α(M1, α0, a) > 0 is sufficiently small, for instance such
that
2α5/2
ck0
(
ck0
2α2
M1Ea(αa−1/2) + C(M1, α0, a)
)
< 2 .
Given the continuity of Ena (α, t) with respect to t, estimate (7.18) readily
implies that Tn = +∞. Therefore, Ena (α, t) ≤ 2 for t ≥ 0 and n ∈ N\{0}.
Now taking the limit as n → ∞ and using the definition of Mittag-Leffler
moments of order a ∈ [1,∞) and rate α > 0, as defined in (7.1), yields∫
R3
dp f(t, p) Ea(αa|p|) = lim
n→∞ E
n
a (α, t) ≤ 2 .
This concludes the argument.277
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7.2 Creation of exponential tails279
Theorem 7.2 Let the pair 0 ≤ (f, nc) ∈ C
(
[0,∞);S) × C([0,∞)) be the
solution of (1.11). Assume that (f0, n0) > 0 is such that condition (5.5) is
satisfied for some δ > 0. Then, there exists a constant α > 0 depending on
m2(0), m3, n0, and δ > 0, such that∫
R3
dp f(t, p)|p|eα min{1,t
1
5 }|p| ≤ 1
2α
, ∀ t > 0. (7.19)
Proof. Thanks to Corollary 6.2, the moments of f(t) enjoy the estimate
mk(t) ≤ Ck(δ,m3)
(
t−
k−3
5 + 1
)
, ∀ k > 3 .
This implies that for any 0 ≤ t ≤ 1
En1 (t
1
5α, t) =
∫
R3
dp f(t, p)En1
(
t
1
5α|p|) ≤ Cn(α) t 15 , α > 0 . (7.20)
Fix parameters α, ϑ ∈ (0, 1] and define
Tn := sup
{
t ∈ (0, 1]∣∣En1 (t 15α, t) ≤ t 1−ϑ5 } .
We proof that for sufficiently small α > 0 depending only on the initial
data (through m2(0), m3, and n0), it holds that Tn = 1 for all n ∈ N and
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ϑ ∈ (0, 1]. One notices first that Tn > 0 for each n thanks to (7.20). Also,
for n ≥ k0 ≥ 1 we have that
d
dt
n∑
k=k0
Mk(t)(t
1
5α)k
k!
=
n∑
k=k0
M′k(t)
(t
1
5α)k
k!
+
α
5t
4
5
n∑
k=k0
Mk(t)(t
1
5α)k−1
(k − 1)! .
(7.21)
Observe that for the last term in the right side of (7.21)
α
5t
4
5
n∑
k=k0
Mk(t)(t
1
5α)k−1
(k − 1)!
=
α
5t
4
5
n∑
k=k0+5
Mk(t)(t
1
5α)k−1
(k − 1)! +
α
5t
4
5
k0+5∑
k=k0
Mk(t)(t
1
5α)k−1
(k − 1)!
=
α5
5
n−5∑
k=k0
Mk+5(t) (t
1
5α)k
(k + 4)!
+
α
5t
4
5
k0+5∑
k=k0
Mk(t)(t
1
5α)k−1
(k − 1)!
≤ α
5
5
n∑
k=k0
Mk+5(t)(t
1
5α)k
k!
+
αk0
t
4
5
C(k0,m3) , 0 < α ≤ 1 .
Thus, arguing as in (7.11)-(7.15) we conclude that for the quantities
En1 := En1 (t
1
5α, t) , In1,5 := In1,5(t
1
5α, t) ,
it follows that
d
dt
En1 ≤ C κ0k0 nc[f ](t)E
n
1 In1,2 −
(
κ0
nc[f ](t)
ck0 − α
5
5
)In1,5 + α
t
4
5
C(k0,m3) . (7.22)
Using that In1,2 ≤ En1 +In1,5 ≤ 1+In1,5, recalling the definition of Tn, it follows
from (7.22)
d
dt
En1 ≤ C κ0k0 nc[f ](t)
−
(
κ0
nc[f ](t)
(
ck0 − Ck0
)− α55 )In1,5 + α
t
4
5
C
(
k0,m3
)
, 0 < t ≤ Tn .
(7.23)
Now, fix k0 ∈ N sufficiently large and, then, α ∈ (0, 1] sufficiently small such
that
ck0 − Ck0 ≥
ck0
2 ,
α5
5 ≤
κ0 ck0
4(m2(0) + n0)
≤ κ0 ck0
4nc[f ](t)
,
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to conclude from (7.23) that280
d
dt
En1 ≤ C κ0k0 δ −
κ0 ck0
4(m2(0) + n0)
In1,5 +
α
t
4
5
C(k0,m3) , 0 < t ≤ Tn . (7.24)
Also, observe that
In1,5 =
n∑
k=1
Mk+5(t)(t
1
5α)k
k!
=
1
tα5
n+5∑
k=6
Mk(t) (t
1
5α)k
(k − 5)! ≥
1
tα5
n∑
k=6
Mk(t)(t
1
5α)k
k!
=
1
tα5
En1 −
1
tα5
5∑
k=1
Mk(t)(t
1
5α)k
k!
≥ 1
tα5
En1 −
C(m3)
t
4
5α4
.
Together with (7.24), this leads finally to
d
dt
En1 ≤
C(m2(0), n0,m3, δ)
t
4
5α4
− c(m2(0), n0,m3)
tα5
En1 , 0 < t ≤ Tn .
A simple integration of this differential inequality shows that choosing α > 0
sufficiently small, say
α
c+ α5/5
C
c
< 1,
implies that En1 < t
1
5 . That is,∫
R3
dp f(t, p)En1 (t
1
5α|p|) < t 15 , 0 ≤ t ≤ Tn .
Time continuity of En1 and the maximality of Tn imply that Tn = 1 for all
n ≥ 1 and ϑ ∈ (0, 1]. In particular, sending ϑ → 0 and, then, n → ∞ one
arrives to ∫
R3
dp f(t, p)E1(t
1
5α|p|) ≤ t 15 , 0 ≤ t ≤ 1 .
The result follows after noticing that
E1(t 15α|p|) ≥ t 15α|p|et
1
5 α
2
|p|, 0 ≤ t ≤ 1,
and recalling that, after creation, exponential tails will uniformly propagate281
thanks to Theorem 7.1.282
41
283
284
Acknowledgements. This work has been partially supported by NSF285
grants DMS 143064 and RNMS (Ki-Net) DMS-1107444. The authors would286
like to thank Professor Daniel Heinzen, Professor Linda Reichl, Professor287
Mark Raizen and Professor Robert Dorfman for fruitful discussions on the288
topic. Support from the Institute of Computational Engineering and Sci-289
ences (ICES) at the University of Texas Austin is gratefully acknowledged.290
The research was partially carried on while M.-B. Tran and R. Alonso were291
visiting ICES.292
8 Appendix: Proof of Theorem 6.1293
The proof follows the same lines of the argument of Bressan’s proof of The-
orem A.1 in [7] with suitable modifications to deal with causal operators.
The proof is divided into three steps:
Step 1.(Extension) Take u ∈ C([0, t];S), for any fixed t ∈ [0, T ). Using
the fact that S is bounded, the causality of Q(·), and the uniform Ho¨lder
estimate
sup
s∈[0,t]
∥∥Q(u)(s)∥∥ ≤ C sup
s∈[0,t]
∥∥u(s)∥∥β ≤ C CβS .
Thanks to the uniform sub-tangent condition, for any fixed ε ∈ (0, 1) there
exists h(u, ε) > 0 such that
B
(
u(t) + hQ(u)(t), ε
) ∩ S\{u(t) + hQ(u)(t)} 6= ∅ , ∀h ∈ (0, h(u, ε)] .
We fix h > 0 as h := min{1, (ε/2C) 1β (CβS +2)−1, h(u, ε)}. As a consequence,
there exists w in such set satisfying∥∥w − u(t)− hQ(u)(t)∥∥ ≤ εh2 .
Consider now the linear map
s 7→ ρ(s) = u(t) + (s− t)
(
w − u(t))
h
, s ∈ [t, t+ h] .
Give the fact that the set S is convex and closed, ρ(s) ∈ S for all s ∈ [t, t+h].
Moreover, since the right derivative is ρ˙(s) = w−u(t)h in [t, t + h), it follows
that ∥∥ρ˙(s)−Q(u)(t)∥∥ ≤ ε2 , s ∈ [t, t+ h) .
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Also, we observe that∥∥ρ(s)− u(t)∥∥ = ∥∥∥ (s−t)(w−u(t))h ∥∥∥ ≤ ∥∥w − u(t)∥∥
≤ h∥∥Q(u)(t)∥∥ + εh2 ≤ h(CβS + 1) . (8.1)
Define now the extension ue ∈ C
(
[0, t+ h];S) as
ue(s) =
{
u(s) for s ∈ [0, t) ,
ρ(s) for s ∈ [t, t+ h] ,
Then, for any 0 ≤ t ≤ s ∈ [t, t+ h) ⊂ [0, T ], the uniform Ho¨lder continuity
property of Q and estimate (8.1) imply that∥∥Q(ue)(s)−Q(u)(t)∥∥
≤ C
(
sup
σ∈[0,t]
∥∥ue(σ) − u(σ)∥∥β + ∥∥ue(s)− u(t)∥∥β + |s− t|β)
≤ C
(∥∥ρ(s)− u(t)∥∥β + hβ) ≤ C(CβS + 2)hβ ≤ ε2 .
Therefore, for the extension ue follows that in the interval s ∈ [t, t+ h)∥∥u˙e(s)−Q(ue)(s)∥∥ = ∥∥ρ˙(s)−Q(u)(t) +Q(u)(t)−Q(ue)(s)∥∥
≤ ∥∥ρ˙(s)−Q(u)(t)∥∥ + ∥∥Q(u)(t) −Q(ue)(s)∥∥ ≤ ε . (8.2)
And, as consequence of this fact
sup
s∈[t,t+h]
∥∥u˙e(s)∥∥ ≤ 1 + sup
s∈[0,t+h]
∥∥Q(ue)(s)∥∥
≤ 1 + C sup
s∈[0,t+h]
∥∥ue(s)∥∥β ≤ 1 + C CβS . (8.3)
valid for any ε ∈ (0, 1).294
295
Step 2.(Piecewise approximations) Fix ε ∈ (0, 1). Starting from t = 0
we use the extension procedure of Step 1 to construct a piecewise linear
function ρ := ρε ∈ C([0, τ);S) satisfying the estimates
sup
s∈[0,τ)
∥∥ρ˙(s)−Q(ρ)(s)∥∥ ≤ ε , sup
s∈[0,τ)
∥∥ρ˙(s)∥∥ ≤ C , (8.4)
with initial condition ρε(0) = u0.296
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Suppose that ρ is constructed on a series of intervals [0, τ1], [τ1, τ2], · · · ,
[τn, τn+1], · · · . Moreover, suppose the increasing sequence {τn} is bounded
and, set
τ = lim
n→∞ τn .
Since ρ˙ is uniformly bounded, the sequence {ρ(τn)} has a limit. Therefore,
we can define ρ(τ) as
ρ(τ) = lim
n→∞ ρ(τn) .
This implies that ρ is, in fact, defined on [0, τ ]. It also implies, by the297
extension procedure of Step 1, that τ = T .298
Step 3.(Limit) Let us now consider two sequences of approximate solutions
uε, wε, where ε tends to 0. From Step 1 and Step 2, one can see that the
time interval [0, T ] can be decomposed into(⋃
γ
Iγ
)⋃
N,
where Iγ are countably many open intervals where u
ε, wε are affine, and N
is of measure 0. Thus, we can take the derivative of the difference
∥∥uε(t)−
wε(t)
∥∥ gives
d
dt
∥∥uε(t)−wε(t)∥∥ = [uε(t)− wε(t), u˙ε(t)− w˙ε(t)]
≤
[
uε − wε, Q(uε)(t)−Q(wε)(t)
]
+ 2C ε
In the last inequality we used the first estimate in (8.4). Integrating and
using the one-sided Lipschitz property
∥∥uε(t)− wε(t)∥∥ ≤ L ∫ t
0
ds
∥∥uε(s)− wε(s)∥∥+ 2C t ε,
which yields, by Gronwall’s lemma, that∥∥uε(t)− wε(t)∥∥ ≤ 2CTL eLT ε .
As a consequence, the sequence {uε} is Cauchy and converges uniformly to299
a continuous limit u ∈ C([0, T ];S). Cleary, the function u is the solution of300
our equation.301
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