This paper is dedicated to the risk analysis of credit portfolios. Assuming that default indicators form an exchangeable sequence of Bernoulli random variables and as a consequence of de Finetti's theorem, default indicators are Binomial mixtures. We can characterize the supermodular order between two exchangeable Bernoulli random vectors in terms of the convex ordering of their corresponding mixture distributions. Thus we can proceed to some comparisons between stoploss premiums, CDO tranche premiums and convex risk measures on aggregate losses. This methodology provides a unified analysis of dependence for a number of CDO pricing models based on factor copulas, multivariate Poisson and structural approaches.
Introduction and Motivation
Dependence modelling has recently been a subject of great interest in the finance and insurance fields. Actually, in most cases one cannot rely on the independence assumption and some form of modelling is required. Consequently, a number of models have been developed to capture dependencies between risks. Most of them belong to the class of individual risk models (or "bottom-up" approaches according to the credit derivatives terminology) which are well-suited to assess the impact of dependence structure on the riskiness of the portfolio.
Let us consider a pool of n defaultable firms and denote by (D t 1 , . . . , D t n ) the corresponding default indicator vector. D t i is a Bernoulli random variable indicating whether name i has defaulted before t. In case of default, name i induces a loss amount M i . The key quantity for the pricing and risk management of credit portfolios is the aggregate loss:
For the sake of simplicity and because comparisons are established for a fixed horizon date, we voluntarily omit the suffix t of D t i in the following. We assume that M 1 , . . . , M n are independent random variables independent of D i , i = 1 . . . , n. Moreover, we suppose that the dependence structure of (D 1 , . . . , D n ) is governed by a correlation parameter θ. We would like to assess the impact of θ on the riskiness of the total loss L t in the sense of, for example, an increase of stop-loss premiums or an increase of convex risk measures on L t . More formally, for two default indicator vectors (D 1 , . . . , D n ) and (D * 1 , . . . , D * n ), we are looking for the conditions which leads to:
or similarly to: ρ(L t ) ≤ ρ(L * t ) for any convex risk measure ρ.
In order to ease the comparison procedure, we assume that default indicators are exchangeable Bernoulli random variables. When default indicators are part of an infinite sequence of random variables, de Finetti's theorem implies that (D 1 , . . . , D n ) are Binomial mixtures. There exists a mixing random variablep such that givenp, D 1 , . . . , D n are conditionally independent. In the case of finite exchangeability, Jaynes (1986) stresses that the mixing measure may be signed and not necessarily unique. As far as applications are concerned, we will deal with Bernoulli vectors built from infinite exchangeable sequences and thus with Binomial mixtures.
From a risk analysis point of view, the exchangeability assumption is often implicitly used because it allows comparisons to be focussed on the dependence structure, moving away all possible marginal effects. Moreover, this representation result is a powerful tool since it allows to reduce the dependence structure to a single random factorp leading to a more tractable analysis. We can ask at this stage whether some stochastic ordering results on (D 1 , . . . , D n ) can be derived fromp. Lefèvre and Utev (1996) showed that stop-loss ordering ofp yields stoploss ordering of D i , but this does not extend readily to non constant credit exposures across names. Denuit and Müller (2002) explored a multifactorial mixture framework and investigated the impact of the stochastic ordering of mixture distributions on the global dependence structure.
Lately, we have witnessed a huge development of stochastic orders theory with applications to the actuarial field. The supermodular order has received a great attention since it immediately implies tractable comparison results on aggregate losses. Bäuerle and Müller (1998) and Müller (1997) investigated multivariate stochastic orders for several dependent risk models with applications to stop-loss ordering. Bäuerle and Müller (2005) specified the impact of some univariate stochastic orders on convex risk measures. Burgert and Rüschendorf (2006) extended the last paper to the multivariate case. The supermodular order has been treated specifically by Bäuerle (1997) and Müller and Scarsini (2000) .
The modelling of dependence in the individual model has been investigated in several papers. Among others, Dhaene and Goovaerts (1997) , Cossette et al. (2002) studied different orderings between two portfolios of dependent risks. Moreover, some comparison results in the credit risk case can be found in Burtschell et al. (2005) and Burtschell et al. (2007) .
In this paper, we provide a complete characterization of the supermodular order for exchangeable Bernoulli random variables in terms of the convex ordering of mixture distributions. We use this result to suggest a new and general approach for analyzing the impact of dependence in default risk models.
The organization of the paper is as follows. In section 2, we recall the factor representation of exchangeable Bernoulli random vectors and provide some useful definitions and properties related to the theory of stochastic ordering. We then present our main results. In section 3, we analyze the impact of some dependence parameters in different credit risk models. We first consider additive factor copulas, a class of models including the Gaussian, the double t, the double NIG and the Variance Gamma copulas. We then study the class of Archimedean copulas and we end-up with the multivariate Poisson and the firm value models.
2 Supermodular order for exchangeable Bernoulli variables
Exchangeability assumption and De Finetti's theorem
Throughout the paper, we suppose that all random variables are defined on a common probability space (Ω, A, P ). Let us consider two exchangeable random vectors of Bernoulli variables D = (D 1 , . . . , D n ) and D * = (D * 1 , . . . , D * n ), i.e. the distributions of D and D * are invariant for any permutations of their components. Kendall (1967) shows that a finite system of exchangeable events is equivalent to a random sampling scheme without replacement, where the number of items in the sampling has an arbitrary distribution. Extending de Finetti's theorem which involves infinite sequences of exchangeable Bernoulli variables, Jaynes (1986) shows that the distributions of D and D * admit a factor representation in terms of a signed mixture measure: 
n−x ν(dp), (2.1)
Similarly, there exists a signed mixture measure ν * on ([0, 1], B([0, 1])) (not necessarily unique) such that:
In Jaynes (1986) approach, a signed density is expressed in the Legendre orthogonal polynomial basis. On numerical grounds, Kendall (1967) results can be used to improve the computation of this signed density.
When for all n ≥ 
In this paper, we analyze the influence of the mixture measure ν onto the dependence structure of D. Loosely speaking, we will show that comparing ν with ν * is equivalent to comparing D with D * . Most of the time, we will deal with Bernoulli vectors built from infinite exchangeable sequences so that the study will be focused on mixture probabilities. But, when a generalization is possible, signed mixture measures will be used to perform the comparison results. To do so, let us now recall some definitions and properties related to stochastic ordering that will be used later. For more details related to stochastic ordering theory, the reader is referred to the seminal books of Denuit et al. (2005) , Müller and Stoyan (2002) and Shaked and Shanthikumar (1994) .
Some stochastic ordering results
We first present a generalization of the convex order to signed measures.
Definition 2.2 Let ν and ν * be two signed measures. We say that:
(1) ν is less than ν * in convex order (written ν ≤ cx ν * ) if u(p)ν(dp) ≤ u(p)ν * (dp) for all real convex functions u such that the integrals exist.
(2) ν is less than ν * in increasing convex order (written ν ≤ icx ν * ) if u(p)ν(dp) ≤ u(p)ν * (dp) for all increasing convex functions u such that the integrals exist.
Unless otherwise stated, we assume in the sequel that ν and ν * are probability measures and we denote by F (resp. F * ) the distribution function associated with ν (resp. ν * ). For p ∈ [0, 1],
Consider two random variablesp andp * distributed as (resp.) F and F * . We will indifferently denote by ν ≤ F ν * ,p ≤ Fp * or F ≤ F F * the fact that ν is less than ν * with respect to the F-order.
Let us first remark that the convex ordering and the increasing convex ordering of distribution functions are captured by Definition 2.2 as probability measures are particular signed measures. But, for the sake of clarity and presentation, we choose to recall the stochastic versions of these definitions. We then expose other useful stochastic orders and related properties. Definition 2.3 Let F and F * be two distribution functions. We say that:
all real convex functions u such that the expectations exist.
(2) F is less than F * in increasing convex order (written
for all increasing convex functions u such that the expectations exist.
(3) F is less than F * in the stop loss order (written
, for all t ∈ IR such that the expectations exist.
(4) F is said to be less dangerous than
Strassen's theorem provides a characterization of the convex order:
Theorem 2.4 Let us consider two distribution functions F and F * associated with finite means 1 . The following conditions are equivalent:
there exists two real random variablesp andp * with distribution functions F and F * , such thatp * =p + u and E[u |p] = 0.
In other words,p * is obtained fromp by adding some noise u. We also quote the following result from Müller and Stoyan (2002) textbook:
Proposition 2.5 Let F and F * be two distribution functions. We have:
We recall the following result that relates convex and increasing convex orders:
Proposition 2.6 The following statements are equivalent:
Proof: see Müller and Stoyan (2002) , Theorem 1.5.3.
Definition 2.7 A function f : R n → R is said to be supermodular if
holds for all x ∈ IR n , 1 ≤ i < j ≤ n and ε, δ > 0. If in addition (2.4) holds for i = j, then f is said to be directionally convex.
Suppose that x i indicates with 1 or 0 whether a default of name i occurs or not and that f provides the induced total loss. Assume that two default cases at date t can occur. In the first one, m defaults have occurred while in the second case m + 1 defaults have occurred (the same m defaults plus another one). Then, f is supermodular if the impact of a fresh new default is worse in the latter case than in the former.
Let us now state the definition of some multivariate stochastic orders related to the supermodular class of functions.
(1) D is said to be smaller than D * in the supermodular order
, for all supermodular functions f such that the expectation exists.
(2) D is said to be smaller than D * in the increasing supermodular order
, for all increasing and supermodular functions f such that the expectation exists.
, for all directionally convex functions f such that the expectation exists.
Even if the supermodular order does not look quite intuitive at first sight, it leads to some useful results on the risk analysis of aggregate losses. As an example, Müller (1997) shows some comparisons of stop-loss premiums:
Moreover, the supermodular order is consistent with ordering of law-invariant and convex risk measures on the aggregate loss. In particular, law invariant coherent risk measures such as the Expected Shortfall or Wang transform risk measure are concerned. This can be derived from the following result of Bäuerle and Müller (2005) :
for any law-invariant and convex risk measure ρ.
In the field of stochastic ordering, not so much research has been devoted to analyze how the mixture distribution impacts the global risk. For exchangeable Bernoulli random variables, Lefèvre and Utev (1996) have shown that if F and F * are ordered in the sense of the increasing convex order, then the corresponding aggregate claims
are ordered in the same way. Specifically, Corollary 3.7 in Lefèvre and Utev (1996) is the s-convex generalization of this well-known result (also mentioned in Bäuerle and Müller (1998) ):
Proof: It is a direct consequence of example 6.A.2 p.172 in Shaked and Shanthikumar (1994) .
In the following, this result will be generalized to compare exchangeable Bernoulli random vectors with respect to the supermodular order.
Main result
Theorem 2.11 Supermodular order for exchangeable Bernoulli vectors Consider two exchangeable random vectors of Bernoulli variables (D 1 , . . . , D n ) and (D * 1 , . . . , D * n ) and denote by ν and ν * two associated mixture measures. Then,
Proof: let f be a supermodular function. Following Proposition 2.1,
can be written as:
Let us consider the function v : [0, 1] n → IR defined by:
Let us show that v is supermodular. We can re-write v(p 1 , . . . , p n ) as:
Thus,
Similarly, we can write
which is non negative since f is supermodular. We can proceed similarly for any pair i, j, 1 ≤ i < j ≤ n. This shows that v is supermodular. Let us also remark that
As a consequence, the Hessian matrix associated with v has non negative components. This implies that the real function p ∈ R → u(p) = v(p, . . . , p) is convex because the second derivative of u is equal to the sum of the components of the Hessian matrix of v. From (2.10), we can write E [f (D 1 , . . . , D n )] as u(p)ν(dp). Since u is convex and ν ≤ cx ν * , we have u(p)ν(dp) ≤ u(p)ν * (dp), where the former integral is also equal to
If, in addition, f is supposed to be increasing, then the partial derivatives of v, ∂v ∂p i , i = 1, . . . , n are non-negative. Thus, the function u is non decreasing and convex and we obtain (2.9) by the same line of reasoning.
Let us remark that our result can be derived from Proposition 4.1 in Denuit and Frostig (2007) . Their proof goes into the same lines as ours and was shown independently.
We now present the reverse implication which requires Bernoulli vectors to be ordered in the sense of the supermodular order for any dimension. 
Proof: let us denote by
, thus pdF (p) = pdF * (p), which eventually shows that F ≤ cx F * .
Suppose now that (D 1 , . . . , D n ) and (D * 1 , . . . , D * n ) are exchangeable Bernoulli vectors which may not necessarily be subsets of exchangeable random sequences. In view of Proposition 2.1, there may exist several mixture measures associated with de Finetti's representation. We may then ask whether there exist some mixture measures ν n and ν * n such that:
The answer is not that simple. Let us consider a zero mean, unit variance Gaussian vector (V 1 , . . . , V n ). Following the approach of Jaynes (1986), we used Legendre orthogonal polynomials to construct the mixture measure of the exchangeable random vector D = (1 V 1 ≤v 0 , . . . , 1 Vn≤v 0 ) where v 0 is a real number. Exchangeability assumption requires that pairwise correlations are equal, say to ρ. We assume that the mixture measure admits a density function g, i.e. ν(dp) = g(p)dp. Starting from the joint distribution of D, we numerically computed g and stop-loss premiums on g ( 1 0 (p − k) + g(p)dp, k ∈ [0, 1]) for n = 3 and n = 4 and for several admissible values of ρ (see Fig. 1 and Fig. 2 ). It is well known that when the correlation parameter ρ increases, the Gaussian vector (V 1 , . . . , V n ) increases in the sense of the supermodular order. As this order is closed by monotone transformations, the Bernoulli vector D consequently increases. But, as we can see in Fig. 1 and Fig. 2 , stop-loss premiums on mixture measures do not increase for all retention levels when ρ increases. So, at least for n = 3 and n = 4, (2.12) does not hold for the Legendre polynomial construction of mixture measures.
Applications to credit risk management
The credit derivatives market has witnessed a huge development, growing both in size and in complexity. Many products are related to default events within a reference credit portfolio. The most popular multiname credit derivatives are the basket credit default swaps (Basket CDS) and the collateralized debt obligations (CDOs). They can both be seen as insurance contracts against the default of one or several entities. Basket CDS cover losses induced by defaults of a group of names within a reference portfolio whereas CDOs payments are related to cumulative losses occurring in a certain tranche [α%, β%] of the total notional (see Laurent and Gregory (2005) for more details about the pricing of basket CDS and CDOs).
In the following, we will review a number of default risk models: additive factor copulas models (including the Gaussian, the double-t, the double NIG and the Variance Gamma cases), Archimedean copula, multivariate Poisson and eventually structural models. For each of them, we will compute the mixture distribution and therefore apply Theorem 2.11 to analyze the model parameters impact onto the supermodular ordering of default indicator vectors, thus extending some results of Burtschell et al. (2005) and Burtschell et al. (2007) . Additional applications can be found in Denuit and Frostig (2007) .
Additive factor copula models
In the additive factor copula approach, the dependence structure of default times is driven by some latent variables V 1 , . . . , V n with the following dependence structure:
We assume that V andV i , i = 1, . . . , n are independent random variables and 0 ≤ ρ ≤ 1. Moreover, we denote by H the cumulative density function (cdf) of V , byH the common cdf of V i , i = 1 . . . n and by H ρ the common cdf of V i , i = 1 . . . n. Let us remark that, in our framework, while H andH do not depend on the parameter ρ, the resulting convolution cdf H ρ generally does.
The exchangeability assumption requires that all default times τ i have the same cdf, say G. The default times are then expressed as:
where G −1 denote the generalized inverse of G.
We aim at analyzing the influence of the dependence parameter ρ on supermodular comparisons of default indicator vectors at a given horizon date t. Denote byp = G(t) the common default probability at time t and by:
(D 1 , . . . , D n ) is an exchangeable Bernoulli random vector and D 1 , . . . , D n are independent given the common factor V .
Thanks to remark (2.3), the mixture probability associated with (D 1 , . . . , D n ) corresponds to the conditional default probability:
We have thus:
The following proposition states that when the dependence parameter increases from ρ to ρ * , the associated mixture probabilityp is less dangerous thanp * .
Proposition 3.1 Assume thatV i , i = 1 . . . n are continuous random variables of range IR. If ρ ≤ ρ * , thenp
Proof: Let us note F and F * the cdf of (resp.)p andp * . In view of Definition 2.3, we have to show that the difference F − F * alternates in sign from negative to positive once. But F can be expressed as:
As H is increasing and does not depend on ρ, F (p) − F * (p) has the sign of: The previous framework includes the Gaussian copula, the double-t copula (Hull and White (2004) ), the NIG copula (Guegan and Houdain (2005) ), the double-NIG copula (Kalemanova et al. (2007) ) and the double Variance Gamma copula (Moosbrucker (2006) ).
One factor Archimedean copulas
Archimedean copulas have been widely used in credit risk modelling: They represent an alternative to the Gaussian copula. In most cases, there exists an effective and tractable way of generating random vectors with this dependence structure. Eventually, Archimedean copulas are exchangeable. 
Conditions imposed on ϕ are quite strong but yields an admissible distribution function for all dimensions n ≥ 2. In fact, it is possible to consider weaker conditions on ϕ in order to obtain admissible distribution functions up to a particular dimension n (see Nelsen (1999) for more details). Marshall and Olkin (1988) have provided a well-known simulation algorithm which we recall below.
Proposition 3.4 Let V be a positive random variable with Laplace transform ϕ −1 and U 1 , . . . , U n be independent uniformly distributed random variables independent of V . If V 1 , . . . , V n are defined by:
We now build a default time model based on the previous dependence structure. The exchangeability assumption requires that all default times τ i have the same cdf, say G. Let us define the latent variables V i , i = 1 . . . n as in Proposition 3.4. The default times are then expressed as:
We aim at analyzing the influence of the generating function ϕ on comparisons of default indicator vectors with respect to the supermodular order. Furthermore, comparisons are established at a fixed horizon t.
If we denote byp = G(t) the default probability at time t and by D i = 1 {τ i ≤t} = 1 {V i ≤p} , i = 1 . . . n, the corresponding default indicators, then (D 1 , . . . , D n ) is an exchangeable Bernoulli random vector. Besides, D 1 , . . . , D n are independent given the common factor V .
Thanks to remark (2.3), the mixture probabilityp associated with (D 1 , . . . , D n ) is equal to the conditional default probability P (τ i ≤ t | V ):
Let us consider another default indicator vector (D * 1 , . . . , D * n ) associated with a ψ-Archimedean copula. Then, there is a condition on ϕ and ψ which allows to compare the mixture probabilities p andp * with respect to the convex order.
Proposition 3.5 Let V (resp. V * ) be a positive random variable and denote by ϕ −1 (resp. ψ −1 ) its Laplace transform. Define by L * ∞ the set of all non decreasing functions f : IR + → IR + with alternate signs for the derivatives:
Then in view of Theorem 3.1 of Wei and Hu (2002) , for any dimension n, the Archimedean copula generated by ψ is greater than the Archimedean copula generated by ϕ in the sense of the supermodular order. In other words, (V 1 , . . . , V n ) ≤ sm (V * 1 , . . . , V * n ) holds for all n whenever (V 1 , . . . , V n ) (resp. (V * 1 , . . . , V * n )) is associated with a ϕ (resp. ψ) Archimedean copula. Moreover, from the Marshall-Olkin algorithm described in Proposition 3.4, V 1 , . . . , V n , . . . and V * 1 , . . . , V * n , . . . can be built as infinite sequences of exchangeable random variables. Let
. . , n, . . . be the corresponding default indicator sequence. Since the supermodular order is closed under monotone transformations,
n (p)) holds for all n and allp. Thanks to Theorem 2.12, the associated mixture probabilitiesp andp * are thus ordered in the convex order:p ≤ cxp * holds for allp in [0, 1].
The previous framework includes several well-known parametric families of Archimedean copulas:
For each of these families, consider two parameters θ and θ * associated with (resp.) generators ϕ and φ. It is easy to show that, if θ ≤ θ * , then ϕ • ψ −1 ∈ L * ∞ (see Joe (1997) for more details). Therefore, when θ ≤ θ * the corresponding mixture probabilities are ordered with respect to the convex order,p ≤ cxp * , and (
We compute below (see Fig. 3 ) the mixture distribution functions associated with the Clayton copula (Fp(p) = P (p ≤ p)) for different levels of the dependence parameter θ. In fact, when θ increases, the mixture distribution functions are ordered with respect to the less dangerous order (which is stronger than the convex order). 
Multivariate Poisson models
These models originate from the theory of reliability where they are also called shock models.
In multivariate Poisson models, default times correspond to the first jump instants of a multivariate Poisson process (N 1 t , . . . , N n t ). We thereafter restrict the common Poisson shock model studied by Lindskog and McNeil (2003) and Elouerkhaoui (2006) to the case of two independent shocks. Each default can be triggered either by an idiosyncratic fatal shock or by a systemic non necessarily fatal shock. The Poisson process which drives a default event for name i is expressed as:
whereN i t and N t follow independent Poisson processes with (resp.) parametersλ and λ. We assume further that (B i j ) i,j are iid Bernoulli random variables with mean p, independent of N t andN i t . We can see that the background event (new jump of N t ) affects each name with a probability p. Default times are then described by: (3.11) As N i t is a Poisson process with parameterλ + pλ, default dates τ i , i = 1, . . . , n are then exponentially distributed with the same parameter. The dependence structure of the vector (τ 1 , . . . , τ n ) is the Marshall-Olkin copula (See Elouerkhaoui (2006) for details about the copula function).
If D i = 1 {τ i ≤t} , i = 1 . . . n denote the default indicators at date t, then (D 1 , . . . , D n ) is an exchangeable Bernoulli random vector. Furthermore, D 1 , . . . , D n are independent given the common factor N t . We aim at analyzing at a fixed horizon t, the influence of the risk parameters (λ, p, λ) on comparisons of (D 1 , . . . , D n ) with respect to the supermodular order.
Thanks to remark (2.3), the mixture probabilityp associated with (D 1 , . . . , D n ) is equal to the conditional default probability P (τ i ≤ t | N t ). It is straightforward to derive the expression ofp and its distribution function:
Nt exp(−λt), (3.12)
Supermodular comparisons can only be performed between two random vectors with the same marginal distributions. Hence, if we denote by (λ, p, λ) and (λ * , p * , λ * ) the parameter sets corresponding to (D 1 , . . . , D n ) and (D * 1 , . . . , D * n ), the following equality must be satisfied:
Therefore, three directions can be explored depending on which parameter remains constant.
(1)λ * =λ, p * ≥ p and λ * ≤ λ: relative impact on the dependence structure of the two systemic parameters.
(2) p * = p, λ * ≥ λ andλ * ≤λ: comparison of systemic and idiosyncratic intensities.
(3) λ * = λ, p * ≥ p andλ * ≤λ: comparison of the probability of surviving a systemic shock and the idiosyncratic intensity.
For all these comparisons, we will see thatp ≤ cxp * and (D 1 , . . . , D n ) ≤ sm (D * 1 , . . . , D * n ). The supermodular order results for framework (2) and (3) are quite expectable because comparisons are performed between the idiosyncratic parameter and one of the common shock parameters which, in fact govern the dependence within the default indicator vector. They just reflect the fact that an increase of the common shock parameter λ (resp. p) yields an increase of the dependence in the sense of the supermodular order. The result for framework (1) is much less intuitive than the two others since the comparison is performed between the two parameters (p and λ) governing the dependence. The probability p that a systemic shock turns out to be fatal actually has a larger impact on the dependence structure than the intensity λ of this systemic shock.
Proposition 3.6 Comparison 1 Let parameter sets (λ, λ, p) and (λ * , λ * , p * ) be such thatλ + pλ =λ * + p * λ * and assume that λ * =λ, p * ≥ p and λ * ≤ λ. Let us considerp = 1
, the corresponding mixture probabilities. Then:
Proof: There is a real number 1 ≤ α ≤ 1/p such that p * = αp and λ * = λ/α. As the convex order is stable by linear transformations, we need to prove that (1 − p) Nt ≤ cx (1 − p * ) N * t . As N * t is a Poisson process with parameter λ/α, we have:
where (B i ) i≥1 forms a random sequence of independent Bernoulli random variables with parameter 1/α, independent of N t . Let us remark that:
which ends the proof, thanks to Strassen's theorem.
Proposition 3.7 Comparison 2
Let parameter sets (λ, λ, p) and (λ * , λ * , p * ) be such thatλ + pλ =λ * + p * λ * and assume that p * = p, λ * ≥ λ andλ * ≤λ. Let us considerp = 1−(1−p) Nt exp(−λt) andp * = 1−(1−p) N * t exp(−λ * t), the corresponding mixture probabilities. Then:
Proof: There is a real number α ≥ 0 such that λ * = λ + α andλ * =λ − αp. As the convex order is stable by linear transformations, we need to prove that (1 − p) Nt exp(−λt) ≤ cx (1 − p) N * t exp(−λ * t). As N * t is a Poisson process with parameter λ + α, there exists a Poisson process N t with parameter α, independent of N t and such that N * t d = N t +Ñ t . But, as E (1 − p)Ñ t = exp(−αpt), we obtain: 17) which concludes the proof, thanks to Strassen's theorem.
Proposition 3.8 Comparison 3
Let parameter sets (λ, λ, p) and (λ * , λ * , p * ) be such thatλ+pλ =λ * +p * λ * and assume that λ * = λ, p * ≥ p andλ * ≤λ. Let us considerp = 1−(1−p) Nt exp(−λt) andp * = 1−(1−p * ) Nt exp(−λ * t), the corresponding mixture probabilities. Then:
Proof: Let us define α by α = p * − p; thenλ * =λ − αλ. As for the additive copula framework, let us show that the mixture distributions are ordered with respect to the less dangerous order.
In view of the expression of F (equation 3.13), it is straightforward to study the sign of F − F * which only depends on the behaviour of n 0 − n * 0 with respect to q. Therefore, it remains to find the values of q for which the following inequality holds:
It follows that:
As an example (see Fig. 4 ), let us consider two Poisson models with parameter set (λ, λ, p) and (λ * , λ * , p * ) as in Proposition 3.8.
As expected, the distribution function ofp (p = 0.1) is less dangerous than the one ofp * (p = 0.8).
Supermodular order and structural models
In this section, we show that default indicators in a simple structural framework are ordered with respect to the supermodular order when the dependence between the assets of the corresponding . Their asset dynamics X 1 , . . . , X n are simply expressed as n correlated Brownian motions: (3.20) where W , W i , i = 1, . . . n are independent standard Wiener processes.
Default of firm i is triggered when the process X i falls below a constant barrier a i for the first time. The corresponding default date τ i is expressed as:
It is well known that two Gaussian vectors with the same marginals can be compared with respect to the supermodular order if their correlation matrices are componentwise ordered (see for example Theorem 3.13.5 in Müller and Stoyan (2002) ). This is the case in our simple framework. When ρ ≤ ρ * , the asset value vectors at time t are comparable for all t:
and this new specification neither affects the Gaussian dependence structure nor the stationary and independent increments property required here. Moreover, the stationarity assumption can also be relaxed easily.
In our example, supermodular order comparisons of default indicator vectors have not been derived from the convex ordering of associated mixture distributions since these cannot be expressed analytically in this context. But it is possible to estimate the mixture distribution function in the previous structural framework using Monte Carlo simulations. We have drawn in Fig. 5 the mixture distributions associated with two levels of the dependence parameter ρ. Normal copula Normal copula Portfolio size=10000 X i 0 =0 Threshold=−2 t=1 year delta t =0.01 P(τ i ≤ t)=0.033
Fig. 5. Distributions of Conditional Default Probabilities
We can observe that an increase of ρ yields an increase of the dangerousness of the corresponding mixture distributions in the sense of the less dangerous order. We additionally drew mixture distributions obtained from a Gaussian copula model for the same values of ρ. The default probabilityp = P (τ i ≤ t) has been chosen so that that it corresponds to the one of the structural model. We can remark that computed distributions are very similar for a fixed ρ which is coherent with the result of Hull et al. (2005) where CDO tranche premiums are found to be very close for the two frameworks.
Let us also remark that (3.22) also holds for any fixed time horizon T which is sufficient when considering applications developed in the paper. For example, comparisons between CDO tranche premiums can be derived since they only involve the marginal distributions of the aggregate loss for several horizons. However, thanks to the closure property of the supermodular order under mixture, (3.22) still holds when T is a stopping time with respect to a specific filtration independent from the Brownians filtrations (generated by W and W i , i = 1, . . . , n). This cannot be extended to any stopping times. Indeed, let us compare two bivariate vectors of default indicators (D 1 , D 2 ) and (D * 1 , D * 2 ) defined as in Proposition 3.9. We assume that T = τ 1 . T is thus a stopping time with respect to the filtration generated by W and W 1 . But (D 1 , D 2 ) = 1, 1 {τ 2 ≤τ 1 } and (D * 1 , D * 2 ) = 1 {τ * 1 ≤τ 1 } , 1 {τ * 2 ≤τ 1 } cannot be compared anymore as supermodular order comparisons require marginals to be equal.
Conclusion
In our framework, default indicators form an exchangeable sequence of Bernoulli random variables. Capitalizing on de Finetti's theorem, we could relate the supermodular ordering of default indicator vectors to the convex ordering of the corresponding mixture probabilities. As a consequence, we performed a unified analysis of dependence for additive factor copula, Archimedean copula, multivariate Poisson and structural models.
