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UNICITY CONCEPTS FOR SUDOKU
THOMAS FISCHER
Abstract. This paper deals with a generalized Sudoku problem
and investigates the unicity of a given solution. We introduce con-
straint sets, which is a generalization of the rows, columns and
blocks of a classical Sudoku puzzle. The unicity property is char-
acterized by three different properties. We describe unicity by per-
mutations, by unicity cells and by rectangles. These terms are de-
fined in this paper and are illustrated with examples. Throughout
this paper we are not concerned with the existence of a solution.
1. Introduction
The consideration of unicity properties is motivated by two percep-
tions. Usually, in a well-posed Sudoku it is required that there exists ex-
actly one solution, i.e., there exists a solution and the solution is unique.
This assumption makes it reasonable to investigate this property in or-
der to gain additional insight, which can be used in the development of
algorithms. On the other side in optimization and approximation the-
ory it is a common approach to impose a unicity condition in order to
obtain stronger results. A classical example is the alternation theorem
for Haar subspaces in Chebyshev approximation. Haar subspaces are a
global unicity assumption and the corresponding theory can be found,
e.g., in the monograph of Cheney [1].
This paper introduces three different types of unicity properties. In
Section 3 constraint sets are defined. These sets generalize the terms
row, column and block of a classical Sudoku puzzle and prepare the
unicity statements. In Section 4 we describe the solution set of the
generalized Sudoku problem in terms of permutations. These permu-
tations have specific properties on the constraint sets. The unique
solvability depends on the nonexistence of such a permutation.
In Section 5 we introduce unicity cells, which is a local unicity con-
dition. As a result we prove that the generalized Sudoku problem is
uniquely solvable if and only if each cell is a unicity cell. In Section
2010 Mathematics Subject Classification. Primary 90C35; Secondary 05B15
65K10.
Key words and phrases. Sudoku, Combinatorics, Unicity.
1
2 THOMAS FISCHER
6 we consider a generalized type of rectangles as a set of cells. If the
generalized Sudoku problem admits a unique solution with a minimal-
ity condition on a rectangle, then this rectangle contains a given, i.e.,
a populated cell.
Unicity properties for the Sudoku puzzle had been considered by
Provan [7] and Herzberg and Murty [5]. Provan showed that the com-
plete solvability of a Sudoku puzzle using the pigeon-hole rule implies
the unique solvability of the Sudoku puzzle. Herzberg and Murty pre-
sented a necessary condition for the unique solvability.
Finally, we collect some basic terms and notations. Let Z denote
the set of integers. The s-times cartesian product of Z is indicated
by a superscript s, i.e., Zs. The transpose of a vector or a matrix is
indicated by a superscript T . The vectors 0 respectively 1 denote the
zero respectively one vector, consisting of zeros respectively ones in
each component. The number of components is indicated by an index.
Each vector is considered to be a column vector. U denotes the identity
matrix. The elements of a set are called distinct if each two elements of
the set are distinct, i.e., if and only if the elements are pairwise distinct.
The sum over an empty index set is considered to be zero. The symbol
♯ denotes the number of elements (cardinality) of a finite set.
2. The Mathematical Model
We treat Sudoku problems on the basis of a general model introduced
in [3] and replicate the model in this section. We restrict ourselves to
the primal problem and do not consider the dual problem introduced
in [4]. Let n be an integer with n ≥ 1. We define the sum
s(n) =
n−1∑
i=1
i
and define a matrix A(n) with s(n) rows and n columns inductively.
For n = 1, let A(1) denote the empty matrix, i.e., a matrix without
entries. Assume the matrix A(n − 1) had been defined with s(n − 1)
rows and n− 1 columns. We set
A(n) =


1n−1 −Un−1
0s(n−1) A(n− 1)

 .
We extend the matrix A(n) to a matrix A with n · s(n) rows and n2
columns. The matrix A consists in the “main diagonal” of n matrices
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A(n) and the remaining values are set to zero. The matrix A depends
on the value n, but we do not state this dependence explicitly.
Given the set {1, . . . , n2} ⊂ Z, let π be any permutation on this set,
i.e.,
π : {1, . . . , n2} −→ {1, . . . , n2}
be a permutation. We extend the notion of permutation to the matrix
A, i.e., we define π(A) = (api
−1(1), . . . , api
−1(n2)), where aj denotes the jth
column of A for j = 1, . . . , n2. Given a permutation π on {1, . . . , n2},
we define the matrix Api = π(A), i.e., we interchange the columns of A
according to the permutation π.
Definition 2.1. Let s ≥ 1. For any point y = (y1, . . . , ys)
T ∈ Zs, we
write y <> 0 if each component of y is nonzero, i.e., if yi 6= 0 for
i = 1, . . . , s.
This definition should not be confused with the expression y 6= 0,
where only one component of y has to be nonzero.
Given is n ≥ 2, some permutations π1, π2, π3 on {1, . . . , n
2}, some
0 ≤ k ≤ n2, an index set {i1, . . . , ik} ⊂ {1, . . . , n
2}, and givens
gi1, . . . , gik ∈ Z with 1 ≤ gil ≤ n for l = 1, . . . , k.
The generalized Sudoku problem is defined in the following way:
Find x = (x1, . . . , xn2)
T ∈ Zn
2
, such that
1 ≤ xi ≤ n for i = 1, . . . , n
2,
Apirx <> 0 for r = 1, 2, 3 and
xil = gil for l = 1, . . . , k.
We restrict ourselves to this mathematical model and do not refer
directly to the classical Sudoku puzzle. In particular, we will not inves-
tigate the relation of this model to the Sudoku puzzle in detail. This
had been described in [3] already.
3. Constraint Sets
From now on we denote the elements of {1, . . . , n2} in the definition
of the generalized Sudoku problem as cells. We divide the set of all
cells into n subsets of n cells.
Definition 3.1. Let π be a permutation on {1, . . . , n2}. The n sets
{π((j − 1) · n + 1), . . . , π(j · n)} = {π(i) | (j − 1) · n + 1 ≤ i ≤ j · n}
for j = 1, . . . , n are called the constraint sets of π and are denoted by
cspi(1), . . . , cspi(n).
Each of the sets cspi(j) contains exactly n elements. If the generalized
Sudoku problem describes a classical Sudoku puzzle (as defined in [3,
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Section 3]), then the constraint sets of π1, π2 respectively π3 describe
the indices of the rows, columns respectively blocks of the Sudoku
square.
Lemma 3.2. Let π be a permutation on {1, . . . , n2}. The constraint
sets of π form a partition of the cells {1, . . . , n2}, i.e.,
(i) cspi(i) ∩ cspi(j) = ∅ for i, j = 1, . . . , n, i 6= j, and
(ii)
⋃n
j=1 cspi(j) = {1, . . . , n
2}.
Proof. (i) This is clear, because π is a one-to-one mapping.
(ii) Obviously, cspi(j) ⊂ {1, . . . , n
2} for j = 1, . . . , n. The inclusion
{1, . . . , n2} ⊂
⋃n
j=1 cspi(j) follows, because π is onto. 
Let π be a permutation on {1, . . . , n2} and let x = (x1, . . . , xn2)
T ∈
Z
n2. We adopt a notation of [3, Section 2] and define
π(x) = (xpi−1(1), . . . , xpi−1(n2))
T .
The proof of the next lemma follows immediately from [3, Lemma
3.2].
Lemma 3.3. Let π be a permutation on {1, . . . , n2}, let j ∈ {1, . . . , n}
and let x = (x1, . . . , xn2)
T ∈ Zn
2
. The following statements are equiv-
alent:
(i) A(n)(xpi((j−1)n+1), . . . , xpi(j·n)) <> 0.
(ii) xpi((j−1)n+1), . . . , xpi(j·n) are distinct.
From [3, Lemma 3.3], we derive this lemma.
Lemma 3.4. Let π be a permutation on {1, . . . , n2}, let j ∈ {1, . . . , n}
and let x = (x1, . . . , xn2)
T ∈ Zn
2
. The following statements are equiv-
alent:
(i) A(n)(xpi((j−1)n+1), . . . , xpi(j·n)) <> 0
and 1 ≤ xpi((j−1)n+i) ≤ n for i = 1, . . . , n.
(ii) {xi | i ∈ cspi(j)} = {1, . . . , n}.
The results on the subvectors of x can be extended to the full length.
Lemma 3.5. Let π be a permutation on {1, . . . , n2} and let x =
(x1, . . . , xn2)
T ∈ Zn
2
. The following statements are equivalent:
(i) Apix <> 0.
(ii) xpi((j−1)n+1), . . . , xpi(j·n) are distinct for j = 1, . . . , n.
Proof. Using [3, Lemma 3.4 (i)],
Apix = Aπ
−1(x) = A(xpi(1), . . . , xpi(n2))
T .
The claim follows from the diagonal structure of A and Lemma 3.3. 
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From Lemma 3.5 and [3, Lemma 3.1], we derive immediately the
next lemma.
Lemma 3.6. Let π be a permutation on {1, . . . , n2} and let x =
(x1, . . . , xn2)
T ∈ Zn
2
. The following statements are equivalent:
(i) Apix <> 0 and 1 ≤ xi ≤ n for i = 1, . . . , n
2.
(ii) {xi | i ∈ cspi(j)} = {1, . . . , n} for j = 1, . . . , n.
In the sequel we use from time to time the notation cspi respectively
cs for constraint sets, i.e., we do not number them, but use an abbre-
viated version.
4. Unicity by Permutations
In this section, we consider the unique solvability of the generalized
Sudoku problem introduced in Section 2 and we focus on a description
of unicity using the dependance on permutations of {1, . . . , n2}.
Definition 4.1. Let π be a permutation on {1, . . . , n2}. A permutation
τ on {1, . . . , n2} is called π-consistent if τ(cspi(j)) = cspi(j) for j =
1, . . . , n.
A permutation is called π-consistent if it preserves the constraint sets
of π. In a classical Sudoku puzzle this definition states that τ permutes
only values within a row, a column or a block (depending on π).
Please note, τ is π-consistent if and only if τ−1 is π-consistent. The
concatenation π ◦ τ−1 of two permutations π and τ−1 is a permutation
again.
Lemma 4.2. Let π and τ be permutations on {1, . . . , n2} and let x =
(x1, . . . , xn2)
T ∈ Zn
2
. The following statements are equivalent:
(i) Apiτ(x) <> 0.
(ii) x(pi◦τ−1)((j−1)n+1), . . . , x(pi◦τ−1)(j·n) are distinct for j = 1, . . . , n.
Proof. We apply [3, Lemma 3.4 (i)] and obtain
Apiτ(x) = Aπ
−1(τ(x)) = A(τ ◦ π−1)(x) = Api◦τ−1x.
Using Lemma 3.5 with π ◦ τ−1 (in the role of π) gives the desired
result. 
Lemma 4.3. Let π be a permutation on {1, . . . , n2}, let τ be a π-
consistent permutation on {1, . . . , n2} and let x = (x1, . . . , xn2)
T ∈ Zn
2
.
The following statements hold:
(i) 1 ≤ xi ≤ n for i = 1, . . . , n
2 if and only if 1 ≤ xτ−1(i) ≤ n
for i = 1, . . . , n2.
(ii) Apix <> 0 if and only if Apiτ(x) <> 0.
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Proof. “(i)” This is clear, because τ is a permutation and does not
modify the values of the components of x.
“(ii)” Using Lemma 3.5, Apix <> 0 if and only if
xpi((j−1)n+1), . . . , xpi(j·n) are distinct for j = 1, . . . , n.
By assumption, τ respectively τ−1 are π-consistent, i.e., Apix <> 0 if
and only if
xτ−1(pi((j−1)n+1)), . . . , xτ−1(pi(j·n)) are distinct for j = 1, . . . , n.
The claim follows from Lemma 4.2. 
Definition 4.4. Let π be a permutation on {1, . . . , n2} and let x =
(x1, . . . , xn2)
T ∈ Zn
2
. A permutation τ on {1, . . . , n2} is called π-x-
consistent if
{xτ−1(i) | i ∈ cspi(j)} = {xi | i ∈ cspi(j)}
for j = 1, . . . , n.
In a classical Sudoku puzzle this definition states, that τ may per-
mute not only values within a row, a column or a block, but more
changes are allowed. It is required, that after the permutation each
row, column and block contains the same values as before. Each π-
consistent permutation is π-x-consistent for each x ∈ Zn
2
and each
permutation π on {1, . . . , n2}.
Lemma 4.5. Let π and τ be permutations on {1, . . . , n2} and let x =
(x1, . . . , xn2)
T ∈ Zn
2
, such that 1 ≤ xi ≤ n for i = 1, . . . , n
2. Consider
the statements:
(i) Apix <> 0.
(ii) Apiτ(x) <> 0.
(iii) τ is π-x-consistent.
Each two of the statements imply the third.
Proof. By Lemma 3.6, (i) holds if and only if
{xi | i ∈ cspi(j)} = {1, . . . , n} for j = 1, . . . , n.
Using Lemma 4.2 and [3, Lemma 3.1], (ii) holds if and only if
{xi | i ∈ cspi◦τ−1(j)} = {1, . . . , n} for j = 1, . . . , n.
Substituting i with τ−1(i),
{xi | i ∈ cspi◦τ−1(j)} = {xτ−1(i) | i ∈ τ(cspi◦τ−1(j))}
= {xτ−1(i) | i ∈ cspi(j)}
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for j = 1, . . . , n, i.e., (ii) holds if and only if
{xτ−1(i) | i ∈ cspi(j)} = {1, . . . , n} for j = 1, . . . , n.
The claim follows from the definition of π-x-consistent. 
We define the solution set of the generalized Sudoku problem by
S(n, g) = {x = (x1, . . . , xn2)
T ∈ Zn
2
| 1 ≤ xi ≤ n for i = 1, . . . , n
2,
Apirx <> 0 for r = 1, 2, 3 and
xil = gil for l = 1, . . . , k }.
Lemma 4.6. Let x, y ∈ S(n, g) and let r ∈ {1, 2, 3}. There exists a
permutation τ on {1, . . . , n2} with the following properties:
(i) y = τ(x),
(ii) τ is πr-consistent,
(iii) τ is πs-x-consistent for s = 1, 2, 3 and
(iv) τ(il) = il for l = 1, . . . , k.
Proof. Let x = (x1, . . . , xn2)
T and y = (y1, . . . , yn2)
T . We apply Lemma
3.6 to πr, x and y, which implies
{xi | i ∈ cspir(j)} = {yi | i ∈ cspir(j)} = {1, . . . , n}
for j = 1, . . . , n. There exist permutations τj on cspir(j), such that
xi = yτj(i) for each i ∈ cspir(j) and j = 1, . . . , n. By Lemma 3.2, the
constraint sets form a partition of {1, . . . , n2} and we can combine the
τj to a permutation τ on {1, . . . , n
2} with
τ|cspir (j) = τj for j = 1, . . . , n.
Here | denotes the restriction of a mapping to a set. This τ is also
a permutation, since all τ ′js are permutations and the constraint sets
form a partition of {1, . . . , n2}.
“(i)” Let i ∈ {1, . . . , n2} be any cell. There exists a (uniquely deter-
mined) index 1 ≤ j ≤ n, such that i ∈ cspir(j), i.e., i is contained in
the jth constraint set. This implies yτ(i) = yτj(i) = xi. Since i had been
chosen arbitrarily, we obtain xτ−1(i) = yi for i ∈ {1, . . . , n
2} and
τ(x) = (xτ−1(1), . . . , xτ−1(n2)) = (y1, . . . , yn2) = y, i.e., (i).
“(ii)” Obviously, τ is πr-consistent, since each τj is a permutation on
cspir(j) for j = 1, . . . , n.
“(iii)” Let s ∈ {1, 2, 3}. Since y ∈ S(n, g),
Apisτ(x) = Apisy <> 0
and, by Lemma 4.5, τ is πs-x-consistent.
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“(iv)” Let l ∈ {1, . . . , k}. There exists an index 1 ≤ j ≤ n, such that
il ∈ cspir(j). Then τj(il) ∈ cspir(j) and
yil = gil = xil = yτj(il) = yτ(il).
By Lemma 3.5, ys 6= yt for each s, t ∈ cspir(j) if s 6= t. This implies
il = τj(il) = τ(il) and proves the claim. 
Applied to a classical Sudoku puzzle with r = 1 the permutation τ
describes a mapping, which changes cells within a row. This permuta-
tion does not preserve the columns, but after the permutation we have
distinct values in each column. The cells with a given are not touched
by the permutation τ .
Now we prove two descriptions of the solution set of the generalized
Sudoku problem. These descriptions are based on permutations.
Theorem 4.7. Let x be a solution of the generalized Sudoku problem,
i.e., x ∈ S(n, g). Then
S(n, g) = {y ∈ Zn
2
| there exist permutations τ1, τ2 and τ3
on {1, . . . , n2}, such that
y = τr(x) for r = 1, 2, 3,
τr is πr-consistent for r = 1, 2, 3, and
τr(il) = il for l = 1, . . . , k and r = 1, 2, 3 }.
Proof. “⊂” Let y ∈ S(n, g). By Lemma 4.6, there exist permutations
τ1, τ2 and τ3 on {1, . . . , n
2}, such that y = τr(x) for r = 1, 2, 3, τr is πr-
consistent for r = 1, 2, 3 and τr(il) = il for l = 1, . . . , k and r = 1, 2, 3.
“⊃” Let y ∈ Zn
2
, let τ1, τ2 and τ3 be permutations on {1, . . . , n
2},
such that y = τr(x) for r = 1, 2, 3, τr is πr-consistent for r = 1, 2, 3
and τr(il) = il for l = 1, . . . , k and r = 1, 2, 3. Let r ∈ {1, 2, 3} and
j ∈ {1, . . . , n}, then
{yi | i ∈ cspir(j)} = {xτ−1r (i) | i ∈ cspir(j)}
= {xi | i ∈ cspir(j)}
= {1, . . . , n},
since τr is πr-consistent and using Lemma 3.6. By Lemma 3.6 applied
to y, Apiry <> 0 and 1 ≤ yi ≤ n for i = 1, . . . , n
2. Moreover yil =
xτ−1
1
(il)
= xil = gil for l = 1, . . . , k, i.e., y ∈ S(n, g). 
For each solution y ∈ S(n, g) the permutations in Theorem 4.7 are
uniquely determined as we see from the next lemma.
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Lemma 4.8. Let π be a permutation on {1, . . . , n2}, let x ∈ Zn
2
such
that Apix <> 0 and let y ∈ Z
n2. Let τ1 and τ2 be π-consistent per-
mutations on {1, . . . , n2}, such that y = τ1(x) and y = τ2(x). Then
τ1 = τ2.
Proof. Let i ∈ {1, . . . , n2}. By Lemma 3.2, there exists j ∈ {1, . . . , n}
and a constraint set cspi(j), such that i ∈ cspi(j). By assumption,
τ1(x) = τ2(x), hence xτ−1
1
(i) = xτ−1
2
(i). Since τ1 and τ2 are π-consistent,
τ−11 (i) ∈ cspi(j) and τ
−1
2 (i) ∈ cspi(j). By Lemma 3.5, τ
−1
1 (i) = τ
−1
2 (i).
Since i had been chosen arbitrarily, τ−11 = τ
−1
2 and we obtain τ1 =
(τ2 ◦ τ
−1
2 ) ◦ τ1 = τ2 ◦ (τ
−1
1 ◦ τ1) = τ2. 
The description in Theorem 4.7 uses the condition π-consistent for
three permutations. The next theorem describes the solution set by
one permutation with the weaker condition π-x-consistent. Again by
Lemma 4.8, the permutation τ in Theorem 4.9 is also uniquely deter-
mined for each solution y.
Theorem 4.9. Let x be a solution of the generalized Sudoku problem,
i.e., x ∈ S(n, g). Then
S(n, g) = {y ∈ Zn
2
| there exists a permutation τ on {1, . . . , n2},
such that y = τ(x), τ is π1-consistent ,
π2-x-consistent, π3-x-consistent and
τ(il) = il for l = 1, . . . , k }.
Proof. “⊂” Let y ∈ S(n, g). Using Lemma 4.6, there exists a permuta-
tion τ with the desired properties.
“⊃” Let y ∈ Zn
2
, τ be a permutation, such that y = τ(x), τ is
π1-consistent, π2-x-consistent, π3-x-consistent and τ(il) = il for l =
1, . . . , k. The components of y are permutations of the components of
x, i.e., 1 ≤ yi ≤ n for i = 1, . . . , n
2. By Lemma 4.5,
Apiry = Apirτ(x) <> 0 for r = 1, 2, 3.
Moreover yil = xτ−1(il) = xil = gil for l = 1, . . . , k and this shows
y ∈ S(n, g). 
From this theorem we can derive a characterization of uniquely solv-
able generalized Sudoku problems.
Theorem 4.10. Let x be a solution of the generalized Sudoku problem,
i.e., x ∈ S(n, g). Then x is the unique solution of the generalized
Sudoku problem if and only if there does not exist a permutation τ on
{1, . . . , n2}, such that τ(x) 6= x, τ is π1-consistent, π2-x-consistent,
π3-x-consistent and τ(il) = il for l = 1, . . . , k.
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5. Unicity by Unicity Cells
In this section, we consider a unicity concept, which we call unicity
cell. This definition allows “local” considerations of unicity, i.e., we
characterize, when a single cell contains a unique value.
Definition 5.1. A cell i ∈ {1, . . . , n2} is called a unicity cell with
unique value v ∈ {1, . . . , n} if all solutions x = (x1, . . . , xn2)
T of the
generalized Sudoku problem satisfy xi = v.
Please note, this definition does not say anything on the solvability of
the generalized Sudoku problem. In an unsolvable generalized Sudoku
problem each cell is a unicity cell for trivial reasons. It is immediately
clear from the definition, that a solvable generalized Sudoku problem
admits a unique solution if and only if each cell i ∈ {1, . . . , n2} is a
unicity cell.
We continue with the definition of a Sudoku subproblem, which we
call the reduced problem. The condition xil = gil for l = 1, . . . , k in
the definition of the generalized Sudoku problem can be written as
Aeqx = g with a suitable k × n
2 matrix Aeq (describing the equality
conditions) and a right side g = (gi1 , . . . , gik)
T ∈ Zk. Roughly spoken,
the matrix Aeq is a unit matrix, where some of the rows had been left.
We divide the set of all cells {1, . . . , n2} into the set of known cells
{i1, . . . , ik} (determining Aeq and g) and the set of unknown cells
{1, . . . , n2}\{i1, . . . , ik} (see Section 2). Each known cell il is a unicity
cell with unique value gil for l = 1, . . . , k.
Let 1 ≤ p ≤ n2 be an integer and let J = {j1, . . . , jp} ⊂ {1, . . . , n
2}
be a set of cells with j1 < . . . < jp (and possibly containing known and
unknown cells). We consider the projection PJ : Z
n2 −→ Zp defined
by PJ(x) = (xj1 , . . . , xjp)
T for each x = (x1, . . . , xn2)
T ∈ Zn
2
.
This projection induces a transformation tJ : J −→ {1, . . . , p} de-
fined by tJ(jl) = l for l = 1, . . . , p. The tJ(j)
th-component of PJ(x),
PJ(x)tJ (j) = xj for each x = (x1, . . . , xn2)
T ∈ Zn
2
and j ∈ J .
For any q × n2-matrix
M =


mT1
...
mTq


with q ∈ Z rows, q ≥ 1, and vectors ml ∈ Z
n2 for l = 1, . . . , q, we
define
PJ(M) =


PJ(m1)
T
...
PJ(mq)
T

 .
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We consider the projected matrices PJ(Api1), PJ(Api2), PJ(Api3) and
PJ(Aeq) and delete all zero rows. Additionally, we delete all rows from
PJ(Apir) for r = 1, 2, 3 with at most one nonzero component. The
resulting matrices are denoted by B1, B2, B3 and Beq. We also delete
the components of the point g = (gi1 , . . . , gik)
T ∈ Zk, which belong to
deleted rows of PJ(Aeq) and denote the new point by g
′. We define the
reduced problem induced by J in the following way:
Find z = (z1, . . . , zp)
T ∈ Zp,
such that 1 ≤ zi ≤ n for i = 1, . . . , p,
Brz <> 0 for r = 1, 2, 3 and Beqz = g
′.
The reduced problem is built from the generalized Sudoku problem
by dropping cells. Simultaneously, all comparisons between dropped
cells and between remaining cells and dropped cells are also dropped.
All givens in the dropped cells do not appear in the reduced problem.
The generalized Sudoku problem and the reduced problem induced by
J are related.
Lemma 5.2. (i) Let x be a solution of the generalized Sudoku problem
and let J ⊂ {1, . . . , n2} be a set of cells. Then PJ(x) is a solution of
the reduced problem induced by J .
(ii) If J = {1, . . . , n2}, then the reduced problem induced by J equals
the generalized Sudoku problem.
Proof. “(i)” This is clear, since all constraints of the reduced problem
induced by J are also constraints of the generalized Sudoku problem.
“(ii)” If J = {1, . . . , n2}, then p = n2 and PJ is the identical mapping.
Both problems are identical. 
Obviously, the converse of Lemma 5.2 (i) is not true. If PJ(x) is a
solution of the reduced problem, there is no guarantee, that x satisfies
all constraints of the generalized Sudoku problem.
There is an immediate consequence of Lemma 5.2. If the generalized
Sudoku problem is solvable, then the reduced problem is also solvable.
Definition 5.3. Let 1 ≤ p ≤ n2 be an integer, let J ⊂ {1, . . . , n2} be
a set of p cells, let i ∈ J and let v ∈ {1, . . . , n}. The cell i is called
a unicity cell w.r.t. the base set J with unique value v if all solutions
x = (x1, . . . , xp)
T of the reduced problem induced by J satisfy xtJ (i) = v.
Note, the conditions in Definition 5.3 do not require the solvability of
the reduced problem. We also do not impose any minimality condition
on the base set.
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Figure 1. Sudoku with a unicity cell
Using Lemma 5.2 (ii), a cell i is a unicity cell with unique value v
(see Definition 5.1) if and only if i is a unicity cell w.r.t. the base set
{1, . . . , n2} with unique value v.
Mainly, we are interested in “small” base sets J , i.e., with a small
number of elements. A possible solution method could try to determine
a base set in each step and to solve the reduced problem induced by it.
Example 5.4. We consider the example depicted in Fig. 1 and the
union J of the sets {1, 2, 3, 10, 11, 12, 19, 20, 21} (the first block) and
{4, 16, 28, 56} (the cells populated with 4’s). The cell 21 (row 3, column
3) is a unicity cell w.r.t. J with unique value 4. All solutions of the
reduced problem induced by J contain a 4 in the 11th component (which
corresponds to cell 21).
The relation between unicity cell and unicity cell w.r.t. a base set
will be examined in the following theorem.
Theorem 5.5. Let i ∈ {1, . . . , n2} be a cell and let v ∈ {1, . . . , n}.
The following statements are equivalent:
(i) The cell i is a unicity cell with unique value v.
(ii) There exists a base set J ⊂ {1, . . . , n2}, such that i ∈ J
and i is a unicity cell w.r.t. J with unique value v.
Proof. “(i)⇒(ii)” Define J = {1, . . . , n2}. The claim follows from
Lemma 5.2 (ii).
“(ii)⇒(i)” Let x = (x1, . . . , xn2)
T and y = (y1, . . . , yn2)
T be solutions
of the generalized Sudoku problem. By assumption (ii), there exists a
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Figure 2. The example of Mepham
base set J ⊂ {1, . . . , n2}, such that i ∈ J and i is a unicity cell w.r.t.
J with unique value v. We consider the reduced problem induced by
J and by Lemma 5.2 (i), PJ(x) and PJ(y) are solutions of the reduced
problem. Consequently, xi = PJ(x)tJ (i) = v = PJ(y)tJ(i) = yi. 
The strategy of humans to solve a uniquely solvable Sudoku is to
find a cell i and a “pretty small” base set J . The preceeding theorem
suggests, it is not necessary to find some cell i, but we can choose
any cell i and we still are able to find a base set J . But the price for
selecting an arbitrary cell i may be a large base set J , which results in
a difficult to solve reduced problem. We illustrate this with the next
example. In the next two examples we change the indexation to a more
readable form xrow,column.
Example 5.6. We consider a continuation of the “diabolical” example
of Mepham [6] depicted in Fig. 2. The term continuation means, we
added some values to the puzzle, which were easy to find. The cell 10
(row 2, column 1) is a unicity cell w.r.t. the base set J consisting of
the circled cells with unique value 4. This can be seen by the following
argumentation. Let x be a solution of the reduced problem induced by
J . In cell 10 there can be only a 4 or a 7. Suppose there is a 7,
then x3,2 = 4, x2,9 = 4 and x7,2 = 7 ⇒ x3,9 = 7 ⇒ x5,9 = 5 and
x8,9 = 8 ⇒ x7,3 = 8 ⇒ x6,3 = 3 ⇒ x6,9 6= 1 and x6,9 6= 3 and this is a
contradiction.
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Figure 3. The example of Provan
This example of Mepham had been analyzed by Crook [2], too.
Crook described an algorithm, which combined the deduction of values
with a trial-and-error-method.
Provan [7] defined a “pigeon-hole rule”, which is equivalent to the
preemptive sets of Crook. The algorithm of Provan consists of the
consecutive application of this rule to a solvable Sudoku puzzle. If it
is possible to apply this rule in each step, then the algorithm leads to
a solution and the solution is unique [7, Theorem 2].
Example 5.7. We consider an example of Provan [7, Table 2] depicted
in Fig. 3. The cell 1 (row 1, column 1) is a unicity cell w.r.t. the base
set J consisting of the circled cells with unique value 5. This can be
seen by the following argumentation. Let x be a solution of the reduced
problem induced by J . In cell 1 there can be only a 1 or 5. Suppose
there is a 1, then x2,2 = 2 and x3,2 = 5 ⇒ x8,8 6= 2 and 6= 5. But this
is a contradiction to the circled values in column 2 and row 8.
6. Unicity by Rectangles
In this section we introduce generalized rectangles, which are sets of
cells with a rectangle-type shape and show the relation to unicity.
Definition 6.1. Let 1 ≤ p ≤ n and 1 ≤ q ≤ n. A set J ⊂ {1, . . . , n2}
consisting of p · q cells is called a p-q-rectangle if there exist distinct
indices jr,1, . . . , jr,q, 1 ≤ jr,s ≤ n for s = 1, . . . , q and r = 1, 2, 3, such
that ♯(J ∩ cspir(jr,s)) = p for s = 1, . . . , q and r = 1, 2, 3.
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Figure 4. A 2-3-rectangle
Each single cell is a 1-1-rectangle. The set of all cells J = {1, . . . , n2}
is an n-n-rectangle. In a classical Sudoku puzzle a set J is a p-q-
rectangle if and only if there exist q rows, q columns and q blocks and
each of them contains p elements of J .
Example 6.2. In Fig. 4 the unpopulated cells form a 2-3-rectangle.
The constraint sets are rows 2, 4, 5, columns 4, 5, 8 and blocks 2, 5, 6.
The possible values in this rectangle are 6 and 7. We can allocate these
values in row 2 in two different ways and the values of the remaining
cells are uniquely determined. In particular this Sudoku puzzle admits
two solutions.
If x = (x1, . . . , xn2)
T ∈ S(n, g) and J is a p-q-rectangle, then the p
values xi, where i ∈ J ∩cspi1(j1,1) are distinct. Consequently, the whole
set {xi | i ∈ J} contains at least p values.
Definition 6.3. Let x = (x1, . . . , xn2)
T ∈ S(n, g) and let J be a p-q-
rectangle for some 1 ≤ p ≤ n and 1 ≤ q ≤ n. The point x is called
minimal on J if ♯{xi | i ∈ J} = p.
Assume there exists a solution of the generalized Sudoku problem
which is minimal on a p-q-rectangle with p ≥ 2. Then it is possible
to interchange two values in cspi1(j1,s) for each s and we obtain a new
solution, i.e., the generalized Sudoku problem is not uniquely solvable.
Theorem 6.4. Let x ∈ S(n, g) and let J be a p-q-rectangle for some
2 ≤ p ≤ n and 1 ≤ q ≤ n. Assume J ∩ {i1, . . . , ik} = ∅, i.e., J
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Figure 5. The example of Herzberg and Murty
not contain any given. If x is minimal on J , the generalized Sudoku
problem admits more than one solution.
Proof. Let x = (x1, . . . , xn2)
T be a solution of the generalized Sudoku
problem, which is minimal on the p-q-rectangle J . There exist distinct
points z1, . . . , zp ∈ {1, . . . , n}, such that
{z1, . . . , zp} = {xi | i ∈ J} = {xi | i ∈ J ∩ cspir(jr,s)}
for s = 1, . . . , q and r = 1, 2, 3. Since p ≥ 2, there exist two distinct
points p1, p2 ∈ {1, . . . , p}. We define
x′i =


zp2 , if i ∈ J and xi = zp1 ,
zp1 , if i ∈ J and xi = zp2 ,
xi, if i ∈ J, xi 6= zp1 and xi 6= zp2,
xi, if i ∈ {1, . . . , n
2}\J
and a new point x′ = (x′1, . . . , x
′
n2
)T ∈ Zn
2
with x′ 6= x. By definition
of x′
{x′i | i ∈ J ∩ cspir(jr,s)} = {xi | i ∈ J ∩ cspir(jr,s)}
for s = 1, . . . , q and r = 1, 2, 3. Since x′i = xi for i /∈ J ,
{x′i | i ∈ cspir(j)} = {xi | i ∈ cspir(j)}
for j = 1, . . . , n and r = 1, 2, 3 and x′il = gil for l = 1, . . . , k. Using
Lemma 3.6, x′ solves the generalized Sudoku problem, i.e., we have
more than one solution. 
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Example 6.5. We consider an example of Herzberg and Murty [5, Fig.
4] depicted in Fig. 5. The point x with (x50, x51, x59, x60) = (9, 4, 4, 9)
is a solution. The set J = {50, 51, 59, 60} is a 2-2-rectangle, which
does not contain a given and x is minimal on J . By Theorem 6.4, x
is not the only solution. Another solution is y with (y50, y51, y59, y60) =
(4, 9, 9, 4).
The statement in Theorem 6.4 provides a sufficient condition for
multiple solutions. This can be reformulated as a necessary condition
for unicity.
Theorem 6.6. Let J be a p-q-rectangle for some 2 ≤ p ≤ n and
1 ≤ q ≤ n. Let x be the unique solution of the generalized Sudoku
problem, such that x is minimal on J . Then J contains a given, i.e.,
J ∩ {i1, . . . , ik} 6= ∅.
The preceding theorem formalizes and generalizes an observation of
Herzberg and Murty [5, p. 712], who stated “If in the solution to a
Sudoku puzzle, we have a configuration of a type indicated in Figure
6 in the same vertical stack, then at least one of these entries must be
included as a ’given’ in the initial puzzle, for otherwise, we would have
two possible solutions to the initial puzzle simply by interchanging a
and b in the configuration.”. The term “Figure 6” refers to a figure in
their paper, which is recovered in Fig. 5, where the cells 50, 51, 59 and
60 contain the values a respectively b.
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