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ABSTRACT
Traditional cosmological inference using Type Ia supernovae (SNeIa) have used stretch- and color-
corrected fits of SN Ia light curves and assumed a resulting fiducial mean and symmetric intrinsic
dispersion for the resulting relative luminosity. As systematics become the main contributors to the
error budget, it has become imperative to expand supernova cosmology analyses to include a more
general likelihood to model systematics to remove biases with losses in precision. To illustrate an
example likelihood analysis, we use a simple model of two populations with a relative luminosity
shift, independent intrinsic dispersions, and linear redshift evolution of the relative fraction of each
population. Treating observationally viable two-population mock data using a one-population model
results in an inferred dark energy equation of state parameter w that is biased by roughly 2 times
its statistical error for a sample of N & 2500 SNeIa. Modeling the two-population data with a two-
population model removes this bias at a cost of an approximately ∼ 20% increase in the statistical
constraint on w. These significant biases can be realized even if the support for two underlying SNeIa
populations, in the form of model selection criteria, is inconclusive. With the current observationally-
estimated difference in the two proposed populations, a sample of N & 10,000 SNeIa is necessary to
yield conclusive evidence of two populations.
Subject headings: supernovae: general, cosmological parameters, methods: statistical
1. INTRODUCTION
Type Ia supernovae (SNeIa) are excellent standardiz-
able candles that enabled the discovery of the expansion
of the universe in the late 1990s by Riess et al. (1998)
and Perlmutter et al. (1999). Originally, SNeIa were used
as standard candles from empirical evidence with a scat-
ter of only ∼0.3 magnitudes (Baade 1938; Kowal 1968).
As data sets grew, patterns appeared in the light curves
yielding the brighter-slower (Phillips 1993) and brighter-
bluer (Riess et al. 1996; Tripp 1998) relationships, which
standardized the supernovae further by reducing their
scatter down to ∼ 0.15 magnitudes.
The goal of this paper is to create a framework to
properly model effects that change the distribution of
expected SN Ia apparent brightness at each redshift. If
unmodeled, these effects lead to systematic biases in cos-
mological inference. We propose using general and flex-
ible likelihood functions that have the ability to handle
insufficiently modeled systematics. As an example, we
simulate a simplistic toy model of two SN Ia populations
with a small relative shift in absolute magnitude. The
relative rate of these two populations changes linearly
with redshift. We examine the systematic errors in cos-
mological parameters caused by incorrectly fitting multi-
ple populations with a single Gaussian model and show
that these errors can be eliminated by using a multiple
population model to fit the SN Ia magnitude–redshift
relation. In this paper, we focus on this toy model to
demonstrate the validity of this framework. The con-
sideration of more complex multiple-population models
or other astrophysical or observational effects that lead
to shifting magnitude distributions with redshift will be
* Email: kap146@pitt.edu
considered in subsequent papers.
Though the two population model is intended as an
example, there are several motivators for multiple popu-
lations of SNeIa. For instance, after adjusting the light
curves with these observed relationships, there is still
an unaccounted for feature in the corrected brightness
residual with respect to the distance-redshift relationship
(Hubble residual) that appears to be correlated with host
galaxy properties. In the last five years, there have been
myriad studies (Kelly et al. 2010; Sullivan et al. 2010;
Lampeitl et al. 2010; Gupta et al. 2011; Johansson et al.
2013; Childress et al. 2013; Rigault et al. 2013, 2015;
Kelly et al. 2015) comparing host galaxy mass, metallic-
ity, and/or star formation rate to residuals in the Hubble
diagram. Rigault et al. (2013) examined the relationship
between global and local star formation rates through
H-alpha and found that SNeIa in locally passive envi-
ronments were brighter than those in locally star form-
ing environments. Rigault et al. (2015) and Kelly et al.
(2015) used GALEX ultraviolet observations and con-
firmed this correlation between Hubble residual and local
star-formation rate.
It is possible that the host galaxy correlations are
caused by something more fundamental such as the na-
ture of the progenitor. Though the evidence for host
galaxy correlations may be controversial (Jones et al.
2015), there is increasing evidence that there are two
different progenitor channels that could create a multiple
population effect (Greggio 2005; Cao et al. 2015; Olling
et al. 2015).
The most recent analysis of SNeIa for cosmology comes
from Betoule et al. (2014) with the Joint Lightcurve
Analysis (JLA). They account for the observed corre-
lation between Hubble residual and host galaxy mass by
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2creating a step function for the absolute magnitude of
each supernova based on the host galaxy mass. They
then implicitly assume a Gaussian likelihood and fit
for parameters using a χ2 method. We will expand
this method by defining a continuous function for abso-
lute magnitude and finding the most probable parame-
ter regions with a generalized likelihood through Markov
Chain Monte Carlo (MCMC) techniques.
Being able to identify and accurately correct for sys-
tematics is becoming more important as the number of
SNeIa drastically increases with current surveys such as
Dark Energy Survey (DES)1, Panoramic Survey Tele-
scope and Rapid Response System (Pan-STARRS Scol-
nic et al. 2014; Rest et al. 2014). The amount of
SN Ia data available for cosmological analyses will con-
tinue to increase into the future with surveys such as
the Large Synoptic Survey Telescope (LSST, LSST Sci-
ence Collaboration et al. (2009)), Wide-Field Infrared
Survey Telescope-Astrophysics Focused Telescope As-
set (WFIRST-AFTA, Spergel et al. (2015)), and the
European Space Agency’s Euclid2 mission on the hori-
zon (Astier et al. 2014). Supernova cosmology is no
longer statistically limited and is rapidly becoming sys-
tematically limited. Now is the time to explore different
avenues for undertaking unbiased cosmological analyses
with large data sets.
In Section 2 we discuss non-Gaussian error distribu-
tions as modeled by multiple Gaussian populations. Sec-
tion 3 defines how mock SN Ia data sets are generated.
Here, we introduce a toy model that represents a redshift
evolution of the populations to probe uses of the frame-
work. In Section 4 we define the likelihood to be used in
the MCMC and the different model selection techniques.
Section 5 shows that both population and cosmological
parameters are biased if multiple populations are not in-
cluded in the analysis. Though it has more model param-
eters, the Gaussian mixture model recovers input cosmol-
ogy with only a ∼ 1−3% loss in precision. We show that
current and future data sets will have the cosmology bi-
ased before there are enough statistics to characterize the
underlying systematic or to robustly require a more com-
plicated model. Section 6 discusses how the models pre-
sented here relate to current cosmological analyses and
presents possible astrophysical motivations for multiple
populations. In Section 7 we summarize our results and
discuss ways to improve and expand this framework.
2. NON-GAUSSIAN ERROR DISTRIBUTIONS
The most commonly used method for cosmological pa-
rameter estimation in supernova cosmology is χ2 min-
imization. Implicit in this method is the assumption
that the overall probability density function (PDF) of
supernovae follows a Gaussian distribution or can be
linearly corrected to do so. With motivations such as
the host galaxy correlations, complexities in the analysis
from Malmquist bias, and uncertainties about dust, there
are too many unknowns within supernova cosmology for
SNeIa to be adequately described by a single point esti-
mator in a Gaussian PDF. The PDF of SNeIa needs to be
expanded to be able to more fully model the systematic
1 http://www.darkenergysurvey.org/
2 http://sci.esa.int/euclid/
effects underlying the observed luminosity distribution of
SNeIa.
Here we will explore one possible expansion to the PDF
of SNIa luminosity. While this example is inspired by the
recent discussions of correlations between SNIa corrected
luminosity and host galaxy properties, its use here is in-
tended as a demonstration of the framework. We are not
arguing for any particular specific model as being repre-
sentative of the SNIa population extant in the Universe.
2.1. Gaussian Mixture Models
Karl Pearson popularized using multiple Gaussians to
describe non-Gaussian data in 1894 when he showed
that two Gaussians were a better fit to crab morpholo-
gies which strengthened the claim for evolution (Pearson
1894).3
A distribution consisting of multiple Gaussian popula-
tions with different peaks and/or dispersions is referred
to as a Gaussian mixture model (GMM) and the proba-
bility density function (PDF) that describes it is
pGMM(x) =
N∑
j=1
nj√
2piσ2j
exp
(
−(x− λj)2
2σ2j
)
(1)
where N is the number of populations; and for each pop-
ulation j: nj is the relative normalization
(
N∑
j=1
nj = 1
)
;
λj is the mean; and σj is the standard deviation.
For the sake of simplicity and because it is motivated
by current observational literature, in this paper we focus
on a model with only two populations: A and B. Under
this model Eq. 1 then becomes
pGMM(x) =
nA√
2piσ2A
exp
(−(x− λA)2
2σ2A
)
+
nB√
2piσ2B
exp
(−(x− λB)2
2σ2B
)
. (2)
There are five parameters that need to be specified:
λA, λB , σA, σB , and nA (nB is implicitly specified un-
der the constraint that nA + nB = 1). Once the PDF
has been defined, the log-likelihood function for the two-
population model, L, is simply
L = lnL =
N∑
i=1
ln
[
nA√
2piσ2A
exp
(
−(xi−λA)2
2σ2A
)
+
nB√
2piσ2B
exp
(
−(xi−λB)2
2σ2B
) ]
, (3)
where N is the total number of objects included in the
analysis, xi is some observed quantity per object, and
(λA, σA), (λB , σB) are the model mean and standard
deviation for the populations A and B.
In the case of SN Ia cosmology, xi is the ob-
served width-color-corrected apparent magnitude of su-
pernovae, and (λA, σA), (λB , σB) would correspond to
3 Thanks to S. Peng Oh for this reference.
3models of two different SN Ia populations with differ-
ent absolute magnitudes and intrinsic dispersions, each
propagated through the same cosmological model for the
luminosity distance modulus.
3. GENERATING MOCK DATA SETS
We begin exploring a two-population GMM for SNeIa
by generating a sample of mock SN Ia data sets from
Eq. 2. We represent the difference in the two populations
as a difference in absolute magnitude MX for X = A or
B populations. The parameters in Eq. 2 can thus be re-
defined as: λA →MA, λB →MB . While we will discuss
absolute magnitude distributions in this section in order
to emphasize the different populations, later we will con-
sider fitting the mock data as “observed” apparent mag-
nitudes. We define the relative mean magnitude shift
between the populations such that ∆M ≡ MA − MB
and re-parameterize MB in terms of MA and ∆M as
MB = MA − ∆M . The relative magnitude difference
∆M is thus applicable to either absolute or apparent
magnitude, and the overall normalization of the absolute
magnitude – which is generally marginalized over – is ab-
sorbed into one term for both populations. The variance
of each population (σ2X) is defined as σ
2
X = σ
2
int,X +σ
2
phot
including the intrinsic dispersion of the population σint,X
and the dispersion introduced from observational errors
σphot.
Figure 1 illustrates graphically the five parameters of
our two-population GMM: MA,∆M,σA, σB , and nA and
the two parameters of a single-Gaussian model (SGM):
M and σ fit to the GMM-generated data. For visual
clarity, this example has nA = 0.7 and shows an extreme
shift of ∆M = 1.0 mag. We expect realistic models to
be on the order of ∆M . 0.1 mag.
We simulate mock data sets assuming the peaks of the
populations average to the estimated value of M such
that (MA + MB)/2 = −19.5 mag with intrinsic disper-
sions of σint,X = 0.1 mag and σphot = 0.1 mag for both
populations. σphot was chosen to reflect the observational
error that JLA achieved (∼ 0.115 mag). The supernovae
are constrained to a redshift range of 0.05 < z < 1.5
to cover the low redshift anchors and the high redshift
cosmology probes.
Because host galaxy properties are on average differ-
ent at z ∼ 0 and z ∼ 1, it becomes sensible to explore
the possibility of redshift evolution between the relative
number of SNeIa in each population. As a toy model we
simulate a redshift dependence of the relative normaliza-
tions by having the populations evolve linearly in red-
shift: nA = n
′
A,0z+nA,0. Where nA,0 is nA(z) evaluated
at z = 0 and n′A,0 is the first derivative of nA(z) evaluated
at z = 0. We then impose boundary conditions such that
the total population of supernova is dominated by a sin-
gle population at the lowest redshift nA(zmin = 0.05) = 1
and the other population dominates the total popula-
tion at the highest redshift nA(zmax = 1.5) = 0 to get
nA,0 = 1.003 (no units) and n
′
A,0 = −0.627 in units of
1/redshift. The two populations have an equal number of
supernovae at z = 0.775 as set by the slope and intercept
of nA(z). This value is derived only from relative nor-
malizations and is independent of other supernova pop-
ulation parameters.
A linear evolution with redshift is an overly simplistic
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Figure 1. A histogram of mock supernovae with two populations
are shown in grey and fit with a GMM and SGM. M and σ are the
peak and dispersion from a SGM. The GMM model includes the
location of both peaks, MA and MB , and the dispersion of both
populations, σA and σB . ∆M is the different between MA and MB
in magnitudes. The relative number of SNeIa in each population
is nA/nB (where nA + nB = 1). In this example, ∆M = 1.0 mag
and nA = 0.7.
model. The evolution of multiple populations or other
astrophysical systematics will likely be a smooth, poten-
tially monotonic, function of redshift. While a power law
or logarithmic function might suggest itself as a good
model for a variety of phenomena, a linear dependence is
at least a reasonable description of a function for which
we have a strong bias that should be varying slowly. As
such, it is informative to explore a linear model, which is
likely to capture a significant amount of the overall trend
of the true astrophysical systematics. In Greggio et al.
(2008), Figure 7 (top panel) shows the relative rates of
the single degenerate channel versus double degenerate
channels as a function of redshift. These are clear par-
allels to our relative population parameters, and one of
the models shows a linear trend. The modeling of SNeIa
progenitors is still incomplete and different models can
provide drastically different rates. The GMM does not
rely on a linear model for the evolution of the relative
populations and can easily be constructed with different
forms such as a power law or logarithmic function.
We randomly draw a redshift from a uniform distribu-
tion in the range 0.05 < z < 1.5, then generate a GMM
PDF corresponding to that redshift, and randomly draw
an absolute magnitude from that PDF.
Figure 2 illustrates how the absolute magnitude dis-
tribution of SNeIa evolves with redshift for two different
∆Ms. While the redshift evolution is a small effect for
small ∆M , the shift between different populations be-
comes understandably more clear when ∆M = 0.5 mag.
We generate 108 different data sets with a range
of number of supernovae in each set: N =
100, 1000, 2500, 10000 and a range of shifts be-
tween the two supernovae populations: ∆M =
0.0, 0.01, 0.02, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5 mag. Each
420.0 19.5 19.0
#
 o
f 
S
N
e
∆M=0.05 mag
20.0 19.5 19.0
∆M=0.5 mag
Redshift
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
1.1
1.2
1.3
1.4
1.5
M [mag]
Figure 2. Absolute magnitude distribution of 10,000 mock SNeIa separated into 15 redshift bins denoted by color. A histogram is
generated at each redshift then stacked upon the previous redshift’s histogram. Left: A small separation of ∆M = 0.05 mag is a subtle
shift. Right: A exaggerated separation of ∆M = 0.5 mag makes the evolution visually obvious.
permutation of N with ∆M is performed three times to
help average over random fluctuations in the data sets.
The number of supernovae correspond to a small sample,
the order of current data sets (1000), and the expected
yields from WFIRST-AFTA (2500) and LSST (10, 000).4
∆M = 0.0 mag is consistent with a single Gaussian pop-
ulation while ∆M = 0.1 mag is close to the number
quoted from Rigault et al. (2015) for the difference in
brightness between supernovae located in active versus
passive local environments. Though this framework is
discussed with a specific systematic as an example moti-
vation, it is general and can be applied to any systematic
that can be described by an effective distribution in the
likelihood.
In order to use apparent magnitudes instead of abso-
lute magnitude, we add the cosmological distance mod-
ulus µ(z; ΩM , w) to produce an apparent magnitude
(m). We chose our default cosmology to be that of
WMAP9 with ΩM = 0.2865, ΩL = 0.7134, w = −1,
H0 = 69.32 km Mpc
−1 s−1 (Hinshaw et al. 2013). We
do not simulate a distribution of stretch and color or the
resulting correction process. This process is thus rather
generically applicable to any luminosity distance indica-
tor with no particular restriction to SNeIa beyond the
parameters chosen for the GMM.
In the present work, we also neglect the effects of grav-
itational lensing on SN Ia analyses. Though the disper-
sion induced by lensing may be non-negligible in forth-
coming analyses (Zentner & Bhattacharya 2009), lensing
does not shift the average brightness (setting aside obser-
vational selection effects for the moment) and is unlikely
to bias cosmological results (Helbig 2015). We defer a
more complex analysis including lensing to future work.
4 Current estimates of cosmologically useful SNeIa from LSST
range from 10,000s to 100,000. We have chosen a very conservative
value here.
4. METHODS
4.1. Markov Chain Monte Carlo
We use standard Markov Chain Monte Carlo (MCMC;
Metropolis et al. 1953) techniques to fit for model param-
eters. In particular, we utilize the affine-invariant ensem-
ble sampler from Goodman & Weare (2010) and imple-
mented in python with emcee (Foreman-Mackey et al.
2013). We test the convergence of our chains by check-
ing that the autocorrelation of points sampled from the
posterior approaches zero for large lags (Box & Jenkins
1976).
The likelihood including cosmology used for the
MCMC analysis is defined as
L=
N∑
i=1
ln
[
nA(z)√
2piσ2A
exp
(−(mi −mA)2
2σ2A
)
+
(1− nA(z))√
2piσ2B
exp
(−(mi −mB)2
2σ2B
)]
(4)
where:
• N is the number of supernovae in the mock data
set;
• nA(z) is the relative normalization of popula-
tion A,
nA(z) = n
′
A,0z + nA,0 ;
• σX is the standard deviation of the two populations
such that
σ2X = σ
2
phot + σ
2
int,X where X = A or B;
• mi is the generated “observed” apparent magni-
tude for supernova i in the mock data set;
5Table 1
Flat Priors
ΩM w M/MA ∆M σint,X n′A,0 nA,0
[0,1] [-3,1] [-10, 5] [0, 5] [0.0, 0.3] [-1,0] [0, 2]
• mA and mB are predicted apparent magnitudes
based on cosmological parameters through the
Hubble constant-free luminosity distance,
mA= 5 log(DL(z; ΩM , w)) +MA
where MA = 25− 5 logH0 +MA
and
mB = 5 log(DL(z; ΩM , w)) +MB
where MB =MA −∆M.
We assume a flat universe (ΩM+ΩΛ = 1) and fit for the
matter density ΩM and the dark energy equation of state
parameter w. In the case of the GMM fits, we also fit for
six nuisance parameters: MA, ∆M, σint,A, σint,B , n′A,0
and nA,0 which incapsulate the information about the
underlying SN Ia populations. However, since we used
the Hubble constant free luminosity distance, we must
still specify H0 to completely describe the underlying
populations.
In addition to our GMM analysis, we also fit each data
set using a single-Gaussian model (SGM) for the under-
lying SN Ia population; these fits have just two nuisance
parameters: M and σint.
For all parameters we use the flat priors defined in Ta-
ble 1 and an extra prior in the GMM on the combination
of n′A,0 and nA,0 such that 0 ≤ nA(z) ≤ 1.
4.2. Model Comparison
We have introduced a GMM to treat the cosmological
analyses of SN Ia data. The GMM is more complex than
the SGM as evidenced, in part, by the fact that the GMM
has four more nuisance parameters. The question arises
whether or not the additional complexity is demanded by
the data or, in our case, by the mock data used to mimic
forthcoming analyses. We employ three statistical tests
to indicate whether or not the additional complexity is
required by the data: the Akaike Information Criterion
(AIC; Akaike 1974); the Bayesian or Schwartz Informa-
tion Criterion (BIC; Schwarz 1978); and the Deviance
Information Criterion (DIC; Spiegelhalter et al. 2002).
For a review of these three methods we refer the inter-
ested reader to Liddle (2007) and for a more in-depth
discussion of AIC and DIC see Gelman et al. (2014).
The AIC and BIC are calculated from the maximum
likelihood Lmax, the number of model parameters k, and
the number of data points N as
AIC = −2 lnLmax + 2k + 2k(k + 1)
N − k − 1 (5)
and
BIC = −2 lnLmax + k lnN. (6)
Models with lower values of these information criteria
are favored. Both the AIC and BIC penalize models
with a greater number of parameters (greater k) be-
cause Lmax can only increase with increased parameter
freedom, while the BIC also penalizes larger data sets
(greater N) to reduce the risk of over fitting.
The DIC is more suited for analyses with MCMC out-
puts because it directly uses the resulting samples from
the posterior. The DIC can be computed from these
samples in the MCMC chain as
DIC = 2D(θ)−D(θ˜), (7)
where θ is the set of parameters directly from the sam-
ples in the chain (in our case these are the cosmological
parameters w and ΩM along with the parameters of ei-
ther the SGM or GMM), D(θ) is the deviance,
D(θ) = −2 lnL(θ) + C, (8)
L(θ) is the likelihood evaluated at parameters θ, and C
is a normalizing constant that cancels when comparing
different models. D(θ) is the average of the deviance
evaluated at each step in the chain and D(θ˜) is the de-
viance evaluated at the mean, median, or some other
summary point in parameter space θ˜. In our samples,
we find that the median is a better representation of
our data because many of the posterior distributions are
non-Gaussian, which can result in a mean value strongly
influenced by tails.
5. RESULTS
5.1. An Illustration of Parameter Bias
We illustrate the potential for bias in the inferred cos-
mological parameters due to multiple SN Ia populations
by first presenting Hubble diagrams. We consider data
generated from an underlying GMM but fit with both a
SGM likelihood and a GMM likelihood. The fit using a
SGM likelihood function is intended to mimic an anal-
ysis in which there is no mechanism to account for two
distinct populations.
Figure 3 shows the results of a comparison between a
SGM and GMM analysis using one data set with an ex-
aggerated shift in the magnitude difference between the
two populations, ∆M = 0.5 mag. We use this large shift
here for illustrative purposes and more realistic values are
∆M . 0.1. The upper panel of the left figure in Figure 3
shows, within ten evenly-spaced redshift bins, the PDF
of apparent magnitude inferred from both the SGM and
GMM fits to the underlying, multi-modal, GMM mock
data. The parameters of these PDFs are determined by
the fits through the MCMC process described in Sec-
tion 4 with the cosmological parameters held constant
for simplicity. The SGM was fit at each redshift bin
while the GMM was fit using all the data at once to con-
strain the parameters of redshift evolution. The peak of
the SGM PDF in the residual (mdata−mΛCDM) exhibits
a linear evolution getting brighter as redshift increases,
which is the result of the redshift evolution in the data
set.
The right plot in Figure 3 shows the same data set and
MCMC fit (with cosmology constant) converted into dis-
tance modulus versus redshift. Simply subtracting the
absolute magnitude derived from the MCMC fit of the
mock data yields this information. The absolute magni-
tude for the SGM can be taken straight from the chains
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Figure 3. Left: Apparent magnitude versus redshift (top panel) and the Hubble residual (bottom panel) for parameter inferences using
a GMM with ∆M = 0.5 mag and N = 10, 000 SNeIa. The black line cutting across the data is the expected magnitude redshift relation in
our fiducial ΛCDM cosmology. At each of ten evenly-spaced redshift bins the blue (left-directed) curves show the PDFs of m inferred from
a SGM fit to the GMM mock data while the red (right-directed) curves show the PDFs of m inferred by fitting the data with a GMM.
Clearly the inferred m are biased in the SGM fits to the GMM mock data. Right: Luminosity distance modulus versus redshift (top panel)
and residual (bottom panel) for ∆M = 0.5 mag with N = 10, 000. The line is the distance modulus calculated from ΛCDM. The data
points are the mock data sets minus the model for absolute magnitude (µ = m −Mmodel) using the SGM (blue) with Mmodel ≡ M and
the GMM (red) with Mmodel ≡ nAMA + nBMB with values derived from fit models holding cosmology and H0 constant. 1 σ error bars
have been plotted but are too small to see.
(MSGM = M); however, the absolute magnitude for the
GMM is a function of redshift and multiple fitted param-
eters (MGMM(z) = nA(z)MA + nB(z)MB). The inferred
SN Ia population parameters M and σ for the SGM have
no way to account for the relative shift between the two
SN Ia populations as a function of redshift and so the
SGM fits show a systematic, redshift-dependent devia-
tion in the distance modulus as a function of redshift.
Notice that the mock GMM data set was generated such
that at z = 0.775, the two populations have an equal
number of SNeIa and, as expected, MSGM = MGMM at
z = 0.775. The population parameters are recovered well
for the GMM fit and there is clearly no bias in this case.
5.2. Cosmological Parameters
From the perspective of exploiting SNeIa as a probe of
cosmology, the greatest concern caused by multiple pop-
ulations of SNeIa is that insufficiently accurate modeling
of the multiple populations will lead to biased cosmolog-
ical parameters. Exploring this possibility is the primary
purpose of this paper. To explore the potential impor-
tance of multiple SN Ia populations on cosmology, we fit
each of the 108 mock data sets described in Section 3
for the cosmological parameters, ΩM and w, and SN Ia
population parameters simultaneously.
Figure 4 displays the Hubble diagram inferred from
both SGM and GMM fits to a GMM model from a sin-
gle data set with N = 10, 000 SNeIa and an extreme
value of ∆M = 0.5 mag. This large value of ∆M is used
to produce this figure only because it has the pedagogi-
cal value of making the influence of the two-populations
model on inferred cosmology obvious. Clearly the GMM
fits yield an unbiased Hubble diagram and we infer un-
biased values of both ΩM and w.
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Figure 4. Hubble constant-free luminosity distance modulus ver-
sus redshift (top panel) and residual (bottom panel) for ∆M = 0.5
mag with N = 10, 000. The lines are the distance modulus cal-
culated from cosmology derived from the MCMC fits. The data
points are the mock data sets minus the model for absolute magni-
tude (µ = m −Mmodel) using the SGM (blue) with Mmodel ≡ M
and the GMM (red) with Mmodel ≡ nAMA + nBMB with values
derived from fit models. The data points correspond in color to
their model. 1 σ error bars have been plotted but are too small to
see.
On the other hand, the SGM fits to the GMM produces
a biased inferred Hubble diagram and biased inferences
for the cosmological parameters. Compare Fig. 4 to the
right plot of Fig. 3. Notice that the results of the two
fits no longer cross near z = 0.775 once cosmological pa-
rameters are fit simultaneously with SN Ia population
70.0 0.2 0.4 0.6 0.8 1.0
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Figure 5. The median and 68% confidence region from the MCMC analysis using a SGM likelihood plotted within the limits of each prior
(except M). Each ∆M is given its own color and shape. To avoid overlap in the error bars, we present the increasing ∆M values with a
small offset in ordinate value within each N bracket. The grey vertical line in each plot marks the fiducial value of that parameter.
parameters. The SGM fits to the GMM mock data re-
sult in cosmological parameters and SN Ia population
parameters that are simultaneously significantly biased.
As a result, the inferred Hubble diagram differs from
the true underlying dependence of distance modulus on
redshift. Most importantly, the bias in the cosmological
parameters is significant. We infer ΩM = 0.69 ± 0.01
and w = −2.85+0.19−0.11 and rule out the true underlying
cosmology with high confidence. Of course, this model
with ∆M = 0.5 mag is extreme, but we will now move
on to a discussion of inferred cosmological parameters in
each of our 108 mock data sets and show that viable two-
population SN Ia models yield biases in cosmology that
are non-negligible compared to statistical errors.
We present medians and 68% confidence regions of the
fitted parameters by combining the MCMC results from
the 3 different data sets at each value of N and at each
value of ∆M . We define the 68% confidence region as
the area contained within the 16th and 84th percentiles,
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w
N
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Figure 6. A close up view of the Top Right panel from Figure 5 to
show the induced bias on w. We here only focus on the empirically
plausible values 0.0 < ∆M < 0.1 mag. The vertical lines indicate
ranges of ±0.05 and ±0.01 in w for reference.
8which enforces an equal probability in the tails at either
end of the posterior distribution. In order to combine the
three data sets, we calculate the average of the medians,
and we calculate the 16th and 84th percentiles as
σ% =
√
σ2%,1 + σ
2
%,2 + σ
2
%,3
3
, (9)
where σ% is the 16
th or 84th percentile and σ%,i corre-
sponds to the 16th or 84th percentile calculated from the
ith data set.
Fig. 5 shows the medians and 68% confidence regions
in the inferred parameters in our fits using a SGM to
describe GMM mock data. As Fig. 5 clearly shows, for
∆M = 0, the inferred parameters are unbiased: the true,
underlying value of each of the cosmological parameters
is inferred to within statistical precision. This is un-
surprising. We have assumed that both sub-populations
have the same intrinsic dispersion, so a model in which
∆M = 0 is tantamount to a SGM for SNeIa. This is
nothing more than a validation of this procedure for a
single population of SNeIa. Models with ∆M 6= 0 cor-
respond to GMM models. Both cosmological and SN Ia
population model parameters exhibit increasing biases as
∆M increases. Moreover, many of these biases are quite
statistically significant suggesting that it is possible to
rule out the correct underlying models due to these sys-
tematic errors. We note that in some cases (∆M & 0.4)
the inferred values of w are strongly influenced by the
hard prior w > −3 that we have enforced. Table 2 sum-
marizes only the results for cosmological parameters with
68% confidence regions for SGM and GMM results.
Fig. 6 is an analogous plot focusing on the inferred
values of w, which is the primary science goal of dark
energy probes, and observationally-plausible values of
∆M ≤ 0.1. Even in this restricted range of ∆M it is
apparent that neglecting the possibility of multiple pop-
ulations can lead to biases in the inferred value of w that
are non-negligible compared to the statistical errors in
these parameters. This is clearly a challenge to precision
measurements of the dark energy equation of state that
must be overcome in order to fully exploit SNeIa.
In comparison, the inferred parameters in the GMM
model fits to the GMM mock data can be seen in Fig-
ure 7 and Figure 8. In all such cases we recover the
correct cosmological parameters to within statistical pre-
cision. Indeed this is not entirely surprising because this
is now a fit with a model that correctly describes the
mock data. Indeed, we are able to infer all of the model
parameters in an unbiased way except for n′A,0 and nA,0
when ∆M . 0.2 mag. The fiducial values are recovered
within the 99% confidence region for the intercept nA,0
and within ∼ 99.9% confidence region for the slope n′A,0.
It is clear that n′A,0 and nA,0 are biased in Figure 7 in a
way that favors less redshift dependence (smaller n′A,0)
except for large shifts in peaks of the two populations.
Even though these parameters are biased, they do not
introduce an increase in the variance of cosmological pa-
rameters. This counter intuitive result can be explained
through Figure 10, which shows that the posterior dis-
tributions of the population versus cosmological param-
eters are parallel to the population parameters meaning
they have little to no degeneracy with cosmological pa-
rameters. When ∆M is sufficiently small, data with the
precision and size of our mock data sets cannot clearly
distinguish the two peaks because the separation between
the peaks is comparable to the dispersion in any one of
the sub-populations. It is important to note that cos-
mological parameters can be strongly biased despite the
fact that a fit to the underlying data cannot clearly dis-
tinguish the two populations. This is relevant to the
results of the following subsection.
Clearly, an underlying model in which ∆M = 0 and
σA = σB can be described by a SGM with no bias. Us-
ing a GMM model to describe such data introduces addi-
tional parameters and necessarily leads to less restrictive
constraints on the cosmological parameters of interest.
This loss in precision is the cost of using a model with
the parameter freedom to account for the possibility of
multiple SNeIa sub-populations. For a data set with the
precision expected of N = 2500 (N = 10, 000) SNeIa,
the loss of precision in ΩM is ∼ 20% (∼ 25%) while the
loss of precision in w is approximately . 1% (. 3%).
This very moderate cost in precision greatly outweighs
the potential ∼ 2σ statistical error that can be induced
by treating a two populations of SNeIa with ∆M ∼ 0.1 as
a single populations (see Table 2). This finding reaffirms
that the precision does not significantly decrease when
these population parameters are added to the model.
Figure 9 shows the cosmological parameter posteriors
from one data set for the interesting case of N = 1, 000
and ∆M = 0.1 mag. These numbers are interesting
since the JLA has ∼ 1000 SNeIa, and the current
estimated discrepancy in Hubble residuals is equivalent
to ∆M ∼ 0.1 mag. The contours continue to show that
the GMM is less biased but also slightly less precise.
These are not large offsets, but it could lead to a small
systematic error in the next stages of observational
cosmology.
5.3. Model Selection
To determine if the additional complexity of a given
model is demanded by the (mock) data, we use the in-
formation criteria described in Section 4.2. In order to
compare two models, one can compute the information
criteria for each and take the difference between the two
results. For example, if we compute the AIC for each
model, we would compute ∆AIC = AICGMM−AICSGM
where AICGMM is the value of AIC in the GMM model
and likewise for AICSGM. We follow this convention,
subtracting the SGM criteria from the GMM criteria, so
that lower values of the difference between information
criteria (IC) favor the GMM model. With these conven-
tions, any change in information criteria (generically, ∆
IC) will favor the GMM if ∆IC < 0 and strongly favor
the GMM if ∆IC < −5. Conversely, a positive ∆ IC
favors the SGM while ∆IC > 5 strongly favors the SGM.
We look for the minimum ∆M for each N that strongly
favors the GMM. The results of this comparison are sum-
marized Table 3 for all of the IC and in Fig. 11 for the
AIC alone. The AIC, BIC, and DIC all give very compa-
rable results. Notice that ∆M must be relatively large
in order for the IC to indicate that the data demand a
two-population model of SNeIa. Indeed, a data set of
N & 10, 000 SNeIa is required in order for the IC to
prefer strongly the GMM with ∆M ∼ 0.1 over the SGM.
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Figure 7. The GMM fit results for the same simulations as in Figure 5 and displayed with the same ordinate offsets. The GMM model
correctly recovers the fiducial cosmology and accounts for the multiple input populations. The multiple-population parameters (σA, σB)
are not well constrained for small ∆M , and the normalization factors (nA,0 and n
′
A,0) are even clearly biased at low ∆M due to the
reduced leverage they have on the output. But the resulting cosmological parameters are well-constrained when marginalizing over the
multiple-population parameters.
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Figure 8. The GMM fit results for parameters dependent on ∆M from the same simulations as in Figures 5 and 7 and displayed with the
same ordinate offsets. Each specific ∆M has a vertical line denoting the different fiducial values. While Figure 5 and Figure 7 are plotted
over the entire range of the uniform prior, in this figure we focus on a range much smaller than the prior to show the detailed effect.
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Figure 9. Cosmological contours for ∆M = 0.1 mag and N =
1000. Made with triangle.py from Foreman-Mackey et al. (2014).
The blue contours and histograms correspond to the mock data be-
ing fit with SGM likelihood and the red contours and histograms
correspond to the GMM likelihood. The dashed lines are the medi-
ans of the populations. The dark navy lines are the fiducial values.
The GMM is less precise but also less biased.
Table 3
Minimum ∆M (in mag)
with strong evidence for
GMM.
N AIC BIC DIC
100 0.40 0.45 0.41
1000 0.21 0.25 0.23
2500 0.12 0.21 0.23
10000 0.10 0.14 0.10
There is an important point regarding the interpreta-
tion of the results of this section in conjunction with
those of the previous subsections. The fact that the
data may not demand a GMM to describe SNeIa does
not mean that a multiple-population SNeIa model is not
necessary. As we have shown, statistically significant
biases in cosmological parameters can be inferred when
two-population data are analyzed as a single population,
even when the information criteria do not unambiguously
demand the GMM rather than the SGM. If by “neces-
sary” one means that the model is needed in order to
infer unbiased cosmological parameters, then the GMM
may be necessary even when the IC yield only marginal
evidence. IC that do not clearly demand the more com-
plex model (the GMM in this case) are not sufficient
justification for using only the simpler model (the SGM
in this case) in cosmological analyses because significant
parameter biases may still be realized using the simpler
approach.
6. DISCUSSION
6.1. Usage of the SGM
The SGM was meant to be representative of the
latest supernova cosmology analysis, namely the Joint
Lightcurve Analysis (JLA); however, the SGM cannot
be directly compared to the JLA. Unlike the SGM, the
JLA further standardizes each supernova by applying an
offset to the absolute magnitude of each supernova using
an empirically-derived step function in host galaxy mass.
This standardization follows from the observed Hubble
residual trend with host galaxy properties that was one
of the motivations for introducing multiple populations.
Leaving out the host galaxy standardization enables this
present study to avoid any unintended bias from using
the step function, conceptually compare the SGM to the
GMM, and create a general framework that can be ap-
plied to other systematics. The goal of this paper is not
to implement a new model for the correlation between
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Figure 10. Full triangle plot of posterior distributions from a GMM likelihood for a single data set with N = 1, 000 and ∆M = 0.1 mag.
Made with triangle.py from Foreman-Mackey et al. (2014)
the SN Hubble residual and host-galaxy properties, but
to introduce a statistical framework in which to imple-
ment a future model.
The likelihoods for the SGM and JLA are the same
except that the JLA utilizes the host galaxy mass stan-
dardization and a full covariance matrix. JLA uses a χ2
minimization for parameter estimation, which is equiva-
lent to maximizing a Gaussian likelihood. The JLA uses
a frequentist approach with χ2 minimization, but we use
the SGM to explore parameter space through Bayesian
statistics with MCMC. However, χ2 minimization and
the SGM likelihood analysis both use a Gaussian single-
point estimate of the SN corrected brightness to infer cos-
mological parameters. Using single-point estimate (µ, σ)
does not provide framework to deal with insufficient pop-
ulation modeling and data with large error bars on pa-
rameters used for systematics modeling5, both of which
are found in the current data sets. This present paper
5 The mass of each host galaxy is determined from photometry
shows that updating the likelihood to incorporate non-
Gaussian effects can remove bias on cosmology without
precise modeling of the underlying populations.
6.2. Connection To Astrophysical Properties
A relationship with host galaxy mass is currently used
to correct SN Ia apparent brightness; however, host mass
must be an indicator of a different galactic property that
has a connection to the brightness of a supernova such as
local metallicity, star formation rate, and stellar popula-
tion age (Johansson et al. 2013). One possible explana-
tion for the host mass effect is different progenitor ages.
The overall mass of the galaxy is correlated with progen-
itor age through stellar population ages. SNeIa occur in
both active and passive star forming regions, which im-
plies that they have both short delay times (∼ 100− 500
Myr) and long delay times (∼ 5 Gyr) between progeni-
tor formation and supernova event (Mannucci et al. 2005;
in the JLA sample has a typical uncertainty of ∼ 0.8 dex.
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Figure 11. AIC(GMM)−AIC(SGM) for N=[100,1000,2500,1000]
as a function of the separation of peaks. GMM is considered
strongly favored once ∆AIC< −5.
Scannapieco & Bildsten 2005; Mannucci et al. 2006; Sul-
livan et al. 2006). The different progenitor ages could be
motivated by different channels for a thermonuclear ex-
plosion: single degenerate (SD) where a white dwarf ac-
cretes matter from a main sequence or red giant compan-
ion (Whelan & Iben 1973) and double degenerate (DD)
where two white dwarfs merge (Webbink 1984). The SD
and DD can both explain the population with short de-
lay times; however, SD models do not support the long
delay times (Greggio (2005), see Maoz et al. (2014) for
comprehensive review).
Several papers have begun to examine the connections
between host galaxy mass and stellar population ages.
Johansson et al. (2013) showed that the stretch-host
galaxy mass relationship is caused by the correlation be-
tween host galaxy mass and stellar population age. Chil-
dress et al. (2013) fit the Hubble residual versus host
galaxy mass with different functional forms and exam-
ined different physical causes of the relationship. They
found the best physical link to the step function was the
evolution of the prompt fraction of SN Ia progenitors,
but the fit is not adequate enough to be the only source
of the effect. Childress et al. (2014) focused on modeling
stellar population age as a function of host galaxy mass
at different redshifts. The paper showed a bimodal distri-
bution in progenitor age versus stellar mass and that this
bimodality is evident out to a redshift . 0.5. These re-
sults clearly motivate adopting a GMM approach where
the two populations changing with redshift. Unfortu-
nately, the way the populations evolve with redshift is
determined through star formation histories and delay
time distributions, which is considerably more compli-
cated than the simple linear evolution probed here. Cre-
ating better astrophysical models for the evolution of sys-
tematics is an active area of research, and we present this
generalized PDF approach as the appropriate framework
to incorporate them into.
7. CONCLUSION
This paper explored expanding supernovae analyses
into a broader scope with a generalized likelihood model.
For illustration we used a toy example of two-population
GMM with a simple linear evolution in relative popula-
tion with redshift. We explored different distributions
of likelihood functions and showed that in mock data
sets using our toy GMM example multiple SNeIa sub-
populations may lead to significant biases in cosmologi-
cal parameters inferred from SNeIa data. In particular,
when N = 1, 000 and ∆M = 0.1 mag, biases may be
2-4 times that of the statistical uncertainty. Incorpo-
rate this model into the PDF removes systematic errors
(biases) in inferred cosmological parameters at a small
statistical cost, roughly 2% in the marginalized uncer-
tainty on w. Large data sets (N > 10,000) are necessary
to yield unambiguous evidence of multiple populations
according to various model selection criteria. However,
even when model selection does not clearly favor multi-
ple populations, the presence of multiple populations in
the data can severely bias cosmological parameters. Our
approach of modeling the possibility of multiple popula-
tions not only mitigates biases from them, but also yields
a small penalty in precision if there is only one popula-
tion.
The existence of multiple populations is still being de-
bated as seen in Jones et al. (2015), which advocates for
a single population; however, a GMM likelihood has the
capability of determining if there is only one population
and thus is a more rigorous way to analyze the data to
ensure more systematics are included.
We have assumed an example model of two populations
with a difference in the absolute magnitude, but there
are clearly other channels in which separate populations
might be expressed depending on the astrophysical cause.
It is possible that a different supernova property can bet-
ter parameterize the stellar population age of the progen-
itor. If we did not use the width-color-corrected apparent
magnitude, then the apparent magnitudes would be de-
fined as MX ≡ MBband,X − αx1 + βC, where x1 is the
stretch calculated from each supernova light curve, α is
the stretch parameter determined for the entire super-
nova population, C is the color of each supernova at time
of maximum light, and β is the color parameter deter-
mined for the entire supernova population. One example
has been provided by Milne et al. (2015) which shows
two different populations with a difference in near ultra-
violet (NUV) u − v color of 0.4 magnitudes (0.1 mag in
b − v) with the relative fractions of populations evolv-
ing with redshift. This color dependence would fit nicely
into our framework since we could alternatively model
the absolute magnitude as MX ≡MBband − αx1 + βXC.
This framework is tested with the host galaxy mass
dependence as an example; however, it is suitable for
accounting for any systematic that may have multiple
values based on supernova parameters. For example,
surveys with different selection effects could also be in-
cluded as different PDFs, either in intrinsic distribution
or in redshift evolution, for each survey. Corrections
for Malmquist bias (Malmquist 1936) could be handled
more cleanly by using the full PDF instead of using the
mean computed correction for the sample (e.g., Perrett
et al. 2010; Conley et al. 2011; Rest et al. 2014; Scolnic
et al. 2014; Betoule et al. 2014) or priors on the light-
curve fitting parameters applied on per-object basis (e.g.,
Wood-Vasey et al. 2007). Currently forward-modeling
approaches that simulate entire surveys (e.g., SNANA
Kessler et al. 2009, 2010) carry through this modeling
all the way; we believe there can be significant gains in
translating much of this information into empirical PDFs
that can then be interpolated and used in a generalized
full-likelihood fitting (work towards this has begun in
Rubin et al. (2015)).
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Supernova cosmology would benefit from incorporating
a non-Gaussian likelihood with an MCMC analysis to
model the many systematics involved in order to remove
biases with a minimal precision loss.
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