The rising demand for mobile computing has created a need for improved file system that supports mobile clients. Current file systems with support for mobility provide availability through file replicas that are cached at the client side. However, mobile clients may experience different obstacles in regard to the local cache, such as the limited network bandwidth, the intermittent connection, and serious conflicts when synchronizing back to the server, to mention a few. In this paper, we propose a novel fault tolerant and conflict free distributed file system for mobile clients, whic h provides high available and reliable storage for files and guarantees that file operations are executed in spite of concurrency and failures. The design is intended to fit mobile clients (e.g., PDAs and cell phones) that have limited storage space and can not store all data they need, yet they require to access these data at all times. We present our mobile file system model, describe its implementation, and report on its performance evaluation using an extensive set of simulation experiments. Our results i ndicate clearly that our model exhibits a significant degree of automation and conflict-free mobile file system.
I. Introduction
The ability to share disk space and files over a network is one of the most significant advantages of distributed computing. It facilitates reducing local disk space requirements by making it easy for users to work together without ending up with duplicates of the same files. With the advancement of wireless networks and mobile computing, there is an increasing need to build a mobile file system that can access data efficiently and correctly anywhere and at anytime. At the same time, however, careful considerations have to be made when designing such a mobile file system for the currently available mobile devices, such as Personal Digital Assistants (PDAs) and cellular phones. As we know, these devices have limited storage space, yet they require accessing a large amount of data at anytime and anywhere. Thus, there is a need for a novel cache and a node management technique, different than those used in existing distributed file systems aimed at mobility.
In this paper, we propose a novel a fault tolerant and conflict free distributed file system for mobile clients, which provides high available and reliable storage for files and guarantees that file operations are executed in spite of concurrency and failures. We chose to adopt a server-side caching in order to guarantee sufficient caching space to all mobile clients, and ensure the availability of files in case of clients' failures.
The rest of the paper is organized as follows: In section 2, we review the related work done on this field. We formulate the problem definition in section 3, and in section 4, we present a detailed description of our distributed file system for mobile clients. In section 5, we report the performance and tests results. Section 6 presents our conclusions.
II. Related Work
The related file system work can be divided into two categories: projects that present a new file system, and projects that rely on NFS or VFS (Virtual File System). Currently, most heterogeneously connected operating systems use NFS (Network File System) as a mean to share files over the network [13] . However, several problems exist in the traditional NFS protocol: (1) NFS was designed with the assumption that the communication network is fast and reliable, and minimal attention was paid to the cache design and replication; and (2) scalability is a major problem with NFS [13, 14] ; several considerations in terms of network bandwidth, disk space and memory have to be made when deploying an NFS file server. In particular, the more clients are connected to the centralized file system, the more overhead is put on the server and the slower the requested service would be processed. Therefore, separating services across many machines has been used so far in many distributed file systems in order to cope with the increasing number of clients and servers. [10] .
File systems, such as Coda, AFS and InterMezzo differ from our work because they are complete network file systems with their own "non-Unix" semantics [4] . These systems involve both client and server codes, and use client caching to improve system performance. In our mobile file system design, the code runs only at the server 2 , as we will see later, and it is independent of any caching schema that may occur at the client.
For completeness, let us now present some of the related work in distributed file system.
a. Coda File System
The Coda file system is designed to react to any potential network failures [5] . It allows a user to continue working regardless of network failures as well as potential server disconnections. The Coda file system hierarchy is viewed as a single, locationtransparent shared UNIX file system. The namespace is mapped to individual file servers (Vice), at the granularity of sub-trees which is referred as volumes. At each client, a cache manager (Venus) dynamically obtains and caches volume mappings.
In order to achieve high availability, Coda uses two distinct mechanisms [4] . The first mechanism, server replication, allows volumes to have read-write replicas at more than one server. The set of replicas for a volume is its volume storage group (VSG) . The subset of a VSG that a particular client can access is the Accessible VSG (AVSG). The performance cost of server replication is kept low by caching on disks at the clients and through the use of parallel access protocols (Multi-RPC). Venus uses a cache coherence protocol based on callbacks mechanism [5] to guarantee that a file open operation gets the latest copy in the AVSG pool. This guarantee is provided by servers notifying clients when their cac hed copies are no longer valid. To maintain consistency, modifications in Coda file systems are propagated in parallel to all AVSG sites, and eventually to missing VSG sites.
Disconnected operations, the second high availability mechanism used by Coda, take effect when the AVSG pool becomes empty. While disconnected, Venus services file system requests by relying solely on its cache's contents. It basically "emulates" the function of Vice and service the 2 we avoid to place any client-side processes since we are only considering thin clients client's requests. However, as cache misses can not be serviced or masked, they appear as failures to users. When disconnection ends, Venus cache manager propagates modifications and reverts to server replication.
c. InterMezzo File System
InterMezzo is a filtering file system layer, which is placed between the virtual file system and a specific file system such as ext3, ReiserFS, JFS, or XFS [1] . It provides distributed file system functionality with a focus on high availability. It uses InterSync, which is a client-server system that synchronizes folders between a server system and its clients [2] . InterSync periodically pulls the server for changes and reintegrates those changes into the client file system. The changes are recorded on the server by the InterMezzo file system, which maintains a Kernel Modification Log (KML) [2] as the file system is modified. The modification log makes it possible to collect the changes in the server file system without scanning for differences during reintegration. InterSync synchronizes the file system by fetching the KML, which is simply a file, using the HTTP protocol. InterSync then processes the records in the KML and when it comes across a file modification record, it fetches the file from the server again using the HTTP protocol. As such, InterSync is a web based tool that can benefit from web caches for scalability.
III. Problem Formulation
As outlined in Section-2, most available distributed files systems base their design on clientside caching and replication paradigms in order to guarantee data availability. However, our aim in this paper is to focus on those thin clients that cannot cache all needed data. Consider a file server that gets disconnected from the network. Let us now assume that clients have not yet cached data that resides on that server. Obviously, clients will not be able to access this data unless the server reconnects back to the network. Therefore, a mechanism is needed to serve those connected clients and make up for the lost data that are caused by the disconnected servers. The solution adopted by our design, as we shall see in the subsequent sections, is to introduce serverside caching. It is important to mention that i n our design, we consider distributed file servers as peers that hold data, and they are vulnerable to disconnections and network partitions. Thus, clients need to be covered from such shortfalls, as illustrated in Figure 1 .
IV. The Proposed System Architecture
In this section we shall describe the design of our model in more details. The framework of our model can be divided into three main stages: the connected stage, the disconnected stage, and the re-joining stage. Initially and while clients are connected, file system service is provided by the actual file servers. We define the connected stage as all file servers are viewable to clients and are able to answer their RPC requests. However, if one of the file server(s) does not respond to clients calls within a certain period of time, part of the file system is said to be disconnected and the system will switch to the disconnected stage. During this stage, the client will continue probing the disconnected server(s) on a regular basis. At the same time, part of the file system service is provided by the cache server, which is an independent file service as shown in figure-1. Note that while a client is in the disconnected state, it may still be able to contact other servers on the network. In such cases, disconnection will generally have been caused by a server failure rather than the client has been disconnected from the network. Finally, if both the file servers and the communication channel are back available, then the file system will switch into the re-joining stage. In this phase, the communication link between the file system and the previously disconnected servers is reestablished and file system services can be provided by these servers again. The propagation of the files, which were updated during the disconnection phase, is performed by the re-integrator module. During this phase, the file system propagates the updates made by the nodes during the disconnected stage back to the file server(s). Upon the successful termination of the re-joining process, the file server will switch back to the connected stage. Note that it is possible for the connection with the server to be lost again, bringing the client back into the disconnected phase. Now we explain the framework of the architecture in more detail. Clearly, the role of the cache comes into play during the disconnection and re-integration phases. Returning to stage one of the model, all clients initially see the distributed file system as a single directory hierarchy. The server-side caching algorithm takes place by monitoring the file system for any file access (file reads, writes, executes, and creation). This task is accomplished by FAM (File Alteration Monitor) library, which is developed by Silicon Graphics Inc. [7] . FAM works by monitoring the file system and sending a signal to the process that has asked to be informed when the content of a directory or partition is changed. When such an event is detected, another program is initiated to copy what has been trigged by FAM to the cache server. However, before doing the actual copy, the cache server checks its contents to see if any "older" copy of the file was cached before. Older copies are those files with similar names but probably with different contents. If such a file is found on cache, then an MD5 Checksum is done on the new file and compares it with the one that resides in cache. The purpose of this checking is to avoid unnecessary caching operations incase the two files are exactly similar (i.e. identical MD5 checksum), and therefore, minimize the network utilization. However, if the MD5 Checksum is different, then we resolve this file conflict by moving the old file to another partition called a backup cache, with a version number appended to it, starting at 1. The backup cache is a maintained repository, usually smaller than the main cache, used to save the resolved conflicts between files (e.g. files with the same name but different MD5 Checksum) and thus, avoid overwriting important files by having newer versions.
The backup cache repository is exported to the users, allowing them to view their backed-up files. It is the file owner's call to move these files from the backup cache to the actual file system.
• Conflict Detection and Resolution Strategy:
The framework that was previously discussed works well in connected environment. However, disconnec ted operation is a fact of life in network-centric mobile computing environment. Hence, there is a possibility that a file is modified during the disconnection period. Consider the case where a peer is disconnected with a file f in its repository. At the same time, there is an exact copy of this file, with the same file name in cache, and has been modified by another connected client. Now suppose that the disconnected peer is back and intends to synchronize with the cache repository. A natural question is how the system can detect data conflict and decide which file to maintain? We answer this question by first giving the following definition:
Definition1: Let t be the last modified time of a file f that was fetched from a file server FS while caching it in the cache server CS. Therefore, f ∈ FS and f ∈ CS before the disconnection stage. At the end of the disconnected period, a conflict is detected if the modified time t of the file f in the server is not equal to t.
Since the last modified time t of an object is maintained, the system can use this information to detect any data conflict. For the case of no conflict, the system basically will do nothing. However, if a conflict is detected, then the timestamp of f will be compared on both sides: the rejoining server and the cache. In case the file's timestamp is newer on cache, then the corresponding file f is written back to the server. That is, the changes of the object in the cache's local disk are propagated back to the reintegrating server, while backing-up the other file in the backup cache. On the other hand, if the file's timestamp is newer on the reintegrating server, then the corresponding file f is written back to the cache, as illustrated in figure-2 The design of our conflict resolution is simple compared to other algorithms, since we do not need to maintain synchronized timestamps or version vectors across multiple servers. Files in the actual file system are not replicated, but are completely partitioned among different servers, and maintaining consistency between them and the caching server is accomplished by the algorithm discussed above. On the contrary, file system replication introduces the need for consistency control between participating servers [5] . For example, consider Coda file system where it allows file servers to be replicated in the level of volumes [4] . It uses a variant of Read-One, Write-All (ROWA) protocol. That is, when a client reads a file, it contacts one of the members in its ASVG, and when closing a session on an updated file, the client transfers it in parallel to each member in the AVSG [4] .This scheme works fine as long as there are no failures. However, consistency control becomes necessary in the presence of failures. Clearly, the network traffic caused by consistency operation is minimized in our solution because there is only one single place of versioning (i.e. the cache server), and therefore, only one system request is required to check for the version and update it if necessary.
• The Cache Replacement Algorithm (CRA): Cache management in flexible file systems deals with the problem of determining a cached file to be replaced when the local cache space is exhausted. Looking at the Cache repository, we may notice that, eventually, the backup cache will get full and hence comes the need for cleaning up old cached files. Through performance comparisons done by Darryl Willick et al [12] , it was shown that locality based algorithms such as LRU, which are known to work well as standalone disked workstations are at client workstations in distributed systems, are inappropriate at a file server (temporal locality means that blocks which have been referenced in the recent past will l ikely be referenced again in the near future). Other frequency based algorithm, such as Least Frequently Used (LFU) requires that a reference count be maintained for each block in the cache. When a replacement is necessary, LFU chooses the block which has the lowest reference count. LFU is known to work poorly in file servers because certain blocks may build up high reference counts and never be replaced.
In our design, we use a Frequency Based Replacement algorithm (FBR) [12] . FBR scheme, which is a hybrid of LRU and LFU algorithms, attempts to capture the benefits of both LRU and LFU schemes without their associated drawbacks. To accomplish this, FBR divides the cache space into three segments: a new segment, a middle segment, and an old segment. The sizes of these segments are specified by two pre-defined parameters: F-new is basically a percentage that sets the boundary of the total number of cache files which are contained in the new segment (the most recently used (MRU) end), while F-old indicates the percentage of files contained in the old segment (the least recently used (LRU) end). The middle section consists of those files not in either the new or the old section. When a cache hit occurs to a block in the new section, its reference count is not incremented. This is done to resolve the temporal locality which is the primary reason for the past failure of frequency based algorithms. References to the middle and old sections do cause the reference counts to be incremented. As a result, when a file must be chosen for replacement, FBR chooses the file with the lowest reference count, but only among those files that are in the old section of the LRU ordered stack. Cache files that have the same reference counts are resolved by choosing the least recently used of those files. This is done because the files in the new and middle sections have not had enough time to build up their reference counts.
V. Experimental Results
This section describes the current state of implementation and gives some preliminary results to evaluate the performance of our proposed mobile file system. In our prototype, we used ten-clustered machines. The first eight are running RedHat Linux which acted as the file system servers, while the ninth machine acted as a Windows XP, running a Samba client. The nodes are connected by a 100Mb/s Ethernet. The file system is also exported to the tenth machine, which had the CRA code running on the file system and acting as the cache server as well. The
Proceedings of the 20th International Conference on Advanced Information Networking and Applications (AINA'06) primary cache size is 150MB and the backup cache is 100MB. Average file size is 50KB. First, we ran a number of experiments that compare the caching algorithms (FBR vs. LFU). We simulated 5000 accesses to the file system using different cache sizes. As can be seen in Figure-3 , our file system performed better using FBR caching algorithm than using LFU. Notably, the two algorithms behaved almost the same in the two extremes (i.e. very low / very large cache sizes). The reason for this behavior is that when cache size is small, CRA will continuously replace files and the effect of caching will not be obvious. Similarly, if cache is too large (almost the same as the file system size) then CRA would be minimal in both LFU and FBR cases. In terms of network traffic, the enhanced caching algorithm resulted in less network utilization (because of fewer file system calls). In our tests, FBR has averaged 13% less network traffic than LFU. We chose Coda file system to base our tests on, basically because Coda provides the functionality of partitioning files over multiple servers, yet providing a singular view of all files to the clients. To get an indication of file system performance compared to the unmodified Coda, we used IOZone tool to measure the file system performance. IOZone measures a variety of operations (Read, write, re-read, re-write, read backwards, read strided, fread, fwrite, and random read). We ranged the block sizes between 50K and 1024K. As shown in table-1, our file system ran a little more slowly than the unmodified Coda, due to the overhead of calling and executing the replication module (counted for about 7% overhead). Although the amount of overhead put over the unmodified Coda looks realistic, it is important to note that our current implementation is not integrated in the VFS level, and it is being called as an external application. We expect that this overhead to be reduced and be negligible when we integrate the replication calls within VFS.
In Figure-4 , we show how reintegration time is affected by the number of reintegrating servers. The bottleneck for the integration process is determined by how many integration logs the cache server can process. In our experiment, the time taken to reintegrate all eight servers is almost linear, indicating that the cache server did not reach this bottleneck yet. 
Conclusion
In this paper, we have described the design and the implementation of a highly available file system for mobile clients, that is intended to be used within a network file service. Our file system design incorporates novel ideas for providing mobility without sacrificing data availability. Most notable features of our proposed system are its use of the backup cache and the introduction of a versioning mechanism to resolve file conflicts. Moreover, we showed that the right server-side caching with the right caching algorithm, FBR in our case, may support mobile file systems, reduce file misses, and may outperforms client-side caching in some cases. The design of our system is relatively independent of any particular file service that it uses, i.e., any file service that uses UNIX file service should be able to use our design to provide better availability.
Our performance results so far have indicated that comparative results to the unmodified Coda, with a small compromise due to the overhead of the calling the remote caching procedure. However, upon integrating the code into the VFS level, we expect that this compromise to be negligible and a file server can be tailored to use our design without users noticing the difference [15] .
