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Abstract
We prove an upper bound for the Ramsey number of the disjoint union of odd cycles generalizing a result of Denley [The Ramsey
numbers for disjoint unions of cycles, Discrete Math. 149 (1996) 31–44]. Moreover, we study the relation between the 2-local
Ramsey number R2-loc(G) and the Ramsey number R(G), where G is a disjoint union of odd cycles. We give the exact value of
the 2-local Ramsey number in the case when each cycle of G has an odd order.
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1. Introduction
Let G,H be simple graphs with at least two vertices. The Ramsey number R(G,H) is the smallest integer n such
that in arbitrary two-colouring (say red and blue) of edges of a complete graph Kn a red copy of G or a blue copy of H
is contained (as subgraphs). If GH we write R(G) instead of R(G,G).
A local k-colouring of a graph F is a colouring f of the edges of F in such a way that the edges incident to each vertex
v of F are coloured with at most k different colours.
The k-local Ramsey number Rk-loc(G) of a graph G is deﬁned as the smallest integer n such that Kn contains a
monochromatic subgraph G for every local k-colouring of Kn.
Some of the results for local colourings as well as proofs of the existence of these Ramsey numbers can be found in
[1–3,6,9,10,12–14].
In this paper we prove an upper bound for the Ramsey number of the disjoint union of odd cycles. Moreover, we
study the relation between the 2-local Ramsey number R2-loc(G) and the Ramsey number R(G), where G is a disjoint
union of odd cycles. The difference between these numbers is not greater then the sum in Theorem 8. The exact value
of the 2-local Ramsey number of the graph G is presented in Theorem 9.
An open problem is stated for disjoint unions of odd and even cycles (see Problem 1).
Given a local 2-colouring of Kn, we can deﬁne a partition P(Kn) on the vertices of Kn as follows. Let Aij denote
the set of vertices in Kn incident to edges of colour i and j. The vertices incident to edges of only one colour, say i, can
be distributed arbitrarily in the sets Aij . So every partition set Aij induces a 2-coloured complete graph in Kn.
The following result is a key tool in studying of the 2-local Ramsey number of graphs.
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Proposition 1 (Gyárfás et al. [10]). Let Kn be locally 2-coloured with colours 1, 2, . . . , m. Then either m = 3 and
P(Kn) = {A12, A13, A23}
or there exists a colour, say 1, such that
P(Kn) = {A12, A13, . . . , A1m}.
2. Investigation of disjoint union of cycles
Bondy and Erdös [4], and Faudree and Schelp [8] discovered usual Ramsey numbers for cycles. These numbers are
identical with the respective 2-local Ramsey number values as proved in [10] and cited in Proposition 2. We study
Ramsey and 2-local Ramsey numbers for some families of disjoint unions of cycles. For the study of the 2-local Ramsey
number we apply the characterization of a colour-partition presented in Proposition 1. Moreover, we use some classic
results and the result of Denley presented in Theorem 6.
Proposition 2 (Gyárfás et al. [10]). Let Cn denote the cycle on n vertices. Then
R2-loc(C3) = R(C3) = R2-loc(C4) = R(C4) = 6,
R2-loc(C2k) = R(C2k) = 3k − 1 if k3,
R2-loc(C2k+1) = R(C2k+1) = 4k + 1 if k2.
For unions of cycles the following relations between the Ramsey and the 2-local Ramsey numbers are known.
Theorem 3 (Burr et al. [5]). R(nC3) = 5n, n2; (Gyárfás et al. [10]) R2-loc(nC3) = 7n − 2, n2.
Theorem 4 (Bielak [2]).
R2-loc(nC4) = 6n − 1 = R(nC4) for n2,
R2-loc(nC2k+1) = n(4k + 3) − 2>R(nC2k+1) for k2 or n2,
R2-loc(k(C3 ∪ C4)) = 15k − 2>R(k(C3 ∪ C4)) for k1.1
Denley stated lower and upper bounds for the Ramsey number of n copies of a given cycle. The result is presented
in Theorem 5.
Theorem 5 (Denley [7]). Let m8 and n be a positive integer. Then
n(m + m/2) − 1R(nCm)n(m + 3m/4) + R(Cm) − m − 3m/4.
Moreover,
8n − 1R(nC5)8n + 1 and 11n − 1R(nC7)11n + 2.
We generalize the result of Denley [7]. Namely, we prove an upper bound for the Ramsey number of the disjoint
union of odd cycles. The result is presented in Theorem 8. To prove this bound, we use the properties of coloured cycles
presented in Theorems 6 and 7.
Theorem 6 (Denley [7]). Let m, n8, n or m odd. Then if a red and blue colouring of edges of Kn+m contains a red
Cm and a blue Cn which are vertex disjoint, then it contains a subgraph B which contains a red Cm and a blue Cn, with
|V (B)|m + n − min{m/4, n/4} − 1.
1 Mizuno and Sato [11] proved that R(k(C3 ∪ C4)) = 11k − 1.
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Let m, n5. Let a red and blue colouring of edges of Kn+m contain a red Cm and a blue Cn. Then the colouring
contains a red Cm and a blue Cn which intersect in at least two vertices.
Now we prove the following property.
Theorem 7. Let l, m be odd integers, and let a red and blue colouring of the edges of Kn+m contain a red Cm and a
blue Cl which are vertex disjoint. Then the colouring contains a red Cl or a blue Cm.
Proof. If l = m the proof is done. We can assume without loss of generality that l <m. Let
x0, x1, x2, . . . , xm−1
be the consecutive vertices of the red Cm. Let
u0, u1, u2, . . . , ul−1
be the consecutive vertices of the blue Cl . Suppose that Kl+m does not contain any red Cl and any blue Cm. Therefore,
xixi+l−1 is blue for each i, 0 im − 1, where the indices are taken modulo m. In the opposite case we get a red Cl
created by the consecutive vertices:
xixi+1xi+2 . . . xi+l−1.
Equivalently, we can write that
xixm−l+i+1 is blue edge for each i, 0 im − 1. (1)
Note that the sequence of vertices
x0xl−1x2(l−1)x3(l−1) . . . xm−l+1x0
creates a blue cycle. By symmetry, each vertex xi belongs to a blue cycle
xixi+l−1xi+2(l−1)xi+3(l−1) . . . xi+m−l+1xi .
Hence, we get a blue S = aCk spanning the vertex set of the red cycle Cm. Evidently, a and k are odd integers, since
m is odd.2
If a = 1, then we get a blue Cm and the proof is done. So let us assume that a > 1. Note that, if all short chords3 of
a red Cm are blue, then we get a blue Cm. Therefore, without loss of generality we can assume that x1xm−1 is red.
Note that
xixm−l+i is blue edge for each i, 1 i l − 1 (2)
else we get a red Cl with the consecutive vertices
xm−l+ixm−l+i+1 . . . xm−1x1 . . . xi .
Using the facts (1) and (2), we ﬁnd blue paths and cycles created by blue chords of the red cycle Cm.
Let us consider two cases.We make use of the vertices of the basic red cycleCm in the ﬁrst case, and so it is relatively
simple. The second case is more complicated, since we make use of the vertices of two basic cycles: the red Cm and
the blue Cl .
In each of the cases, if a blue Cm is created, then we have less than 2m − m/2 vertices in a subgraph containing
red and blue cycles Cm.
Case 1: Let m> 2l. Let s be the maximum integer such that s l − 2 and xs belongs to the same blue cycle Ck of S
as the vertex x0. First, note that s > 0, else a = l − 1 and we get a contradiction (since a, l are odd integers).
2 Example: If l = 7,m = 9, then S = 3C3. If l = 7,m = 13, then S = C13. If l = 7,m = 21, then S = 3C7.
3 A short chord of a cycle (a path) is an edge joining the vertices at distance two in the cycle (the path).
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By symmetry, xm−s belongs to the same blue cycle Ck of S as x0.
By the deﬁnition of xs and the symmetry of x0 and xl−1, we get that
xl−1−s belongs to the same blue cycle Ck of S as the vertex x0. Therefore, for each positive integer j, the vertex
x(l−1−s)j belongs to the same blue cycle Ck of S as the vertex x0 (indices are taken modulo m).
So s(l − 1)/2. Now, note that the vertices x0, x1, . . . , xl−2−s belong to different cycles of S. Then we have
a = l − 1 − s and a < l − a. Since a > 1, we get s < l − 2.
Evidently, by (1), we can recognize the blue Ck containing xi by the edge xixm−l+1+i . So the cycles of S can be
represented by blue edges xixm−l+1+i , for i = 0, 1, . . . , a − 1 or i = 1, 2, . . . , a.
Equivalently, by symmetry, the cycles of S can be represented by the blue edges xixl−1+i , where i = 0, 1, . . . , a− 1.
If x0xm−l+a is in blue colour, then, by (1) and (2), we get the following blue cycle:
C = x0xm−l+1x1xm−l+2 . . . xa−1xm−l+a .
Since the cycles of S can be represented by the edges xixm−l+1+i , for all i = 0, 1, . . . , a − 1, a blue Cm is created by
gluing4 of the cycle C and the cycles of S, a contradiction.
So x0xm−l+a is red. Moreover, we can assume that x1xm−l+1+a is red, else we get the blue cycle
C = x1xm−l+2x2xm−l+3 . . . xa−1xm−l+axaxm−l+1+a
and it leads to the blue Cm as above (since xa belongs to the same blue cycle Ck of S as x0). By symmetry, we get red
x0xl−a and xm−1xl−a−1.
Moreover, we get blue x0xm−l+2, else we get a red Cl with the consecutive vertices x0x1xm−1xm−2 . . . xm−l+2.
Since m> 2l and a < l − a, we get that
xixm−l+i+3, is blue edge for each i, 0 ia − 1. (3)
In the opposite case, a red cycle Cl is created by the sequence
xixi−1 . . . x0xl−axl−a−1xm−1xm−2 . . . xm−l+i+3xi .
In particular, by (3), the edge x0xm−l+3 is blue. So a > 3, else a contradiction (since x0xm−l+a is red).
If, xixm−l+i−1 is blue for all odd i, 3 ia − 2, then, by (1)–(3), we get the blue cycle
C = x0xm−l+3x2xm−l+5x4 . . . xa−3xm−l+axa−1xm−l+a−1xa−2
× xm−l+a−3xa−4 . . . xm−l+4x3xm−l+2x1xm−l+1x0.
So, as before, we create a blue Cm by gluing of the cycle C and the cycles of S, a contradiction.
So, let i be the maximum odd integer such that a − 2 i3 and xixm−l+i−1 is red. Note that
C = xixi−1 . . . x1xm−1xm−2 . . . xm−l+i−1xi
is a red Cl+1. Then all short chords of C must be blue, else we get a red Cl . In particular, the edge xixi−2 is blue.
By (1)–(3), we get the blue path
xl−1x0xm−l+3x2xm−l+5 . . . xm−l+axa−1xm−l+a−1xa−2 . . . xm−l+i+1xixi−2xm−l+i−1 . . . x1xm−l+2.
Since xl−1x0 is a representative blue edge of the cycle of S passing through x0, the edge xl−1xm−l+2 must be red, else
the above sequence creates a blue cycle and gluing of this cycle and S leads to a blue Cm, as before.
Since m> 2l and i < l − a − 2, we have a red Cl with the consecutive vertices
xixi+1 . . . xl−a−1xm−1x0xl−axl−a+1 . . . xl−1xm−l+2xm−l+3 . . . xm−l+i−1xi ,
a contradiction.
Case 2: Let m< 2l. Then k > 3. Let s be the minimum integer such that s > l − 1 and xs belongs to the same blue
cycle Ck of S as the vertex x0. By symmetry, we have a = s − l + 1. Evidently, a < l − 1. The cycles of S can be
4 Gluing of cycles (gluing of a union of cycles) is the symmetric difference of these cycles with respect to their edges.
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represented by blue edges xixm−l+1+i , where either i = 0, 1, . . . , a − 1 or i = 1, . . . , a. Recall that the edge x1xm−1
is red.
Let us consider colours of edges between the red Cm and the blue Cl . First, note that
if edges ujxi and ujxm−l+2+i are red for some j = 0, . . . , l − 1 and
i = 0, . . . , m − 1, then we get a red Cl (indices are added modulo m). (4)
We have to consider two subcases.
Case 2.1: Let x0ui be blue for each i = 0, 1, . . . , l − 1. Evidently, xa−1ui must be red for each i = 0, 1, . . . , l − 1,
else, by (1) and (2), we get a blue cycle Cm by gluing of the cycles of S represented by the edges xixm−l+i+1 for
i = 0, 1, . . . , a − 2, and the cycle
C = ui+k−1x0xm−l+1x1xm−l+2x2 . . . xa−1uiui+1 . . . ui+k−1.
Thus, by (4), the edges xm−l+a+1ui must be blue for each i = 0, 1, . . . , l − 1. Note that xm−l+aui must be blue for
each i = 0, 1, . . . , l − 1, else we get a red Cl with the consecutive vertices uixa−1 . . . x1xm−1 . . . , xm−l+a . By (1) and
(2) get the blue cycle
C = u0x0xm−l+1x1xm−l+2x2 . . . xa−1xm−l+auk−3 . . . u0.
So we create a blue Cm by gluing of the cycle C and the cycles of S represented by the edges xixm−l+i+1 for
i = 0, 1, . . . , a − 2, a contradiction.
Case 2.2: Let x0u0 be red. First, we show that
u0xm−l+2, uk−2xa−1, ul−k+2xa−1 are blue edges. (5)
Namely, directly by (4), we get the blue edge u0xm−l+2. By (1) and (2), we get blue path
P = u0xm−l+2x2xm−l+3x3 . . . xm−l+axaxm−l+1+a .
Then uk−2xm−l+1+a must be red, else we have the blue cycle
C = Puk−2 . . . u1u0
and the gluing of C and the a − 1 cycles of S represented by xixm−l+i+1, for i = 2, . . . , a, leads to a blue Cm.
By symmetry, ul−k+2xm−l+1+a must be red. So, by (4), the edges uk−2xa−1 and ul−k+2xa−1 must be blue. Hence
(5) is true.
Now, we consider two subcases.
Case 2.2.1: Let a = 3. As in Case 1, we can assume that the edges x0xm−l+a and x1xm−l+1+a are red, and the edge
x0xm−i+2 is blue.
We can assume that x0x3 is blue, else we have red Cl with the consecutive vertices
x3x2x1xm−l+4xm−l+5 . . . x0.
By symmetry, x0xm−3 is blue.
If x1u1 is the blue edge, then, by (1), (2), and (5), we have the blue cycle
C = uk−2x2xm−l+3x3x0xm−l+2x1u1 . . . uk−2.
Hence, by gluing of C and the cycles of S represented by the edges x2xm−l+3 and xm−l+2x1, we get a blue Cm, a
contradiction.
So x1u1 is a red edge.
Hence, x0u1 is blue, else we get red cycle Cl with consecutive vertices
xm−l+3xm−l+2 . . . xm−1x1u1x0.
Then we have red x1uk−2, else, by (1) and (2), we get the blue cycle
C = u1x0x3xm−l+3x2xm−l+2x1uk−2 . . . u1,
and we have a contradiction as above
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Moreover, by (4), we have blue edge uk−2xm−l+3.
Finally, we have the blue cycle
C = uk−2xm−l+3x2xm−l+2x1xm−l+1x0u1u2 . . . uk−2.
Hence, we get blue Cm as above, a contradiction.
Thus, for a = 3, the proof is done.
Case 2.2.2: Let a > 3. Note that 2k < l. The edge ul−k+2x0 must be red, else, by (1), (2) and (5), we get the blue
cycle
C = ul−k+2 . . . u0 . . . uk−2xa−1xm−l+a−1xa−2 . . . xm−l+3x2xm−l+2x1xm−l+1x0ul−k+2
and then we create a blue Cm by gluing of the cycle C and a − 2 cycles of S represented by the edges xixm−l+i+1 for
i = 1, . . . , a − 2, a contradiction. By symmetry, uk−2x0 must be red.
Hence, the edge x1uk−2 is red, else, by (1), (2) and (5), we get the blue cycle
C = x1uk−2 . . . u0 . . . ul−k+2xa−1xm−l+a−1 . . . x2xm−l+2x0xm−l+1x1
and then we create a blue Cm by gluing of the cycle C and a − 2 cycles of S represented by the edges xixm−l+i+1 for
i = 0, 2, . . . , a − 2, a contradiction. By symmetry, considering the cycle
C = x1ul−k+2 . . . u0 . . . uk−2xa−1xm−l+a−1 . . . x2xm−l+2x0xm−l+1x1
we get red edge x1ul−k+2. Again, by symmetry,
x0ut(k−2), x1ut(k−2), x0ut(l−k+2), x1ut(l−k+2), for t = 0, 1, . . . , are red edges. (6)
Therefore, we can assume that
xixm−l+i+2 for all i = 0, 1, . . . , a are blue edges. (7)
Note that xa−1uk−1 is red, else, by (1), (5) and (7), we get the blue cycle
C = x1xm−l+2u0u1 . . . uk−1xa−1xm−l+axa−2xm−l+a−1 . . . xm−l+4x2xm−l+3x1,
and gluing of C and the cycles of S represented by the edges xixm−l+i+1 for i = 1, 2, . . . , a − 1 leads to a blue Cm.
By symmetry, considering the sequence
C = x1xm−l+2u0ul−1 . . . ul−k+1xa−1xm−l+axa−2xm−l+a−1 . . . xm−l+4x2xm−l+3,
we get red edge xa−1ul−k+1.
Thus by (4), we get blue edges xm−l+a+1uk−1, xm−l+a+1ul−k+1. So, by (1), (2) and (5), we get the following blue
cycle
C = u0xm−l+2x2xm−l+3 . . . xm−l+axaxm−l+a+1ul−k+1ul−k+2 . . . ul−1u0.
Now, gluing of C and a−1 cycles of S represented by the edges xixm−l+i+1 for i=2, . . . , a leads to a blue cycleCm+1.
Therefore, the blue path of length k with consecutive vertices u0ul−1 . . . ul−k+1 has all short chords in red colour, in
the opposite case we get a blue Cm. By symmetry, all short chords of the blue path u0u1 . . . uk−1 have red colour.
By (6) we get the symmetry of u0 and uk−2. So the paths ul−1u0 . . . uk−2 and uk−2uk−1 . . . u2k−3 have all short
chords in red colour. Similarly the paths u1u0ul−1 . . . ul−k+2 and ul−k+2ul−k+1 . . . ul−2k+3 have all short chords in
red colour.
Therefore, by symmetry of u0 and ut(k−2) for each positive integer t, (see (6)), the blue cycle Cl has all short chords
in red colour, as well. Thus, we get a red cycle Cl , a contradiction.
The proof is done. 
Now we prove an upper bound for the Ramsey number of the disjoint union of odd cycles. For integers n3 deﬁne
(n) = 1 for n = 3 and (n) = 0 else.
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Theorem 8. LetCn,j beagraphof order n isomorphic to adisjoint unionof j odd cycles, (j > 0).Letn1n2 · · · nj
be a sequence of orders of these cycles of Cn,j . Then
R(Cn,j )2n + j − 2 −
j−2∑
i=1
ni/4 + (n).
Proof. If j = 1 the result follows by Proposition 2. We prove the theorem by induction on j. Then assume that j2
and the statement of the theorem holds for all Cn′,j ′ , where j ′ <j . Let G be the complete graph Kt with a global
2-colouring of edges, where t = 2n + j − 2 −∑j−2i=1 ni/4. Let l = n1 and q = nj . By Proposition 2, we have a
monochromatic Cl in any 2-colouring of G. Without loss of generality we can assume that G contains a cycle C = Cl
in the colour 1. By inductive hypothesis, G − V (C) contains a monochromatic F =Cn,j − Cl . If F is in the colour 1,
then we get the result. Let us consider the opposite case. Thus, we get a C′ = Cq of the colour 2 disjoint with C.
Let us assume that l = q. If l = q = 3, then we get the result by Theorem 3.
If l=q5, then by Theorem 6, there exists B, B ⊂ V (C)∪V (C′), such that |B|2l−l/4−1 and the subgraph
induced by B contains Cl in colours 1 and 2.
Thus,
|V (G) − B|2n + j − 2 −
j−2∑
i=1
ni/4 − (2l − l/4 − 1)>R(F).
Hence, in the both cases we get a monochromatic Cn,j .
We assume that l < q. Note that
|V (G) − (V (C) ∪ V (C′))| = 2n + j − 2 −
j−2∑
i=1
ni/4 − (l + q)
=
j∑
i=1
ni +
j−1∑
i=2
ni + (j − 2) −
j−2∑
i=1
ni/4
j∑
i=1
ni l + q2l + 1.
Then by Proposition 2, the graph G − (V (C) ∪ V (C′)) contains a monochromatic C′′ = Cl .
If C′′ is in colour 2, then by the result of Denley (see Theorem 6) for l > 3, we get a subset X, |X|2l −l/4 such
that the subgraph induced by X contains cycles Cl in the colours 1 and 2.
If l = 3 set X = V (C) ∪ V (C′′). By inductive hypothesis, G − X contains a monochromatic Cn,j − Cl . Hence G
contains a monochromatic Cn,j .
Therefore, let us assume that C′′ is in colour 1. By Theorem 7, the subgraph induced by the set V (C) ∪ V (C′)
contains a cycle C∗ = Cl in colour 2 or a cycle C∗ = Cq in colour 1. The ﬁrst case gives a monochromatic Cn,j , since
we have vertex disjoint cycles Cl of these two colours and as before l = 3 or we can apply the result of Denley (see
Theorem 6).
So let us consider the second case. If j = 2 we have the result. Hence let j > 2. By the proof of Theorem 7, we
have |V (C∗)∪V (C′)|< 2q −q/4. Thus, by inductive hypothesis, G− (V (C∗)∪V (C′)) contains a monochromatic
Cn,j − Cq . Hence G contains a monochromatic Cn,j . 
The following theorem gives the exact value of the 2-local Ramsey number for the disjoint union of odd cycles.
Theorem 9. LetCn,j be a graph of order n isomorphic to a disjoint union of j odd cycles, (j > 0).ThenR2-loc(Cn,j )=
2n + j − 2 + (n).
Proof. If j = 1 the result follows by Proposition 2. Thus, let j2. Let t = 2n + j − 2. First, let us consider the
colour-partitionP(Kt−1) = {A12, A13, A14} such that |A12| = n − 1 = |A13|, |A14| = j − 1. Let all edges of 〈A1i〉5
be in the colour i for i = 2, 3, 4, and let other edges be coloured in 1. Note that we get at most j − 1 odd cycles in
colour 1. So it does not exist any monochromatic Cn,j in this local 2-colouring of Kt−1.
5 Given A,A ⊆ V (G), we deﬁne 〈A〉 as the subgraph of G induced by A.
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Thus R2-loc(Cn,j ) t .
We should prove that R2-loc(Cn,j ) t .
Let G be the complete graph Kt , with a local 2-colouring of edges.
Let l be the order of the shortest cycle of Cn,j and let q be the order of the longest one. By Proposition 2, G contains
a monochromatic cycle Ck , for all integer k, lkq.
If l = q, then the result follows and by Theorems 4 and 3. Thus, let l < q.
We prove the theorem by induction on j.
Let the theorem be true for each graph Ch,o of order h, where o<j .
Evidently,
ln/jn/2. (8)
By Proposition 1, we have to consider two cases.
Case 1:P(Kt )={A12, A13, A23}.Without loss of generality we assume that |A12| |A13|1 and |A12| |A23|1.
Then by (8), we get
|A12|(2n + j − 2)/32n/34l/3 = l + l/3.
Let us deﬁne the following properties (Properties 1–3).
Property 1. If there exists an odd cycle Cq in colour 1, then there exists a cycle C =Cl in this colour such that either
|A12 ∩ V (C)|l/2 and |A13 ∩ V (C)| = min{l/2, |A13|}
or
〈A12〉 is in the colour 2 and |A12 ∩ V (C)|l/2 and |A13 ∩ V (C)|l/2.
Property 2. If there exists an odd cycle Cq in colour 2, then there exists a cycle C =Cl in this colour such that either
|A12 ∩ V (C)|l/2 and |A23 ∩ V (C)| = min{l/2, |A23|}
or
〈A12〉 is in the colour 1 and |A12 ∩ V (C)|l/2 and |A23 ∩ V (C)|l/2.
Property 3. If there exists an odd cycle Cq in colour 3, then there exists a cycle C =Cl in this colour such that either
|A13 ∩ V (C)|l/2 and |A23 ∩ V (C)| = min{l/2, |A23|}
or
|A23 ∩ V (C)|l/2 and |A13 ∩ V (C)| = min{l/2, |A13|}.
We study these properties for G.
Let |A13| = a and |A23| = b.
Suppose that there exists a cycle C =Cq in a colour 1. Then there is an edge e1 of the colour 1 in the subgraph 〈A12〉
or in the subgraph 〈A13〉. If al/2 then we can create a cycle Cl of colour 1 containing the edge e1 and at least
l/2 vertices from each of the sets A12, A13, and G has the Property 1. In the opposite case al/2 and the edge
e1 is contained in 〈A12〉.
Note that, if 〈A12〉 contains a path Pq ′ , q ′ l − 2a + 1 in the colour 1, then there exists a cycle C′ =Cl in the colour
1 containing all vertices of A13 and G has the Property 1.
Now, assume that 〈A12〉 does not contain any path Pq ′ , q ′ l − 2a + 1 in the colour 1. So al/2− 1. Thus l5,
else a contradiction to a1. Moreover, 〈A12〉 contains an edge e2 in the colour 2.
Now we deﬁne X as a subset of V (G), such that |X| = 2l and A13 ⊂ X.
Note that |V (G)−X| = 2(n− l)+ (j − 1)− 2 + 1, and by inductive hypothesis, G−X contains a monochromatic
F = Cn,j − Cl in a colour i. Evidently, i = 1.
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So G − X contains a cycle C′ = Cq in the colour i.
Suppose that there exists a graph F in the colour 3, then 〈A23〉 contains a cycle C′ =Cq in the colour 3. So |A23|q.
Let P be a set containing l−2a+1 consecutive vertices fromC′, and let U be a subset ofA23 −P such that |U |=a−1.
So we can create a cycle C∗ = Cl in the colour 3 containing all vertices of A13 ∪ P ∪ U . Moreover, we can ﬁnd a
cycle C∗∗ = Cl in the colour 2 containing the edge e2, with l/2 vertices from P ∪ U and l/2 vertices from A12.
Let V (C∗), V (C∗∗) ⊂ X. So, by inductive hypothesis, G−X contains F in the colour i=2 or i = 3, and we get Cn,j
in the colour i in G.
Suppose that it does not exist any F in the colour 3. Then there exists a graph F in the colour 2. If bl/2, then we
have a cycle C∗∗ =Cl in the colour 2 containing the edge e2 and at least l/2 vertices from each of the sets A12, A23.
Let V (C∗∗) ⊂ X. Thus A13 ∪ V (C∗∗) ⊂ X. By inductive hypothesis, G − X contains F in the colour 2, and we get
Cn,j in the colour 2 in G.
Thus, let bl/2 − 1.
We can assume that 〈A12〉 does not contain any path Pq ′ , q ′ l − 2b + 1 in the colour 2, else there exists a cycle
C∗∗ = Cl in the colour 2 containing all vertices of A23 and we get Cn,j in the colour 2 in G as above. Therefore, let
A23 ∪ A13 ⊂ X. Note that G − X does not contain any cycle Cq in colours 1, 2 and 3, a contradiction to the inductive
hypothesis.
By above discussion, we can assume that G has the Property 1. By symmetry, we can assume that G has the
Property 2. Similarly we can assume that G has the Property 3.
Let
S = {i ∈ {1, 2, 3} : there exists a cycle Cq of colour i in G}.
Evidently, |S|1.
Let X be a subset of V (G), such that |X| = 2l and 〈X〉 contains cycles Cl in each of the colours from S.
If there exists such set X, then, by inductive hypothesis, G − X contains a monochromatic Cn,j − Cl in a colour
from S, and we get the result.
If |S|2, then, by Properties 1–3, we have a subset X deﬁned above and we get the result.
Therefore, let us consider the case |S| = 3.
Hence |A13 ∪ A23|q l + 2.
We consider two subcases.
Case 1.1: Let |A13|, |A23|l/2 + 1.
Suppose that l5.
By Properties 1–3, we can create the set X, such that |X| = 2l, |A23 ∩ X| = l/2, |A13 ∩ X| = l/2, |A12 ∩
X|= l−1. Namely, without loss of generality we consider a monochromatic and two-chromatic graph 〈A23〉. Suppose
that l = 3. Then we can create X, such that |X| = 6, A13 ∩ X = ∅, A12 ∩ X = ∅ and |A23 ∩ X| = l/2 = 2
if 〈A23〉 is monochromatic, and |A23 ∩ X| = l/2 + 1 = 3 in the opposite case. So we get the result for both
cases.
Case 1.2: Let |A13|l/2 + 1 and |A23| = bl/2.
By Properties 2–3, we can select a cycle C∗ = Cl in the colour 2 and a cycle C∗∗ = Cl in the colour 3, such that
|V (C∗) ∪ V (C∗∗)| = 2l − b if |A23|l/2 − 1, and |V (C∗) ∪ V (C∗∗)|2l − b + 1 if |A23| = l/2.
Note that there exists an edge e=uv of colour 1 incident to C∗ or to C∗∗, such that u, v ∈ A12 or u, v ∈ A13. Finally,
let X be the set containing u, v and V (C∗) ∪ V (C∗∗).
We get the result by inductive hypothesis.
Case 2: P(Kt ) = {A12, A13, . . . , A1m}.
If m = 2, then the result follows by Theorem 8. Let us assume that m3.
Without loss of generality we can assume that |A12| |A13| · · ·  |A1m|2. Evidently, |A12| l, else we can
recolour all edges of a colour i2 to the colour 2, and we get a global 2-colouring. So, we get the result by
Theorem 8.
Moreover, we can assume that |A1i | l for all i2. Suppose that m4 and there is a Cn,j −Cl in a colour i, i > 4.
Then t4(n − l). So by (8), we get a contradiction.
Therefore, we can assume that either
m = 3
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or
m4 and there is not any Cn,j − Cl in colours i, i > 4.
Let us deﬁne X, |X| = 2l + 1 as follows. If m4, then set |X ∩ A12| = l = |X ∩ A13| and |X ∩ A14| = 1.
If m = 3, then |A12|n + j/2 − 1.
Thus 〈A12〉 is notmonochromatic, elseweget the result. So, ifm=3, deﬁneX as follows: |X∩A12|=l+1, |X∩A13|=l
and let X contain the vertices of an edge of 〈A12〉 in the colour 1.
Note that 〈X〉 contains a Cl in the colour 1.
By inductive hypothesis, G − X contains a monochromatic subgraph Cn,j − Cl in colour i4.
If i = 1, then we get the result.
So let i = 2, 3 or 4 (if m4).
Case 2.1: Suppose that i = 2. Then |A12|n and 〈A12〉 is not monochromatic, else we get the result.
Note that |A13 ∪ · · · ∪ A1m|n + j − 2.
Evidently, by i = 2, we get C′ = Cq of the colour 2 in 〈A12〉.
If 〈A12〉 contains a C = Cl in the colour 2, then we can put the vertices of C to the set X deﬁned above and we get
the result by inductive hypothesis. Thus, we can assume that 〈A12〉 does not contain any Cl in the colour 2. So if Cn,j
contains 2Cl we get a contradiction and the result is done. By Proposition 2, the subgraph 〈A12〉 contains a C = Cl in
the colour 1.
Let us consider two subcases.
Case 2.1.1: Let |A13 ∪ · · · ∪ A1m|(n − l)/2. Let W = A12 − V (C). If 〈W 〉 contains (j − 1)K2 in the colour 1,
then we get Cn,j in this colour. Hence 〈W 〉 contains pK2 in the colour 1, where 1p<j − 1. Thus, 〈W 〉 contains a
Kq ′ in the colour 2, where q ′n− l − 2(j − 2). Evidently, q ′ < l, else we get a Cl in the colour 2, a contradiction. So
by (8), we get l > q ′ lj − l − 2(j − 2). Then l < 2 and we get a contradiction.
Case 2.1.2: Let |A13 ∪ · · · ∪A1m|(n− l)/2− 1. Thus |A12|n+ j − 1+(n+ l)/2. Therefore, the subgraph
induced by A12 − V (C′) contains a cycle C∗ = Cl in colour 1.
By Theorem 7, the subgraph induced by V (C′) ∪ V (C∗) contains cycles Cq of the colour 1 and 2 in 〈A12〉. Let C′′
be a cycle Cq in colour 1 contained in 〈V (C′) ∪ V (C∗)〉.
LetF ′=Cn,j −Cq . LetY be a subset ofV (G) containingV (C′)∪V (C∗) and such that |Y |2q, |Y ∩A12|=q+l+1.
Moreover, let |Y ∩ (A13 ∪ · · · ∪A1m)| = l if q > 2l, and |Y ∩ (A13 ∪ · · · ∪A1m)| = q − (l + 1) if q < 2l. By inductive
hypothesis, G−Y contains a monochromatic F ′ in a colour i′ . If i′ =1 we get the result. Evidently, G does not contain
F ′ in colour 2, so we have to consider i′ > 2.
If q > 2l, then
n − q + l |A13 ∪ · · · ∪ A1m|(n − l)/2 − 1
and q > (n+ l)/2+ l+1. Then, repeating the arguments of Case 2.1.1 forC′ instead of C, we get l > n−q−2(j −2),
a contradiction.
If q < 2l then
n − q + (q − l − 1) |A13 ∪ · · · ∪ A1m|(n − l)/2 − 1.
We get a contradiction.
Case 2.2: Suppose that 3 i4 and m4.
Case 2.2.1: Suppose that i=4. Then 〈A14〉 contains a subgraphCn,j −Cl in the colour 4. Therefore |A14|n− l+1.
So 2n + j − 23(n − l + 1). By (8), we get that j = 2 and n6 is even, else a contradiction. Moreover, note that
m = 4, else 2n + j − 23(n − l + 1) + l and by (8), we get a contradiction: nn − 3. So we have Cn,2 in the
colour 1.
Case 2.2.2: Suppose that i = 3. Then |A13|n. So |A12|n and j − 2 |A14| l. Suppose that 〈A12〉 contains a
subgraph (j − l)K2 in the colour 1. Then we can easily ﬁnd Cn,j in this colour. Therefore, let us consider the opposite
case.
Similarly we can assume that 〈A13〉 does not contain any subgraph (j − l)K2 in the colour 1.
Since jn/3 we have a subgraph Kq ′ in the colour 2 in 〈A12〉, where q ′n − 2(j − l) > l.
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Similarly we have Kq ′ of the colour 3 in 〈A13〉. Then we can take the vertices of cycles Cl in colours 2 and 3 to the
set X. Thus 〈X〉 contains Cl in the colours 1, 2 and 3.
The result follows by inductive hypothesis.
Case 2.3: Suppose that m = 3 and i = 3.
Then |A13|n. Evidently, 〈A12〉 and 〈A13〉 have edges in the colour 1. So, if j = 2, then we can create Cn,2 in
colour 1.
Let us assume that j3. Note that, if 〈A12〉 contains a subgraph jK2 in the colour 1, then we can ﬁnd Cn,j in this
colour. So we can assume that 〈A12〉 contains a maximum matching pK2 in the colour 1, where p<j . Similarly we
can assume that 〈A13〉 contains a maximum matching p′K2 in the colour 3, where p′ <j . Therefore, 〈A12〉 contains
Kq ′ in the colour 2 and 〈A13〉 contains Kq ′ in the colour 3, where q ′n − 2(j − 1)> l.
Thus, we can put the vertices of a cycle C =Cl of colour 2 and a cycle Cl of colour 3 to the set X. Moreover, we can
ﬁnd an edge e of the colour 1 in 〈A12〉 incident to C and we put the vertices of e to X. So the result follows by inductive
hypothesis. 
If G is a graph of order n isomorphic to a disjoint union of cycles with at least one even cycle, then we can show
only a lower bound for the 2-local Ramsey number. It follows from the result presented in Proposition 10.
Proposition 10. Let G be a graph of order n containing a spanning subgraph isomorphic to a disjoint union of j odd
cycles and t even cycles. Then
R2-loc(G)2n + j − 2 if j > 0
and
R2-loc(G)3n/2 − 1 if j = 0 and t1.
Proof. To prove the ﬁrst inequality, we consider the same partition of K2n+j−3 as in the beginning of the proof of
Theorem 9.
Thus R2-loc(G)2n + j − 2 if j > 0.
To prove the second inequality, we consider the following partition P(K3n/2−2) = {A12, A13, A23} such that
|A12| = n/2 − 1 = |A13|, |A23| = n/2.
Note that the cardinality of the union of each two subsets of the partition is at most n − 1. So we have not any
monochromatic G in this local 2-colouring. Thus R2-loc(G)3n/2 − 1, if j = 0 and t1. 
We conclude with the following open problem.
Problem 1. Let Cn,j,t be a graph of order n isomorphic to a disjoint union of j odd cycles and t even cycles. What
is the Ramsey number and the 2-local Ramsey number for Cn,j,t , where t1? Moreover, characterize Cn,j,t with
t1, j = 0 and R2-loc(Cn,j,t ) = 3n/2 − 1.
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