This paper focuses on the distributed architecture of the collaborative threedimensional user interface management system, Studierstube. The system allows multiple users to experience a shared 3D workspace populated by multiple applications using see-through head-mounted displays or other presentation media such as projection systems. Building large, ubiquitous, or mobile workspaces requires distribution of applications over several hosts in varying and dynamic configurations. The system design is based on a distributed shared scene graph that alleviates the application programmer from explicitly considering distribution and that avoids a separation of graphical and application data. The idea of unifying all system data in the scene graph is taken to its logical consequence by implementing application instances as nodes in the scene graph. Through the distributed shared scene graph mechanism, consistency of scene graph replicas and the contained application nodes is assured. Dynamic configuration management is based on application migration between participating hosts and a spatial model of locales allowing dynamic workgroup management. We describe a number of experimental workspaces that demonstrate the use of these configuration management techniques.
Introduction
Studierstube allows multiple users to experience a shared 3D workspace populated by multiple applications using a variety of presentation media such as see-through head-mounted displays or projection systems . In this work, we focus on the design of Studierstube's underlying distributed system (figure 1), which tries to accommodate the networking requirements of a virtual workspace . It manages a distributed shared scene graph that hides the details of networking from the application programmer. A key contribution is the unification of all application-specific graphical and nongraphical data in the scene graph through the implementation of application instances as nodes in the scene graph. Such application nodes are distributed through the same mechanism as conventional scene graph nodes. The distribution also enables application node migration, which allows dynamic workgroup management (such as late joining and load balancing). We introduce an extension to the locale concept (Barrus, Waters, & Anderson, 1995) to support the modeling of multi-application scenarios within complex virtual workspaces supporting multiple users and mobile computing for face-to-face as well as remote collaboration.
Related Work
Synchronous groupware and distributed virtual environments (DVEs) have much in common, but the technical approaches are very different: DVEs typically try to minimize communication costs at the expense of generality by specialized protocols and minimal sharing of application state (Singhal & Zyda, 1999) . In contrast to DVEs, synchronous groupware tries to share conventional 2D desktop applications, following a WYSIWIS ("what you see is what I see") (Stefik et al., 1987b) paradigm. Relaxed variants of WYSIWIS allow users to share individual windows and viewpoints (Stefik, Bobrow, Foster, Lanning, & Tatar, 1987a; Prakash & Shim, 1994; Isenhour, Begole, Heagy, & Shaffer, 1997) . Similarly, DVEs use concepts such as subjective views (Smith & Mariani, 1997) or privacy widgets (Butz, Beshers, & Feiner, 1998) .
Building collaboration-aware applications that have true multiuser interface elements should be only "slightly harder" than building conventional applications, or else application programmers will be reluctant to do so (Roseman & Greenberg, 1996) . In object-oriented frameworks, a feasible approach is therefore to provide components (widgets) that have built-in collaboration facilities, and can readily be (re)used by application programmers or even retrofitted to legacy applications (Begole, Rosson, & Shaffer, 1999) . Our framework offers similar possibilities through application nodes and multiuser 3D widgets.
In both DVE and groupware literature, there is a continued debate over centralized versus replicated architectures. Replication is often associated with better performance because processing can be performed locally at every host and is available immediately without going through a possibly congested network first. In fact, for real-time rendering, local availability of graphical models is compulsory. However, a pure replicated architecture makes it difficult to deal with nondeterministic and time-dependent application behavior, which causes replicated state to diverge. Some applications optimistically neglect this issue, whereas others impose object locking (Prakash & Shim, 1994) or floor control (Lauwers, Joseph, Lantz, & Romanow, 1990) schemes. Regardless of mechanism, the price for consistency is paid by some additional network load and latency. Therefore, the key to a successful implementation lies in choosing the right tradeoffs for the given application, and the most promising schemes are often hybrids, such as those by Funkhouser (1995) , Graham, Vrnes, and Nejabi (1996) , and Patterson, Day, and Kucan (1996) and also the architecture presented in this paper.
Besides static workgroup topology, some research also considers dynamic changes to the workgroup and client migration (Bharat & Cardelli, 1995; Chung & Dewan, 1996) , in particular accommodation of latecomers that need to be updated on the current state of the session. Two competing solutions are replaying all previous events to the newcomer versus transmitting a current image of application state. Because the history of previous events can become arbitrarily large despite potential for compression (Chung, Jeffay, & AbdelWahab, 1993) , recent work favors the image copy approach (Tramberend, 1999) . This is partly due to novel architectures that make it easy to marshal complex runtime structures (Begole, Struble, Shaffer, & Smith, 1997) , and is also the foundation for our application migration facility. It should be noted, however, that this kind of migration in a constrained runtime environment is not comparable to full operating system level process migration.
Finally, several projects on collaborative user interfaces inspired our work. SharedSpace (Billinghurst & Kato, 1999) features collaborative augmented reality but is limited by its lack of an underlying distributed system. CRYSTAL introduces multitasking to virtual environments (Tsao & Lumsden, 1997) . The closest relative to our approach is EMMIE (Butz, Höllerer, Feiner, MacIntyre, & Beshers, 1999) , which provides a similar platform, but does not include dedicated application management. Other prominent collaborative user interfaces, such as mediaBlocks (Ullmer, Ishii, & Glas, 1998) or multi-computer interaction (Rekimoto, 1997; Rekimoto & Saitoh, 1999) anticipate many of our goals, but do not incorporate stereoscopic 3D graphics.
Distributed System Architecture
Several recent DVE research projects-DIVE (Frécon & Stenius, 1998) , Repo-3D (MacIntyre & Feiner, 1998) , Avango (Tramberend, 1999) , SGAB (Zeleznik, Holden, Capps, Abrams, & Miller, 2000) simplify development by unifying graphical and nongraphical application state into a single data structure transparently shared over the network: a distributed shared scene graph. Distribution is performed implicitly through a mechanism that keeps multiple local replicas of a scene graph synchronized without exposing this process to the application programmer or user. (See figure 2b.) Our own implementation of this concept, Distributed Open Inventor (DIV) (Hesina, Schmalstieg, Fuhrmann, & Purgathofer, 1999 ) is based on the popular Open Inventor (OIV) toolkit (Strauss & Carey, 1992) and propagates scene graph changes using reliable multicast.
Extensions in Studierstube are created through OIV subclassing and can be loaded and registered with the system on the fly. Using this mechanism, we can take the scene graph-based approach that avoids a dual database (graphical plus application data) to its logical consequence by embedding applications as nodes in the scene graph. Applications in Studierstube are written as new application classes that derive from a base application node, and multiple instances of application objects can be present in the scene graph simultaneously for multitasking.
Moreover, a new application node will be added to all replicas of a scene graph and will therefore be distributed. With the application node, all data contained in attributes will be replicated-a scene subgraph of graphical objects, but also attributes that are not visible objects but represent other application data. Nongraphical attributes are simply added as additional "fields" of the application node that do not directly contribute to rendering. We have found this unified treatment of graphical and nongraphical data to drastically simplify application development. Application-specific computations, typically callbacks triggered by events created through user input, need not be repeated at every host. Instead, for every application instance, a master host is determined that is responsible for performing all execution of application code. The updates to the application state resulting from these computations are then replicated in the slaves' replicas of the application instance. Using this scheme, application-specific computation is distributed over the workgroup. At the same time, the master host can be determined for every application instance separately. Coarse-grained parallelism is introduced by distributing the master responsibilities over the hosts.
Event Processing
Most distributed architectures assume a symmetric remote collaboration situation in which one user is equivalent to one host with designated input and output facilities, and network bandwidth is uniformly scarce. A virtual work environment composed of a number of heterogeneous compute nodes and input and output devices is generally not symmetric in that one user operates one host with locally available periphery. For example, a head-tracking system for multiple users will interface to only one host, but must deliver its data to all users over the network. In Studierstube, we have implemented transparent sharing of both input and output data, which makes the system very flexible in terms of where application specific computation can take place. This feature is a prerequisite to the application migration detailed in section 5.
The raw user input data-usually through tracked props-is translated into 3D events. Nodes in the scene graph express interest in events through registering callbacks with the system, which are triggered as events and cascaded into the scene graph by the runtime system and consumed by nodes as appropriate. Application nodes receive events just like any other node. An application is a special group node that manages an application-specific subgraph. Many of the nodes contained in this application-specific subgraph are eventaware widgets that autonomously respond to user input.
The application node itself is mostly responsible for higher-level management of the contained scene graph.
Only the master copy of a replicated application instance performs application-specific computation by registering event callbacks with the runtime system. This rule applies to the application's subgraph. If an event occurs, only the master copy of an application instance will react to it directly. Slave copies receive their updates through network messages that are automatically created when a node's state changes.
Widgets also deal with concurrent user input: input from multiple users is available at any host, and the application needs to consider appropriate multiuser behavior. To ease development, the 3D widget nodes available in Studierstube's interaction library have reasonable default behavior, such as per-widget locking. Other behaviors may be more specific;-for example, a color selector may store one selected color per user. This does not even imply relaxed consistency, as the states for all users can be stored separately in the widget. Local variations will be produced only in the final rendering depending on which user the rendering is intended for. In general, such multiuser behavior will be encapsulated within the widget, so an application programmer need not be concerned with it.
Migration
A workgroup of hosts executing a collaborative session should be able to accommodate changes to its configuration, such as to provide the current state of applications to latecomers. For more complex scenarios such as mobile augmented reality, ubiquitous computing, and large or remote shared workspaces, whole sets of applications need to be managed through appropriate forms of migration:
• Activation migration is a simple procedure to change an application instance's master from one host to another similar to (Bal, Kaashoek, & Tanenbaum, 1990 ). The master application node and its contained subgraph recursively "deregister" their event callbacks at the old master host and register callbacks at the new master host. The hosts swap roles in a way that is transparent to other hosts, the user, and even the application itself. A possible application for this lightweight procedure is load balancing ).
• Application migration requires that a running application instance moves from one host to another, while user interface and internal state are kept intact. This requires complete transportation of the live application to a remote host. Because all application state is encoded in the scene graph, marshalling an arbitrary application into a memory buffer becomes a standard operation of OIV (SoWriteAction). The application's complete live stateboth graphical and internal-is captured in a buffer and can be transmitted over the network to the target host (using a reliable TCP connection), where it is demarshalled (SoDB::readAll) and added to the local scene graph so it can resume operation. Next, the application's binary object module is loaded at the destination, and callbacks from scene graph objects are adjusted.
Migration Through Tangible Application Objects
The migration capabilities make it easy to place application instances anywhere in a virtual workspace spanning a larger area, and they lend themselves to ubiquitous computing where information is always available through a variety of user interfaces. However, management of application instances themselves through menus or other traditional user interface techniques is cumbersome and not appropriate for the type of user experience we are aiming for. We have therefore chosen to use a tangible interaction metaphor similar to the one proposed by Kato, Billinghurst, Poupyrev, Imamoto, & Tachibana, (2000) to manipulate application instances: application instances are bound to physical marker objects, and these tangible application objects move along as the markers are moved. In Kato et al. (2000) , the bound virtual objects were passive 3D models, and interaction was limited to simple proximity operations of markers. These restrictions were partly due to the use of only a single type of display (video see-through, head-mounted display), and a lack of an underlying distributed system.
For our approach, we use the optical tracking library ARToolKit to display the 3D graphics of a Studierstube application instance above the flat marker, which thereby becomes the physical basement of the application object. The marker, a passive and inexpensive object, allows direct tangible arrangement of the applications. Given a location where a marker is placed, application graphics are shown at any nearby display, and the application instance is migrated to the corresponding local host within the distributed system. This strategy can be described as the 3D equivalent of mediaBlocks (Ullmer et al., 1998) . In contrast to Kato et al. (2000) , we can use the information where application instances are located to use any absolute spatial input device for interaction.
Locales
Our applications deal with very different scenarios ranging from large virtual workspaces that are operated by several hosts to mobile and location-based applications and collaboration between disjoint workspaces. We found that most of these situations deal with the relationship between the location of the workspace and a set of application objects contained in the workspace. We implemented a locale concept inspired by Barrus et al. (1995) to explicitly model the relationship between locations and applications. In section 6, we demonstrate several experiments that show how such a concept simplifies the management of several applications.
We define a locale as an independent coordinate system that is used to group application objects based on geometric or semantic properties. A locale defines a pose (position and orientation) for each contained application object-more precisely, the root of the application object's scene graph. There is no global coordinate system for application objects; every application object's pose is meaningful only with respect to a specific locale. Locales themselves are defined with respect to a global coordinate system. In a more formal way, we define a locale as a set (M) of objects (o) and a function (f ) that maps each object to a pose represented by a transformation matrix (t):
Unlike Barrus et al. (1995) , we allow an object to be a member of several locales at the same time. Any object that is a member of two locales already defines a relative transformation between the two locales. If the object o is a member of the two locales
If there is more than one object common to both locales, we can define a relative transformation for each of them. We allow an application object to be a member of several locales even if its global pose (taking into account the relative pose of the application object in each locale, and the absolute pose of the locales) is inconsistent. Such a configuration is not meaningful in most cases in which two locales overlap in the same physical space and share an absolute input device (tracking system). In these cases, an application pose is configured to be coordinated across locales. However, in remote collaboration situations, a more relaxed pose control can be useful.
The implementation of locales is straightforward by mapping this logical structure to the scene graph. For every locale that a Studierstube client subscribes, a special locale group node with a transformation reflecting the locale's pose is created. Application objects are inserted below the locale node based on locale membership, again with a pose transformation applied relative to the locale. Both application objects and locales themselves can be stationary or tracked. Tracked locales allow dynamically changing relationships among locales.
Managing Applications with Locales
Within the distributed system, we use locales to organize applications into sets. Each client subscribes an arbitrary collection of locales and replicates all applications that are members of these locales. Because an application may be a member of several locales at the same time, there are two situations when an application is shared between two hosts:
• Two clients use the same locale. In this case, they share all applications of that locale. As clients sharing a locale will usually be physically close (and on the same network segment), their sharing of input data can be implemented efficiently. This variation is demonstrated in subsection 6.1.
• Two clients use two different locales containing the same application. The application can have different positions in each locale but is still shared between the two clients. This allows remote collaboration between disjoined workspaces. A demonstration of this situation is described in subsection 6.4.
Information on the status of individual hosts, clients, locales, and so on is kept by a central session manager. Any Studierstube client notifies the session manager about the locales it is working with, the applications it runs, and the users it knows about. The session manager keeps track of the relationship between locales, applications, and users. It notifies other Studierstube clients about any changes in the configuration, updates newcomers of the current status, and performs cleanup operations after a client disconnects disgracefully. The session manager is not involved in propagating any input events or updates to the actual application; this is exclusively done with fast peer-to-peer multicast networking among the clients. Instead, its purpose is to coordinate the clients in performing the following bookkeeping operations.
• Join a locale: A client has to notify the session manager of all locales it is working with. This is necessary for it to be updated by any changes to the set of applications contained in the locale.
• Leave a locale: Again a client also has to notify the session manager if it is not interested in a locale anymore. In this case, applications contained in the locale will not be shared anymore with the departing client.
• Start an application: This tells the session manager that a certain application is loaded and started in a certain locale. All clients that use the same locale will be notified of the new application and start running it as well by becoming slaves for this application via application migration (as described in section 5). The starting client becomes the master for this application.
• Stop an application: This notifies the session manager that a certain application is stopped and unloaded. The server notifies all clients that are using locales in which the application appears of the event, and all clients unload the application as well.
• Share an application: In this case, an already existing application instance is also added to another locale. Any clients that use this locale will share the application as well.
Figure 3. These images show the views of two mobile users collaborating in a public locale. The main images are recorded from user 1, whereas insets in the bottom right corner show the view of user 2. These images are just a demonstration of the perceived effect. They were not recorded in the same session. (a) User 1 inspects a private application. (b) The private application is moved to the public locale rendered as a wire frame cube. (c) The application becomes public and is also perceived by user 2. (d) As the application is moved out of the public locale, it disappears again in the second display.
We impose some restrictions on the way a client may work with locales. Firstly, if a client joins a locale it shares all applications that are members of this locale. This allows us to use locales to control which clients share which applications. Secondly, a client can execute only one instance of a shared application. That is, the client must not join two locales that each contain the same application. This restriction guarantees that a single application and its content will not appear in two different places to a single user if its poses in two different locales do not correspond to the relative transformation between these locales. (See subsection 5.2.)
Demonstrations

Mobile Collaborative Augmented Reality
In Reitmayr and Schmalstieg (2001), we describe initial experiments for a shared space experience involving a user wearing a mobile AR kit. In this initial demonstration, the mobile user could enter a stationary Studierstube environment and collaborate with a user of the stationary AR setup in a predetermined location only by on-demand replication of the stationary user's application instance(s). This demonstration made only limited use of the locale concept. Since then, we have developed an extended locale concept as described in subsection 5.2. In terms of the preceding concepts, the two users in Reitmayr and Schmalstieg (2001) used independent locales, which were locked in place to enable collaboration.
Since then, we have used the management tools for tangible application objects, locales, and migration to provide a more complete user experience of mobile collaborative augmented reality: two users wearing mobile AR kits equipped with wireless networking can meet in an arbitrary place and connect. Each user has an individual private locale populated with application instances that are not visible to the other user. By placing a special marker, a locale representing a public shared space for both users is created. Moreover, both users join that public locale to establish a shared space that is visible to both. Users can move application instances from their private locales to the public one and vice versa by moving the application's marker objects to and from the vicinity of the public locale marker. (See figure 3.) Mov- ing an application instance into the public locale makes it visible/interactive for the other user. Tracking is performed using helmet-mounted as well as overhead cameras. If an application instance is bound to a particular marker and this marker is first sighted by one of the cameras, it will request a copy of the corresponding application instance through migration.
As described before, application instances are arranged in the scene graph in one of two locale nodes and moved between the locales according to the users' actions. Only the content of the public locale is shared, as both users join this locale. If an application is moved from private to public by the first user (figure 4a), it migrates (is copied) to the second user (figure 4b), but the master property is kept at the first user. However, if the application is subsequently moved to the private locale of the second user (figure 4c), activation migration to the second user (and removal from the first user's client) is performed.
On a side note, an interesting alternative for a private locale is using a body-stabilized locale in which applications are not mapped to marker objects but rather move along with a roaming user. In this case, the locale is not only solely used by one user but configured to be tracked relative to the user.
Scalable Panorama Display
A recent trend in visualization is the construction of tiled displays from inexpensive projectors driven by clustered PC workstations (Pavlakos et al., 2001 ). Although we have not yet implemented seamless tiling and genlocked rendering for a fully integrated display wall, a Studierstube cluster can at least work as a scalable panorama display using conventional displays placed side by side or in arbitrary configurations. Each display provides a window into a portion of the virtual workspace by depicting the content of a locale associated with that subvolume. Overhead cameras pick up how users move markers in the workspace and make the corresponding application instances move accordingly. (See figure 5.) Because each host/display combination uses a locale with a finite extent, it need not know about the content of other locales. Hence, as long as application instances remain stationary, there is no need to communicate with other hosts about the interaction regarding application instances contained in the locale, thus preserving network bandwidth and improving scalability through exploiting locality ( figure 6a ). An application instance need be shared only if it spans multiple locales because it happens to lie on the border (figure 6b) or is very large. If the application is moved from one locale to another, it will migrate from display host to display host. As soon as it leaves a locale completely, it will be removed from that host (figure 6c).
Using the tangible marker objects, the panorama setup can accommodate interaction in the style of Rekimoto's "multicomputer drag and drop" operations (1997). A user can move an application instance across the workspace, and the corresponding application will migrate from locale to locale, thus preserving the principle of locality.
Portable Window
Rather than moving application instances across display boundaries, the system can also support the inverse operation of supporting portable-tracked-displays that provide a head-mounted or handheld window into the workspace, comparable to Fitzmaurice (1993) . Locality can be exploited by displaying only the content of a finite space around the tracked display. In our demonstration, we have chosen to position separate spatially limited locales in a similar arrangement to the panorama display just described. The portable display renders the content of the locale closest to the display's tracked position. When the portable display enters a locale, the application instances migrate (are copied) to the entering display. (See figure 7 .) The source of this migration operation is either a pre-existing host holding the master copies of the applications (note that, in this case, the source host and the portable host will be sharing the locale), or a persistent storage server if no actively participating host is available. (See subsection 6.5.)
Note that unlike as in Fitzmaurice (1993) , Butz et al. (1999) , or Rekimoto and Saitoh (1999) , the separation of the workspace into locales allows us to break with a globally continuous representation of space at will. For example, we have implemented a "pack-and-go" feature that allows the locale to be bound to the portable display and take the locale's content away. (See figure 8.) "Pack-and-go" is accomplished by creating a new display-stabilized locale and moving the application instances into this locale. If another stationary host is subscribed to the initial locale, it can either discard the application instances or retain copies. In the latter case, the application instances will be present in two different locales, leading to the next example of remote collaboration (subsection 6.4), albeit over a rather small distance.
Remote Collaboration
For collaboration at a distance, be it in geographically separated sites or in larger rooms with multiple nonadjacent displays, an application instance can be represented in multiple disjoint locales simultaneously. Note that the selection of application instances and their overall layout within the locale can be determined for each locale independently because the application's position is defined independently for each containing locale.
Although there is no physically shared space, the replication of the application instance's scene graph implies that the state of the application instance copies in each locale is shared: changes made to one copy will be reflected by all other copies. However, sharing of input data is useful only in a joint reference coordinate system, which is given by a particular locale. As hosts sharing a locale will usually by physically close (and on the same network segment), their sharing of input data can be implemented efficiently. For each application instance, we can partition the set of subscribed hosts according to the locale to which each host is subscribed to. Then, input data is only shared within these subsets to again exploit locality.
Subscribers of the locale, among which the master property of the application instance is held, can actively change the application, whereas subscribers of the other locale are passive observers. However, active and passive roles can easily be changed by activation migration, for example with a simple "click-to-activate" strategy using a pointing device.
When application instances are bound to marker objects, an existing application can be copied onto another marker object, which can then be used in a different locale for remote collaboration on the shared application instance. (See figure 9.) 
Persistent Storage
Using the migration tools referred to throughout this paper, application instances can easily be made persistent. We distinguish two forms of persistency: live and dormant. Live persistency means that the application instance continues to be executed by a host. The applica- tion does not receive interactive input but is allowed to advance (for example, to continue graphical animations and bookkeeping tasks). This form of persistency can easily be implemented by a host serving a special locale not visualized on any display. Dormant persistency means that the application is serialized as if it were to migrate to another host but is rather written to a file for later retrieval. This form of persistency can be trivially implemented with a standard shared file system.
Retrieval of persistent application instances is easy as long as they are bound to unique markers: a user simply needs to retrieve the right marker and show it to one of the sensor cameras associated with a particular display. (See figure 10.) Using a session manager facility that stores a directory of all application instances, the system can distinguish between dormant application instances that need to be retrieved from physical storage and instantiated, and application instances simply not present in the current locale. The latter are present in another locale (or possibly the special persistency locale) and can be retrieved through migration alone.
Performance
To assess the performance of the distributed scene graph implementation, we measured application migration and activation migration of applications of different size. The experiments where conducted in our lab on three desktop workstations with 1 GHz to 1.4 GHz CPUs connected via a 100 MBit LAN. We measured the time it takes an application to migrate to a newcomer client (application migration latency, see table 1). This is a function of the size of the application's scene graph. Note that our application file sizes are typically well below 100 KB, and thus migration times are below 50 ms. Activation migration latency is independent of the application scene graph size and was found to be below the clock accuracy of 10 ms.
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Conclusions and Future Work
We have presented a distributed virtual workspace that is capable of handling multiple users and applications. It is based on a distributed shared scene graph. Applications are embedded as application nodes in the scene graph and thus implicitly distributed using a hybrid distribution scheme. Applications can be moved between hosts using lightweight activation migration or by streaming serialized scene graphs. We have shown how to use these tools for workgroup management, ad hoc collaboration, clustered rendering, and ubiquitous computing.
We find that the most important enhancement of our system through the addition of application nodes and associated migration tools is the ability to execute complex and experimental distributed user interfaces in a heterogeneous distributed system with little effort. PC workstations are very powerful commodity items, but, unlike high-end system such as an SGI Onyx2, they are usually not very scalable. With our approach, we can cater for new system requirements (such as to support more users or displays) through the addition of a new This table gives average migration times for different application sizes. The network data size gives the amount of marshalled and compressed application data in bytes that are transmitted. These amounts of data correspond to the given approximate OIV text file sizes of the applications' scene graphs.
workstation that seamlessly fits into the already existing pool. Although we do not claim unbound scalability, we found our system design very useful for the small group collaboration we are investigating. Future work will unify and extend the service components of our system (session manager, persistent storage, and device servers) into a central knowledge facility used as a ubiquitous computing server throughout the environment. The far-term goal is to develop a universal service layer for accessing location-based 3D content.
