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Abstract
This paper proposes a novel algorithna for Boolean―funct on rninilnization. The algorithm
is used for obtaining cOFect ansMrers in the 10gic circuit design training softttrare  ln such CAI
applicatiOns,the number Of logic variables is lilnitted to the one equale to or less than 5,on the
other hand, the processing tilne is required to be less than a fe、、テ seconds  ln the prOposed
method,the temary Kamaugh map isintrOduced  The minilnizing process is as foHo、、アs; l a■
ofthe teHns obtainable frOm the given Boolean―function are rnade in the ternav Kamaugh rnap,
2_ redundant terms are deleted  The prOposed method is cOmpared to the traditiOnal Quine―
卜11cCluskey method  lt is fOund that the prOcessing tirne can be reduced t0 1/3 ofthe one by the
Quine―ふIcCluskey method
1。 ま え が き
本研究は,論理回路設計演習用CAIソフト開
発の一環として行われたもので,このCAIソフ
トに用いる新しいブール関数簡単化アルゴリズ
ムを提案するものである。
ブール関数の簡単化については, ブール代数
の法貝」を用いる方法やカルノー図を用いる方法
がよく知られている1>0。これらは,人間の記号
処理能力,図形処理能力を利用する方法で,い
わば大手による方法ということができる。一方 ,
コンピュータを用いる簡単化の方法も, クワイ
ンーマクラスキの方法をはじめ種々研究されて
いるがつ'9,これらは,主に,論理変数の多い大
規模な論理回路の自動設計を目的として行われ
ているようである。
ところで,論理回路設計演習に用いるCAIソ
フトを作成しようとすると, コンピュータを用
いるブール関数簡単化の必要性が生ずる。ブー
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ル関数簡単化の演習問題において,正解か否か
を自動的に判定するためである。このCAI応用
においては,論理変数の個数は,2～5個に限定
されるが,簡単化に要する時間が,人間の解答
待ち時間の心理的限界とされる数秒以内が望ま
れる。また,使用するコンピュータは安価なパ
ソコンが想定され,演算速度が限定される。従
来のクフインーマクラスキ法に基づいてプログ
ラム作成を行った結果では,上記条件が満足さ
れないことが明らかとなり6),ょり処理時間の
短いアルゴリズムの開発が期待されている。
本論文で提案する方法では,まず, ブール関
数の表現に,論理変数の値が3値をとるカル
ノー図を導入するの。本図により,記号数の一定
しない項より成る任意のブール関数を系統的に
表現することが可能となる。提案するアルゴリ
ズムの特徴は次の2点に要約される。① 与式
より生じ得るすべての項を,3値カルノー図に
一挙に作成し,次いで,冗長な項を種類ごとに
順次削除していく,②非必須な項の最適な組
み合わせ (最小被覆という)を項の連鎖をたど
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ることにより求める。なお,本論文では第1段
階として,禁止なしの場合について論じている。
本論文で提案したアルゴリズムに従ってプログ
ラム作成を行い, クワインーマクラスキ法と比
較を行った。その結果,提案したアルゴソズム
によれば,処理時間がクフインーマクラスキ法
による場合の1/3に短縮できることが切らかと
なった。
2.3値カルノー図とその性質
2.1 3値カルノー図の導入
コンピュータのプログラム上では,P変数の
カルノー図はP次元の配列で表わすことがで
きる。このP次元配列を,【(4,且…・,N),あ
るい|ま, 単Vこ′【と表わすことVこする。 ここで,
4,ユー・,Nは,論理変数を表わしており,い
ずれも,0か1の値をとる。カルノー図のセル,
すなわち,最小区画は,酉己列要素κ(ノ生,島…・,
N)で表わされる。このセルはブール関数の最
小項に対応するので, カルノー図はブール関数
を最小項の和で表わすのに適しているというこ
とができる。しかし,最小項だけでなく,変数
記号 (リテラル)の個数の異なる任意の項より
なる関数をコンピュータで扱おうとすると, カ
ルノー図の表現では困難となる。
この問題に対して,本論文では,3値カルノー
図を提案する。これは,通常の2値のカルノー
図を拡張して,論理変数が0,1,2の3値をとる
ようにしたものである。3値の論理値は変数を
ズ とすると,論理値 0はズ,1はχ,2はヌー
ル (記号がないこと)に対応づける。Xのヌー
ルを為 で表わす。このように3値カルノー図
のセルは,最小項に限らず変数記号の個数が任
意の項を表わすことができる。従って,P変数
3値カルノー図は,P変数で作 り得 る任意の
ブール関数を表現することができる。図1に3
値カルノー図の3変数の場合のセルと項の対応
を示している。本図において,Tはすべての記
号のヌールを表わしている。これは恒等的 1に
等しい。また,図2に,3値カルノー図を用いた
ブール関数の表現例を示している。P変数3値
カルノー図はP次元配列で表わすことができ
る。このP次元配列を, y(4,島…・ N),あ
るいは,単に [/‐と表わすことにする。
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図1 3値カルノー図のセルと最小項の対応 (3変数の場合)
4 4″ 4 4 4″
σ て,(テ (,C%
ズ=五Bθtt Bじ十五
図2 3値カルノー図を用いたブール関数の表現例
?
?
(ブ
2
4(ブ
4BC
4BC
_4σ
_4Bσ
4β(デ
(デ
π
B(ブ
4C
4BC
4BC
AC
ッ4BC
4BC
C
BC
】て
'
?
ッ4B
4B
4
AB
4B
T
B
?
(テ″ Cη
新しいブール関数簡単化アルゴリズム
2.2 用語の定義と3値カルノー図の性質
以下の論述に用いる用語の定義 と3値カル
ノー図の性質について述べる。なお,単にカル
ノー図というときは,通常の2値のカルノー図
を指すことにする。
[定義1]吸収項,被吸収頂
ある2つの頂,ズ1,ズ2があって,ズ1に含ま
れる最小項がすべて,/2にも含まれていると
き,「χlはズ2の被吸収項である」,あるいは,
「χ2はズ1の吸収項である」という。
[性質1]吸収項の判別 1
3値カルノー図上の2つの項,ズ1,/2にお
いて,ズ2の変数の値が2となる変数以外の変
数の値が,/1とχ2ですべて等しいとき,ズ2
はズ1の吸収項となる。
[例1]吸収項の判別 1の例
3変数の例を示す。/1=4見/2=4Bとす
ると,ズ1=スBCは単一の最小項であり,一方 ,
ズ2=A“+4BCとなるので,/21ま/1の吸
収項である。このズ1,ズ2を3値カルノー図を
用いて表わすと次のようになる。
ズ1=4BC=y(1,0,1)
ズ2=4B =y(1,0,2)
ズ2の3番目の変数の値が2であるので3番目
の変数は除くと,他の2つの変数の値がχlと
/2で一致するので,/2は/1の吸収項である
と半」定できる。
性質 1を一般化すると,次の性質 2が得られ
る。
[性質2]吸収項の判別 2
3値カルノー図上の一つの項を,一般に,y
(■,身…・,N)と表わす。この項を被吸収頂と
する吸収項は, y(■,R…・,N)のP個の変
数を,1～P個の2で置き換えて得られる。ただ
し,置き換えて得られた変数の組が元の変数の
組と同じになるものは除く。
[例2]吸収項の判別 2の例
3変数の例を示す。被吸収項を y(■,身て
')と表わす。これに対する吸収項は次のようにな
る。
」(4,且2),y(■,2,C),y(2,RC),y(4,
2,2),y(2,B,2),y(2,2,C),こ′(2, )
ただし,これらの項の中で,2と記述された位置
に対応するA,B,Cの値が同じく2となるとき
は除外する。
なお,性質 2において生ずる吸収頂の数は,変
数の数をPとすると,2'-1個となる。
[性質3]吸収項の判別 3
カルノー図∠ 上の一つの項を,一般に,κ
(■,ユ…・,N)と表わす。この頂を被吸収頂と
する3値カル ノー図上の吸収項は,y(ノ生ゥ且
―・,N)のP個の変数を,1～P個の2で置 き
換えて得られる。
2値のカルノー図上の項が被吸収項の場合
は,変数の値は0か1だ″ナで2となることがな
いので,性質 2の場合についた但し書きは必要
なくなる。
なお,性質 3において生ずる吸収項の数は,性
質 2の場合と同様 2'-1個となる。
[定義2]必須項
あるブール関数において,その関数に含まれ
る一つの項 ズ を除いた関数の真理値表がズ を
除く前の関数と異なるとき,項ズ を必須項とい
う。
[定義3]連結項,連結点
2つの項 ズ1,ズ2があって,同一の最小頂を
含むとき,「ズ1と/2は連結している」という。
また,「ズ1はズ2の連結項である」,あるいは,
「ズ2はズ1の連結項である」という。また,ズ1
と/2の共通の最小項を連結点という。
[性質4]連結頂の判別
3値カルノー図上の2つの項,ズ1,/2にお
いて,論理値 2をとる変数以外の変数の値が,
ズ1,ズ2ですべて一致するとき,2つの項は連
結していると判定できる。
[例4]連結項の判別例
4変数の例を示す。/1=AB2ズ2=ACつと
すると, /1=AB(,D+4BCa/2=AECD+
4】('Dとなるので,/1とズ2は同一の最小頂
3
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4】て,Dを含む。従って,ズ1と/2は連結して
いる。このズ1,ズ2を3値カルノー図を用いて
表わすと次のようになる。
/1=4BD=y(1,1,2,0)
/2=ACD=y(1,2,1,0)
論理値 2をとる変数以外の変数,すなわち,1番
目と4番目の変数の値が,ズ1,/2で一致して
いるので,2つの項は連結していると判定でき
る。
[定義4]連鎖
連結し合っている一連の項を連要という。た
だし,連蟹には被吸収項や必須項は含まれてい
ないとする。
図3に,連鎖の例を示している。ただし,2値
のカルノー図で表現している。
[定義5]端末項
連鋲に含まれている頂の中で,必須項と連結
している項を端末項という。
[定義6] 分岐項,分岐点
連傑に含まれている項の中で,3個以上の連
結項を持つ項を分岐項という。また,分岐項と
それに連結する項の連結点を分岐点という。
[定義7]単連鎖
端末項か分岐項を両端だけに持つ連要を単連
鎖という。
[定義8]閉連鎖
端末項も分ll支項も持たない連蟹,すなわち,単
一のループをなす連要を閉連要という。
図4に,閉連鎖の例を示している。ただし,2
値のカルノー図で表現している。
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図3 連鎖の例 (2値カルノー図で表現)
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図4 閉連鎖の例 (2値カルノー図で表現)
単連鎖と閉連鋲に関して以下の性質が成 り立
[性質 5]
単連鎖を構成する項の記号数はすべて等し
い。ただし,端末項と分岐項は除く。
[性質 6]
単連鎖から得られるカルノー図をκ3とする
と,単連蟹を構成する項は次々に連結し合って,
κ3を2重に被覆する。ただし,端末項の必須項
と重なる部分,および,分岐点は1重となる。
[性質 7]
単連鎖を構成する項は,互いに連結すること
のない項で構成されるグループに2つに分ける
ことができる。
[性質 8]
閉連鉄を構成する頂の記号数はすべて等し
[性質9]       ｀
閉連鎖を構成する項の個数は偶数となる。
3.簡単化アルゴリズム
本論文では,禁止 (don't care)は考慮しない
こととする。また,論理変数の数は5以下とす
る。また,簡単の意味は, ブール関数を積和標
準形に表わしたとき,頂数が少ないこと,項数
が同じときは項の記号数が少ないことをいうこ
ととする。
本論文で提案するブール関数簡単化の方法
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は,まず,与えられたブール関数から生じ得る
すべての項を3値カルノー図に作成し,次いで,
冗長な項を項の種類ごとに順次削除していくと
いう手順をとる。この手順は次のように定式化
できる。ただし,簡単化の対象となるブール関
数はカルノー図′で1の形で与えられるとする。
また,解は3値カルノー図 」の形で得るとす
る。
[アルゴリズム1]簡単化アルゴリズム
ステップ1-1 カルノー図Klより生ずるすべ
ての項を求め3値カルノー図 yに記入する。
ステップ1-2〔ノrょり被吸収項を削除する。
ステップ13 yょり非必須項を求め,非必須
項登録表に登録する。
ステップ1-4 非必須項登録表よリー つの連鋲
をとり出す。
ステップ15連鎖か ら得 られ るカル ノー図
/て2の最小被覆を求め,最小被覆に寄与しない
項を yから削除する。
ステップト6 ステップ14,ステップ15の操
作を非必須項登録表に連鎖がなくなるまでくり
返す。
〔アに残った項が解となる。
アルゴリズム1の各ステップをより詳細に記
述すると以下のようになる。
ステップ1-1のカルノー図より生ずるすべて
の項を求める処理は,次のように定式化できる。
[アルゴリズム2]すべての項の算出
ステップ2-1 3値カルノー図 」の各頂をすべ
て 1にする。
ステップ22 カルノー図Xlから出力が0と
なる頂を1つとる。
ステップ23 この項を被吸収頂 とする3値カ
ルノ 図ー 〔ア上の吸収項をすべて削除する。吸収
項の識別には性質 3を適用する。
ステップ2-4 ステップ2-2,ステップ2-3の操
作を,カルノー図κlの出力が 0となるすべて
の項についてくり返す。
3値カル ノー図 y上の1で残った項 が カル
ノー図rlより生ずるすべての項となる。
上記のステップ23において,3値カルノー
図 」上に吸収項が存在するか否かの判別に,性
質 3を適用するとしている。性質 3を適用すれ
ば,通常考えられる性質 1をすべての項につい
て適用する方法に比較して,判別処理時間が大
幅に短縮できる。ただし,性質 3の適用にあたっ
ては,判別文 (以下,IF文という)を2'-1個記
述することが必要となる。本研究では,P≦5と
想定しているので,IF文の数は最大でも31個
にとどまる。
ステップ12の被吸収項の削除は,次のよう
に定式化できる。
[アルゴリズム3]被吸収項の削除
ステップ31 3値カルノー図より,出力が 1と
なる項を1つとる。
ステップ32 この項を被吸収項 とする3値カ
ルノー図上のすべての吸収項について1か0か
調べる。1つでも吸収項が1ならば,この項を 0
にする。吸収項の識別には性質 2を適用する。
ステップ3-3 ステップ31,ステップ32の操
作を,3値カルノー図の出力が 1となるすべて
の項についてくり返す。
上記のステップ32において,3値カルノー
図 〔ア上に吸収項が存在するか否かの判別に,性
質 2を適用するとしている。これにより半」別処
理時間がやはり大幅に短縮できる。
ステップ13の必須項,非必須頂の登録は,次
のように定式化できる。
[アルゴリズム4]必須項,非必須項の登録
ステップ4-1 3値カルノー図 yょり,出力が
1となる項を1つとる。
ステップ4-2 この項を除いた3値カルノー図
よリカルノー図K2を求める。この処理の詳細
はアルゴリズム5に記す。
ステップ43 カルノー図′【2と元のカルノー
図/1を比較する。【1,′【2の内容が不一致な
らば必須項,一致すれば非必須項と判定できる。
必須項を表Wに,非必須項を表Qに登録する。
上記のアルゴ リズム4において,3値カル
ノー図 yからカルノー図K2を求める手続き
5
は次のようになる。
[アルゴリズム5]y→【2
ステップ5-1 カルノー図κ2上のすべての項
を0にする。
ステップ52 カルノー図′【2上の頂を1つと
る。
ステップ5-3 この項を被吸収頂とする3値カ
ルノー図上のすべての吸収項について0か1か
調べる。以収項が1つでも1ならばこの項を 1
にする。吸収項の識別には性質3を適用する。ス
テップ5「4 カルノー図F2上のすべての項に
ついて,ステップ52,ステップ53をくり返
す。
なお,必須項,非必須項の登録表としては,3
値カルノー図を用いることも可能であるが,通
常の一連番号表を用いる方が空白が少なくなり
処理が効率的となる。表は,2次元配列,W(五
デ),Q(ニノ)を用い,変数Iで一連番号を表わ
し,変数ノで■,】,C,…を表わすとよい。
ステップ14の連鎖の取り出しは以下のよう
に行う。連鎖が単連鎖のときはそのまま,単連
鎖でないときは単連鋲に分割して取り出す。
単連鎖の両端の頂として,次のようなケース
が有りうる。
① 端末項
② 分岐頂
③ 端末頂・分岐項ともになし
② の分岐頂については,最初の単連鉄では,3
個以上の連結項を持つという条件で判定する。
この場合,分岐点を求めこれを分岐点登録表に
登録する。2番目以降の単連鋲では,この分岐点
に連結する項を分岐項と判定する。
③ のケースは閉連鎖の場合に生ずる。この場
合は,単連鎖の中のどれか1つの項を端の項と
する。
単連鎖の取 り出しは,まず一方の端の項を取
り出し,以下この項に連結する2番目の項,2番
目の項に連結する3番目の項,…, と順次連結
する項を取 り出し, もう一方の端の項に行き着
くまで続ける。以上の操作は次のように定式化
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できる。
[アルゴリズム6]単連鋲取り出し
ステップ6-1単連鎖の先端の項を取 り出
し,連鎖登録表Rに登録する。すなわち,次の
操作を行う。
① 必須項登録表W,または,分岐点登録表
BRより項を1つとり, これに連結する項を非
必須項登録表Qより1個求め,連鎖登録表Rに
登録すると同時に表Qから削除する。
② 表Wのすべての項および表BRのすべ
ての点について,表Q内に連結する項がなく,
かつ,表Qに項があるときは閉連鎖が形成され
ている。この場合は,表Qから一つの項をとり,
表Rに登録すると同時に表Qから削除する。
ステップ6-2 表Rにある項に連結する項を表
Qより取り出し,表Rに追加する。
ステップ6-3 ステップ6-2を,連鋲の後端が
検出されるまでくり返す。後端の判定は次のよ
うに行う。
① 連結する項が表W,または表BRにある
とき。
② 連結する項が表Qに2個以上あるとき。
この場合,分岐点を求めて表BRに登録する。
③ 連結する項が表Qにないとき。
ステップ1-5の連後の最小被覆を求める処理
は以下のように行う。ただし,連鋏は単連侯に
分割されて取り出されるとする。
まず,性質5～性質7より,単連鎖の最小被覆
を求めるには,アルゴリズム6の単連鉄の取り
出しの際,単連鎖を構成する項を互いに連結す
ることのない項で構成されるグループに2つに
分けておき,単連鋲の取り出しを終了したとき,
項数の少ないグループ,項数が等しい場合は記
号数の少ないグループを解とするとよい。また,
閉連僚の場合は,性質8,性質9より,どちらの
グループを解としてもよい。
以上の手続きは,次のように定式化できる。
[アルゴリズム7]最小被覆探索
ステップ71 非必須項登録表Qより先端の項
を取 り出し,グループ1の登録表Aに登録す
6
る。
ステップ72表Aにある項 と連結する項を
表Qより取 り出し,グループ2の登録表Bに登
録する。
ステップ7-3 表 Bにある項と運結する項を表
Qより取 り出し,表Aに追加登録する。
ステップ7-4 ステップ72,ステップ7-3の操
作を,連鋲の後端が検出されるまでくり返す。
ステップ7-5 単連鎖の項数が奇数のときは,
表Aの頂数>表Bの項数,であるから,表Bを
単連鋲の最小被覆とする。
単連鎖の項数が偶数のときは,表Aの項数=表
Bの項数, となる。この場合は,端末項と分岐
項の記号数の少ない方の表を最小被覆 とする。
記号数も等しいときは,分岐点を含む方の表を
最小被覆とする。
閉連鋲の場合は表A,表Bのいずれを最小被覆
としてもよい。
最小被覆とならない表の項は冗長であるから,3
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図5(b)すべての頂発生結果
4η 4 ッ4 4η
(デ     ('     て
'図5(c)被吸収項削除結果
4 4
値カルノー図から削除する。
なお,ステップト5における特別な処理とし
て,登録された分岐点の中で,いずれの単連鎖
によっても被覆されない点がある場合は,その
点と連結する項の一つを3値カルノー図に付加
する。
図5(a)～図5(f)に,提案したアルゴリズム
に基づく簡単化の例を示している。(a)は,簡
単化の対象となるブール関数を2値のカルノー
図に示 している。(d)は非必須項を示 してい
るが, この2つの項は連鎖をなしている。(e)
連鎖を構成する項の数が偶数なので, どちらの
項を最小被覆としてもよい。本例では,ABを選
4 4 4
C     (デ
図5(a)簡単化対象
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4
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図5(e)最小被覆を求めた結果
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図5(f)被吸収項削除結果から最小被覆に含まれない項を削除 (最終解)
んでいる。
4.従来のアルゴリズムとの比較
4.1 プログラム作成
提案したアルゴリズムに基づきプログラム作
成を行った。言語はBASIC言語を用いた。変数
の数Pは最大で5個とした。
プログラム作成において重要となるいくつか
の点を以下に示す。
まず,アルゴリズム2(すべての項の算出)の
ステップ2-3(吸収項の削除),すなわち,性質
3の適用は,次のようなプログラムに記述でき
る。
[ルーチン1]吸収項の削除
10 FOR E=O T01
20  FOR D=O T01
30  FOR C=OT01
40   FOR B=O T01
50   FOR A=O T01
60   1F K(A,B,C,D,E)< >O THEN
GOT0 380
70    U(A,B,C,D,2)=0
80    U(A,B,C,2,E)=0
90    U(A,B,2,D,E)=0
C%
370   U(2,2,2,2,2)=0
380   1F AttB+C+D+E=P THEN
GOT0 400
390 NEXT A,B,C,D,E
400 END
アルゴリズム3(被吸収項の削除)のステップ
32(吸収項の識別),すなわち,性質 2の適用
は次のようなプログラムに記述できる。
[ルー チン2]吸収頂の識別
10 FOR E=OT02
20 FOR D=O T02
30 FOR C=O T02
40 FOR B=O T02
50 FOR A=O T02
60  1F U(A,B,C,D,E)=OTHEN GOTO
380
70  1F U(A,B,C,D,2)=lTHEN U(A,
B,C,D,E)=0
80 1FU(A,B,C,2,E)=lTHEN U(A,B,
C,D,E)=0
90 1FU(A,B,2,D,E)=lTHEN U(A,B,
C,D,E)=0
8
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370  1F U(2,2,2,2,2)=lTHEN U(A,B,
C,D,E)=0
380  1F AttB+C+DttE=2*P THEN
GOT0 400
390 NEXT A,B,C,D,E
400 END
完成 したプログラムのステップ数は441ス
テップとなった。
4.2 クワイン マークラスキ法による簡単化
本論文で提案したアルゴリズムを従来のアル
ゴリズムと比較する。従来のアルゴリズムとし
ては, よく知られているクワインーマクラスキ
法をとる。
クフインーマクラスキ法の簡単化手順は次の
ようになる9~5ち
[アルゴリズム8]簡単化アルゴリズム
ステップ81 主項を求める。
ステップ82 主項の最小被覆を求める。
ステップ83 サイクリックテーブルがあると
きはその最小被覆を求める。
上の記述において,主項とは,真理値表より生
じ得るすべての項の中から被吸収頂を除いた項
を指している。また,サイクリックテーブルと
は,本研究の用語でいう閉連鎖に対応している。
アルゴリズムの詳細は付録に示している。。
本研究のアルゴリズムとクフインーマクラス
キ法の処理の対応を示すと次のようになる。
本研究の方法  クフインーマクラスキ法
ス テ
ス テ
ス テ
ステ
ス テ
ス テ
ッフド1-1
ッフ 1-2
ップ 1-3
ップ 1-4
ッフ'1-5
ッフ'1-6
付録に示したアルゴリズムに基づきブール関
数簡単化 プログラムを作成 した。言語 は
BASICを用い。変数の数Pは最大で5とした。
完成したプログラムのステップ数は310ステッ
プとなった。
4.3 メモリ使用量の比較
表 1に,メモリ使用量の比較を示している。メ
モリ使用量は,変数・配列領域とテキス ト領域
に分けて示している。
本表より次が矢日られる。
① 提案した方法はテキスト領域,クフインー
マクラスキ法は変数・配列領域を多く必要とす
る。
② 全メモリ使用量は,提案した方法がクフ
インーマクラスキ法より30%少ない。
以上の結果は,クフインーマクラスキ法では,
キューブの併合と主項表の作成に大きな酉己列を
必要とするためと考えられる。
4.4 処理時間の比較
表2に,処理時間の比較を示している。処理
時間は,主項作成処理に要する時間と最小被覆
処理の時間に分けて表わしている。テストデー
タは,変数の数Pとパターンを変えている。
データの1の数とは,カルノー図に表わしたと
きの1の数を表わしている。また,処理時間は,
クロック周波数20 MHzの32ビットパソコン
を用い,BASICインタプリタ動作で行ったと
き得られた値を示している。この値は,BASIC
コンパイラを用いれば,約1/4に低下すること
が確認されている。
表1 メモリ使用量の比較
クワインー
マクラスキ法
(バイ ト)
変数。配列領域 25464
テキスト領域 8405
ステ ップ81
ステ ップ82
ステ ップ8-3|
以下,ステップ11～ステップ1-2を主項作
成処理,ステップト3以下を最小被覆処理とよ
がことにする。 合  計
本研究の方法
(/ミィ ト)
9221
16220
25441
9
33869
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表2 処理時間の比較
テス トデータ クワインーマクラスキ法  (秒)
P 合 計
1
1
2
1
6
2
2
48
11
表 2より,次が知られる。
① 主項作成時間については,両方法ともに,
Pの値,または,1の数が多くなるとともに急速
に増大する。増大の程度は, クフインーマクラ
スキ法の方が大きい。
② 最小被覆処理時間については,両方法と
もに,連鎖の長さが長くなるとともに急速に増
大する。クフインーマクラスキ法ではとくに閉
連鎖が有ると,Pの値とともに急速に増大する。
③ 合計処理時間について,最も長い場合を
とると,提案した方法の処理時間は,クワイン
ーマクラスキ法の約1/3となる。
④ コンパイラ動作をとると,提案した方法
では,処理時間を最大でも4秒程度にすること
が可能であり,CAI用としての所期の目標を達
成している。
4.5 処理時間に関する考察
両アルゴソズムについて,計算の複雑さの観
点から考察を行う。 、
33
―は0秒以下
本研究で提案したアルゴリズムの処理時間
a4は次式で表わされる。
a4=全項発生時間十被吸収項除去時間十
非必須項登録時間+連鋲処理時間
各処理時間のオーダーは,1項当たりの処理時
間で規格化すると,次のようになる。ただし,P
は変数の個数を表わしている。
全項発生時間～22'
1項だけ1のとき:α=2'
1項だけ0のとき:2=1
被吸収項除去時間～β2'
1項だけ1のとき:β=1
1項だけ0のとき:β=3'
非必須頂登録時間～γ2'
1頂だけ1のとき:γ=1
半分 1で相互に隣接 しないと
き:γ=2'1
1項だけ0のとき:γ=1
連鋲処理時間～δ2
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閉連鎖
単連鎖
(0,0,0,0,0)のみ 0
(0,0,0,0,0)のみ 1
閉連鎖
単連鎖
(0,0,0,0)のみ
(0,0,0,0)のみ 1
閉連鎖
単連鋲
(0,0,0)のみ 0
(0,0,0)のみ 1
パターン
14
31
15
1の数
13
主項作成
13
11
最小被覆
17
15
17
合 計
本研究の方法
(秒)
44
主項作成
31
最小被覆
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1項だ″ナ1のとき:δ=1
半分 1で相互に隣接していると
き:δ=2p-1
1項だけ0のとき:δ=1
上記の4つの処理の中で,処理時間のPに対
する依存性が最も大きいものを求めると,被吸
収頂除去となる。その処理時間は,カルノー図
がオール 1のとき,6'のオーダーとなる。これ
は,変数が 1個増えるごとに処理時間が6倍に
なることを意味している。
被映収項除去に対応するクワインーマクラス
キ法上の処理は,主頂作成の中のキューブの併
合処理,すなわち,付録に示したアルゴリズム
9のステップ9-4～ステップ95となる。この処
理においては,キューブの併合ができるか否か
の判別を,1の個数が 1個異なる項同士の組み
合わせすべてについて, くり返し行 うことにな
る。項の組み合わせは変数の個数Pの増加とと
もに急速に増加し,処理時間も増大する。表 3
に, プログラムを実行して求めたキューブ併合
処理における判別の回数を示している。表より
次式が得られる。
キューブ併合処理時間～10'
上記のように,本研究の方法で最も処理時間の
Pに対する依存性の大きい処理は被吸収項除
去であり,その時間は 6つのオーダーとなる。こ
れに対応するクワインーマクラスキ法のキュー
ブの併合処理は10'のオーダーとなる。この観
点からも本研究で提案した方法が優れているこ
とが裏付けられる。
表3 クフインーマクラスキ法のキューブ併合判
別回数
変数の数 併合判別回数
5.む す ぴ
本論文では,論理回路設計演習用CAIに適用
するので論理変数の数は5以下に限られるとい
う条件のもとで,新しいブール関数簡単化アル
ゴリズムを提案した。提案したアルゴリズムの
特徴は次のとおりである。
① 3値カルノー図を導入している。
② 3値カルノー図に,与えられた関数から
得られるすべてのモ頁を一挙に作成し,ついで,冗
長な項を種類ごとに順次削除していく。
③ 非必須頂の最小被覆を項の連鋲をたどる
ことにより求める。
提案したアルゴリズムと従来のアルゴリズム
について,プログラム作成を行って処理時間の
比較を行った。その結果,処理時間が最も長く
なる場合で,提案したアルゴリズムによる処理
時間が,従来のアルゴリズムの約1/3になるこ
とが分かった。
なお,本論文では,変数の数は5以下として
いるが,提案したアルゴリズムは,変数の数6以
上に拡張できる可能性があり今後検討したい。
また,本論文では,禁止無しとしているが,禁
止有 りの場合についても検討中であり,別途報
告する予定である。
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付   録
クワインーマクラスキ法による
ブール関数簡単化アルゴリズム
クフインーマクラスキ法は以下のように定式化さ
れている。なお,以下の記述において,キューブとは
項の表現法の1つで,3値カルノー図と同様,変数が
偽のとき0,真のとき1,恒等的に1のとき2と表すも
のである。
[アルゴリズム9]簡単化アルゴリズム
(主項を求める)
ステップ9-1 真理値表から,最小項とその10進
表現,および,キューブ表現を求める。
ステップ92 キューブを1の個数の少ない順に
並べ換えたリストを作る。
ステップ9-3キューブを1の個 数 に従って グ
ループに分割し,第1番目のリストを作る。1←1と
する。
ステップ9-4 第r番目の リス トの第ノグループ
のキューブと第 0+1)グループの間で比較を行い,
2つのキューブ間でただ1つの変数のみ異なってい
るような対があれば,第(r+1)番ロリストの第ノグ
ループ欄に2つのキューブに包含される最小項の 10
進表現とキューブを併合して得られるキューブを書
く。
ステップ9-5 ステップ9-3,ステップ9-4を,第r
番目のリストにグループがただ1つになるまでくり
返す。
ステップ9-3～ステップ9-5の間にキューブの併
合を行わなかった項を主項として登録する。
(主項の最小被覆を求める)
ステップ9-6 主項を垂直軸に沿って記号数の少
ない順に並べ,主項に包合される最小項の10進表現
を水平軸に沿って並べた表を作成する。行 ゲに対応す
る主項が列ノに対応する最小項を包合するとき,交点
(i,j)に×印を記入する。
ステップ97 ×印をただ1個しか持たない列を
求める。この列に×印を持つ行を解に含める。この列
と行を除去する。
ステップ98 行0が×印を持つ列に行Pも×印
を持つとき,行Oを除去する。
ステップ9-9 列jが×印を持つ行に列 ゲも×印を
持つとき,列ゲを除去する。
ステップ91o ステップ9-7～ステップ9-9を,×
印をただ1個しか持たない列がなくなるまでくり返
す。
(サイクリックテーブルの最小被覆を求める)
ステップ911 上述までの手続きを用いてもすべ
ての列が除去できないときはサイクリックテーブル
とよばれる。以下その処理を行う。まず,1つの行を
とる。
ステップ912 この行が最終解に含まれると仮定
し,解に仮登録の上削除する。
ステップ9-13 ステップ97～ステップ91oをく
り返す。
ステップ912,ステップ9-13の手続きを処置Aと
する。
ステップ914 ステップ9-11で選んだ行が最終
解に合まれないと仮定して単に削除する。
ステップ915 ステップ9-7～ステップ91oをく
り返す。
ステップ914,ステップ9-15の手続きを処置Bと
する。
ステップ916 処置Aと処置Bの結果を比較し,
項類の少ない方を解とする。
解は,ステップ97,および,ステップ916で得ら
れた項の和となる。
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