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Abstract 
We present a general theory for the use of negative premises in the rules of Transition System Specifi-
cations (TSS's). We formulate a criterion that should be satisfied by a TSS in order to be meaningful, 
i.e. to unequivocally define a transition relation. We also provide powerful techniques for proving that a 
TSS satisfies this criterion, meanwhile constructing this transition relation. Both the criterion and the 
techniques originate from logic programming [13, 12] to which TSS's a.re close. In an appendix we provide 
an extensive comparison between them. 
As in [16], we show that the bisimulation relation induced by a TSS is a congruence, provided that it is in 
ntyft/ntyxt-format and can be proved meaningful using our techniques. We also extend the conservativity 
theorems of [16, 17) considerably. As a running example, we study the combined addition of priorities and 
abstraction to Basic Process Algebra (BPA). Under some reasonable conditions we show that this TSS is 
indeed meaningful, which could not be shown by other methods [6, 16). Finally, we provide a sound and 
complete axiomatization for this example. 
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1 Introd uction 
Since its introduction in [18, 27) Plotkin-style operational semantics has become a popular means 
for giving meaning to process calculi, specification and programming languages in terms of transition 
systems. A transition system consists mainly of a transition relation which is specifi ed by a set of 
rules forming a Transition System Specification ( TSS'J [17). Recently, the use of negative premises in 
these rules has become popular (1, 6, 8, 16, 19, 20, 21, 22, 25, 28). However, the logical meaning of 
those negative premises is not always clear. Therefore, the formal foundation of some of t hese articles 
is somewhat questionable. The problematic nature of negative premises has already been observed in 
[1, 6, 16) . 
In this article we provide a way to treat negative premises in general and we study some of the 
consequences of this treatment. The fundamental problem of negative premises in TSS's is that they 
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2 1 INTRODUCTION 
cannot be proved in the same way positive premises can. In order to overcome this problem, we resort 
to a non-classical treatment of negation, similar to default logic (4, 32) and logic programming [13). 
Without negative premises the notion of proof is standard. With negative premises we may only use 
the rules of which the negative premises hold. A negative premise holds by default, that is unless the 
opposite can be proved . Now suppose --+ contains all transitions that can be proved in this way. 
Then it must satisfy: 
--+ is the set of transitions that are provable by those rules of which the negative premises 
are consistent with --+. 
Following (13), we call such a transition relation stable for the TSS. 
It is possible that a TSS has zero , one or more stable transition relations. If a TSS P has exactly 
one stable transition relation then we say that this relation is associated with P. If a TSS has zero or 
more than one stable transition relations, it is hard to imagine that any specific transition relation can 
be associated with it on reasonable grounds . That is, unless one is prepared to associate with a TSS 
a transition relation that is not decisive about all transitions. But this is not considered appropriate 
for the field of operational semantics. 
In general it is difficult to show that a TSS has a unique stable transition relation. However, some 
techniques have been developed for finding a transition relation that is associated with a TSS. 
The first technique, called stratification, is presented in [16]. It is based on the notion of local 
stratification in logic programming [30). In this article we show that the transition relation associated 
with a stratified TSS according to (16) is indeed the unique stable transition relation for it. This 
also implies the same fact for positive TSS's and TSS's in the so-called GSOS-format (6), as they are 
stratified . 
Stratification is an intuitively appealing technique, and quite easy to use, but it is not always 
strong enough. Here, we introduce a more powerful technique, based on well-founded models in logic 
programming [12, 31]. This technique, which we call reduction, is more powerful than stratification, 
but also more difficult to use. The two techniques can be amalgamated, using reduction when necessary 
and stratification when possible. This is demonstrated on our running example, showing that under 
some reasonable conditions a transition relation can be associated with it. 
A desirable property for a TSS is that the strong bisimulation equivalence induced by it (24, 26) is 
a congruence. In [17) the tyft/tyxt-format was introduced, as a syntactical condition on TSS's that 
guarantees this property for positive TSS's. In [16) this condition was generalized to the ntyft/ntyxt-
format for stratified TSS's. Here we show that the same condition is sufficient for all TSS's for which 
the reduction technique works. In contrast we show that the condition is not sufficient for TSS's 
having an associated transition relation that is not produced by reduction. 
It can be useful to enrich a given language with additional language constructs. In order to do this 
in a systematic way, the sum of two TSS's has been introduced [17). The sum of two TSS's Po and 
P1 is called a conservative extension of Po if certain relevant properties of terms over the signature 
of Po are preserved . In [16) syntactical conditions on stratified TSS's were given ensuring that their 
sum is conservative. Here we generalize these conditions considerably and we extend them to TSS's 
for which the reduction technique works. 
Throughout the paper we use an example to illustrate these techniques: a TSS specifying the 
operational semantics of Basic Process Algebra (BPA) extended with priorities [2] and abstraction 
[14, 24) . We show using reduction and stratification that this TSS is meaningful. In section 10 we 
give a sound and complete axiomatization of strong bisimulation equivalence induced by this TSS. It 
turns out that most of the standard techniques for positive TSS's can still be used. 
Acknowledgements. We thank Krzysztof Apt, Jos Baeten, Jan Bergstra, Alban Ponse and Fer-Jan 
de Vries for their valuable comments. 
This paper is structured as follows: 
1. Introduction 
2. Preliminaries 
Transition relations, TSS's and the running example are introduced. 
3. Transitions relations for TSS's 
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Several proposals for associating a transition relation with a TSS are given and stratified TSS's 
are defined. It is concluded that none of the existing techniques can handle the running example. 
4. TSS's and their associated transition relations 
We identify meaningful TSS's using stable transition relations and 'stripping' of TSS's. 
5. Reducing TSS's 
The reduction technique is presented and its soundness is proved. 
6. Reduction and stratification 
Reduction is stronger than stratification. An amalgamation of both techniques provides a 
meaning to the running example. 
7. Bisimulation relations 
P-bisimulation and P=>Q-bisimulation are introduced . 
8. The ntyft/ntyxt-format and the congruence theorem 
The congruence theorem holds for TSS's in ntyft/ntyxt-format for which reduction works. 
9. Conservative extensions of TSS's 
The sum of TSS's is conservative under some liberal conditions. 
10. An axiomatization of priorities with abstraction 
A sound and complete axiomatization for the running example is given. 
Appendix. The relation between TSS's and logic programs. 
We provide an extensive comparison between TSS's and logic programs. 
2 Preliminaries 
In this section we provide the basic concepts of this paper: transition relations and Transition System 
Specifications ( TSS's). An example of a TSS is given in which priorities and abstraction are integrated 
in BPA. This example will serve as a running example throughout this article. 
We assume the presence of an infinite set V of variables with typical elements x, y, z .... 
Definition 2.1. A (single sorted) signature is a structure E = (F,rank) where: 
- F is a set of function names disjoint with V, 
- rank : F -+ N is a rank function which gives the arity of a function name; if f E F and 
rank(!) = 0 then f is called a constant name. 
Let W ~ V be a set of variables. The set of E-terms over W, notation T(E, W), is the least set 
satisfying: 
- W ~ T(E,W), 
- if f E F and t1, ... ,trank(f) E T(E, W), then f(t1,---,trank(f)) E T(E, W) . 
T(E, 0) is abbreviated by T(E); elements from T(E) are called closed or ground terms. lf(E) is used to 
abbreviate T(E, V), the set of open terms. Clearly, T(E) C lf(E). Var(t) ~Vis the set of variables 
in a term t E lf(E). A substitution u is a mapping in V -+ lf(E). A substitution u is extended to a 
mapping u : lf(E) -+ lf(E) in a standard way by the following definition: 
- u(f(t1, ... , trank(f))) = f(u(ti), ... ,u(trank(f))) for f E F and t1, .. . , trank(f) E lf(E). 
4 2 PRELIMINARIES 
A substitution is closed (or grounrl) if it maps all variables onto closed terms. 
A transition relation prescribes what activities, represented by labeled transitions, can be performed 
by terms over some signature. Generally, the signature represents a programming or a specification 
language and the terms are programs. The transition relation models the operational behavior of 
these terms . 
Definition 2.2. Let E be a signature and A a set of labels. A (labeled) transition relation is a 
subset -. of Tr(E, A) where Tr(E, A)= T(E) x Ax T(E). Elements (t, a, t') of a transition relation 
are written as t-'=--+t'. 
A transition relation is often defined by means of a Transition System Specification (TSS). PLOTKIN 
[18, 27] defended the use of TSS's to give an operational semantics, and therefore a TSS is sometimes 
called an operational semantics in Plotkin style. The term TSS was first coined in (17] for a system 
in which rules had only positive premises. Negative premises were added in (16]. 
Definition 2.3. A TSS ( Transition System Specification) is a triple P = (E, A, R) with Ea signature, 
A a set of labels and R a set of rules of the form : 
{tk~t~lk EK} U {t1~ll EL} 
t-'=--+t' 
with K,L (possibly infinite) index sets, tk,t~,t1,t,t1 E -U-(E), ak,b1,a E A (k E K, l E L). An 
expression of the form t-'=--+t' is called a (positive) literal. t--3/,+ is called a negative literal. cp, ,j;, x 
are used to range over literals . For a literal ,j;, source( ,j;) denotes the term at the left hand side of 
,j; and, if 7/; is positive, target( 1/;) denotes the term at the right hand side. For any rule r E R the 
literals above the line are called the premises of r, notation prem(r), and the literal below the line is 
called the conclusion of r, denoted as conc(r). Furthermore, we write pprem(r) for the set of positive 
premises of r and nprem( r) for the set of negative premises of r. A rule r is called positive if there 
are no negative premises, i .e. nprem(r) = 0. A TSS is called positive if it has only positive rules . A 
rule is called an axiom if its set of premises is empty. An axiom -
0- is often written as t-'=--+t'. The 
t-'=--+t' 
notions 'substitution', 'Var' and 'closed' extend to literals and rules as expected. 
Throughout this article we use the following Transition System Specification scheme to illustrate 
the techniques we introduce. It describes the semantics of a small basic process language extended 
with priorities and abstraction. This combination has not been studied before due to the technical 
complications that are involved . Priorities are investigated in [2, 3, 9, 10]. We follow the line set out 
by BAETEN, BERGSTRA and KL0P (2] who introduced a priority operator 0. For abstraction we take 
observation equivalence as introduced by MILNER (24] although technically we follow VAN GLABBEEK 
[14]. We base our example on BPA0.,,., Basic Process Algebra with T, E and {j as introduced in [17), 
and extend it with recursion and priorities. 
Example 2.4 (BPA.s,r with priorities). We assume that we have a given set Act of actions that 
represent the basic activities that can be performed by processes. Actr = Act U {T} is a set of actions 
containing the symbol T representing internal or hidden activity. Moreover, we assume a partial 
ordering < on Actr, which we call the priority relation: actions higher in the ordering have a higher 
priority than actions lower in the ordering. We assume that < is backwardly well-founded, i .e. the 
inverse of < constitutes a well-founded ordering. 
Our signature contains a constant a for each action a E Actr. Moreover, we have two special 
constants {j and f. {j is called inaction (or deadlock) and it represents the process that cannot do 
anything at all. In particular, 8 cannot terminate. f is called the empty process which cannot do 
anything but terminate. 
f: Rl: 
a: R2: 
+ : R3.l : 
R4.l: 
() : R5.l : 
<I : R6.l: 
'TJ: R7.l : 
recurs10n: R8: 
r-rules: R9.l : 
R9.2: 
a~E if a E Act.,. 
x~x' 




x~x' Vb > a x-.!!;-+ "f A R 2 1 a E ct.,. 5. : 
B(x)~B(x') 
x~x' Vb > a y-.!!;-+ "f A 
1 a E ct.,. R6.2: 
X <ly~x1 
a I 
x--+x if a ~ I R7.2: 
r1(x)~r1(x') 
tx~Y 
if X-¢=: tx EE 
X~y 









X--+X "f I 
1 a E 
r1(x )~r1(x1 ) 
x~y y~z 
a x--+z 
Table 1: The operational semantics of BPA0..,. with priorities (a E Act.,.✓, b E Act.,.). 
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6 3 TRANSITION RELATIONS FOR TSS'S 
Two basic operators compose smaller into larger processes: sequential composition is written as '·' 
and alternative composition is denoted by +. We often leave out the '·' and assume that '·' binds 
stronger than +. 
Actions can be abstracted away: for all J ~ Act the unary abstraction operator TJ performs this 
task by renaming all actions in I to T. 
For recursion it is assumed that there is some given set 3 of process names. Each process name 
X E 3 is treated as a constant in the signature. Furthermore, we assume that a set E of process 
declarations is given. For each process name X in 3 there is a declaration X <= tx E E where tx is 
a closed term over the signature. Terms that do not contain process names are called recursion free. 
The remaining operators in the signature deal with priorities. The priority operator 0 acts as a sieve: 
0(x) only allows those actions from x that have highest priority. For the axiomatization of BPAin· 
with priorities, which is given in section 10, we need the unless operator <l, which Wa.5 introduced in 
[2]. This operator is applied on two operands and only allows an action in its left hand side provided 
the right hand side cannot do any action with higher priority. 
When (Actr, <) and (3, E) are fixed, we obtain a TSS which is an instance of BPAi,r with priorities. 
Such an instance will be denoted as Po= (I:o,Ao,Ro). The signature I:o = (Fo,ranko) is described 
above. The labels in Ao are exactly those in Actr together with one special symbol J which is used 
to signal termination. If a process term t can perform a J-step, i.e. t_y_,t', this means that t has an 
option to terminate. 
The rules in Ro are given in table l. Here, the action a ranges over Actr✓ = Actr U { J} and b 
ranges over Actr. In rules R5.l and R6.l we use the notation Vb> a x.!f+ which means that for all 
b with higher priority than a, there is a negative premise x.!f+. Rule R5.l is intuitively appealing. 
It says that 0(x) may do an a-action if x can do this action and x cannot do any action with higher 
priority. But there is a snag in it. Due to the negative premises, it is not at all straightforward to see 
that Pe defines a transition relation. In fact, in example 4.8 we will present a case in which it does 
not make sense at all. 
Rules R9.l-R9.3 model the properties of T. R9.2 and R9.3 say that whenever an action a is observed 
in some time interval, numerous unobservable T-actions can also happen during the same time, both 
before and after a . Rule R9.1 says that if an action a is observed, some internal activity may exist 
before the next action can take pince. 
We think that the remaining rules are self explanatory, although we like to point out that rule R4.2 
makes use of a process that explicitly signals termination. 
3 Transition relations for TSS's 
We have introduced TSS's as a formalism for specifying transition relations. Thus a most fundamental 
question is which transition relation is actually defined by a TSS. In this section we outline some 
answers proposed in the literature for several classes of TSS's. Then we show that these techniques 
are not capable of handling our running example satisfactorily. In the next sections we show how to 
solve this problem. 
As a first step, a link between the transitions in a transition relation and the literals in TSS's is 
established. 
Definition 3.1. Let ---> be a transition relation. A positive literal 1P holds in ---> or 1P is valid 
in --->, notation ---> F 'tp, if the transition 'tp E --->. A negative literal t_!!j-+ holds in --->, notation 
---> F t_!!j-+, if for no t' E T(I:) the transition t_!:._,t' E --->. For a set of literals IJT, we write ---> F IJ, 
iff \:/'tp E IJT: ---> F 'tp. 
Remark 3.2. Suppose we have two transition relations --->1 and --->2 such that --->1 ~ --->2 . For 
any set of positive literals IJT it is clear that --->1 F IJ, implies --->2 F IJ,. However, if IJ, is a set of 
negative literals, then --->2 F IJT implies --->1 F IJT. We shall often use this kind of reasoning. 
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What is the transition relation defined by a TSS? At least one may require that a transition relation 
associated with a TSS P obeys the rules of P, i.e. if the premises of a ground instance of a rule in P 
are valid in ---+, then the conclusion is also valid in ---+. (In terms of logic: the rules of P, interpreted 
as implications, are true in --+). 
Definition 3.3. Let P = (E, A, R) be a TSS and let ---+ ~ Tr(E, A) be a transition relation. ---+ 1s 
a model of P if: 
¢:: :lr ER and :la: V-+ T(E) such that: { ---+ F prem(a(r)) and 
conc(a(r)) = 1/J. 
On the other hand, a transition 1/J should not be incorporated in the transition relation ---+ of a TSS 
P unless there is a good reason to do so, namely a rule in P with valid premises in ---+ concluding 1/J. 
Definition 3.4. Let P = (E, A, R) be a TSS. Let --+ ~ Tr(E, A) be a transition relation. ---+ 1s 
supported by P if: 
:lr ER and :la: V-+ T(E) such that: { ---+ F prem(a(r)) and 
conc(a(r)) = 1/J . 
Combining the previous definitions, we get: 
Definition 3.5. Let P = (E, A, R) be a TSS. Let --+ ~ Tr(E, A) be a transition relation. ---+ 1s a 
supported model of P if---+ is supported by P a.nd ---+ is a model of P. 
The notion of--+ being a supported model of P was introduced in (6] as'---+ agrees with P'. Although 
the transition relation associated with a TSS should certainly be a supported model of it, the notion 
of supportedness is generally not sufficient to exclude all superfluous transitions from the transition 
relation . This is shown by the following example. 
Example 3.6. Suppose we have a TSS P with one constant f, one label a and the following rules: 
We would like P to define the transition relation --+ p = 0. We feel that there is not enough reason 
to add f ~ f to ---+ p as it can only be 'derived' by assuming that it is already in ---+ p. 
However, both 0 and {f~f} are supported models of P . 
For positive TSS's this shortcoming is easily remedied by associating with a TSS P the least transition 
relation (w.r.t . set inclusion) that is a model of P. The existence of this least model follows from the 
model intersection property stated below. 
Lemma 3. 7 (Model intersection property) . Let P be a TSS and let C be a collection of models of 
P . Then nc is a model of P. 
Proof. Let r be a ground instance of a rule of p. If n C F prem( r), then for every - E 
C : ---+ F prem(r), thus for every ---+ E C : --+ F conc(r), as C is a collection of models . Thus 
nc F conc(r). □ 
Thus we have the following definition. 
Definition 3.8. The transition relation --+ p associated with a positive TSS P is the least model of 
P w.r.t. set inclusion. 
8 3 TRANSITION RELATIONS FOR TSS'S 
Traditionally ((17, 18, 27)) a different definition of the transition relation associated with a positive 
TSS was given, based on the provability of transitions. We show that these two characterizations are 
equivalent. 
Definition 3.9. Let P = (E, A, R) be a positive TSS. A proof of a positive literal 'Ip from Pis a well-
founded, upwardly branching tree of which the nodes are labeled by literals t~t' with t, t' E lf(~) 
and a E A, such that: 
- the root is labeled with 7P, 
- if x is the label of a node q and {Xiii E J} is the set of labels of the nodes directly above q, 
. {1Pili E J} 
then there 1s a rule ~~-~ in Rand a substitution a:V - lf(E) such that x = a(<p) and 
<p 
Xi= a(<pi) for i E J . 
A proof is closed if it only contains closed literals. A positive literal 'Ip is provable in P, notation Pf- 'Ip, 
if there exists a proof of 'Ip from P. 
Theorem 3.10. Let P = (E, A, R) be a positive TSS, --+ p the transition relation associated with 
P and 1P E Tr(E, A). Then 
Pf--1P ¢:> 7PE--+p. 
Proof. 
⇒ By straightforward induction on the proof of 'Ip from P. 
{= It is straightforward to show that { 'Ip IP f-- 'Ip} is a model of P. As --+ p is the least model of P, 
it follows that --+p ~ {1PIP f-- 7P}. 
□ 
From this theorem it also follows that the least model of a positive TSS is supported by it. 
For TSS's with negative premises it is much more difficult to find an appropriate associated transition 
relation as is shown by the following example. 
Example 3.11. Suppose we have a TSS P with one constant f, two labels a and band the following 
rules: 
We would like P to define the transition relation --+p = {J_!!_.f}. However, P has exactly two 
minimal models, {f~f} and {f_!!_.f}, which are both supported. 
Thus in the presence of negative premises there may be several minimal models, some of them may be 
supported. So other characterizations for associated transition relations must be sought. The notion 
of provability also needs a revision, as it is not a priori clear how the negative premises of a rule must 
be proved. 
Similar problems concerning negative premises have been studied in the context of logic pro-
gramming. The correspondence between · TSS's and logic programs is treated in appendix A. A first 
solution proposed there introduced the notion of (local) stratification. Here we follow [16], where this 
notion was tailored for TSS's . 
A TSS Pis stratified if there exists a stratification of the transitions with respect to the rules of P . 
The stratification guarantees that for no literal its validity depends negatively on itself. 
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Definition 3.12. Let P = (E, A, R) be a TSS. A function S: Tr(E, A) ---. a:, where a: is an ordinal, 
is called a stratification of P if for every ruler E R and every substitution CT : V ---. T(E) it holds that: 
for all 7/J E pprem(a(r)): S(7f;)::::; S(conc(a(r)) and 
for all t-3:/--+ E nprem(a(r)) and t' E T(E): S(t__!:__,t') < S(conc(a(r))). 
If P has a stratification, we say that P is stratified. For all ordinals /3 < a:, S13 = { <plS( <p) = /3} is 
called a stratum. 
Example 3.13. The TSS of example 3.11 can be stratified by a stratification S as follows: 
S(J__!:__,J) = 0 and S(f~f) = 1. 
Each positive transition system specification is trivially stratified by putting all positive literals in 
stratum 0. In [16] it is shown that BPA,0 with priorities and renaming but without abstraction is 
stratified under some appropriate conditions. 
We now define how a transition relation ---+ P,S is constructed from a TSS P with stratification S, 
rephrasing a corresponding definition in [16]. The idea of the construction is that one first considers 
the positive literals in stratum 0. As each literal in stratum O can only fit the conclusion of a rule 
without negative premises, one can determine which of these literals hold and which do not hold in 
----.P,S in the same way as is done for positive transition system specifications. If a literal in stratum 1 
fits the conclusion of a rule, then this instance of that rule can only have negative premises in stratum 
0. If these negative premises hold (which has already been determined), they can be discarded. If they 
do not hold, the rule cannot be applied. Then we can prove the literals in stratum 1 in the ordinary 
way and we proceed with stratum 2 etc. 
Definition 3.14. Let P = (E, A, R) be a TSS with a stratification S : Tr(E, A) ---. a: for some 
ordinal a:. The transition relation ---+ P,S associated with P (and based on S) is defined as: 
---+ps= LJ ---+p .. , ' 
0 ~i<a 
where ---+ P, is defined by the (positive) TSS P; = (E, A, R;) with Ri given by: 
Ri = {r'l:3r ER and :3a: V---. T(E): 
LJ ----.P; I= nprem(a(r)) U {<p E pprem(a(r))IS(<p) < i}, 
O~j<i 
S(conc(a(r))) = i and 
r' = {<p E pprem(a(r))IS(<p) = i}}. 
conc(a(r)) 
Theorem 3.15 (See lemma 2.5.4 in {161). Let P be a TSS which is stratified by stratifications S 
and S'. Then ---+p,s = ---+P,S'· 
This theorem allows us to write ----. p for the transition relation associated with a stratified TSS P . 
Note that the definition of ---+ p based on the notion of 'stratification' extends the definition of ---+ p 
for positive TSS 's. 
Theorem 3.16 (See theorem 2.5.3 in {16} and theorem 4 in {30}). Let P be a stratified TSS. Then 
----. p is a minimal and supported model of P. 







Suppo,led ~ . / ~ • Minimal model 
Suppo,led and minimal~,/ ~• Lea.st model 
~• Model ba.sed on sfaatification 
Figure 1: Relations among several models 
Thus we have the scheme of characterizations depicted in figure 1, where A ---t B means that char-
acterization A implies characterization B. For positive TSS's, the characterizations marked by a * 
coincide. 
Although the stratification technique is often applicable, there are examples of TSS's that have an 
intuitive meaning while not being stratified. One such example is BPAfrr with priorities. 
Example 3.17. Suppose we have an instance Pe of BPAs,r with priorities based on a set of actions 
Act containing at least two elements a and b such that a < b. Consider for arbitrary terms t and u 






0( t) ___!=_,0( u) 
T{a}(0(t))--2...T{a}(0(u))' 
t~T{a} ( 0( t)) T{a} ( 0(t) )--2...T{a} ( 0( u)) 
t~T{a}(0(u)) 
For any stratification S of Pe it should thus hold that 
S(t~T{a}(0(u))) < (RS.l) 
S(0(t)___!=_,0(u)) ~ (R7.2) 
S(T{a}(0(t))--2...T{a}(0(u))) ~ (R9.3) 
S(t~T{a}(0(u))). 
Of course, such a stratification cannot exist . 
Again, this problem has been recognized earlier in logic programming, and several more powerful 
techniques were introduced there (29, 5, 13, 12]. In the following two sections we adapt [13) and [12) 
for TSS's. 
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4 TSS 's and their associated transition relations 
So far no meaning has been given to TSS's that are not stratified. There are however TSS's, like 
BPA0,.,. with priorities, that seem to be perfectly meaningful while not being stratified. This brings 
us back to the fundamental question what transition relation should be associated with a TSS. Our 
answer is essentially that the transition relation must be the unique stable model in the sense of logic 
programming (13] . We strongly believe that any TSS that has no unique stable transition relation 
does not have a proper meaning. 
The definition of a stable transition relation is intuitively as follows. Our first observation is that 
positive and negative premises in a rule of a TSS P have a different status. In order to prove the 
conclusion of a rule, the positive premises of the rule must be proved from P . However, as P contains 
only rules defining which literals hold, but not which literals do not hold, negative premises must be 
treated differently. 
Conceptually, tf holds by default, i.e . if for no t': t~t' can be proved . But we are still trying 
to determine which literals can be proved . So instead of an immediate characterization of the set of 
provable literals ----t, we have an equation with this set both on the left and on the right side, namely: 
----t equals the set of literals that are provable by those rules of the TSS of which the 
negative premises hold in ----t. 
This equation does not give us a means to compute the transition relation -, but we can easily 
check whether a given transition relation satisfies our criterion. 
We now formalize these ideas. In section 4, 5 and 6 we use only ground TSS's, i.e. we identify a set 
of rules R with the set of ground instances of R . 
Definition 4.1. Let P = (:E, A, R) be a TSS. Let ----t ~ Tr(:E, A). 
Strip(P,-) = (:E,A,Strip(R,----t)) 
where 
, pprem(r) 
Strip(R, ----t) = {r'J:lr ER : ----t F nprem(r) and r = ( ) }. 
cone r 
Given a transition relation ----t , the function Strip removes all rules in R that have negative premises 
that do not hold in ----t. Furthermore, it drops the negative premises from the remaining rules. The 
following lemma is therefore obvious. 
Lemma 4.2. Let P = (:E, A, R) be a TSS and let ----t ~ Tr(E, A) be a transition relation. Then 
Strip(P, -) is a positive TSS. 
Using the fact that the notion of provability is already captured in the definition of the transition 
relation associated with a positive TSS , we can now easily formalize the previously stated equation. 
Definition 4.3 (Stable transition relation). Let P = (:E, A, R) be a TSS. A transition relation 
----t C Tr(:E, A) is stable for P if ----t = ----t . - Strip(P,----t) 
Remark 4.4. In general, for a TSS P there may be 0, 1 or more transition relations that are stable 
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for P, e.g. 





[- = 0] 
2 : [---. = {f~f} or---.= {f ~f}] 
We do not have any idea as to which transition relations should be associated with the first TSS, nor 
do we know which one of the two transition relations of the third TSS should be preferred. In fact 
we think that there are no satisfying answers to those questions. Thus we propound the following 
definition. 
Definition 4.5. Let P be a TSS. If there is a unique transition relation ---. stable for P, then ---. 
is the transition relation associated with P . 
In order to avoid confusion, we do not again introduce the notation ---.p: until section 7 this notation 
remains reserved for stratified TSS's. 
Remark 4.6. If P is positive, then for every transition relation ---. , Strip(P,---.) = P, thus ---. p is 
the unique transition relation that is stable for P. Hence, this definition of 'associated with' coincides 
with the previously given definition for positive TSS's. In section 6 we show that our choice also 
extends the definition of 'associated with' for stratified TSS's. 
The following lemma will be used implicitly in almost every proof to follow. Moreover, it shows that 
our choice that a transition relation must be stable for a TSS is also a refinement of the requirement 
that a transition relation must be a supported and minimal model of it. 
Lemma 4. 7. Let P = (E, A, R) be a TSS and let ---. ~ Tr(E, A) be a transition relation . If---. is 
stable for P , then 
1. ---. is a model of P , 
2. ---. is supported by P , 
3. ---. is a minimal model of P (Cf. {13}, theorem 1) . 
Proof. Let ---. be a transition relation that is stable for P . 
1. Supposer ER and ---. F prem(r). Hence 
pprem(r) S . (R ) 
( ) 
E trip ,---. . 
cone r 
As ---. =---. . is a model of Strip(P, ---.) and ---. F pprem(r), ---. F conc(r). 
Str,p(P, ---.) 
2. Suppose cp E ---. . Hence, ---. F cp and thus ---. . F cp . This means that there is a 
Str,p(P,---.) 
proof for cp using the rules in Strip(R,---.). Assume rule r is the la.st rule used. So conc(r) = cp . 
Hence Strip(P, ---.) f- prem(r) and thus---. F prem(r). As r E Strip(R,---.) there is a rule 




where nprem is a set of negative premises such that --t p nprem. Hence, for this rule r1 E R 
it holds that cp = conc(r1) and --t p prem(r1) . Hence --tis supported by P. 
3. We must show that --tis minimal among the models of P. Suppose - • ~ --tis also a model 
of P. We show that-• is a model of Strip(P,--t). Let r be a rule of Strip(P,--t). This 
means that there is some 
1 prem( r) U nprem R r =-------E 
conc(r) 
for some set nprem of negative premises. As --t • ~ --t and --t p nprem, --t • p nprem. As 
• --t is a model of P, we have 
if-• p=prem(r)Unprem , then -• p=conc(r). 
Knowing that - • p nprem, this reduces to 
if - • p prem(r), then - • p conc(r) . 
Thus --t • is a model for every ruler in Strip(P, --t ). As --tis the lea.st model of Strip(P, -), 
it follows that --t • = --t. 
D 
We show how the notion is stable for can be applied to our running example. What we in fact show 
is that in general there is no stable transition relation for BPAs,-r with priorities instantiated with a 
set of process declarations where the abstraction operator Tr is allowed in process terms. 
Example 4.8. Consider P 8 with at least two actions a and b such that a > b and a process name X 
with the recursive definition 
X ~ 0(T{b}(X) ·a+ b) EE. 
Now assume that there is a relation - that is stable for P9 . We show that this assumption leads to a 
contradiction. For a more convenient notation, we use t....!!:....+ as an abbreviation of 3u E T(E9) : --t p 
t....!!:....+u ( t E T(}:::9), a E Ae). We distinguish three cases but we do not present them in full detail. In 
particular not all possible applications of R9 .2 and R9.3 are considered explicitly. 
- T{b}(X)~. As --t is a model of P9 , we have that T{b}(X) · a...!!:....+ (by rule R4.2) and hence 
T{b}(X) ·a+ b....!!:....+ (by rule R3.l). Thus 0(T{b}(X) · a+ b)....!!:....+ and --t p 0(T{b}(X) ·a+ b)--3/+ 
(by rule R5.l). So - p X--3/+ . As obviously --t p X 4 (X must perform at least an a orb 
action), it follows that - p T{b}(X)--¥+. Contradiction. 
- - p T{b}(X)--¥+ and - p T{b}(X)-¥+ . Then obviously - p T{b}(X) · a+ b-¥+, so 
--t p 0(T{b}(X) ·a+ b)~B(E) (using R2, R3.2 and R5.l) . Hence, --t p X ~0(E), so 
--t p T{b}(X)~T{b}(0(8)) (using RB, R7.2, Rl, R5.2, R7.2 and R9.2). Contradiction. 
- --t p T{b}(X)--¥+ and T{b}(X)....!!:....+t for some t E T(E9). This can also not be the case as there 
is no proof for Strip(P9, --t) f-- T{b}(X)....!!:....+t. In order to prove T{b}(X)....!!:....+t, we must show that 
X ....!!:....+, in order to show this we need T{b}(X) · a...!!:....+. In combination with the assumption that 
T{b}(X)-¥, this requires T{b}(X)....!!:....+ again. Thus the most 'reasonable' attempt to construct 
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5 Reducing TSS's 
We now present a technique that can be useful for proving that a certain TSS has a unique stable 
transition relation. This technique is inspired by the well-founded models that are introduced in (12]. 
First we construct a 3-valued 'interpretation' for a TSS P, partitioning the set of transitions in three 
groups: those that are certainly true, those of which the truth is unknown and those that are certainly 
not true. We apply this information to reduce P to another TSS with exactly the same stable transition 
relations as P. In this new TSS, the truth or falsity of more literals may become certain. Repeated 
reduction may lead to complete information: the unique stable transition relation. 
If in the next definition --->true contains transitions that certainly hold and --->pas contains all 
transitions that possibly hold, then rules with certainly wrong premises are removed and in the 
remaining rules all premises that certainly hold are dropped. 
Definition 5.1. Let P = (E, A, R) be a TSS. Let --->true, --->pas ~ Tr(E, A) be transition relations. 
Reduce(P, --->true, --->pas) = (E, A, Reduce(R, --->true, --->pas)), 
where 
Reduce(R, --->true, --->pas)= {r'l3r ER: -true F nprem(r), -pas F pprem(r) and 
r' = {-,/; E pprem( r) 1---+true ~ 'Ip} U {-,/; E nprem( r) I-pas ~ 'Ip}} 
conc(r) · 
Thus the reduction of a rule consists of two phases. First it is checked that the premises are possibly 
true. For positive premises this is straightforward: t_!!:__,t' is possibly true if t_!!:__,t' E --->pas· Hence 
the condition --->pas p pprem( r). A negative premise t-1/-+ is possibly true if it is not certain that t 
can perform an a-step, i.e. for no t' it is certain that t_!!:__,t' holds. Thus t-1/-+ is possibly true if for no 
t', t_!!:__,t' E -true • Hence the condition -true F nprem(r). 
If indeed the premises of the rule are possibly true, then the premises that are certainly true are 
removed. A positive premise t_!!:__,t' is certainly true if t_!!:__,t' E -true· A negative premise t--1/-,+ is 
certainly true if t cannot possibly perform an a-step, i.e. for no t': t_!!:__,t' is possible. Thus t--1/-,+ is 
certainly true if -pas F t--1/-,+. 
Remark 5.2. Note that Reduce(R,-,-) differs from Strip(R,---+). In Strip(R,-) only 
negative premises are checked, yielding a positive TSS; in Reduce(R, -, -) all premises are checked, 
resulting in a TSS consisting solely of rules without premises. 
The 3-valued interpretation required is obtained by means of two positive TSS's: True(P) and Pos(P). 
True(P) determines the transitions that are certainly true: the transitions that can be proved with 
positive rules only. Pos(P) determines the transitions that are possibly true, i.e. true or unknown. 
These are the transitions that can be proved ignoring negative premises. Thus Pos(P) is obtained 
from P by removing all negative premises of the rules. 
Definition 5.3. Let P = (E, A, R) be a TSS . 
- True(P) = (E, A, True(R)) where True(R) = {r E Rlnprem(r) = 0}. 
pprem(r) 
- Pos(P) = (E,A,Pos(R)) where Pos(R) = {r'J3r ER: r 1 = () }. 
cone r 
Because after the reduction of P the truth or falsity of more literals may become certain, it is 
worthwhile to iterate the reduction process; if necessary even transfinitely many reduction steps may 
be considered. 
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Definition 5.4. Let P = (E,A,R) be a TSS. For every ordinal o:, the a-reduction of P, notation 
Red0 (P), is recursively defined as follows: 
- Red0 (P) = (E, A, Rground) where Rground is the set of all ground instances of rules in R, 
- Red
0 
(P) = Reduce(P, U.a<a ----->rrue(Redi3(P)), n.a<a -----> Pos(Redf3(P))). 
Thus in contrast with (12) and general practice in logic programming, our operator maps TSS's to 
TSS's rather than interpretations to interpretations; for details see appendix A. This allows us in 
section 6 to combine reduction with stratification: as soon as the reduced TSS is stratified, no further 
reduction is needed. 
The following lemma plays an important role in a number of proofs to follow. It shows that the 
reduction process can never make a certainly true (or false) literal become unknown. Thus reduction 
is monotonic in this sense . 
Lemma 5.5 (Monotonicity of reduction). Let P = (E, A, R) be a TSS. For all ordinals /3 and a such 
that /3 < a and for every----->~ Tr(E,A): 
Proof. 
(1) First we show that ----->rrue(Reda(P)) ~ -----> . ) ) ~ ----->pos(Reda(P))· For every Stnp(Red0 (P ,-----> 
TSS P' = (E, A, R'): True(R') ~ Strip(R',----->) ~ Pos(R'). As these TSS's are all positive, 
----->rrue(P') ~ -----> . ~ ----->Pos(P')· Now taking P' = Red0 (P) proves this case. 
Strip ( P',----->) 
(2) Here it is shown that -----> Pos(Reda(P)) ~ -----> Pos(Redf3(P))· Suppose Pos(Red0 (P)) I- '-P · Then 
there is a ruler' E Pos(Red0 (P)) such that conc(r') = '-P and Pos(Red°'(P)) I- prem(r'). Hence, 
there is a rule r E R such that cone( r) = '-P and 
Now 
LJ-y<a ----->rrue(Red-r(P)) F nprem(r), 
n-y<a ----->Pos(Red-r(P)) F pprem(r). 
u ----->True(Red-r(P)) ~ u ----->True(Red-r(P)), 
-r<.B -y<a 
n -----> Pos(Red-r(P)) ~ n -----> Pos(Red-r(P)) · 
-r <.B -y<a 
Hence, U-r<a ----->rrue(Red-r (P)) I= nprem( r) implies that U-r<.B ----->rrue(Red-r(P)) I= nprem( r ). 
Conversely, n-y<a -----> Pos(Red-r (P)) I= pprem( r) implies n-r<.B -----> pos(Red-Y(P)) I= pprem( r). Hence 
Pos(Red.B(R)) contains a rule r 11 such that prem(r") ~ pprem(r) and conc(r") = '-P· As 
also n-y<o -----> Pos(Red-r(P)) I= pprem(r) implies -----> Pos(Red/J(P)) I= pprem( r ), it holds that 
-----> Pos(Redf3(P)) F prem(r") . Thus Pos(Red.B(P)) I- '-P· 
(3) We are left to show ----->True(Redf3(P)) ~ ----->rrue(Reda(P)) · We show this by induction on o:. By 
induction we may assume that: · 
for all ( ~ 1 < o: : 
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Suppose True(Redf1(P)) f-- cp. Then there is an instance r of a rule in R such that conc(r) = cp, 
n --+Pos(Red-Y(P)) F nprem(r) 
-r<fJ 
(all negative premises of r must be removed by reduction) and 
LJ --+True(Red-Y(P)) F pprem(r) 
-r ':5. fJ 
(all positive premises of r must be removed by reduction or proved in True(Redf1(P))) . From 
this, using the induction hypothesis (i .h .) and (1) and (2) above, we can infer the following two 
facts : 
• n-y<fJ --+Pos(Red-Y(P)) F nprem(r) ⇒ 
(2) n'Y ':5. fJ --+Pos(Red-Y( P)) F nprem(r) ⇒ 
(2) 
--+Pos(Redi3(P)) F nprem(r) '* 
(1) 
V, (/3::;; 'Y < a): --+Pos(Red-Y(P)) F nprem(r) '* 
V, (/3 ~ 'Y <a) : --+True(Red" (P)) F nprem(r) <i,J-) 
V, < O'. : --+True(Red"(P)) F nprem(r) =} 
U-r<a --+True(Red-Y(P)) F nprem(r ). 
U I- ( ) (i .h.) • -y':5.fJ --+True(Red"(P)) 1 pprem r =} 
I- ( ) (i .h.) 
--+True(Redi3(P)) 1 pprem r =} 
(1) 
V, (/3::;; 'Y < a): --+True(Red"(P)) F pprem(r) '* 
(2) 
V, (/3::;; 'Y < a) : --+p08(Red-Y(P)) f=pprem(r) '* 
V, < a: --+Pos(Red-Y(P)) F pprem(r) ⇒ 
n-y<a --+Pos(Red-Y(P)) F pprem(r) . 
. , prem( r) - . . . ( ) <l> and <2> imply 3r = ----- E Red"' R. 
cp 
Furthermore, 
n-y<fJ --+Pos(Red-Y(P)) F nprem(r) ⇒ 
n-y<a --+Pos(Red-Y(P)) F nprem(r) ⇒ 
nprem(r1 ) = 0 ⇒ 
r1 E True(Red"'(R)) . 
<1> 
<2> 
As for every 'I/; E prem( r), the proof of 'I/; in True(RedfJ (P)) is less deep than the proof of 
cp in True(Redf1(P)), we may conclude by induction that prem(r) ~ --+True(Red<>(P))· As 
prem(r1) ~ prem(r), conc(r1) = cp E --+True(Red<>(P))· 
D 
In order to apply this reduction process, we also need the following lemma. 
Lemma 5.6. Let P = (E, A, R) be a TSS and let ----+ ~ Tr(E, A). For all ordinals a 
u ----+True(Redf3(P)) ~ ----+ ~ n ----+ Pos(Redf3(P)) 
fJ < a fJ<a 
implies 
~ =--+-
Strip( P, ----+) Str,p(Red0 (P), ----+) 
Proof. 
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• ----+ C ----+ · . Let 'lj; E ----+ . Hence, Strip(P, ----+) I- 'lj;. We 
Stnp(P,----+) - Strip(Red 0 (P),----+) Stnp(P,----+) 
use induction on this proof. There is a rule r' in Strip( P, ----+) such that cone( r') = 'ljJ and 





and ----+ F nprem(r ) . By induction on o: and lemma 5.5 it follows that 
V f-1 < o: · ----+ = ----+ C ----+ /3 ;., . Stnp(P,----+) Stnp(Redf3(P),----+) - Pos(Red (P)) 
and hence: 
----+ F nprem( r) } 
U ⇒ LJ,1ka ----+True(Redf3(P)) F nprem(r), fJ<a ---+True( Redf3(P)) ~ ----+ 
----+ Strip(P,----+) F pprem(r) } 
n 
⇒ n,8<a ----+Pos(Redf3(P)) F pprem(r). 
----+ Strip(P,----+) ~ ,8<01.----+ Pos(Redf3(P)) 
So there is a rule 
{'Ip' E pprem(r)I LJ,a<a ----+True(Redf3(P)) ~ 'lj;'}U 
{'Ip' E nprem(r)I n,8<a ----+Pos(Redf3(P)) ~ 'lj;'} 
r" = ------------------'---------- E Red0 (P) . 
conc(r) 
Furthermore, ----+ F nprem(r") ~ nprem(r). So 
111 _ {-ip' E pprem(r)I LJ,a<a ----+True(Redf3(P)) ~ -ip'} S . (R da(P) ) 
r - ( ) E tnp e , ----+ . 
cone r 
By induction on the depth of the proof of -ip from Strip(P,----+) we may assume that prem(r') ~ 
----+ , so ----+ F prem(r') = pprem(r) :::> prem(r'"). Hence, it 
Stnp(Red 0 (P),----+) Strip(Red 0 (P),----+) -
follows that Strip(Red0 (P),----+) F conc(r 111 ) = -ip. 
• ----+ :::> ----+ . Let 'lj; E ----+ . Hence, it must be that 
Strip(P,----+) - Strip(Red 0 (P,----+)) Stnp(Red0 (P),----+) 
Strip(Red0 (P),----+) I- 'lj; . So there is a ruler' in Strip(Reda(P),----+) such that conc(r') = 'ljJ 
and ----+ F prem( r'). Then there is a rule r E R such that 
Strip ( Red0 ( P),----+) . 
1 {'Ip' E pprem(r)I LJ,a<a ----+True(Redf3(P)) ~ -ip'} r =-------:.........:. ___ __;_ _ _;_..,;..;_ _ 
conc(r) 
and ----+ F {'Ip E nprem(r)I n,8<a ----+Pos(RedfJ(P)) ~ -ip'}. 
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----+ I= nprem(r): Let 'lj;' E nprem(r). If nfJ<a ----+Poa(Redf3(P)) ~ 'lj;' then ----+ I= 'lj;' . If 
nfJ <a ----+Pos(RedP(P)) F 'lj;' then also----+ F 'lj;', as----+ S:: nfJ<a ----+Poa(Redf3(P))· 
So in Strip(P,----+) we have the rule 
11 pprem(r) r -
- conc(r) · 
By induction on the depth of the proof of 1/; from Strip(Red"'(P), ----+) we may conclude that 
----+ . I= prem(r') = {1/;' E pprem(r)I ufJ< ----+True(Redf3(P)) ~ 'lj;'}. By the induction 
Strip ( P,----+) "' 
on a and lemma 5.5, V/3 < a: ----+True(Redf3(P)) S:: ----+ . S:: ----+ . . Hence, 
Strip ( Red/3 ( P) ,----+) Str,p( P,----+) 
if ufJ<a ----+True(Redll (P)) I= 'lj;', then ----+ . I= 1/;'. Thus ----+ . I= prem( r 11 ) = 
Stnp(P,----+) Stnp(P,----+) 
prem(r') u {1/;' E pprem(r)I ufJ< ----+True(Redf3(P)) I= 1/;'}. So----+ . I= conc(r") = 1/;. 
"' Stnp(P,----+) 
D 
Our hope is that after sufficiently many reductions we obtain a positive TSS. If this is the case, then 
our method has succeeded: the transition relation of this positive TSS is the unique transition relation 
that is stable for the original one. (Example 8.12 shows that the converse is not true: a TSS having 
a unique stable transition relation need not reduce to a positive TSS.) 
Theorem 5. 7 (Soundness of reduction). Let P = (I:, A, R) be a TSS and let ----+ S:: Tr(:E, A). For 
all ordinals a we have: 
----+ is stable for P ¢> ----+ is stable for Red"' (P). 
Proof. 
⇒) Let ----+ = ----+ 
Strip( P,----+) 
We prove by induction that for all ordinals a : 
----+ = ----+ 
Strip(Reda(P) , ----+)' 
----+True(Reda(P)) S:: ----+ S:: ----+ Poa(Reda(P)) · 
By lemma 5.5, always (1) ⇒ (2), so we must prove (1) . 
Basis. ----+ = ----+ = ----+ is given. 
Strip(P,----+) Strip(Red0 (P), ----+) 
Induction. By induction it follows from (2) that for all /3 < a: 
(2) 
u fJ< a ----+True(Redf3(P)) S:: ----+ S:: nfJ<a ----+ Pos(Redll(P)), so by lemma 5.6 
---t = ---t = -----t 
Strip(P, ----+) Strip(Red"'(P) ,----+) 
<=) Let ---+ = ---+ 
Stnp(Reda(P), ----+) 
Then by lemma 5.5 for all /3 < a: ----+True(Redf3(P)) S:: ----+ S:: Pos(Redf3(P)) · So again 
u ----+True(Redf3(P)) S::---+ S:: n ----+Poa(Redf3(P)) 
fJ <a fJ<a 
and by lemma 5.6 ----+ = ---+ = ----+ 
Strip(P, ----+) Strip(Reda(P),---+) 
D 
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Corollary 5.8 (Cf. {12}, corollary 6.2). If P reduces to a positive TSS, i.e. Red°'(P) is positive for 
some a, then --+Red"(P) is associated with P. 
6 Reduction and stratification 
We now have two independent methods for associating a transition relation with a TSS with negative 
premises: reduction and stratification . Three questions arise: 
- if both methods are applicable, is their result the same? 
- is one method (strictly) stronger than the other? 
- is it useful to combine the two methods? 
In this section we shall answer these questions affirmatively. We show that for a stratified TSS P, the 
relation --+pas defined in section 3 is stable for P. Furthermore, we show that repeatedly reducing a 
stratified TSS yields a positive TSS. Thus --+pis the unique transition relation that is stable for P. 
This is also the answer to our second question: reduction is indeed stronger than stratification ( that 
it is strictly stronger is easily seen by the second TSS in remark 4.4). 
So it seems that there is no point in combining the two methods: the result could not be stronger 
than reduction alone. However, for practical purposes the combination appears to be valuable, due to 
the fact that the existence of a stratification is generally easier to demonstrate. Therefore, we show in 
this section that the methods can be used cooperatively, rather than being alternatives for each other. 
Finally, we use this amalgamation to demonstrate that the TSS BPA0,.,. with priorities has an 
associated transition relation under some conditions. 
Theorem 6.1. If Pis stratified, then --+p is stable for P. 
Proof. Let P = (E, A, R) and let S : Tr(E, A) -+ a be a stratification of P. 
1. We show that --+ . ~ --+p. Suppose Strip(P, --+p) f- 'lj;. We use induction on 
Strip( P,--+ p) 
the structure of the proof of 'lj;. As Strip(P, --+p) f- 'lj;, there exists a ruler' E Strip(R, --+p) 
such that prem(r') ~ --+ . and 'lj; = conc(r'). So 3r E R: pprem(r) = prem(r'), Str,p(P,--+p) 
conc(r) = conc(r') and --+p F nprem(r). By induction pprem(r) ~ --+p. Hence, --+p F 
prem(r) . As by theorem 3.16 --+pis a model of P, 'lj; = conc(r) E --+p . 
2. Here it is shown that --+p C--+ . Recall that --+p = Uo< ·< --+p .. We show by - Strip(P,--+p) _, a ' 
induction that for every i, 0::; i < a: --+p, ~ --+ . . Let 'lj; E --+p,, hence P; f- VJ. Str,p(P,--+p) 
With induction on the proof of 'lj; from P; we show that Strip(P,--+ p) f- 'lj; . 
Suppose the last rule used to prove VJ from P; is r'. This means according definition 3.14 that 
there is a rule r E R and a substitution a : V-+ T(E) such that 
LJ --+p; F nprem(a(r)) U {cp E pprem(a(r))IS(cp) < i}, 
O~j<i 
1 {cp E pprem(a(r))IS(cp) = i} 
r = 
conc(a(r)) 
and conc(r) = VJ. As Pis stratified, for all t--1/-+ E nprem(a(r)) and t' E T(:E): S(t_!=_.,t') < 
S(VJ) = i . Thus Uo~j<i --+p; F nprem(a(r)) implies --+p F nprem(a(r)) and therefore there 
is a rule 
11 pprem(a(r)) . 
r = ( ( )) E Strip(P, --+p). cone a r 
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For all x E prem(r") with S(x) < i: -Psc > p X, so by induction - . p X· For all 
x Stnp(P,-p) 
x E prem(r") with S(x) = i, it follows with induction on the proof tree that - . p 
Stnp(P,-p) 
X· Hence, Strip(P, -p) I- prem(r") and hence, Strip(P, -P) I- conc(r11 ) = 'lj; . 
□ 
Theorem 6.2. Let P = (E, A, R) be a TSS with stratification S : Tr(E, A) --+ a. Then Reda.(P) is 
a positive TSS. 
Proof. We show that U.e <o. -True(RedfJ( P)) = n,B<o. -Poa(RedfJ(P)) · According to remark 5.2 this 
is sufficient . 
~ . This implication follows immediately from lemma 5.5. 
~ . We claim that for any 1/; E Tr(E, A): 
Using the claim, we can easily finish the proof: as S('lj;) < a, we have 
1P E n,B<o. - Pos(RedfJ(P)) ⇒ 
1P E - Pos(Red5 (,J,)(P)) ⇒ 
1P E -True(Red5 (,J, )(P)) ⇒ 
1P E u,B <o. -True(Red5 (,J, )(P)) · 
We prove our claim by transfinite induction on S( 'lj; ). Assume the induction hypothesis holds for 
all ,y < fl . Take some 1/; E Tr(E,A) with S('lj;) = fl . Furthermore, assume 1/; E -Pos(RedfJ(P))· 
Hence, there is a proof of 'lj; from Pos(Red.B (P)). With induction on this proof, we show that 
True(Red.B(P)) I- 'lj;. As Pos(Red.B(P)) I- 1/;, there is a rule r E Pos(Red.B(R)) such that 
conc(r) = 'lj; and Pos(Red.B(P)) I- prem(r). Hence, there is some ruler' E Red.B(R) such that 
conc(r') = conc(r) = 'lj; and pprem(r') = prem(r). We show that nprem(r') = 0. In order to 
obtain a contradiction, assume tf E nprem(r'). As r 1 E Red.B(P), we know: 
U -True(RedC(P)) F tf. 
t: <.B 
So for every t' E T(E) : t-.!=...+t' (/. Ut: <.B -True(RedC(P)) · In particular, as S(t-.!=...+t') = ,y' < 
S('lj;) = fl , t-.!=...+t' (/. -Trv.e(Red-r'(P)) · By induction, t-.!=...+t' (/. -Pos(Red-r'(P)) and so t-.!=...+t' (/. 
n(<,8 -Pos(RedC(P) ) · Therefore, 
n -Pos(RedC(P)) F tf. 
t: <.B 
Hence , tf (/. nprem(r'). As npre_m(r') = 0, r = r1 E True(Red.B(R)) . By induction (on the 
depth of the proof tree of Pos(Red.B(P)) I- 1/;) we know that True(Red.B(P)) I- prem(r) and 
thus True(Red.B(P)) I- 'lj;. So we can conclude 1P E -True(RedfJ( P)) · 
□ 
Corollary 6.3 (Cf {13], corollary 1 and {12], theorem 6.3). Let P = (E, A , R) be a TSS with 
stratification S : Tr(E , A) --+ a . Then -P = - Reda (P) is associated with P . 
Proof. Directly using theorem 6.1, theorem 6.2 and corollary 5.8. □ 
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Lemma 6.4. Let P be a TSS. 
Proof. Straightforward with induction on a, using lemma 5.5. □ 
Corollary 6.5 (Combining reduction and stratification). Let P = (I:, A, R) be a TSS and suppose 
that for some ordinals a and (3, S : Tr(I:, A) --+ a is a stratification of Redfi(P). Then Red°'+f3(P) is 
a positive TSS and ---+ Reda+f3(P) = ---+ Redf3(P) is associated with P . 
Proof. By theorem 6.2 and lemma 6.4 it follows that Red°'(Redf3(P)) = Red°'+f3(P) is a positive 
TSS. Using corollary 6.3 and lemma 6.4 we have that 
is the transition relation associated with Redf:J (P). Now by theorem 5. 7---+ Redf3(P) is associated with 
P . □ 
In the remainder of this section we apply this corollary to show that a transition relation is associated 
with an instance Po of BPA&-r with priorities, provided that two conditions hold: 
1. The abstraction operator TJ does not occur in process terms. The reason for this condition was 
already shown in example 4.8. This is conform the standard practise in process algebra. 
2. There is no a E Act such that,,- < a. The motivation for this second condition is threefold (cf. 
(35] where it is argued that,,-> a for all actions a seems the most 'intuitive' choice) . 
- It is essential that 7-actions are not observable. Thus between two observable actions, 
any number of 7-actions can take place, and must be possible in any process specification . 
Indeed, the 7-rules R9.l-R9.3 ensure that (in BPA.sn-) every specification satisfies this 
property. However, allowing,,- < a would destroy this property, as in this case e.g. 0(a · a) 
specifies a process performing two a-actions, with no 7-actions in between (assuming there 
is nob> a): 
but for no t, t' E T(I:o) : 
(If 0(a · a)__E:__.t E ---+Pos(Red'(Ps)), then t = 0(u) for some u such that True(Po) f- u__!!:__.~; 
every rule in Po with a conclusion of the form 0(u)2-+t' has a premise 0(u)2-+u' (R9.2 and 
R9.3) or u_!:f. (R5.l)). 
- As a consequence, the axiom 0(a·x) = a-0(x), which is part of the complete axiomatization 
of BPA,0 with priorities (without,,-, Cf. (2] axiom THl and TH2), is no longer valid: when 
,,- < a, 0(a · a) cannot perform,,- after a although a· 0(a) can. 
- We conjecture that there is only one transition relation stable for Po, even for instances 
with ,,- < a. However, we have no proof for this. In particular, we do not know whether 
such an instance of BPA.s,-r with priorities always reduces to a stratified TSS. The problem 
is caused by the fact that we do not reduce one TSS (with (Act,<) and (3, E) fixed), but 
try to reduce the whole class of instances of BPA.s,-r with priorities (satisfying condition 1) 
at once. 
Theorem 6.6. If far all (X <= tx) E E: T1(·) does not occur in tx and for all a E Act it does not 
hold that T < a, then there is a transition relation associated with Po. 
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Proof. We show that P8 is stratified after one reduction step. To this end we formulate a useful 
property of Red1 (P9). Define N: T(E9)-+ Nby: 
N(a) = N(E) = N(8) = N(-r) = N(X) = 0 (XE 3 and a E Act), 
N(x + y) = N(x • y) = N(x 4 y) = max(N(x), N(y)), 
N(0(x)) = N(x), 
N(-rr(x)) = N(x) + l. 
We show that it is not possible to prove in P9 a literal t~u when N(t) < N(u) (i.e. the 'N-complexity' 
of a process, the depth of nestings of -rr( ·) 's in it, cannot increase by performing an action). 
Fact 1. For all a E A9 we have: 
t~u E --t Pos(Ps) ⇒ N( t) 2: N( u) 
Proof of fact 1. It can be shown for every ground instance r of a rule in P9 that if for every literal 
t~u E pprem(r) N(t) 2: N(u) holds, then N(t') 2: N(u') holds, where conc(r) = t1 ...J!...+u1• Instead of 
giving a detailed treatment of each rule, we only prove the most important ones here: 
R4.l N(x · y) = max(N(x), N(y)) 2: N(x) 2: N(x') and max(N(x),N(y)) 2: N(y). This implies that 
max(N(x), N(y)) 2: max(N(x'), N(y)) = N(x' · y) . 
RB N(X) = 0. So we must prove N(y) = 0. Indeed N(y) ~ N(tx) = 0 as by assumption tx does 
not contain -rr-operators. D 
For example, the literal t...J!...+-r{a}(0(t)) used in example 3.17 to make t...J!...+-r{a}(0(u)) depend negatively 
on itself, is not possible. Based on this definition of N we define the preorder ~ on pairs of literals 
by: 
(t a ) < (t' b ') "ff { N(t) < N(t') or ,--tU --tU l 
- N(t) = N(t') and (a= -r, ✓), a> b, or a= b. 
For some ordinal a we can now define a function S: Tr(E9,A9)-+ a obtained by transforming the 
preorder ~ into a complete well-founded ordering: 
cp ~ 'I/; iff cp ~ 'I/; and 1/; ~ cp, 
cp ~ 'I/; ⇒ S(cp) = S('l/;), 
cp ~ 'I/; and not cp ~ 'I/; ⇒ S(cp) < S('l/;). 
(We do not need a more precise definition of S; since such a definition necessarily depends on the size 
of the set Act, we omit it). 
Fact 2. Sis a stratification of Reduce(P9, --tTrue(Ps), --tp0 s(P9 ))-
Proof of fact 2. Let r be a ground instance of a rule in Reduce(PB, --trrue(Ps), --tPos(Ps))- We 
must show that for every 7/J E pprem(r): S('l/;) ~ S(conc(r)). Furthermore, it must hold that for every 
VJ= t-'!:f-t E nprem(r) and for every t' E T(E): S(t~t') < S(conc(r)). For most rules this is trivial, 
as the unreduced instances of the rule already satisfy the requirement. We only consider the most 
interesting cases: 
R5.l N(0(x)) = N(x) implies that S(0(x)~0(x')) = S(x~x'). For each b > a it holds 
that S(x...J!...+t1 ) < S(x~x') for any t' E T(E9). 
R6.1 N(x) ~ N(x .o y), so S(x~x') ~ S(x .o y~x'). Also N(y) ~ N(x 4 y), so for each 
b > a and t' E T(EB): S(y...J!...+t1 ) < S(x .o y....!!:....+x'). 
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R9.2 and R9.3 By the first fa.ct Redv,ce(P9, ---+rrv.e(Ps),---+ Pos(Ps)) contains only those instances of 
these rules for which N(x) 2". N(y) 2". N(z). We need N(x) 2". N(y) to prove e.g. 
(y-2..+z) ~ (x~z), hence S(y-2..+z) ~ S(x~z). D 
7 Bisimulation relations 
We have defined the meaning of a TSS as its associated transition relation and shown how to arrive at 
this transition relation . Now we switch to the study of properties of transition relations as consequences 
of properties of their defining TSS's. 
An important question (e.g. in process verification) is whether two terms denote the 'same' process. 
Many process equivalences based on transition relations have been proposed ([15]), of which strong 
bisimulation equivalence is most often used [24, 26). In this and the subsequent sections some relations 
between TSS's and strong bisimulation equivalence are studied. 
Definition 7.1. Let P be a TSS with associated transition relation ---+ p. A relation R is a strong 
bisimnlation relation based on P if it satisfies: 
- whenever tRu and t~pt1 then, for some u' E T(E), we have u~pu1 and t'Ru', 
- whenever tRu and u~pu1 then, for some t' E T(E), we have t~pt1 and t'Ru'. 
Two terms t, u E T(E) are (P-)bisimilar, notation t- pu, if there is a strong bisimulation relation R 
based on P such that tRu. Note that ttp, the strong bisimulation equivalence induced by P, is an 
equivalence relation. 
Thus tttpu means that if t can do some step, u can do a 'similar' step (and vice versa, hence the 
name bisimulation). In the next section we prove that under specific conditions on P, ttp is a 
congruence relation. To this end we shall approximate ---+p by other transition relations ---+Q, and 
use the notion of P⇒Q-bisimulation, meaning that if t can do some step in ---+p, u can do a 'similar' 
step in ---+Q (and vice versa, i.e. if u can do a step in ---+p, t can do a 'similar' step in ---+Q)-
In the end, the approximation ---+Q will be equal to ---+ p . It may be readily checked that in this 
case, P⇒Q-bisimulation is exactly P-bisimulation. Thus showing that for every approximation ---+Q 
P⇒Q-bisimulation is a congruence is sufficient to show that P-bisimulation is a congruence. 
Formally, we have the following definition. 
Definition 7.2. Let P = (E,A,Rp) and Q = (E,A,RQ) be TSS's with associated transition 
relations ---+ p and ---+Q- A relation R is a strong P⇒Q-bisimulation relation if it satisfies: 
- whenever tRu and t~pt1 then, for some u' E T(E), we have u~Qu' and t'Ru', 
- whenever tRu and u~ pu1 then, for some t' E T(E), we have t~Qt' and t' Ru'. 
We say that two terms t, u E T(E) are P⇒Q-bisimilar, notation tt:tP⇒QU, if there is a strong P.⇒Q­
bisimulation relation R such that tRu. Note that like t:tp, ttp⇒Q is reflexive and symmetric. In 
contrast with ttp, t:tp⇒Q need not be transitive. 
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8 The ntyft/ntyxt-format and the congruence theorem 
A desirable property for TSS's is that the induced strong bisimulation equivalence is a congruence. In 
[17] this led to the observation that if a (positive) TSS is in the so-called tyft/tyxt-format then this is 
the case. In (16] this result was extended to stratified TSS's. In order to express the fact that negative 
premises are allowed, n's were added to the name of the format, obtaining the ntyft/ntyxt-format. In 
this section we show that even for TSS's that are positive after reduction, bisimulation is a congruence 
if the TSS is in ntyft/ntyxt-format. In the end of this section we show that 'positive after reduction' 
is a necessary requirement for the congruence theorem: we give a TSS in ntyft/ntyxt-format with a 
unique stable transition relation for which strong bisimulation is not a congruence. 
Definition 8.1. Let :E = (F, rank) be a signature. Let P = (:E, A, R) be a TSS. A rule r E R is in 
ntyft-format if it has the form: 
{tk~Yklk EK} U {tz~ll EL} 
f(x1, ... , Xrank(f))-5!:...+t 
with Kand L (possibly infinite) index sets, Yk, Xi (1 ~ i ~ rank(!)) all different variables, ak, b1, a E A, 
f E F and tk, t1, t E lf(:E). A ruler ER is in ntyxt-format if it fits: 
{tk~Yklk EK} U {tz~ll EL} 
x-5!:...+t 
with K, L (possibly infinite) index sets, Yk, x all different variables, ak, b1, a E A, tk, ti and t E lf(:E). 
P is in ntyft-format if all its rules are in ntyft-format and P is in ntyft/ntyxt-format if all its rules are 
either in ntyft- or in ntyxt-format. 
It may be useful to point out why this format is called the ntyft/ntyxt-format. As stated above, the 
'n' was added to indicate the possibility of negative premises. The letters tyft can be found if one 
reads first the (positive) premises and then the conclusion from left to right: t represents a term in 
the left hand side of a premise, y the variable in the right hand side; f is the function name in the 
left hand side of the conclusion and t the term in the right hand side. Similarly, the other format is 
called ntyxt. 
As in [16, 17], we need the following well-foundedness condition in order to prove the congruence 
theorem. 
Definition 8.2 (Well-foundedness). Let P = (:E, A, R) be a TSS. Let S = {tk~t~lk E K} ~ 
lf(:E) x A x lf(:E) be a set of positive literals over :E and A. The variable dependency graph of S is a 
directed (unlabeled) graph V DG with: 
- Nodes: ukEK Var(tk~t~), 
- Edges: { < x, y > Ix E Var(tk), y E Var(t~) for some k EK}. 
S is called well-founded if any backward chain of edges in the variable dependency graph is finite. A 
rule is called well-founded if its set of positive premises is well-founded. A TSS is called well-founded 
if all its rules are well-founded. 
Definition 8.3. Let P = (:E, A, R) be a TSS. Let r E R be a rule. A variable x is called free in r if 
it occurs in r but not in the source of the conclusion or in the target of a positive premise. The rule 
r is called pure if it is well-founded and does not contain free variables. P is called pure if all rules in 
Rare pure. 
In what follows we state a number of technicalities needed for the proof of theorem 8.11. At first 
reading it is advised to skip the remainder of this section except for this theorem. 
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Definition 8.4. Let S be a set of positive literals which is well-founded and let V DG be the variable 
dependency graph of S. Let Var(S) be the set of variables occurring in literals in S. Define for each 
x E Var(S): nvna(x) = sup({nvna(y) + 11 < y,x > is an edge of VDG}) (sup(0) = 0). 
Remark 8.5. If Sis a set of positive premises of a rule in ntyft/ntyxt-format then nvna(x) E Nfor 
each x E Var(S): Every variable Yk occurs only once in the right hand side of a positive literal in the 
premises. As the term tk is finite, it contains only a finite number of variables x. Therefore the set 
U = {nvna(x) + 11 < x,yk > is an edge of VDG} is finite. Hence, nvna(Yk) = sup(U) is a natural 
number. 
The following lemma states that any TSS in ntyft/ntyxt-format is 'equivalent' to a pure TSS in ntyft-
format. This allows us to only study ntyft-rules. 
Lemma 8.6. Let P be a well-founded TSS in ntyft/ntyxt-format and let---+ be the transition relation 
associated with P. Then there is a pure TSS P' in ntyft-format such that ---+ is also associated with 
P'. Moreover, P' is positive after reduction iff Pis positive after reduction. 
Proof. Assume P = (E, A, R) and E = (F, rank). First we construct a TSS P" = (E, A, R") which 
is pure and in ntyft/ntyxt-format. R" contains a rule a( r) iff r is a rule in R and a : V -+ lf(E) is a 
substitution such that for each variable that is free in r : a(x) E T(E) and for each variable x that is 
not free in r a(x) = x. From P" we construct P' as follows: P' = (E, A, R') where for each f E F, a 
rule a1(r) ER' iff r is a rule in R" and a, : V-+ lf(E) is a substitution satisfying: 
if r is in ntyft-format, then a 1(z) = z for all z E V, 
if r is in ntyxt-format, then a1(z) = z for all z EV\ {x} and a1(x) = f(z1, ... ,zrank(f))-
Here z; (1 ::; i ::; rank(!)) are variables that do not occur in r. It is easy to see that P' is a pure 
TSS in ntyft-format. Observe that the ground instances of the rules in R, R' and R" are the same. 
Also note that 'stable for' and 'positive after reduction' are defined w.r.t. these ground instances. 
Therefore, ---+ is also the unique transition relation stable for P' and P". Furthermore P' and P" 
are positive after reduction iff P is positive after reduction. D 
The relation Rp that is defined now forms the backbone of all remaining proofs in this section. 
Definition 8. 7. Let E = (F, rank) be a signature and let P = (E, A, R) be a TSS with an associated 
transition relation. The relation Rp ~ T(E) x T(E) is the minimal relation satisfying: 
- for all function names f E F: 
Note that this definition is in fact saying that Rp is the minimal congruence relation that includes 
t:±p. This explains the following lemma, which is a standard fact about congruence relations. 
Lemma 8.8. Let P = (E, A, R) be a TSS with an associated transition relation . Let t E lf(E) and 
let a , a': V-+ T(E) be substitutions such that for all x in Var(t) a(x)Rpa1(x). Then a(t)Rpa1(t). 
Proof. Straightforward with induction on the structure oft. □ 
Lemma 8.9. Let P be a pure TSS in ntyft-format. Suppose that ---+ p is the transition relation that 
is associated with P. Then for all ordinals a ~ 0: Rp is a 
1. P⇒Pos(Reda(P))-bisimulation relation. 
2. True(Reda(P))⇒P-bisimulation relation. 
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Proof. Assume P = (E, A, R) and E = ( F, rank). We show the two statements in the lemma by 
mutual transfinite induction on a. 
1. For reasons of symmetry it is enough to show that: 
if uRpv and --+p F u~u', 
then :lv' E T(E) such that --+ Pos(Reda(P)) F v~v' and u' Rpv'. 
We prove this by induction on the proof of u~u' from Strip(P, --+p). As uRpv, two cases 
anse: 
- u<->pv . Then --+p F u~u' implies :lv' E T(E): --+p F v~v' and u 1ttpv1 • By lemma 
5.5 and theorem 5.7 --+p ~ --+Pos(Reda(P))· So --+Pos(Reda(P)) F v~v'. Furthermore, 
u' <-> pv1 implies u' Rpv'. 
- For some function name f E F, u = J( u1, ... , Urank(f)), v = f ( V1, .. . , Vrank(f)) and UiRPVi 
for 1 ~ i ~ rank(!). Then there is a rule: 
r = {tk~Yklk EK} U {t1fll EL} ER 
f(x1, ··· , Xrank(f))~t 
and a substitution a- such that a-(xi) = Ui (1 ~ i ~ rank(!)), a-(t) = u', --+p F prem(a-(r)) 
and 
pprem(a-(r )) 
cone( a-( r)) 
is the last rule of the proof of u~u' from Strip(P, --+p). Thus the proof of a-(tk~Yk) 
(k EK) from Strip(P,--+p) is less deep. As Pis pure, {x1, -- ,Xrank(f)} U{ykjk EK}= 
Var(r) . 
Claim 1. There is a closed substitution a- 1 such that for all x E Var(r): 
(a) a-(x)Rpa-'(x), 
(b) if x = Xi then a-'(x) = Vi, 
(c) ifx = Yk (k EK) then a-'(tk~Yk) E --+Pos(Red 0 (P)), 
(d) for all IE Land for all (3 < a: --+True(RedfJ(P)) F a-'(ti)f. 
Proof of claim 1. We prove the first three points of the claim by inductively constructing 
a-' ( x) for every x E Var( r), us.ing induction on the degree of x in the VDG of ppr em( r). 
For x E {x1, ... ,Xrank(f)}, a-'(xi) = Vi is prescribed. Also a-(xi) = uiRPVi = a-'(xi) is 
satisfied. 
For x = Yk (k E K), we have tk~Yk E pprem(r) . For ally E Var(tk), nvva(y) < 
nvvc(x) , so by induction a-(y)Rpa-'(y). As Rp is a congruence, a-(tk)Rpa-1(tk)- Since the 
proof of a-(tk~Yk) is less deep than the proof of u--+4 u 1 from Strip(P, --+p), by induction 
:lw E T(E):a-'(tk)~w E --+p 0 s(Reda(P)) and a-(yk)Rpw. Thus we take a-'(Yk) = w. Note 
that the first three points of claim 1 are satisfied which finishes the first part of the proof. 
It remains to be shown that V(J < a: --+True(RedfJ(P)) F a-'(ti)f (l E L). Again 
a-(t1)Rpa-'(t1) . Assume to generate a contradiction that 3(3 < a: --+True(RedfJ(P)) F 
a-'(t1)...!=.4s for some s. By simultaneous induction V/3 < a: a-(t1)ttTrue(RedfJ(P))⇒Pa-'(t1). 
So --+p F a-(t1)...!=.4s' for some s'. This contradicts the fact that --+p F prem(a-(r)). 
Hence , for all IE Land for all (J < a: --+True(RedfJ(P)) F a-'(t1)f. D 
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According to claim 1 there is a substitution a' with the properties (a),(b),(c) and (d). 
Consider 
V = Pos(Red0 ({a'(r)}) 
Pos(Reduce( {a'(r)}, u -True(Redl'1(P)), n -Pos(Redl'1(P)))). 
f3<a f3<a 
First we show that :lr' E V. It follows immediately from clause (d) in the claim that 
LJ ---->True(Redl'1(P)) F nprem(a'(r)). 
f3<a 
Furthermore, by clause (c) and lemma 5.5: 
n -Pos(Redl'1(P)) F pprem(a'(r)). 
f3<a 
Hence, there is some r' EV. It follows from clause (c) in claim 1 that ---->Pos(Reda(P)) F 
pprem(a'(r)) and therefore, we have that ---->Pos(Red"(P)) F pprem(r') = prem(r') . Thus 
---->Pos(Red"(P)) F conc(r') = conc(a'(r)) = v~a'(t) and u' = a(t)Rpa1 (t) = v'. 
2. For reasons of symmetry it is enough to show that: 
If uRpv and ---->True(Red"(P)) F u~u', 
then :lv' E T('E) such that ----> p p v~v' and u' Rpv'. 
As ---->True(Red"(P)) F u~u', there is a proof tree of u~u' from True(Reda(P)) . We use 
induction on the depth of this proof. As uRpv we can distinguish two cases: 
- u-pv. As by lemma 5.5 and theorem 5.7 ---->True(Red"(P)) ~ ---->p, P F u~u'. So, 
:lv' E T('E) such that ---->p F v~v' and u'-pv1• Hence, u 1Rpv1• 
- For some function name f E F, u = J(u1, .. . ,Urank(f)), v = J(v1, ... ,Vrank(f)) and UiRPVi 
for 1 ~ i ~ rank(!). In this case the final (ground) ruler E True(Red0 (R)) of the proof 
of u~u' from True(Red0 (P)) is also present in Red°'(R) and has no negative premises. 
Red°' ( R) = { Reduce(Rground, u/3<a -True(Redl'1(P))' n/3<a - Pos(Redl'1(P))) 
Rground 
if a> 0, 
if a =O. 
Thus there is a rule r' E R and a substitution a : V -+ T('E) such that a(r') is reduced 
tor . This means that conc(r) = conc(a(r')) and prem(r) ~ pprem(a(r')). Moreover, all 
negative premises of a(r') and all premises in pprem(a(r'))-pprem(r), which are removed, 
are redundant: 
u/3<0. -True(Redl'1(P)) F pprem(a(r')) - pprem(r), 
n/3<0. -Pos(Redf3(P)) F nprem(a(r')). 
As P is in ntyft-format, r' is of the form 
{tk~Yklk EK} LJ {t1~ll EL} 
f(x1, ···,Xrank(f))~t 
and a(xi) = Ui (1 ~ i ~ rank(!)), hence a(f(x1, ... ,Xrank(f))) = u, and a(t) = u'. As Pis 
pure, {xi, .. . ,Xrank(f)} U {Yklk EK}= Var(r'). 
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Claim 2. There is a. closed substitution a' such tha.t for all x E Var(r'): 
(a) a(x)Rpa'(x), 
(b) ifx = x; then a'(x) = v;, 
(c) if x = Yk (k EK) then a'(tk)--'=-!!+a'(yk) E --+p, 
(d) for all [EL: --+p F a'(t1)f. 
Proof of claim 2. We prove the first three points of the claim by giving a construction of 
a'(x) for every x E Var(r'), using induction on the degree of x in the VDG of pprem(r'). 
For x E {x1, .. . ,Xrank(f)}, a'(x;) = v; is prescribed. Also a(x;) = u;Rpv; = a'(x;) is 
satisfied. · 
For x = Yk (k E K), we have tk--'=-!!+Yk E pprem(r'). For ally E Var(tk), nvDa(y) < 
nvva(x), so by induction a(y)Rpa'(y). As Rp is a congruence, a(tk)Rpa'(tk)- Two cases 
anse. 
1. a(tk~Yk) E pprem(r) . Then there is a proof of a(tk--'=-!!+Yk) from True(Reda(P)) 
that is less deep than the proof of u~u'. As a(tk~Yk) E --+True(Reda(P)) and 
a(tk)Rpa1(tk), it follows by induction that 3w E T(E): a'(tk)--'=-!!+w E --+p and 
a(yk)Rpw. 
11. a(tk~Yk) r/. pprem(r). Hence 3(3 < a: --+True(RedfJ(P)) F a(tk--'=-!!+Yk)- As also 
a(tk)Rpa1(tk), it follows by induction that 3w E T(E) : a'(tk)--'=-!!+w E --+p and 
a(yk)Rpw . 
In both cases, we take a'(yk) = w. Note that the first three points of claim 2 are satisfied, 
which finishes the first part of this proof. 
We are left to show that --+p F a'(tz)f (l EL). As a(t1)Rpa'(t1), it follows from point 1 
of this lemma that a(t1)t:::tP⇒Pos(Reda(P))a'(t1). In order to obtain a contradiction, assume 
that --+p F a'(t1)~s' for some s1• Then --+p0•(Reda(P)) F a(tz)~s for some s. So 
by lemma 5.5 for all {3 < a : --+po,(RedfJ(P)) F a(tz)~s. This cannot be the case, as 
n,B<a --+po•(RedfJ(P)) f= a(t1)f. 0 
From claim 2 it follows that there is a substitution a' such that --+p F prem(a'(r')). 
Hence --+p F conc(a'(r')) = v~a'(t). Finally, as for all x E Var(r'): a(x)Rpa'(x), 
u' = a(t)Rpa'(t) = v'. 
□ 
Lemma 8.10. Let P be a. pure TSS in ntyft,-farma.t tha.t is positive a.fter reduction. Then Rp = t:::tp. 
Proof. As P is positive after reduction for some ordinal a, Reda(P) is positive. It follows using 
corollary 5.8 that: 
--+p = --+Reda(P) = --+po,(Reda(P))· 
Now, it follows using lemma 8.9, the introduction of definition 7.2 and the definition of Rp that: 
□ 
Theorem 8.11 (Congruence theorem). Let P be a well-founded TSS in ntyft/ntyxt-farmat that is 
positive a.fter reduction . Then +-+ p is a congruence. 
Proof. Assume P = (E, A, R). According to lemma 8.6 there is a pure TSS P' = (E, A, R') in 
ntyft,-format that is positive after reduction such that --+p = --+p,. Hence, t:::tp = t:::tp,. By lemma 
8.10 f::::zp, = Rp,. As Rp, is a congruence w.r .t . E, t:::tp is also a congruence w.r.t. E. □ 
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The next example shows that the requirement in the congruence theorem 8.11 that the TSS P must 
be positive after reduction is really needed. We give a TSS in ntyft/ntyxt-format that has a unique 
stable transition relation but that is not positive after reduction and for which bisimulation is not a 
congruence. 
Example 8.12. Let P = (E, A, R) be a TSS where E contains constants c1 and c2 and a unary 
function f. The actions in A are a, bi, b2 and the rules are the following: 
El: 
E3: 




x~y f(x).!!1;-+ f(c2)¥ 
f(x).!!4c1 
Note that P is pure and in ntyft-format. Red1 (P) is a TSS with the following rules: 
El': a E2': a C1 ---tC1 c2-c2 
E3': 
f (c1) ¥ f (c1 ).!2;--. 
E3": 
f (c2)¥ f(c1).!2;-+ 





f ( C1 ) .l!4c1 f(c2)..!?.i..ci 
Further reduction of Pis not possible. However, we observe that both in E3' and E4 11 the conclusion 
denies the second premise. Therefore, a transition relation that is stable for P must deny the first 
premise of E3' and of E4", i .e. it must contain f(c1)..!?.i..t1 and f(c2)..!!.4t2 for some t1 and t2. The only 
candidates that might be provable are f(c1)..!?.i..c1 and f(c2)..!!.4c2. Indeed they are provable from E3" 
and E4' (as blocking E3' and E4" implies f(c1).!2;--. and f(c2)¥), so {c1~c1, c2~c2, f(c1)..l?.i..c1, 
f(c2)..!!.4c2} is the unique transition relation that is stable for P. Now it is obvious that c1ttpc2, but 
not f(ci)+-+pf(c2), so +-+pis not a congruence. 
9 Conservative extensions of TSS 's 
It can be useful to enrich a given language with additional language constructs (like in our running 
example, where BPA.s,T is enriched with the priority and unless operator) . For these new constructs 
operational rules are devised which ~re added to the operational semantics of the basic language. 
In this section we study how an operational semantics can be extended and especially how we can 
guarantee that transitions between terms in the basic language are not effected by the extension . 
In this section we assume that the operational semantics of the basic language is given by a TSS 
Po. All extensions, i.e . the added signature, label set and operational rules are given in a TSS Pi . 
The extension of P0 with Pi is written as P0 EB Pi [17]. Due to the symmetric nature - we could as 
well extend Pi with Po - this is called the sum of Po and Pi. 
Definition 9.1. Let Ei = (Fi, ranki) (i = 0, 1) be two signatures such that for all f E F0 n Fi : 
ranko (f) = rank1 (f). The sum of Eo and E1, notation Eo EB E1, is the signature: 
Eo EB E1 = ( Fo U Fi, >.J.if f E Fo then ranko (f) else rank1 (f)) . 
Definition 9.2. Let Pi = (Ei, Ai, Ri) (i = 0, 1) be two TSS's with Eo EB E 1 defined. The sum of Po 
and P1, notation Po E0 Pi, is the TSS: 
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If Po is extended with A such that 'the properties' of Po are maintained, Po EB A is said to be a 
conservative extension of P0 • With 'properties' of Po we mean transitions that can be performed by 
terms over the signature of P0 . To be more precise: 
Definition 9.3. Let Pi = (Ei, Ai , R;) (i = 0, 1) be two TSS's such that Po has associated transition 
relation --> p
0
• Let Po EB A with associated transition relation --> Po EBPi be defined. We say that 
Po EB A is a conservative extension of Po and that A can be added conservatively to Po if 
An alternative definition has been given in (17]. Adapting that definition to our terminology, it says 
that P = P0 EB P1 = (E, A, R) with associated transition relation -->p is a conservative extension of 
Po= (Eo , Ao , Ro) if for all t E T(Eo) , a EA and t' E T(E) : 
--> p F t-'!:...+t' {::} --> p 0 F t-'!:...+t'. 
where --> Po is associated with Po. 
We now head for a theorem that gives conditions under which A can be added conservatively to 
Po. It turns out that this is the case if Po is pure and each rule in A contains a function name in 
the source of its conclusion that does not appear in the signature of Po. This theorem considerably 
extends the results in (16] in which a comparable theorem was proved for TSS's in ntyft/ntyxt-format. 
If our result is restricted to this format, both results coincide, except that here, we deal with TSS's 
that are positive after reduction while in (16] only stratified TSS's were considered. 
Lemma 9.4. Let Eo = (Fo,ranko) be a signature. Let Po= (Eo,Ao,Ro) be a pure TSS and let 
A = (E1, A1, R1) be a TSS such that Po EB A is defined and for each ruler E R1: source(conc(r )) (/. 
lf(E0 ). Then, for each ordinal a. : 
-->Pos(Red 0 (Po€B Pi)) n (T(Eo) X (Ao u Ai) X T(Eo EB E1)) = -->pos(Red"(Po)) (1) 
-->True(Red" (PoEB Pi)) n (T(Eo) X (Ao U A1) X T(Eo EB E1)) = -->True(Red"(Po)) (2) 
Proof. We prove clauses (1) and (2) by simultaneous induction on a. 
(1)~ For this case it is sufficient to show the following: 
Pos(Red"'(Po EB A)) I- t-'!:...+t' and t E T(Eo) implies 
Pos(Red"'(P0 )) I- t-'!:...+t', a E Ao and t' E T(Eo)-
So assume that Pos(Red"'(Po EB A)) I- t-'!:...+t' and t E T(Eo) . We use induction on the depth of 
this proof. Let the last rule of this proof be r E Pos(Red"'(Ro EB R 1 )). Then conc(r) = t-'!:...+t'. 
Hence, as t E T(Eo) and all rules in R1 contain a function name f (/. Eo in the source of their 
conclusions , r is derived from a rule a(r') with r 1 E R 0 . So a E A 0 • 
Claim 1. For all x E Var(r' ): a(x) E T(Eo) . 
Proof of claim 1. As r 1 is pure, it is well-founded, so pprem(r') has a variable dependency 
graph VDG. We prove the claim by induction on nvna(x). Consider some x with nvna(x) = 1 
and assume the claim holds for all x' such that nvna(x') < ,. As r 1 does not contain free 
variables , one of the following two cases must hold: 
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l. x E Var(source(conc(r')). As a(source(conc(r')) E T(Eo), a(x) E T(Eo)-
2. x E Var(u') and u-2:.....u' E pprem(r'). For all x' E Var(u): nvna(x') < nvna(x) and 
therefore a(x') E T(E0 ). Hence, a(u) E T(Eo)- Distinguish the following two cases: 
(a) 
(b) 
Then by (2), 
LJ --+True(Redf3(Po©P,)) F a(u)-2:.....a(u'). 
{J<cr. 
LJ --+True(Redf3(Po)) F a(u)-2:.....a(u') 
/3<a 
and this means that a(u') E T(Eo). Therefore, as x E Var(u'), a(x) E T(Eo)-
LJ --+True(Redf3(Po©P,)) ~ a(u)-2:.....a(u'). 
/3<cr. 
Then a(u)-2:.....a(u') E pprem(r) and therefore, 
Pos(Red"'(Po EB A)) 1-- a(u)-2:.....a(u'). 
By induction (on the proof tree) it follows that: 
Pos(Red"'(Po)) I- a(u)-2:.....a(u') 
and a(u') E T(E0 ). Hence, a(x) E T(Eo)- □ 
As r is derived from reducing a(r') we have the following: 
n/3<a--+ Pos(Redf3(Po©P,)) F pprem(a(r')), 
u/3<cr. -tTrue(Redf3(Po$P,)) F nprem(a(r')), 
u/3<a -True(RedfJ(Po©P,)) F pprem(a(r')) - prem(r). 
As by claim 1 a: Var(r')-+ T(Eo) it follows using the outermost induction hypothesis that : 
n/3<a -Pos(Redf3(Po)) F pprem(a(r')), 
LJ,e<cr. --+True(Redf3(Po)) F nprem(a(r')), 
u/3<a -True(Redf3(Po)) F pprem(a(r')) - prem(r) . 
Or in other words r E Pos(Reda(Ro)). By induction on the proof tree and claim 1 it follows that 
Pos(Reda(Po)) I- prem(r) and therefore Pos(Red"'(P0 )) I- t-2:.....t' = a(conc(r')) E Tr(E0 , A0 ). 
(1)2 For this case it is sufficient to prove (using induction on the proof tree for Pos(Reda(Po)) l--
t-2:.....t') that: 
Pos(Red"'(Po)) I- t-2:.....t' ⇒ Pos(Reda(Po EB Pi)) I- t-2:.....t'. 
So assumer E Pos(Redcr.(Ro)) -is the last rule used in the proof for t-2:.....t'. Hence there is a 
ruler' E Ro and a substitution a : Var(r') --+ T(E0 ) with conc(a(r')) = conc(r), prem(r) ~ 
pprem(a(r')). Moreover: 
n/3<a -Pos(Redf3(Po)) F pprem(a(r')), 
u/3<<> -True(Redf3(Po)) F nprem(a(r')), 
u/3<a --+True(Redf3(Po)) F pprem(a(r')) - prem(r). 
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As for each premise 7/; E prem(a(r')), source('lj;) E T(E0), we have by induction: 
n/J<a----> Pos(Redl'l(Po EBPi)) F pprem(a(r')), 
u/J<a ---->True(Redl'l(Po EBP,)) F nprem(a(r')), 
u/J<a ---->True(Redl'l(PoEBP,)) F pprem(a(r1 )) - prem(r). 
Hence, r E Pos(Reda(Ro EB R 1 )). As Pos(Reda(P0 )) f- t~ti, Pos(Reda(Po)) f- 7/; for each 
7/; E prem(r) . By induction Pos(Reda(Po EB A)) f- 'ljJ and hence, Pos(Red°'(Po EB A)) f- t~t1 • 
(2) This case can be shown in the same way as (1). 
□ 
Theorem 9.5 (Conservativity ). Let Eo = (Fa, ranko) be a signature. Let Po = (Ea, Ao, Ro) be a 
pure TSS and let P 1 = (E1 , A1 , R 1 ) be a TSS such that each ruler E R 1 contains at least one function 
name f (/. F0 in the source of its conclusion . Furthermore, assume that Po EB A exists and is positive 
after reduction . Then Po EB P 1 is a conservative extension of Po. 
Proof. As Po EB A is positive after reduction, there is some ordinal a such that Red°'(Po EB A) is a 
positive TSS. Hence, Po EB A has an associated transition relation ----> PoEBP, . Let A = Ao U A1 and 
E = Ea EB E1 . By lemma 9.4 we have: 
----> Pos(Reda(Po)) = 
----> Pos(Reda(Po EB P, )) n (T(Eo) X A X T(E)) = 
---->True(Reda(Po EBP,)) n (T(Eo) X AX T(E)) = 
-->True( Reda (Po))· 
Hence by remark 5.2, Red0 +1 (Po) is a positive TSS. Therefore Po also has an associated transition 
relation ----> p 0 • Moreover, using corollary 5.8 and lemma 9.4 we have: 
-->po = 
---->True(Reda+l(Po)) = 
---->True(Reda+l(Po EB P,)) n (T(Eo) X AX T(E)) = 
----> PoEB P, n (T(Eo) X A X T(E)). 
□ 
Remark 9.6. From the alternative definition of conservativity it is immediately obvious that if Po EBA 





Example 9. 7. We can apply the conservativity theorem to show that the priority operator and the 
unless operator form a conservative extension of BPA6,..-- We can also conservatively add the parallel 
operator which is characterized by the following rules 
10.1 
x II y~x, II y 
10.2 
x II y~x II Y1 
to BPA6...- with priorities. In fact in almost all cases the addition of new operators to an existing TSS 
turns out to be conservative. 
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x+(y+z) = (x+y)+z Al aT = a Tl 
x+y=y+x A2 Tx+x =TX T2 
x+x=x A3 a(TX + y) = a(Tx + y) + ax T3 
(x+y)z=xz+yz A4 
(xy)z = x(yz) A5 
x+8=x A6 0(€) = f THE 
8x = 8 A7 0(8) = 8 THD 
fX = X AB 0(ax) = a0(x) THI 
Xf = X A9 0( X + y) = 0( X) <l y + 0(y) <l X TH2 
f <lX=f PEI TJ(f) = f TIE 
X<lf=X PE2 TJ(b) = b TID 
8<Jx=8 PDl TJ(a) = a if a (/. I Til 
x<lb=x PD2 Tr(a) = T if a E J TI2 
ax <J lry = 8 if ( a < b) Pl Tr(x + y) = Tr(x) + r1(y) TI3 
ax <J cy = ax if ,(a < c) P2 Tr(xy) = T1(x)T1(y) TI4 
ax <J TY = ax <J y if ,( a < T) P3 
X <l (y + Z) = ( X <l y) <l Z P4 
(x + y) <l Z = X <l Z + y <l Z P5 
Table 2: The axiom set BPAt-r (a, b E Act-r and c E Act) . 
10 An axiomatization of priorities with abstraction 
This last section is devoted to our running example. We consider an instance Pe= (Ee,Ae,Re) of 
BPA0, -r with priorities such that for all (X ¢: tx) EE: Tr(·) does not occur in tx and for all a E Act 
it does not hold that T < a. By theorem 6.6 Pe has an associated transition relation ---+p8 • 
In table 2 we list the axiom set BPAt-r for strong bisimulation equivalence induced by Pe. This 
axiom system consists of a straightforward assembly of existing axioms [2, 24], adding only the axiom 
P3 showing the interaction between <J and T. Nevertheless, as far as we know, this straightforward 
compilation has not been justified in bisimulation semantics. Only in [35] T and 0 have been combined 
using an isomorphic embedding. 
This section is added to show how an axiom system can be proved sound and complete with respect 
to an operational semantics, even if this semantics is defined using negative premises. We give all 
essential lemmas and theorems but only some insightful parts of the proofs . Most proofs apply 
induction on proof trees (standard for positive TSS's) of the 'stripped' TSS. This leads to a more 
general observation: induction on proof trees derived from a 'stripped' TSS is a powerful proof tool 
for TSS's with negative premises. 
Definition 10.1. Let E = (F, rank) be a signature and let Eq be a set of axioms over E. Let 
REq ~ T(I.;) X T(E) be the smallest congruence relation satisfying that tREqU if t = u is a ground 
instance of an axiom in Eq. For terms t, u E T(I.;), we say that Eq proves t = u, notation Eq f- t = u, 
if tREqU. 
The following lemma says how behavior of a complex term can be explained in terms of necessary 
behavior of its components. This lemma is first used in (34] to prove the soundness of the axioms. 
Due to the rules R9.2 and R9.3, the proof of this lemma is lengthy. 
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Lemma 10.2 (Structuring lemma). Let t, u, v E T(Ee) and a E Ao. 
If t + u~v then one of the following must hold: 
2. u~v. 
If t • u~v then one of the following must hold: 
1. t~t', v = t' · u and a -;j. J for some t' E T(Ee), 
2. t~t' and u~v for some t' E T(Ee), 
3. t~t', t' ~t", u_:!:.__,v and a -;j. J for some t', t" E T(Ee). 
If B(t)~u then one of the following must hold: 
1. t~t', u = B(t'), a -;j. J and Vb> a t_!!f. for some t' E T(Ee), 
2. t_:!:.__,t', t'~t11 , u = B(t"), a -;j. J and Vb> a t'_!!_j--. for some t', t11 E T(Ee), 
3. t~t', u = B(t') and a= J for some t' E T(Ee)-
If t <l u~v then one of the following must hold: 
1. t~v, a -;j. J and Vb> a u_!!f., 
2. t_:!:.__,t', t'~v and a -;j. ✓ for some t' E T(Ee), 
3. t~v and a = J. 
If T1(t)~u then one of the following must hold: 
1. t...!!:.4t1 ~---~tn ~tn+l ~ ... ~t=, a (f I and u = Tr(t,n) for some a1, .. , an, an+2, .. , a,n E I, 
t1, .. , trn E T(Ee), n ~ 0 and m ~ l. 
Proof. As an illustration, we give the proof for B(t)~u in case a -;j. J. All other proofs can be 
given in the same way. 
If B(t)~u then this is equivalent to saying that Strip(Pe, -----+p8 ) f- B(t)~u. We show with 
induction on the proof tree that Strip(Pe, -----+p8 ) f- B(t)~u implies that one of the following holds: 
l. t~t', u = B(t') and Vb> a t_!!_j--. for some t' E T(Ee), 
2. t_:!:.__,t', t'~t", u = B(t") and Vb> a t'_!!_j--. for some t', t11 E T(Ee). 
Suppose Strip(Pe, -----+p8 ) f- B(t)~u. The last rule that is used in this proof must either be R9.2, 
R9.3 or a stripped version of R5.l. Suppose a simplified version of rule R5.l has been used. In this 
case the premises of R5.l, t~t' and Vb> a t_!!f., hold in -----+p8 • Furthermore, u = B(t'). So case 1 
of B in the structuring lemma must hold. 
If rule R9.2 has been used, we know that Strip(Pe, -----+p
8
) f- B(t)_:!:.__,u' and Strip(Pe, -----+p8 ) f- u
1~u. 
By induction one of the following four cases must hold: 
1. t_:!:.__,t', t'~t", Vb> a t'_!!_j--. and u = B(t"), 
2. t_:!:.__,t', t'_:!:.__,t'', t11~t111 , Vb> a t"_!!_j--. and u = B(t'"), 
3. t_:!:.__,t', t'_:!:.__,t", t"~t'", Vb> a t"_!!_j--. and u = B(t111 ), 
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In all cases it must hold that for some v and v': 
t--2..+v, v~v', Vb> av--¥+ and u = B(v'). 
Suppose rule R9.3 has been used as last step in the proof. As the premises of R9.3 are derivable, we 
have: 
By induction one of the following four cases must hold. 
l. t~t', t'--2..+t", Vb> at--¥+ and u = B(t"), 
From cases 1 or 2 it follows that (for appropriate v E T(E9)): 
t~v, Vb> at--¥+ and u = B(v) 
which is case 1 for 0 in the structuring lemma. From cases 3 or 4 it follows that (for appropriate 
v,v' E T(E11)): 
which is case 2 for 0 in the structuring lemma. D 
With the structuring lemma it is rather straightforward, but unpleasantly lengthy, to prove the sound-
ness of the axioms. 
Theorem 10.3 (Soundness of BPAtT). Lett, u E T(E9): 
Proof. We must show that RBPA s ~ <--> p 8 • As RBPA s is the smallest congruence relation 
6il.T" oil.,,. 
containing (t,u) if t = u is an instance of an axiom in BPAtT, and as by theorem 8.11 <-->p8 is also a 
congruence relation, it is sufficient to show that 
t = u is an instance of an axiom in BPAtT ⇒ t<-->p8 U. 
Suppose t = u is an instance of an axiom . We will only consider axiom P3. All other axioms can be 
dealt with in the same way. Hence, t = at' <1Tu1 , u = at' <1u1 (t',u' E T(E8)) and ,(a< T). In order 
to show that at' <I TU 1 <--> p8 at' <I u
1
, it suffices to show that if at' <I TU1 ~v, (b E A9) then at' <I u' ~v 
and vice versa, at' <1u1~v implies at' <ITU1~v. So suppose at' <ITU1~v. By the structuring lemma 
one of the following cases must hold: 
l. at'~v, b '¥ ✓ and Ve> b Tu'-1/->, 
2. at' --2..+t", t" ~v and b '¥ ✓ for some t" E T(E9), 
3. at' _.:i_.v and b = ✓-
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Note that case 3 is impossible. So either case 1 or case 2 must hold. If case 2 holds, it is immediately 
clear that at' <l u' -2_,t" and t" ~v. Therefore, at' <l u' ~v. If ca.">e 1 holds, then Ve > b u' _!:j-+. If 
this were not the case, i .e. 3c > b u' --'=--tu", then Tu1 --'=--tu" contradicting that Ve > b TU1 _!:j-+. Hence 
at' <l u'~v. 
The other implication can be proved likewise. □ 
We now show completeness of the axioms. This is done in three stages. First the class of basic terms 
is introduced. This class is a subset of all closed Ee-terms, but it is still powerful enough to denote 
all recursion free processes. This is in fact shown in lemma 10.6. 
Then operational characteristics are linked to the syntactic forms of terms using the operational 
soundness and completeness lemmas. In the last lemma all results are gathered together and com-
pleteness is shown. 
Definition 10.4. The set of basic terms is the smallest subset of T(E8 ) satisfying: 
• 8 and E are basic terms, 
• if t is a basic term, then at (a E Act,.) is a basic term, 
• if t, t' are basic terms, then t + t' is a basic term. 
Note that aE and aE + b8 are basic terms but a and (a+ b)c are not. 
Lemma 10.5. Let t, t' be basic terms. Then there is a basic term u such that: 
1. BPAt,. f- tot'= u (□ = +, ·,<1), 
2. BPAt,. f- □(t) = u (□ = T1,B). 
Proof. As an example we show the proof for <l. For a basic term t define #t as the number of 
function names in t. Define the depth of a term t <l t' with t, t' basic terms by (w is the first infinite 
ordinal): 
D(t<l t') = w · #t' + #t. 
We prove this case with induction on D(t<l t'). Distinguish the following cases: 
t = E,8 Apply PEl or PDl. 
t' = E, 8 Apply PE2 or PD2. 
t = au1, t' = bu2, (bi T) Apply Pl or P2. 
t = au1 , t' = TU2 Apply Pl if a < T. If ,(a < T) then BPAt,. f- au1 <l Tu2 ~ au1 <l u2. 
As D(au1 <l u2) < D(au1 <l Tu2), it follows with induction that BPAt,. f-
a.u1 <l u2 = v for some basic term v. 
P4 
We have that t<Jt' = t<1(u1 +u2) = (t<1u1)<1u2. As D(t<1u1) < D(t<l(u1 +u2)) 
it follows that BPAt,. f- t <l u1 = v far some basic term v. As D(v <l u2 ) < 
D(t <J (u1 + u2)) it follows that BPAt,. f- (t <J u1) <J u2 = v <J u2 = v' for some 
basic term v' . 
P5 
It follows that t <J t' = (u1 + u2) <l t' = u1 <l t' + u2 <l t'. As D(u1 <l t') < 
D((u1 + u2) <J t') and D(u2 <J t') < D((u1 + u2) <l t'), there are basic terms 
v, v' such that BP At,. f- u1 <l t' = v and BP At,. f- u2 <J t' = v'. Hence, 
BPAt,. f- t <J t' = v + v 1• 
□ 
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Lemma 10.6. Let t E T(:Ee) be a recursion free term. Then there is a basic term u such that: 
BPAt.,. I- t = u. 
Proof. Apply induction on the structure of t. If t = f, 6, a( E Act.,.) then the basic terms are 
respectively: f,6 and af. If t = t1 □t2 ( □ = +,·,<l), it follows with induction that t1 and t2 are 
provably equal to basic terms u1,u2. Then lemma 10.5 yields BPAt.,. I- u1Du2 = u with u a basic 
term. For the unary operators 0 and TJ a similar argument can be applied. □ 
The following notation is an abbreviation that turns out to be useful. 
Notation 10. 7 (Summand inclusion). We write t ~ t' for t + t' = t'. 
The following lemmas relate summand inclusion to the operational rules in table l. They state that 
if a process t can perform an a-step (t~t') then it is provable that at' is a summand oft. A weak 
variant of the converse also holds. 
Lemma 10.8 (Operational soundness). Lett, t' E T(:Ee) be recursion free terms and let a E Act.,.: 
BPAt.,. I- a· t' ~ t ⇒ 
BPAt.,. I- f ~ t ⇒ 
3t" : t~t" and t" t:t.p9 t', 
3t' : t~t'. 
Proof. Directly using the soundness theorem 10.3. □ 
Lemma 10.9 (Operational completeness). Lett, t' E T(:Ee) be recursion-free and 0, <l-free terms and 
let a E Act.,.: 
t~t' ⇒ BPAt.,. I- at' ~ t, 
t~t' ⇒ BPAt.,.1-- f ~ t. 
Proof. Straightforward induction on the proof of t~t' and t~t' from Strip(Pe, --+p9 ). □ 
Lemma 10.10. Lett be a basic term. Ift-!!-d' (a E Act.,.), then t' = f •U or t' = T ·U for some basic 
term u. Moreover, t' contains at most as many function names as t. 
Proof. Use induction on the proofoft~t' from Strip(Pe,--+p
9
). □ 
Notation 10.11. Let t,u E T(:Ee) be recursion free. t=zp9 u stands for : t~t' implies 3u' u~u' 
and t' +-+ p 9 u'. Note that this condition resembles clause 1 in the definition of bi simulation. 
Lemma 10.12. Lett and u be basic terms over BPAt.,.. Then: 
1. Ift=zp9 u then BPAt.,. I- t ~ u, 
2. Ifttz.p9 u then BPAt.,. I- t = u. 
Proof. We use induction on the number of function names in t and u, i.e. #t + #u. The proof 
employs the operational soundness and completeness lemmas. 
Basis. First 1 is proved. Suppose that t = f and u E T(Ee). f-+p9 u ⇒ u~u' ⇒ BPAt.,. I- f ~ u. 
Suppose t = 6. This case is trivial using axiom A6. In case 2 tt::::tp8 u implies t-+p9 u and u=:tp9 t, so it 
follows by 1 that BPAt.,. I- t ~ u and BPAt.,. I- u ~ t. Hence BPAt.,. I- t = t + u = u + t = u. 
Induction. First consider l. Suppose t = (t1 + t2)=zp6 u. This implies that t1 =zp9 u and t2-+p9 u. 
Using 1 inductively yields: BPAt.,. I- t1 ~ u and BPAt.,. I- t2 ~ u. Now using axiom Al leads to 
BPAt.,. I- t1 + t2 ~ u. 
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Now suppose that t = at1=tp9 u . Note that #t1 < #t. There is a t2 (e.g. d1) such that t~t2r::±p8 t1. 
As t=t p8 u, it follows that there is a u1 such that u~u1, t1 +-+ p8 t2 +-+ p8 u1 . By lemma 10.10 u1 is a 
basic term and #u1 ~ #u. With the induction hypothesis conclude that BPAt.,. f- t1 = u1. By 
operational completeness it follows that BPAt.,. f- au1 ~ u. Therefore, BPAt.,. f- at1 ~ u. 
In case 2 t+-+p8 u implies t-tp8 u and u-+p8 t, so it follows by 1 that BPA:E..- f- t ~ u and BPAt.,. f-
u ~ t. Hence BPAt.,. f- t = t + u = u + t = u. □ 
Theorem 10.13 (Completeness ofBPAt.,.) . Let t,u E T(Ee) be recursion free . It holds that: 
Proof. Suppose t+-+ p 8 u . Then there are basic terms t' and u' that are provably equivalent to t and 
u . With soundness it follows that t' +-+ p
9
.u'. An application of lemma 10.12 yields BPAt,. f- t' = u' 
and thus BPAt.,. f- t = u. □ 
Appendix. The relation between TSS 's and logic programs 
Throughout this paper techniques from logic programming are applied to TSS's. This raises the 
question whether TSS's can be viewed as logic programs. It appears that there exists indeed a 
straightforward translation from TSS's to logic programs. 
Definition A.1. Let P = (E, A, R) be a TSS. We define the translation .C as: 
for every positive literal t~t', .C(t~t') = transition(t, a, t'), 
for every negative literal t-!!f-+, .C(t-!!f-+) = ,possible(t, a), 
for every ruler ER: .C(r) = .C(conc(r)) +- .C(prem(r))1, 
and finally 
.C(P) = .C( R) 1 U {possible(T, A) +- transition(T, A, U)} 
where T, A and U are variables. 
For an introduction in logic programming we refer to (23] . We must point out some small differences 
between the two formalisms. 
First of all, logic programs are usually untyped, whereas a TSS P = (E, A, R) has clearly two types, 
namely terms (from T(E)) and labels (from A). Thus the translation .C(P) must also be treated as a 
typed program, its Herbrand base being 
HBp {transition(t,a,t')jt,t' E T(E), a EA} U 
{possible(t, a)jt E T(E), a EA}. 
Secondly, a traditional logic program consists of a finite set of finite clauses. A TSS may have an 
infinite number of rules and each rule may have infinitely many premises. The main reason for this is 
that in TSS's only variables ranging over terms are used, and no variables ranging over labels . Thus 
instead of one rule like 
x-=--+x' 
X + y-=--+x1 ' 
this rule must be incorporated for every action z separately. Usually rule schemes with meta-variables 
ranging over A are given, like in this case rule R3.1 of the running example. Translating a TSS yields 
a possibly infinite set of possibly infinite clauses. Of course having an infinite number of clauses is not 
1 as usual £(X) abbreviates {£(:z:)l:z: EX} 
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a problem: the set of ground instances of clauses from a traditional logic program is normally infinite 
as well. Having infinitely many premises seems harmless too. 
In order to formulate the intended correspondencies between the TSS P and the logic program .C(P), 
we also need a translation on the semantical level, i.e. between transitions relations and (well-typed) 
Herbrand interpretations. 
Definition A.2. Let --+ be a transition relation. 
M(--+) { transition( t, a, t')lt~t' E --+} U 
{possible(t,a)l:lt': t~t' E --+}. 
According to this definition only interpretations M satisfying for all t and a: 
possible(t, a) EM iff :lt': transition(t, a, t') EM 
are translations of a transition relation. The clause possible(T, A) +- transition(T, A, U) is obviously 
incorporated in the translation of every TSS to enforce this property. As long as only supported 
models of the resulting logic programs are considered, the addition of this clause in indeed sufficient. 
The following example shows that a weaker choice of semantics (in this case minimal models) can 
produce certain anomalous models. 
Example A.3. Consider the TSS P with one constant c and one unary function f, one action a and 
the following rules: 
Cf 
c~f(x) 
For a.II n 2 0, the transition relation {c~f'(c)li 2 n} is a model of P; P has no other models. As n 
increases, the model decreases (w.r.t. ~), thus P has no minimal model. Now consider 
.C(P) {transition(c,a,c) +- -ipossible(c,a) 
transition(c,a,f(X)) +- transition(c,a,X) 
possible(T, A) +- transition(T, A, U)} . 
The corresponding models are (for all n 2 0): 
{ transition(c, a, t(c))li 2 n} U {possible(c, a)}. 
But .C(P) has one more model, namely just {possible(c,a)}, which is the least model of .C(P), but 
not supported by .C(P). 
As we concentrate on the stable and well-founded model semantics, which generate only supported 
models, anomalous models will no more arise. 
In the rest of this section we establish the relationships between TSS's and their translations into 
logic programs. For the definitions regarding logic programming we refer to the literature. As these 
definitions are always similar to the definitions regarding TSS's as presented in this paper, it is 
straightforward to prove the following propositions. 
Proposition A.4. Let P be a TSS. 
- P is positive iff .C(P) is positive. 
- P is stratified iff .C(P) is locally stratified (see {30}). 
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Figure 2: The relation between TSS's and logic programs 
For a positive logic program P, Mp denotes its least Herbrand model. 
Proposition A.5. Let P be a TSS and ---> be a transition relation. 
---> is stable for P iff M (--->) is a stable model of .C(P) (see {13}) . 
In particular, if Pis positive, then M(--->p) = M.c(P) and 
if P is stratified, then M (---> p) is the unique perfect model of .C(P) (see {30}) . 
Two slightly different, but equivalent, definitions of well-founded models for logic programs have been 
given ([12] and Wp in [33] versus [31] and Vp in [33]). Here we follow [31] . 
Definition A.6 (well-founded model). Let P be a logic program. 
- A 3-valued interpretation for Pis a pair I =< T,F >, where T and F are subsets of the 
Her brand base HBp (but not necessarily T n F = 0). 
- Let A be a ground atom . Then< T,F >FA iff A ET and< T,F >F ,A iff A E F. 
- Tp(I) = {A E HBpl there exists a clause A+- Li , ... ,Ln E ground(P) 
such that IF L1 and ... and IF Ln}-
Fp(I) = {A E HBpl for every clause A+- L1 1 ••• ,Ln E ground(P): IF 0 L1 or ... or IF ,Ln}-
(If Lis a negative literal ,B, then ,L denotes B .) 
Tp(I) defines the ground atoms that are immediately true given P and I, Fp(I) defines the 
ground atoms that are immediately false. 
- Let T, F ~ HBp and let I be a 3-valued interpretation for P . 
Tr(T) = Tp(I U < T,0 >) . 
Fr(F) = Fp(I U < 0,F >). 
Ip(l) = I u < Un <w Tt(0), nn <w F;(HBp) >. (Note: u denotes pointwise union.) 
Tp(I) defines the ground atoms that are certainly true respectively false given P and I. 
- For a limit ordinal a : Ia= Ut, <a 113 (in particular: Io =< 0, 0 > ). 
For a successor ordinal a+ 1: Ia+l = Ip(I0 ) . 
- Let 8 be the smallest countable ordinal such that Io = T(Is) . Then Ir, is the well-founded 
(partial) model of P . If Ir, is 2-valued , i.e. Ir,=< T, F > is a partitioning of HBp, then Ir, is the 
well-founded (complete) model of P. 
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An alternative definition of the well-founded model, based on the reduction of logic programs, can 
also be given. 
Definition A.7. Let P be a logic program and I a 3-valued interpretation for P . Then: 
Reduce(P,I) = LJcEground(P) Reduce(C,I), where 
R d A S I _ { 0 if for some literal LE S: Ip=-,£ 
e uce( ,_ ' ) - {A,- S'} otherwise, where S' ={LE Sil~ L} . 
Furthermore: 
True(P) = { A <- S E PIS contains only positive literals} and 
Pos(P) = {A <- S'jthere is a clause A<- SE P such that 
S' is the set of positive literals in S}. 
Lemma A.8. Let P be a logic program and I a 3-valued interpretation for P. 
U Tp(0) = MTrue(Reduce(P,I)), 
n < w n :F'j(HBp) = HBp - MPos(Reduce(P,I))· 
n < w 
Thus an alternative definition of the well-founded (partial) model of a logic program is obtained by 
replacing 
LJ Tf'(0) by MTrue(Reduct!(P,I)) and 
n < w n :F'j(HBp) by HBp - MPos(Reduce(P,I)) 
n <w 
in definition A.6. The proof of lemma A.8 is beyond the scope of this paper. 
Using this alternative definition, it is straightforward to link the reduction of a TSS P and the 
sequence of interpretations leading to the well-founded (partial) model of £(P). 
Lemma A.9. Let P = (E,A,R) be a TSS and let -true, -pos ~ Tr(E,A). Then: 
- £(True(P)) = True(£(P)), 
- £(Pos(P)) = Pos(£(P)), 
- £.(Reduce(P, -true, -pos)) = Reduce(£(P), < M(-true),HBp - M(-pos) >) . 
Theorem A.10. Let P be a TSS. Let for all ordinals a, Ia be defined w.r.t . £(P) as in definition 
A .6. Then: 
Ia=< U M(-True(Red.B(P))), U HBp - M(-Pos(Red.B(P))) > · 
~< a fi <a 
Proof. Straightforward. □ 
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Corollary A.11. Let P be a TSS. If £(P) has a well-founded complete model Ia, then Reda(P) is 
a positive TSS and Ia= M(--+Reda(P))- If Reda(P) is a positive TSS then £(P) has a well-founded 
complete model Ia+l = M(--+Reda(P))-
The change from a: to a: + 1 in the second implication is caused by the fact that it is possible that 
at the end of the iteration first the interpretation Ia becomes 2-valued (making Reduce(£(P),I0 ) 
positive), but also that a partial Ia results in a positive Reduce(£(P),I0 ), in which case only Ia+l is 
2-valued. 
Apart from its theoretical merits, the translation of TSS's into logic programs has also more practical 
implications. For logic programs interpreters and compilers are available. Thus in order to find out 
whether a term t can perform an a-step according to --+ p, the TSS P is translated into the logic 
program £(P), and the query+- transition(t,a,X) is presented to it. 
For positive TSS's this poses only one problem: the depth-first strategy of most programming 
systems tends to result in non-termination of the program without finding all solutions. The rules 
R9.2 and R9.3 of the running example are typically rules leading to non-termination. Incorporating 
certain forms of loop-checking ((7, 36]) might partly solve the problem, but as even for positive TSS's 
--+ p need not be recursive, non-termination can never be ruled out completely. 
In the presence of negation --+ p is in general not even recursive enumerable and the execution 
of the logic program becomes even more involved (but see (31, 33], where 'ideal' mechanisms are 
proposed for computing the well-founded model, abstracting away from non-termination). Thus the 
translation into logic programming cannot be expected to produce the associated transition relation 
as a whole . But in our opinion the interactive use of a logic programming environment for proving 
that a certain transition holds (or does not hold) is an attractive alternative to generating this proof 
by hand, especially for larger TSS's. 
On the bright side is that for pure TSS's (see definition 8.3) the problem of floundering (the ne-
cessity to resolve a non-ground negative literal, see e.g. (23]) does not occur for queries of the form 
+- transition(t,a,X) (with t E T(E) and a EA). This can be shown by annotating the program (in 
the sense of (11]) by transition(l, l, T) and possible(l, !), meaning that the first and second argument 
of both predicates are considered to be input, and the third argument of transition is output. (Due 
to the fact that TSS's have no variables ranging over labels, the annotations of the second (label) 
arguments are inessential.) 
Proposition A.12. Let P = (E, A, R) be a. TSS. Let t E T(E) and a E A. If P is pure then 
£(P) U { +- transition(t, a, X)} is weil-Eormed (see {111) w.r.t. the above annotation. 
The well-formedness of a logic program and a query implies that during the computation every pred-
icate is called with ground terms on its input arguments. In particular, every call -ipossible(t, a) will 
be ground. In a more general setting, this annotation gives insight in the data-flow of the act of 
proving transitions from pure TSS's . 
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