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A BANDPASS TRANSFORM FOR SPEAKER NORMALIZATION
Pierre L. Dognin, Ph. D.
University of Pittsburgh, 2003
One of the major challenges for Automatic Speech Recognition is to handle speech variability.
Inter-speaker variability is partly due to differences in speakers’ anatomy and especially in
their Vocal Tract geometry. Dissimilarities in Vocal Tract Length (VTL) are a known source
of speech variation. Vocal Tract Length Normalization is a popular Speaker Normalization
technique that can be implemented as a transformation of a spectrum frequency axis. We
introduce in this document a new spectral transformation for Speaker Normalization. We use
the Bilinear Transformation to introduce a new frequency warping resulting from a mapping
of a prototype Band-Pass (BP) filter into a general BP filter. This new transformation
called the Bandpass Transformation (BPT) offers two degrees of freedom enabling complex
warpings of the frequency axis that are different from previous works with the Bilinear
Transform. We then define a procedure to use BPT for Speaker Normalization based on the
Nelder-Mead algorithm for the estimation of the BPT parameters. We present a detailed
study of the performance of our new approach on two test sets with gender dependent and
independent systems. Our results demonstrate clear improvements compared to standard
methods used in VTL Normalization. A score compensation procedure is presented and
results in further improvements of our results by refining our BPT parameter estimation.
Keywords: Automatic Speech Recognition, Analytical Function, Bilinear Transformation,
Feature Transformation, Frequency Warping, Front End Processing, Model Adaptation,
Nelder-Mead Optimization, Non-Linear Transformation, Speaker Normalization, Speech
Processing, Vocal Tract Length Normalization.
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1.0 INTRODUCTION
In the past decade Automatic Speech Recognition (ASR) has offered a new basis for human-
machine interaction that was once described only in science fiction literature. In his book
“2001: A Space Odyssey”, Arthur C. Clarke offers the description of a future where machines
and humans talk to each other, a technical achievement that is now commonly accepted
in most futuristic visions of what is to become of our world1. Even if we are far from
this engineering accomplishment, the latest improvements in ASR have made possible new
applications where information is gathered directly from its speech form. For instance, this
dissertation could have been dictated to a personal computer using one of the software now
readily available to the public. On a different scale, applications such as real-time close
captioning for TV programs and the creation of information databases gathered from radio
and TV broadcast have become available to the corporate world. These accomplishments
signal that the transcription task of speech information has reached an adequate level of
accuracy, enabling further work on the content of the collected data.
1.1 SPEECH VARIABILITY
Among all the difficulties that ASR has encountered, a major challenge has been to handle
the multitude of ways people speak. The diversity of the causes of speech variation is quite
impressive, for instance it is easily noticeable that people do not talk to close friends the
same way they talk to coworkers. This variability of speech can become a significant source
of performance degradation for an ASR system. Consequently many researchers have taken
1The Author’s view was indeed quite optimistic in term of speech recognition advances. The book was
written in 1968 and aimed at describing a not-so-distant future: the year 2001, now our not-so-distant past.
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interest in the task of making speech recognition more robust to speech variability. Speech
variability is generated by diverse factors whose nature can be purely physical, cultural or
sociological. Therefore variations in speech not only appear for a single speaker but also
within a group of speakers. These two types of variability are usually referred to as Intra-
Speaker and Inter-Speaker Variability.
Intra-Speaker Variability stems from the natural randomness in the pronunciation of
phonemes, the smallest constituents of speech. A person will rarely produce the same
phoneme in an identical manner twice. Furthermore, speech is constituted of a series of
phonemes, each one of them being pronounced differently depending on the neighboring
phonemes. This is known as the coarticulation effect. Further, the intra-speaker variability
combines all variations of speech, including the effects of mood, stress or even health.
Inter-Speaker Variability accounts for the fact that speech is different among speakers.
For instance two individuals will not produce the same speech even if they are asked to
say the same sentences. Differences in size, age, gender, speaking rate and accentuation are
sources of variations on the phoneme level between individuals. Regional and local accents
are also sources of variability among the same language. Residents of New Jersey and Georgia
share the same language and the same set of phonemes (53 for American-English) but their
speech will be quite different. Finally, the social context in which speech is produced creates
more sources of speech variations. In his work on politics, Aristotle argued that humans
are by nature “social animals” and that any understanding of human behavior must include
social considerations. It is then not surprising that some of the intra-speaker differences come
inherently from our social structure. A formal conversation between an employee and his/her
boss and a relaxed chat between friends offer examples of the differences in “quality” between
formal and informal speech; this creates distinction which an ubiquitous ASR system needs
to handle2.
2 For phone conversation, the level of formality between two speakers will directly condition the amount
of cross-talk, variations of intonations that will be observed.
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1.2 MODELS AND FEATURES FOR SPEECH RECOGNITION
ASR is often interpreted as an extensive pattern recognition task that tries to recognize
sequences of words from speech waveforms. To accomplish this task, two fundamental and
separate steps are required. First, Acoustic Models need to be created from transcribed
speech. Statistical properties of observed speech will be modeled in this step, commonly
referred to as Acoustic Training, or simply Training. The second step is called Recognition
and its goal is to find the most likely sequence of words that were uttered given the observed
speech and the previously trained Acoustic Models. The Acoustic Models are chosen to be
Hidden Markov Models (HMMs) because they offer a powerful tool for building parameterized
models for speech recognition[1].
In theory, ASR could work directly on speech signals. However, the large variability
of speech makes it preferable to work on features extracted from speech waveforms. The
difficulty remains in finding the best features, those which contain the most information
on the produced phonemes as well as those that are sufficiently uncorrelated and robust to
amplitude scaling and time shift, etc. Cepstral features based on homomorphic filtering of
speech have been the most successful at representing speech in ASR.
HMMs and cepstral features are at the heart of current ASR systems. A Hidden Markov
Model is an extension of the Markov Chains used to model data with minimum memory. A
Markov chain is a finite state process with transition probabilities from one state to another.
The probability of being in state st at time t depends only on the previous state st−1 at
time t−1. Each one of the states is associated with an observation. Unlike Markov Chain
Models, HMMs allow the observation for each state to follow a probability density function
or pdf. This pdf associated with the observation of a state s is often chosen to be modeled
as a combination of Gaussians known as Gaussian Mixture Model (GMM). Therefore, the
observation probability of an observation vector xt for a state s at time t for a GMM of K
Gaussians is given by
P s(xt;Γ
s) =
K−1∑
k=0
wskN s(xt;µsk,Σsk) (1.1)
where N s(x;µsk,Σsk) is the kth multivariate Gaussian distribution consisting of mean vector
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µsk and covariance matrix Σ
s
k. w
s
k is a normalized weight associated to the k
th Gaussian
for state s and Γs is the set of all the Model Parameters (mean vectors µsk and covariance
matrices Σsk) for the GMM at state s. The observation probability for each Gaussian for the
state s is defined by
N s(x;µsk,Σsk) =
1
(2pi)
n
2 |Σsk|
1
2
e−
1
2
(x−µsk)TΣs
−1
k (x−µsk). (1.2)
For each utterance to be transcribed, we have an observed acoustic information sequence
X={x0,x1, . . . ,xt} and a sequence of possible words W ={w0,w1, . . . ,wn}. Recognition
is trying to find the most likely word sequence Wˆ that satisfies
P (Wˆ |X) = max
W
P (W |X) (1.3)
In simpler terms, given an acoustic observation sequence, what is the word sequence that
has the Maximum Likelihood (ML) to have been uttered? The Bayes’ rule can let us express
the term P (W |X) as
P (W |X) = P (W )P (X|W )
P (X)
. (1.4)
One can notice that the term P (X) is independent of W . Therefore, it is not relevant to
the Recognition task, and so Equation (1.3) can then be rewritten as
P (Wˆ |X) = max
W
P (W )P (X|W ). (1.5)
In Equation (1.5), the prior P (W ) assigns probabilities to a word sequenceW which clearly
demonstrates the need for a Language Model [2]. P (X|W ) comes from an Acoustic Model
that evaluates the probability of the acoustic informationX given a particular word sequence
W .
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1.3 SPEAKER NORMALIZATION
When ASR systems need to handle speech variability, two different approaches are commonly
used: model the variability or eliminate it. Modeling variability means incorporating the
different forms of speech into the model. The Acoustic Models’ parameters are changed to
better fit the statistics of observed speech. Eliminating speech variability is based on trans-
forming the speech features to compensate for differences, making them closer to Acoustic
Models.
In order to reduce speech variability, we need to recognize which variability accounts
for the most of performance drop in ASR. Among all the variability sources that have
been stated earlier, the inter-speaker variability has a more significant impact on ASR than
the intra-speaker one. A Speaker Dependent (SD) system always performs better than its
Speaker Independent (SI) counterpart. The two techniques mainly used to handle inter-
speaker variability areModel Adaptation (also referred to as Speaker Adaptation or SA) which
works on the model parameters, and Speaker Normalization (SN), which will transform the
speech features. Both techniques are part of a broader task known as Speaker Compensation.
Speaker Adaptation works on the model parameters level. Models parameters (mean vectors
and covariance matrices for HMMs) are modified in a constrained or unconstrained way[3]
in order to make the models better fit the observed features. Applications of this technique
includes adaptation of models to new unseen speech. Speaker Normalization works on the
feature level. Before recognition, SN is used to transform speech features, adjusting them to
fit better to Acoustic Models, and eliminating some inter-speaker differences in the process.
Since the features are more “discriminative”, recognition is expected to be more accurate.
Our work involves taking this SN approach and applying it to Speaker Compensation.
The inter-speaker differences in speech are partly due to differences in speakers anatomy
especially in the Vocal Tract (VT) geometry. More precisely, one parameter of its geometry
known as the Vocal Tract Length (VTL) creates variations in the resonance frequencies of
identical phonemes. To understand this phenomenon, researchers often chose to model the
Vocal Tract with a lossless tube. An acoustic excitation at one end of the tube will reveal the
resonance frequencies of this acoustic system at the other end of the tube. Spectral analysis
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will clearly reveal the resonance frequencies’ location on the frequency axis. The location
of these resonance frequencies depends directly on the length of the tube. Variations of the
tube’s length will shift the resonance frequencies along the frequency axis. For instance, the
longer the tube gets, the more resonance frequencies are shifted to the lower end of the spec-
trum. Decrease the length and the frequencies will be shifted to “higher” frequencies. This
simple phenomenon is well known in music as it is often utilized to tune wind instruments.
For example, clarinets are finely tuned by changing the length of their acoustic tube. It is
accomplished by pulling the components of the clarinet closer or further together3.
This phenomenon is also observable among speakers. Differences in VTL can partially
explain why some people have deeper voices than others. In a chorus, male singers are
more likely to be tenors while female singers will be more numerous in the alto section.
Knowledge of the gender is important here as adult male speakers have longer VTL (16.9 cm
in average) than adult female speakers (14.1 cm)[4]. The differences in VTL create a clear
division between male and female speakers4. Trying to compensate for this difference is know
as Vocal Tract Length Normalization or VTLN for short.
1.4 VOCAL TRACT LENGTH NORMALIZATION
Vocal Tract Length Normalization (VTLN) is a popular speaker normalization technique
among ASR systems[5, 6]. The effect of VTL variations on the Short-Time Fourier Trans-
form of speech waveform can be interpreted as a distortion or warping of the spectrum
frequency axis. It seems therefore natural to imagine a compensation method based entirely
on an “opposite” frequency transformation. VTLN aims to compensate for the variability in
formants location due to VTL differences by working directly on the Fourier representation
of speech. VTLN is often implemented as a direct transformation of the Fourier Spectrum
of speech and is referred to as Frequency Warping or often Spectral Warping. This family
of transformation focuses on warping the frequency axis of the Fourier spectrum in order
3For clarinets, it is performed between the part below the mouthpiece and the rest of the body of the
instrument. By changing the distance between the mouthpiece and the body of the instrument, one can
perform a really precise tuning necessary to assure that the clarinet is in tune with an accompanying piano.
4This difference between male and female speakers is often utilized in gender detection applications.
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to compensate for the natural warping that occurs from variations in VTL across speakers.
Such transformation is speaker dependent (each speaker has different VT properties) and is
often chosen to be parametric with only a few parameters. A set of parameters needs to be
estimated for each speaker so that the spectral characteristics of his/her transformed speech
is closer to the ones of a “canonical” speaker. The goals of a VTLN procedure is to estimate
the set of parameters and transform the speech of each speaker accordingly. VTLN can be
implemented by working directly on the spectrum of speech or by transforming the cepstral
features in such a way that some frequency warping of the speech spectrum occurs.
A simple linear warping of the frequency axis could be used in VTLN if our vocal tract
was a lossless tube of varying length. Unfortunately, the physical shape of our VT is a lot
more complex and formants in speech are not linearly warped across voiced phonemes when
the VTL varies. To address this fact, researchers started to look into nonlinear parametric
spectrum transformations for VTLN. One example of these nonlinear transformations is the
one proposed by Eide[7] . This transformation was defined to accommodate most of the
voiced phonemes. It is controlled by only one parameter called warping factor whose choice
is based on formant estimation. By changing the warping factor, the transformation modifies
the formants’ location.
The frequency warping properties of the Bilinear Transformation (BLT) did not go
unnoticed and BLT has focused some research effort to its application to VTLN as well.
BLT was the transformation that Acero considered in his thesis[8] specifically to eliminate
inter-speaker variations. In this case, the transformation is also controlled by only one
parameter that need to be estimated for each speaker, the estimation procedure being based
on trying to minimize a Vector Quantization (VQ) distortion measure. John McDonough
has used the All-Pass Transform or APT in his work[9, 10, 11] in order to transform cepstral
sequences[12] to perform VTLN.
1.5 BILINEAR TRANSFORMATION
The Bilinear Transformation has blossomed in the signal processing field due to its use in
analog-to-digital filter design, digital filter transformation and transformation of discrete time
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series[13]. In the area of Speaker Normalization, the main interest in BLT is its ability to offer
an efficient technique to perform frequency warping. Indeed, BLT offers a mean to transform
a discrete-time sequence into another sequence. The transformed sequence has the same
Fourier Transform as the original sequence but with a warped frequency axis. If the sequence
to transform is chosen to be the cepstral speech features, then VTLN can be performed using
BLT[8, 10]. The Bilinear Transform offers an elegant mathematical framework to Speaker
Normalization and is the keystone of the work presented in this document.
1.6 THE BYBLOS SYSTEM
The experimental environment for our work was provided by the Byblos system. Byblos
is a state of the art Large Vocabulary Conversational Speech Recognition (LVCSR) system
developed by BBN Technologies (BBN), a world leading company in Speech Recognition
technology.
1.7 DISSERTATION ORGANIZATION
Chapter 2 presents in detail the Front End of the Byblos system and the different signal
processing steps required to obtain cepstral speech features. This chapter covers extensively
the framework in which VTLN is performed in Byblos . Chapter 3 introduces the new
frequency warping we propose to use for Speaker Normalization and more precisely for
VTLN. This chapter describes the different steps that lead to the definition of our frequency
warping based on complex analysis theory and digital design. This frequency warping is
called the Bandpass Transform or BPT. A complete system description is found in Chapter 4.
First, a performance measure needed to compare our experimental results is defined. Second,
the Byblos system is presented with a focus on the motivations for the choice of the Training
and Decoding sets. Finally, the settings used in the extraction of speech features, training
of the acoustic and language models are discussed. In Chapter 5, the parameter estimation
procedure used to find the BPT parameters is described in details. The definition of an
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objective function is followed by the presentation of the Nelder-Mead algorithm that is used
to maximize this objective function. A compensation score method is then introduced.
This novel compensation method relies on approximating the transformation that the BPT
performs on the speech features by a linear transformation. From the expression of this
linear transformation, a compensation factor is found that can be used to make our feature
transformation similar to a constrained adaptation of the Acoustic Models. All the steps
of the score compensation method are described and finally an overview of the resulting
Speaker Normalization procedure is presented. Experimental results are the main focus of
Chapter 6. First, improvements from the BPT are discussed, then followed by results from
the use of our score compensation method. Finally, Chapter 7 summarizes the contributions
of this work and presents possible future research directions.
9
2.0 ANALYSIS OF SPEECH
2.1 MODELS AND FEATURES
One early problem that ASR had to face was to chose the “right” speech features and
the “right” acoustic models to work with. Acoustics models were chosen to be Hidden
Markov Models (HMMs) as they are assumed to offer a good fit to the statistical nature of
speech. One important assumption on the speech feature HMMs is the fact that they are
uncorrelated. The acoustics models are often assumed to have diagonal covariance matrices.
There was a need to have speech features that are by nature uncorrelated or more precisely
decorrelated enough so that the assumption of diagonal covariance matrices can still hold.
2.2 THE SOURCE-FILTER MODEL FOR SPEECH
A common approach to speech production model is to consider that speech is the result of the
excitation of an acoustic system composed of the VT. At one end of the system, the glottis
creates a sequence of quasi-periodic pulses of airflow that offers a wide-band excitation of the
VT system. Speech is the result of this acoustic excitation that goes through the time-varying
linear filter constituted by the VT. This model is known as the Source-Filter model [14] and is
a simple but reasonable interpretation of speech production particularly for voiced phonemes
like vowels. As a consequence of this model, any speech signal can be written as a function
of continuous time like
s(t) = e(t) ∗ v(t) ∀ t∈R (2.1)
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where e(t) is the excitation and v(t) a time-varying filter whose properties are determined
entirely by the VT shape changes during speech production. The resulting speech signal s(t)
in Equation (2.1) is the only one we have access to. ASR works on discrete-time version of
s(t) and Equation (2.1) can be rewritten as
s(n) = e(n) ∗ v(n) ∀n∈N. (2.2)
Both Equation (2.1) and Equation (2.2) are extreme simplifications of the speech production
system but they serve the purpose to show that excitation e(n) and v(n) can be considered as
independent from each other. v(n) depends directly on the VT shape and contains important
information on which phoneme is being uttered. ASR systems try to define a set of features
that represents the best v(n) and its variations in time. ASR systems work directly on those
speech features in order to find a phoneme sequence from speech. The information contained
in e(n) is linked to the “tone” of the produced speech. If the period of e(n) is decreased,
the pitch of speech is increased and the produced speech will sound “higher” in frequency.
However for a same pitch, small changes in v(n) can make the phoneme /i/ turn into /a/ or
/o/ quickly by simply shaping the spectrum of the produced sounds. The main frequency for
e(n) is referred as F0. The VT is characterized by the resonances of its frequency response
called formants. They follow the notation Fn for n=1, 2, ...,∞ among which F1, F2, F3, F4
are the ones of higher amplitudes. The VT shapes the frequency spectrum of the excitation
imposing its own formants locations on the spectrum of s(n).
During speech production, the VT shape does not change rapidly. v(n) is therefore a
“slow” time-varying filter. It is important to know the frequency composition, or spectrum,
of a speech signal as it is changing in time. A time-dependent frequency analysis is therefore
a good approach to get features for speech. One of them, the Short-Time Fourier Analysis
is of great use in ASR.
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2.3 SHORT-TIME FOURIER ANALYSIS
2.3.1 Fourier Analysis
ASR systems use Short-Time Fourier Analysis [15] to analyze speech periodically in time.
It is motivated by the need to study the local frequency properties of speech at every short
interval of time t, t+1, . . . , t+N . In order to do so, it is required to emphasize the signal
at time t and suppress the rest of the signal. This is achieved by windowing the speech
signal before performing a Fourier Analysis on the windowed signal. The Fourier Analysis
is performed using the well-known Fourier Transform (FT), denoted by F in this document.
The Fourier Transform of a continuous time signal x(t) defines a relationship between the
time domain signal and its representation in the frequency domain:
x(t)
F­ X(eω) t∈R, ω∈R (2.3)
where ω is an angular frequency1 (in rad.s−1). X(eω) is the representation of x(t) in the
Fourier domain. The Fourier Transform is given by
X(eω) = F (x(t)) =
∫ ∞
t=−∞
x(t) eωtdt. (2.4)
The relation in Equation (2.3) implies that there exists an inverse transform to go from the
frequency domain to the time domain. This Inverse Fourier Transform (IFT), denoted by
F−1, is defined by
x(t) = F−1 (X(eω)) = 1
2pi
∫ ∞
ω=−∞
X(eω) eωtdω (2.5)
Since ASR is truly working with discrete-time signals, it is more accurate to consider the
Discrete-Time Fourier Transform (DTFT) defined by
x(n)
F­ X(eω) n∈N, w∈R (2.6)
where the DTFT of x(n) is
1This document will use in the same manner the angular frequency as well as the oscillation frequency
notation f defined by ω ≡ 2pif and measured in s−1 or Hz.
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X(eω) =
∞∑
n=−∞
x(n) e−ωn (2.7)
and the inverse DTFT of X(eω) is
x(n) =
1
2pi
∫ pi
−pi
X(eω) eωndω. (2.8)
Because speech signals are limited in duration, it is more precisely the Discrete Fourier
Transform (DFT) that is utilized in ASR systems. The analysis equation for the DFT is
X˚(k) =
N−1∑
n=0
x˚(n) e−
2pi
N
nk n∈N, k∈N. (2.9)
Recovering the time-sequence x˚(n) from X˚(k) is done through the synthesis equation
x˚(n) =
1
N
N−1∑
k=0
X˚(k) e
2pi
N
nk n∈N, k∈N (2.10)
where x˚(n) is a periodic sequence with period N . x˚(n)=x(n+rN) for any integer value r.
The periodicity of x˚(n) comes as a direct effect of the discretization of its Fourier domain
representation X˚(k). For all k, X˚(k) is a complex number that can be written as a function
of its modulus and argument:
X˚(k) =
∣∣∣X˚(k)∣∣∣ e∠X˚(k) ∀ k (2.11)
In ASR, it is generally assumed that the information coming from the phase ∠X˚(k) can be
discarded2 and ASR systems work on the Power Spectrum rather than the complex (Fourier)
spectrum. The power spectrum provides information about the energy distribution of a signal
in the frequency domain. It is defined as
∣∣∣X˚(k)∣∣∣2 which can be easily computed from the
real and imaginary part of X˚(k):∣∣∣X˚(k)∣∣∣2 = <{X˚(k)}2 + ={X˚(k)}2 ∀k∈ [0, 1, . . . , N−1] (2.12)
Analyzing a speech signal and computing its windowed power spectrum at equally spaced
times t is known in Time-Frequency Analysis as the spectrogram[15] of a signal. To get the
spectrogram of a signal, the signal is first decomposed into frames, each of them windowed
before computing its power spectrum.
2Speech features allowing phase information tend to be dependent on time shift, which is generally not
desired. Hence the assumption that the phase can be discarded.
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2.3.2 Frame Blocking
In order to implement a Short-Time Fourier Analysis, the speech signal s(n) from Equation (2.2)
is first blocked into frames of M samples before computing the DFT for each frame. Adja-
cent frames are lagged by Q samples. In ASR, it is chosen to have Q<M so that adjacent
frames overlap to ensure the capture of VT characteristics changes with great detail in the
time domain. A sequence of P frames {x0,x1, . . . ,xP−1} is extracted from the speech signal
s(n) such that each vector xp in the frame sequence is defined by
xp =

xp(0)
xp(1)
...
xp(M−1)

(2.13)
where xp(m) is linked to s(n) by
xp(m) = s(Qp+m) where

m = 0, 1, . . . ,M−1,
p = 0, 1, . . . , P−1,
Q< M.
(2.14)
The notation xp(m) will refer to the time-sequence representation of a frame whereas xp
will be used for its vector representation. Both representations are equivalent and linked by
Equation (2.13). They describe the same set of samples from our original speech signal s(n).
Each speech frame xp must go through preprocessing steps before any windowing can take
place.
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2.3.3 Waveform Mean Removal
Before xp(m) is windowed, it must go through a Mean Removal step. Mean Removal has
for goal to rid xp(m) of its constant component (or DC component) for each frame p. This
mean component brings no relevant information for the Fourier Analysis. For each frame p,
the mean µp defined by
µp =
1
M
M−1∑
m=0
xp(m) (2.15)
is removed to the frame points. The sequence xp(m) is transformed such that
xp(m) = xp(m)− µp ∀m∈ [0, 1, . . . ,M−1] (2.16)
or in vector notation
xp = xp − µp (2.17)
= xp − 1
M
(Jxp)
= Ixp − 1
M
Jxp
=
(
I − 1
M
J
)
xp (2.18)
= Rxp (2.19)
where µp is a (M×1) vector with all its components equal to the scalar µp and J is a (M×M)
matrix whose components are equal to one. R is the matrix what once multiplied to a vector
gives the zero mean version of this vector. Once we have this zero-mean frame, a window is
applied to it3.
2.3.4 Windowing
The zero-mean signal xp(m) is multiplied to a window w(m) that is often chosen to be
either a Hamming or a Blackman window. The Byblos Front End uses a Hamming window
defined by the following equation for w(m):
w(m) =
 0.54− 0.46 cos
(
2pim
M−1
)
, 0 ≤ m ≤M−1,
0, otherwise,
(2.20)
3It can be noticed that once a zero mean signal is windowed, it is not necessarily zero mean. Another
Mean Removal step should be performed if we want to guarantee to have a zero mean windowed signal.
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where M is the length of our window equal to the length of our frame. The window length
for ASR is typically 25ms and the interval between frames is 10ms. Since we are working
with telephone quality speech signal, we know that the sampling frequency Fs is set to
Fs = 8000Hz. s(n) is then considered as narrow-band since only the frequencies in the
range [0Hz, 4000Hz] follow the Shannon Theorem. For wide-band, Fs = 16000Hz and a
range of [0Hz, 8000Hz] is achieved. A 25ms window has the number of samples of M =
25ms×8000Hz=200. For each frame p, the zero-mean signal xp(m) is windowed using w(m)
such that
xwp (m) = xp(m)×w(m) for m=0, 1, . . . ,M−1, (2.21)
which becomes in vector notation:
xwp =Dw × xp (2.22)
where Dw is the following (M×M) diagonal matrix:
Dw = diag(w) =

w(0) 0 · · · 0
0 w(1)
...
...
. . .
0 · · · w(M−1)
 . (2.23)
In order to simplify our notations, we will refer to our zero-mean, windowed and block
framed signal xwp (m) by using xp(m) from now on. Similarly, xp will be used in place of x
w
p .
2.3.5 Fourier Spectrum
For each one of the frames, the DFT of the zero-mean windowed signal xp(m) is computed:
X˚p(k) = DFT (˚xp(m)) , ∀ p (2.24)
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where x˚p(m) is a periodic version of xp(m) due to the discretization of its frequency rep-
resentation. Equation (2.24) can be rewritten in vector notation using the DFT matrix F
defined by
F =

1 1 1 1 . . . 1
1 e
2pi
N e
4pi
N e
6pi
N . . . e
2pi
N
(N−1)
1 e
4pi
N e
8pi
N e
12pi
N . . . e
2pi
N
(N−1)×2
1 e
6pi
N e
12pi
N e
18pi
N . . . e
2pi
N
(N−1)×3
...
...
...
...
. . .
...
1 e
2pi
N
(N−1) e
2pi
N
2(N−1) e
2pi
N
3(N−1) . . . e
2pi
N
(N−1)(N−1)

(2.25)
The (M×M) matrix F multiplied to any vector will provide its DFT. It is clear that there
is a symmetry between the variables k and n resulting in F T = F . The inverse matrix F−1
defined such that F−1 × F = I is
F−1 =
1
N
F (2.26)
where F is the complex conjugate of F . Equation (2.24) using the DFT matrix F can be
rewritten in vector notation as
x˜p = Fxp
where x˜p is the resulting DFT spectrum vector. All the different steps that have discussed
up to now involve simple linear algebra expression that can be streamlined to obtain our
final DFT spectrum:
x˜p = FDwxp
= FDw(xp − µp)
= FDwRxp
= FDw
(
I − J
M
)
xp (2.27)
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2.3.6 Power Spectrum
From the DFT spectrum X˚p, the computation of the power spectrum is straightforward.
The power spectrum is a function of discrete frequency k defined by
PXp(k) =
∣∣∣X˚p(k)∣∣∣2 ∀ k (2.28)
The power spectrum computation can be expressed in vector notation as
px˜ = diag(x˜) x˜ (2.29)
where x corresponds to xp to simplify notations. If we use the complex conjugate transpose
defined by A∗ = A
T
for a complex matrix A, we can compute px˜ with
px˜ = diag(xx
∗) (2.30)
where px˜ is a vector composed by the diagonal elements of xx
∗.
The power spectrum PXp(k) provides information about the energy distribution in fre-
quencies for each frame p. However, PXp is still the power spectrum of s(n), the convolution
of the excitation e(n) and v(n), windowed with w(n). For ASR, the information of e(n) is
less important than the information carried by v(n). The need to separate e(n) and v(n) to
obtain an approximation of v(n) lead ASR to utilize Cepstral Processing to obtain a sequence
of features for speech signals. However, prior to any cepstral processing, the power spectra
need to be modified to compensate for VTL differences and to mimic the human perception
of sounds.
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2.3.6.1 LPC Spectrum Instead of creating our cepstral features from a power Fourier
spectrum, it is often chosen to work on the LPC spectrum of the speech signal. Linear Pre-
dictive Coding (LPC) was defined by Makhoul[16]. LPC enables the creation of a smooth
power spectrum for any time-domain signal based on a very simple assumption. The defini-
tion of the LPC spectrum is derived directly from the assumption that the value of a signal at
time t can be expressed as a linear transformation of a finite number of the previous samples
that occurred before t. The consequence of this assumption is to define a power spectrum
that corresponds to the envelope of the Fourier Spectrum of the original time-domain sig-
nal. This power spectrum, often called LPC spectrum, has several poles that control its
“smoothness”. This spectral smoothing property is of great use for ASR. For ASR, it is
the difference of formants’ location between voiced phonemes that allows their recognition.
Since formants can be interpreted as poles in the Fourier Spectrum of voiced speech, the use
of LPC spectrum is relevant to ASR.
2.4 SPECTRUM TRANSFORMATIONS
2.4.1 Band-Limiting
For an ASR system working on phone-quality speech, the frequency bandwidth for the DFT
spectrum is directly limited by the sampling frequency Fs= 8000Hz. The available range of
frequency is [0Hz, 4000Hz] from Shannon’s Theorem. Unfortunately, the phone channel as
well as other undesired noises such as the 60/50Hz noise coming from power lines decrease
the effective bandwidth of usable frequencies. A band-limiting of the spectrum is required to
avoid those corrupted frequencies. The usable frequency range for our ASR system is chosen
to be
R = [125Hz, 3750Hz] (2.31)
in order to eliminate most of the noises and still keep enough of the spectrum of the speech
signal. All the frequencies outside this range are discarded. From a vector notation point of
view, this can be interpreted as a dimension reduction of the power spectrum vector.
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2.4.2 Frequency Warping for VTLN
In order to compensate for spectrum variations due to VTL differences among speakers, a
frequency transformation is performed for each frame. This transformation of the frequency
axis of the spectrum is speaker dependent and is referred to as Frequency Warping. The
goal of this transformation is basically to modify the spectrum by transforming the frequency
axis. The result is a warped spectrum with a changed energy distribution. A frequency axis
transformation can be defined by the equation
ω = g(ψ) (2.32)
that gives the relation between the new frequency ω and the original frequency ψ. If we
consider the unwarped spectrum X(ψ), the transformation into the warped spectrum Yg(ω)
is given by
Yg(ω) = X
(
g(ψ)
)
(2.33)
= X(ω)
where Yg(ω) is the warped version of X(ψ). Similarly, Equation (2.33) holds for the power
spectra PYg(ψ) and PX(ψ):
PYg(ω) = PX(ω) = PX
(
g(ψ)
)
(2.34)
It is important to notice that the transformation is performed on ψ only and not on the
values of X(ψ). There is a priori no restriction on the type of frequency transformation we
can perform. Those functions can be divided into two main categories: linear and non-linear
transforms.
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2.4.2.1 Linear Transforms A simple linear frequency warping can theoretically com-
pensate for VTL variations in the case of the lossless tube model of the VT. Let gLT be the
following frequency warping:
ω = gLT(ψ)
= βs × ψ for βs > 0 (2.35)
where βs∈R is a speaker dependent stretching factor. The original power spectrum PX(ψ)
is warped to become PYLT(ω) such as
PYLT(ω) = PX(βψ). (2.36)
No warping is performed for βs = 1. For βs < 1, the power spectrum PYLT(ω) results in an
compression of PX(ψ) whereas βs > 1 results in an expansion of PX(ψ). Linear warping is
often utilized because of its implementation simplicity. It can be generalized by a piecewise-
linear transform where several scalars are defined for different part of the spectrum.
2.4.2.2 Non-Linear Transforms Byblos utilizes a non-linear frequency warping func-
tion [7] defined in angular frequency by
ω = k
( 3ψ16,000pi )
s × ψ (2.37)
or
fw = k
( 3f8,000)
s × f (2.38)
where f is the original frequency axis and fw the warped (hence the subscript w) frequency
axis. ks is referred to as a “warp factor” or “warp” which is speaker dependent. A warp factor
is assigned to each speaker, offering a specific spectrum transformation to each speaker. In
Figure (1) we can see some of the frequency warping accomplished by Equation (2.38) for
several values of the warp factor ks.
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2.4.3 The Mel-Scale Warping
The human perception of sounds does not follow a linear scale[17, 18, 4, 19, 20] as the field
of psychoacoustics has demonstrated. Each frequency component of a sound is perceived in
its subjective frequency different from its measurable value. This subjectivity is linked to
the human ear processing of sounds and is all the more apparent in speech perception. It
is believed that perceptually motivated transformations of the spectrum of a speech signal
will increase its discriminatory power in a ASR sense, leading to better recognition results.
Several mappings have been defined between a measured frequency and its subjective coun-
terpart. One of them widely known as the Mel-Scale provides a subjective pitch measured in
“mel” for each tone measured in Hz. It was defined originally as a function trying to accom-
modate experimental data points. The mel-warping function that provides the subjective
frequency fmel (in mel) for the frequency f in Hz is widely used in ASR and has for equation
fmel(f) =
1000
log(2)
log
(
1 +
f
1000
)
(2.39)
that can be generalized into
fmel(f, α) =
1000
log(α)
log
(
1 + (α−1) f
1000
)
∀α > 1. (2.40)
α is a parameter that controls the shape of the function. Increasing the value of α will
compress more the high frequencies of the spectrum. The mel-warping function has one
fixed-point for f=1000Hz, then fmel(1000, α)=1000mel for any values of α. The frequencies
below 1000Hz are expanded while the rest of the spectrum is compressed. When α→∞, it
can be noticed that fmel(f, α)→1000, the mapping becomes a constant (horizontal line).
The Byblos Front End of our ASR system utilizes Equation (2.40) but some other ASR
systems like HTK (HMM Tool Kit) from Cambridge University and Sphinx from Carnegie
Mellon University system employ the following Mel-scale:
fmel(f) = 2595 log10
(
1 +
f
700
)
=
2595
log(10)
log
(
1 +
f
700
)
= 1127 log
(
1 +
f
700
)
(2.41)
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which corresponds to Equation (2.40) for α=
(
1000
700
+ 1
)
or approximately α= 2.429. Fig-
ure (2) presents the different Mel-Scale warping transformations that can be achieved for
several values of α.
2.4.4 Implementation Challenges
The Band-Limiting, VTLN Frequency Warping and Mel-Scale Warping are all transfor-
mations of the frequency axis of our Short-Time spectrum (being LPC, Fourier or Power
Spectrum). These transformations can be merged into a single transformation being the
composition of these three transformations. Let W be the final frequency transformation.
Each frequency f will be transformed into its warped version fw such that
fw =W(f). (2.42)
The implementation issue comes from the fact that we do not have access to a continuous
frequency axis but to a discrete one. The previous equation becomes
kw =W(k). (2.43)
where k is the discrete frequency in the spectrum from the Short-Time Fourier Analysis. It
is possible that in our new spectrum, a frequency kw originally comes from a frequency k
that is in-between two known frequencies. Therefore the value of the original spectrum at
this value of k is unknown. In order to remedy to this problem, the new warped spectrum is
obtained via interpolation of the original spectrum. In the case of our Front End, a simple
first order interpolation is considered sufficient to compute the warped spectrum.
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2.5 CEPSTRAL PROCESSING
If we recall the Equation (2.2) on page 11, an ASR system can have access only to s(n),
convolution of the excitation signal e(n) and the vocal tract contribution v(n), but not to
v(n) alone. An Homomorphic Deconvolution approach[21] offers a solution to recover v(n)
from s(n). It is accomplished by means of an homomorphic transformation H that converts
a convolution into a sum. If we define sˆ(n) as the “H-Transform” of s(n), sˆ(n) can be
expressed as
s(n) = e(n) ∗ h(n) H­ sˆ(n) = eˆ(n) + hˆ(n). (2.44)
sˆ(n) is a new discrete-time sequence where filter and source are not convoluted anymore.
This property of H takes all its significance in the Fourier Domain. If we compute the DTFT
spectrum S(eω) of s(n), we obtain
s(n) = e(n) ∗ h(n) F­ S(eω) = E(eω)×H(eω)
and we compare the result to the DTFT spectrum of the transformed sequence sˆ(n),
sˆ(n) = eˆ(n) + hˆ(n)
F­ Sˆ(eω) = Eˆ(eω) + Hˆ(eω)
If Eˆ(eω) and Hˆ(eω) are spectrally well separated, a simple filtering could eliminate in sˆ(n)
any contribution from eˆ(n) and therefore e(n). Most ASR systems chose to use cepstral
processing to perform this Homomorphic Deconvolution. The complex cepstrum of a time
sequence s(n) is the time sequence cx(n) defined by
cx(n) =
1
2pi
∫ pi
−pi
log (S(eω)) eωndω (2.45)
where log(x) is the natural logarithm of x and S(eω) is the DTFT of s(n). We mentioned
earlier that the phase information is often regarded as not important for speech recognition.
This lead to utilize in ASR the “real” complex cepstrum (or real cepstrum) instead. The
real cepstrum is defined by
c(n) =
1
2pi
∫ pi
−pi
log |S(eω)| eωndω (2.46)
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where the phase information of S(eω) has clearly been discarded. For discretized frequencies
from the DFT, the equation becomes
c˚(n) =
1
N
N−1∑
k=0
log
∣∣∣S˚(k)∣∣∣ e 2piN nk. (2.47)
where c˚(n) is a periodic version of c(n). In ASR it is chosen to work on the power spectrum
instead on the magnitude spectrum. The magnitude spectrum |S(eω)| is replaced by |S(eω)|2
in Equation (2.46). The new real cepstrum sequence cpow(n) that we obtain is in fact just a
scaled version of the one in Equation (2.46):
cpow(n) =
1
2pi
∫ pi
−pi
log |S(eω)|2 eωndω (2.48)
=
1
2pi
∫ pi
−pi
2 log |S(eω)| eωndω
= 2c(n)
Using the power spectrum creates only a scaling of the cepstral sequence which is not of much
importance as the features are normalized later on. Another implementation modification
of Equation (2.47) comes from the fact that the log function is not defined for log(0). To
avoid this problem, the implementation of Equation (2.46) in our ASR system is making use
of the DFT and becomes in fact
c˚(n) =
1
N
N−1∑
k=0
log
(∣∣∣S˚(k)∣∣∣2 + 1) e 2piN nk. (2.49)
For each frame p, only the Nc first cepstral coefficients from c˚(n) are considered to be
used with our ASR system. It is often chosen to take Nc = 14 to get rid of the excitation
contribution. The coefficients c(1), . . . , c(14) will be part of the speech feature vector for
each frame p. We discard c(0) as it is sensitive to scaling.
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2.6 SPEECH FEATURE VECTOR
The cepstral coefficients defined in Equation (2.49) are the speech features ASR works on to
build acoustic models and perform speech recognition. Previously, we mentioned that each
frame will bring a set of 14 cepstral coefficients features (c(1), . . . , c(14)) called the “base
features”. The total number of features for our feature vector for a frame p is increased by
incorporating the energy Es of the time signal s(n). For the frame p, the “base” feature
vector vbp becomes
vbp =

c(1)
...
c(14)
Es

(2.50)
The final speech feature vector is composed of the vp and of its first and second derivative.
The complete speech feature vector is a 45-dimensional vector
vp =

vbp
∆vbp
∆2vbp
 (2.51)
where ∆ is a discrete derivative operator, ∆2 being the second order discrete derivative
operator.
2.7 FEATURE NORMALIZATION
The cepstral features are normalized over the length of a conversation through two commonly
used techniques: Cepstral Mean Subtraction (CMS) and Variance Normalization. CMS is
used to eliminate the channel influence on the spectrum of the speech sequence. Variance
normalization removes any scaling issues of the features by imposing unit variance on the
cepstral features.
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Figure 1: Eide’s non-linear frequency warping for VTLN for ks =0.80 to ks =1.20 with a
step ∆ks=0.04.
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Figure 2: Mel-Scale frequency warping for α=2.0, α=(1000
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+ 1) and α=10.
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3.0 FREQUENCY WARPING FOR SPEAKER NORMALIZATION
All VTLN techniques based on frequency warping need to assess two important points:
First, among all possible frequency transformations find a class of transformations believed
to better compensate for VTL variations. Second, define an approach to estimate the SD
parameters for the chosen transformation. This chapter will focus entirely on the first point:
the choice of a frequency transformation.
The frequency warping performed by the Bilinear Transformation (BLT) is a good candi-
date for VTLN[8, 10]. In earlier work with BLT[8], the frequency transformation is controlled
by only one parameter and is equivalent to converting a simple prototype LP digital filter
into a desired LP filter. More recently, a generalization of this approach[10] was offered
allowing the use of an All-Pass Transformation or APT that allows more complex frequency
warpings. In regards to filter design, this approach is still a transformation of a LP proto-
type filter into some “other” filter. APT is controlled by few parameters leading to frequency
transformation of complex shapes. However, the previous BLT and APT approach focuses
mainly on utilizing BLT and APT to transform directly the cepstral feature sequences. Our
work proposes to expand this approach on three points:
1. Our frequency transformation should not be limited to the transformation of a Low-Pass
(LP) prototype to some “other” filter such as LP, Band-Pass (BP) or filter or more
complicated transfer function. We propose instead to use the class of BLT that converts
a prototype BP of our choice to a desired BP Filter. This allows to have a complex
mapping controlled by two parameters allowing two degrees of freedom. This frequency
transformation is a novel transformation for VTLN.
2. The BP to BP frequency mapping we propose maps a frequency band to another. This
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approach seems a lot more appealing for Speaker Normalization than mapping only
a frequency point to another, as seen for previous work with BLT. This property of
defining a band of frequencies to be mapped instead of a single frequency point confers a
lot more finesse to the spectral transformation that is performed. This enables to move
selectively frequency band that are of interest for ASR, especially the frequency bands
where formants are present.
3. The new form of BLT we define will not be used to transform the cepstral sequence but to
transform the Short-Time Fourier spectrum of the speech signal prior to the computation
of cepstral coefficients. One limitation of transforming the cepstral sequence is that the
number of cepstral coefficient used to compose the base speech features is generally
limited to Nc=14 as mentioned in Section 2.6.
BLT is referred to in Complex Analysis as the Mo¨bius Transformation1 is the center of
our work on defining a novel frequency transformation to perform VTLN.
3.1 THE MO¨BIUS TRANSFORMATION
The Mo¨bius Transformation is a mapping in the complex plane C of the complex variable
z=reω to the complex variable w=ρeψ defined by
z 7→ w =M(z) = az + b
cz + d
(3.1)
where the constants a,b,c,d∈C. The variable z maps to w through the mapping2 M(z). If
(ad−bc)=0, the mapping becomes singular and all points z are sent to the same image point(
a
c
)
which is of no interest to us. Therefore, we will consider only the mappings for which
(ad−bc) 6= 0 as they are non-singular. The main properties of this class of transformation
can be summarized in three points:
1In this document, we refer to the “Mo¨bius Transformation” whenever we are clearly in the context of
Complex Analysis theory and gradually switch to use “Bilinear Transformation” when discussing it in a
purely signal processing context.
2Throughout this document, the variable z=reω will always refer to the variable mapping to the variable
w=ρeψ. We will try to avoid any confusion to the reader between the argument of z (which is ω) and the
complex variable w.
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• Mo¨bius Transformations map circles to circles
• Mo¨bius Transformations are conformal (they preserve angles)
• Mo¨bius Transformations preserve symmetry
Moreover, a Mo¨bius Transformation is one-to-one and conformal. A more important point
to us is that there exists a unique Mo¨bius Transformation sending any 3 points to any 3
points in the complex plane C[22].
3.1.1 Automorphism of the Unit Disc
We are most interested in the specific class of Mo¨bius Transformations that performs an
automorphism of the unit disc. An automorphism of a region R in the complex plane C
is a one-to-one and conformal mapping of R to itself. If R is a disc, there exists a Mo¨bius
TransformationM(z) that can perform this mapping of R to itself. SinceM(z) is one-to-one
and conformal, it is by definition an automorphism. If we chose R to be the unit disc then
M(z) is an automorphism of the unit disc. From Complex Analysis[22], a general form for
this automorphism is given by
z 7→ w =Mφa (z) = eφ
z − a
a∗z − 1 (3.2)
where a is a complex constant inside the unit disc (|a|<1) and a∗ is its complex conjugate
(inside the unit disc as well). The term eφ can be interpreted as a rotation of angle φ. This
equation has clearly a zero at z=a and a pole at z= 1
a∗ . Interestingly, if the rotation angle
φ is set to zero then M0a (z) imposes that a 7→0 and 0 7→a. This is the only automorphism of
the unit disc with the property of swapping 0 and a[22].
3.1.2 Mapping of the Unit Circle
The automorphism in Equation (3.2) has the property of mapping the unit circle to itself.
This mapping is of great interest to us because the Fourier Transform of a discrete sequence
corresponds to the Z-Transform of this sequence evaluated on the unit circle. The mapping
of the unit circle to itself is therefore performing a frequency axis distortion of the Fourier
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spectrum of a discrete sequence. The mapping of the complex variable z= reω =eω lying
on the unit circle can be derived from Equation (3.2) as
z 7→ w =Mφa (z) = eφ
z − a
a∗z − 1
= eφ
eω − a
a∗eω − 1
= −
(
eφ
eω
)(
eω − a
e−ω − a∗
)
where the terms eφ and eω of the left ratio have unity magnitudes. The numerator and
denominator of the right ratio are complex conjugates of each other implying that this ratio
has also unity magnitude. Therefore, the unit circle maps onto itself independently of the
value chosen for φ and a since
∣∣Mφa (z)∣∣=1; as a consequence, w=ρeψ=eψ.
In order to use the mapping from Equation (3.2) as a frequency warping for VTLN,
we need to impose some constrains on the parameters φ and a. For instance, it would be
preferable that the point z = 1 (for ω = 0) maps onto itself. This will preserve the DC
frequency of the original spectrum in the new warped spectrum as it will map to itself. As a
consequence, we need to have Mφa (1)=1 which is only possible for φ=pi + 2pik (with k∈N)
and a=a∗, this latter implying that a must be real. The same constrains appear in order to
ensure that Mφa (−1)=−1. If z=−1 (for ω= pi) is mapped to itself, the highest frequency
in our original spectrum is preserved in the new warped spectrum. Under these additional
constrains, Equation (3.2) becomes
z 7→ w =Mpia (z) = epi
z − a
az − 1
= − z − a
az − 1
=
z − a
1− az (3.3)
where a∈R and |a| < 1. This mapping of the unit circle preserving the low frequency and
high frequency of our Fourier Spectrum is defined by
z
Ma7−→ w
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where Ma is the our notation for the Mo¨bius Transformation with real parameter a and
φ=pi. The absence of the value for φ in theMa notation will always imply that φ=pi. From
Equation (3.3) we have the relation between w and z such that
w =
z − a
1− az . (3.4)
We can derive from Equation (3.4) the following relationship:
1
w
=
1− az
z − a
=
(
z−1
z−1
)
1− az
z − a
⇔ w−1 = z
−1 − a
1− az−1 (3.5)
= Ma(z−1).
An interesting point is the symmetry of the function w−1 =Ma(z−1) and its inverse (Ma)−1:
w−1 = Ma(z−1)
=
z−1 − a
1− az−1
⇔ z−1 = w
−1 + a
1 + aw−1
= M−a(w−1).
It is clear that the relation between the Mo¨bius Transformation Ma and its inverse is
(Ma)−1 =M−a. (3.6)
Equation (3.5) is the Bilinear Transformation of z into w that transforms a prototype LP
filter into another LP filter[23]. This class of Mo¨bius automorphisms is known in Electrical
Engineering as the “Bilinear Transformation” or “Bilinear Transform”.
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3.2 THE BILINEAR TRANSFORM
The frequency warping properties of the Bilinear Transform or BLT have been useful in
digital filter design[21]. The frequency warping is the consequence of a mapping in the
complex plane of the unit circle to itself. Such mapping is defined by
z−1 7→ w−1 = G(z−1) (3.7)
where the mapping sends z−1=e−ω to w−1=e−ψ. The mapping G(z−1) is constrained in
its form. In order to ensure causality and stability, G(z−1) needs to be a rational fraction of
z−1[21]. The unit circle should map to itself and the region inside the unit circle should map
to itself. All those constrains have been shown to be achieved with the following general
form of mapping[23]:
z−1 7→ w−1 = G(z−1) = ±
N∏
k=1
z−1 − αk
1− αkz−1 . (3.8)
where αk ∈R and |αk|< 1 From Equation (3.8), different mapping can be defined offering
different warping properties. If we choose to have N =1 and impose a positive sign on the
fraction, we obtain the same form as our Mo¨bius automorphism in Equation (3.5). In this
form, G(z−1) is a fraction of polynomial of z−1 of first order. We will refer to it as a “First
Order Bilinear Transform” or 1st-BLT.
3.2.1 The First Order Bilinear Transform
A First Order Bilinear Transformation is a mapping3 in the complex plane C that transforms
a prototype LP filter into a desired LP filter. Let w−1=e−ψ be the complex variable on the
unit circle associated with the prototype LP filter and z−1=e−ω the variable associated to
the desired filter. In order to transform the prototype filter into the desired filter, we need
to replace the variable w−1 by G(z−1) in the Z-Transform representation of the prototype
filter. This mapping of z−1 to w−1 is the same as in Equation (3.5):
z−1 7→ w−1 = G(z−1) = z
−1 − a
1− az−1 a∈R, |a|<1 (3.9)
3From now on, we will call “mapping” an automorphism of the Unit Disc to itself that maps the unit
circle to itself as well.
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3.2.1.1 Frequency Warping A direct consequence of the mapping G(z−1) takes shape
into a warping occurring on the frequency axis of the Fourier spectrum. It is straightforward
to derive this frequency warping from the mapping in Equation (3.9) by replacing w−1 and
z−1 with their polar expressions:
e−ψ =
e−ω − a
1− ae−ω
= e−ω
1− aeω
1− ae−ω
= e−ω
1− aeω
(1− aeω)∗ . (3.10)
We are interested in the relation between the arguments of the Right Hand Side (RHS)
and the Left Hand Side (LHS) of this equation. This relation is the analytical form of the
frequency warping that occurs during the mapping. In the RHS of this equation, we have
the ratio of complex numbers that are clearly the complex conjugates of each other. The
argument of such a ratio is double the argument of the numerator4. The relationship between
the arguments in Equation (3.10) in the light of this result becomes
arg(e−ψ) = arg(e−ω) + 2 arg(1− aeω)
⇔ −ψ = −ω + 2arg(1− aeω)
⇔ ψ = ω − 2 arg(1− a cos(ω)− a sin(ω))
⇔ ψ = ω − 2 arctan
( −a sinω
1− a cosω
)
(3.11)
⇔ ψ = ω − ρ(ω, a) = g−1(ω, a)
where a∈R and |a|<1. This equation gives the “old” frequency ψ for all “new” frequency ω
given the term ρ(ω, a) that can be interpreted as a “correction term”. It seems that it would
be more interesting for us to find the function ω = g(ψ, a) rather than its inverse form5.
Finding the function g(ψ, a) has a straightforward solution if we remember the symmetry
property given in Equation (3.6) on page 33. The inverse mapping of w−1 to z−1 is found
4Let z be a complex number such that z = reω, the ratio zz∗ = e
2ω = e2 arg z. Therefore arg
(
z
z∗
)
=
2arg(z).
5It is in fact not an important issue. Our implementation of VTLN can accommodate having either
ψ=g−1(ω) or ω=g(ψ) or both.
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by replacing a by −a and w−1 by z−1 in Equation (3.9). In a similar manner we can find
the frequency warping by performing the same changes in Equation (3.11) so it becomes
ω = ψ − 2 arctan
(
a sinψ
1 + a cosψ
)
(3.12)
This relation between ω and the old frequency ψ is in fact a simpler rewriting of the more
commonly known equation[21]:
ω = arctan
(
(1− a2) sinψ
2a+ (1 + a2) cosψ
)
(3.13)
The one parameter a in both Equation (3.12) and Equation (3.13) controls completely the
frequency warping characteristics as you can see in Figure (3).
3.2.1.2 Parameter Study Since the values of the constant a condition entirely the
mapping, a can be chosen so that the cutoff frequency ψc of the prototype LP filter matches
the cutoff frequency ωc of the desired LP filter. It has been previously derived[23] that the
function a=f(ψc, ωc) is given by
a =
sin
(
ψc − ωc
2
)
sin
(
ψc + ωc
2
) (3.14)
where a is clearly a real constant. Figure (3) presents the warping obtained for different
values of a. If ψc=ωc, a=0 and no frequency warping is performed regardless of the values
of ψc.
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3.2.2 The Second Order Bilinear Transform
The new approach we propose in this work is based on a mapping G(z−1) that offers a more
complex shape for its resulting frequency warping than the one from a 1st-BLT. Instead of
using a mapping that transforms a LP prototype filter into a desired LP filter, we became
interested on working on a transformation of a BP prototype filter into a desired BP filter.
In order to present this BP to BP mapping, we need first to understand the mechanisms
behind the more common mapping of a LP filter into a BP filter. Then, the extension to the
BP to BP transformation will be straightforward. In order to convert a LP filter into a BP
filter, the mapping G(z−1) does not need to be restricted to first order polynomials of z−1
for its numerator and denominator. Second order polynomials are sufficient and offer what
we call the “2nd order BLT” or “2nd BLT”.
The 2nd BLT converts a LP filter with cutoff frequency θp into a BP filter with lower
cutoff frequency ωp1 and higher cutoff frequency ωp2. The resulting mapping is given by
w−1 = G(z−1)
⇔ w−1 = −
z−2 − 2αk
k + 1
z−1 +
k − 1
k + 1
k − 1
k + 1
z−2 − 2αk
k + 1
z−1 + 1
(3.15)
where the parameters α and k are defined by
α =
cos
(
ωp2 + ωp1
2
)
cos
(
ωp2 − ωp1
2
) (3.16)
and
k =
tan
(
θp
2
)
tan
(
ωp2 − ωp1
2
) (3.17)
= cot
(
ωp2 − ωp1
2
)
tan
(
θp
2
)
These are well-known results whose derivations were first formulated by Constantinides[23].
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3.2.2.1 Parameters Study If we define µ= ωp2+ωp1
2
and δ = ωp2−ωp1
2
, µ is the mean of
the two cutoff frequencies while δ is half the distance between them (half the bandwidth of
the filter). Equation (3.16) and Equation (3.17) can be rewritten into
α =
cos(µ)
cos(δ)
(3.18)
and
k =
tan( θp
2
)
tan(δ)
(3.19)
From Equation (3.18) it becomes clear that α=0 as soon as µ= pi
2
. In other words, if the
cutoff frequencies are symmetrically located on the right and left of pi
2
, α will always be zero.
The term cos(µ) is a bounded number directly linked to the position of the mean of the
cutoffs frequencies compared to the value pi
2
. We know that |α|<1 and |γ|<1. Since γ= k−1
k+1
,
it imposes that k>0.
3.2.2.2 Equation Analysis At first look, the Equation (3.15) does not give an intuitive
sense of what are the different steps necessary to transform a LP filter into a BP filter. This
equation can be rewritten in a simpler form with use of two new parameters γ1 and γ2:
w−1 = − z
−2 + γ1z−1 + γ2
γ2z−2 + γ1z−1 + 1
(3.20)
where
γ2 =
k − 1
k + 1
= γ (3.21)
and
γ1 = − 2αk
k + 1
(3.22)
= −α
(
k + 1 + k − 1
k + 1
)
= −α
(
1 +
k − 1
k + 1
)
⇔ γ1 = −α(1 + γ2)
= −α(1 + γ) (3.23)
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By using the newly defined parameter γ instead of γ2 and replacing γ1 by −α(1 + γ), we
obtain the following form for Equation (3.20):
w−1 = − z
−2 − α(1 + γ)z−1 + γ
γz−2 − α(1 + γ)z−1 + 1 (3.24)
or
w−1 = − z
−2 − α(1 + γ)z−1 + γ
1− α(1 + γ)z−1 + γz−2 . (3.25)
If we expand this last equation, we obtain the following form[23]:
w−1 = −

z−1
(
z−1 − α
1− αz−1
)
+ γ
1 + γz−1
(
z−1 − α
1− αz−1
)
 (3.26)
that offers an intuitive understanding of the different steps necessary to transform a LP filter
into a BP filter. If we define H1(z
−1) and H2(z−1) such that
H1(z
−1) = z−1
(
z−1 − α
1− αz−1
)
(3.27)
= z−1Mα(z−1) (3.28)
where α∈R and |α|<1 and
H2(z
−1) = −
(
z−1 + γ
1 + γz−1
)
(3.29)
= −M−γ(z−1) (3.30)
where γ∈R and |γ| < 1. It is clearly noticeable that Equation (3.26) is in fact
w−1 = G(z−1)
= H2(H1(z
−1))
= H2 ◦H1(z−1)
= (−M−γ) ◦ (z−1Mα)(z−1) (3.31)
where G(z−1) is the composition of a negative Mo¨bius Transformation with parameter −γ
and the product of a Mo¨bius Transformation with parameter α and z−1. These two steps
are necessary to transform a LP filter into a BP filter.
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3.2.2.3 Frequency Warping The frequency warping that results of the transformation
in Equation (3.24) is derived from
w−1 = − z
−2 + γ1z−1 + γ2
1 + γ1z−1 + γ2z−2
= −z−2 1 + γ1z + γ2z
2
1 + γ1z−1 + γ2z−2
= −z−2 1 + γ1z + γ2z
2
(1 + γ1z + γ2z2)∗
We are interested in the relation between the arguments of the RHS and the LHS of
the equation. Here also we use the fact that for a complex number z, arg
(
z
z∗
)
=2arg(z) to
obtain
−ψ = −pi − 2ω + 2arg(1 + γ1eω + γ2eω2)
⇔ ψ = pi + 2ω − 2 arctan
(
γ1 sinω + γ2 sin 2ω
1 + γ1 cosω + γ2 cos 2ω
)
If we replace γ1 and γ2 by their equation respective, we have
ψ = pi + 2ω − 2 arctan
( −α(1 + γ) sinω + γ sin 2ω
1− α(1 + γ) cosω + γ cos 2ω
)
. (3.32)
3.2.2.4 A Special Case of Transformation For the special case of k = 1 (γ = 0),
H2(z
−1) reduces to a simple rotation of angle pi
2
:
H2(z
−1)
∣∣
γ=0
= −z−1 (3.33)
For α=0, H1(z
−1) reduces to
H1(z
−1)
∣∣
α=0
= z−2 (3.34)
and their composition H2 ◦H1(z−1) becomes
H2 ◦H1(z−1)
∣∣
α,γ=0
= −z−2
⇔ w−1 = −z−2 (3.35)
This transformation is a special case of Equation (3.15) on page 37. It is the simplest expres-
sion you can get for G(z−1) = H2 ◦H1(z−1). Our next step is to recover the characteristics
of the LP filter and BP filter involved in Equation (3.35).
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Since the value of α and k (and therefore γ) define the prototype LP filter and the
desired BP filter we can recover expressions of their characteristics, meaning their cutoff
frequencies. For α to be zero, we saw earlier that µ needs to be pi
2
. The BP filter has wp1
and wp2 symmetric to
pi
2
. Since k=1, Equation (3.19) becomes
k =
tan
(
θp
2
)
tan(δ)
= 1
⇔ θp
2
= δ
=
wp2 − wp1
2
⇔ wp2 = θp + wp1 (3.36)
One can notice that normally when we have tan(y)= tan(x), the relation between y and x
is y = x + rpi, r ∈N. In our case, for whichever wp1 and wp2 and as long as wp1 <wp2, we
have 0<δ< pi
2
. Furthermore, 0<θp<pi which means that 0<
θ
2
< pi
2
. Then the relation θp
2
=δ
without the modulo pi. Since µ= pi
2
, we can write that
µ =
wp2 + wp1
2
=
pi
2
⇔ wp2 = pi − wp1 (3.37)
From Equation (3.36) and Equation (3.37) we obtain the following set of equations: wp2 = θp + wp1wp2 = pi − wp1 (3.38)
which can be rewritten into 
wp2 =
pi
2
+
θp
2
wp1 =
pi
2
− θp
2
(3.39)
This set of equations is the direct consequence of α = 0 and k = 1. It is interesting to
see that the mapping is the same for various values of θp as long as the equations to find
wp1 and wp2 are respected. The choice of θp conditions entirely the values of the cut-off
frequencies. Among all the possible values for θp, we chose the value for which the prototype
LP filter has a cutoff frequency of θp=
pi
2
which imposes from Equation (3.39) that wp1=
pi
4
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and wp2=
3pi
4
Therefore, the mapping defined in Equation (3.35) transforms a LP filter with
cutoff frequency θp=
pi
2
to a
[
pi
4
, 3pi
4
]
BP filter which corresponds to a [1000Hz, 3000Hz] BP
filter for a sampling frequency Fs=8000Hz.
3.3 A NOVEL APPROACH TO VTLN
3.3.1 The Bandpass Transform
When BLT is used to perform frequency warping, it is often chosen to use an equation that
modifies a prototype LP filter. Instead of a prototype LP filter, our approach utilizes a
prototype BP filter as starting point. In order to define our new mapping, we need to recall
some of our previous results.
In order to transform a LP prototype filter of variable Z−1 with cutoff frequency θp= pi2
to a BP filter of variable w−1 with cutoff frequencies w1, w2 respectively equal to pi4 and
3pi
4
,
we need to replace every Z−1 with the mapping
Z−1 = −w−2
similar to the one in Equation (3.35). This mapping will provide our prototype BP filter.
If we want to transform the prototype LP to a general BP of variable z−1 with no
assumptions on the cutoff frequencies, we use the mapping
Z−1 = − z
−2 − α(1 + γ)z−1 + γ
1− α(1 + γ)z−1 + γz−2 (3.40)
similar to Equation (3.25). Finally, the transformation of the prototype BP into the general
BP filter is achieved by
− w−2 = − z
−2 − α(1 + γ)z−1 + γ
1− α(1 + γ)z−1 + γz−2 (3.41)
⇔ w−2 = z
−2 − α(1 + γ)z−1 + γ
1− α(1 + γ)z−1 + γz−2 (3.42)
where w−1 = e−ψ is the old variable replaced by z−1 = e−ω, the new variable. This new
transformation that is defined in Equation (3.42) is the Bandpass Transform (BPT).
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3.3.2 Frequency Warping
The frequency warping that comes from this mapping can be directly derived from Equation (3.42)
in the same manner as previously seen in Section 3.2.2.3 on page 40. We obtain the following
results
e−2ψ =
e−2ω − α(1 + γ)e−ω + γ
1− α(1 + γ)e−ω + γe−2ω
= e−2ω
1− α(1 + γ)eω + γe2ω
1− α(1 + γ)e−ω + γe−2ω
= e−2ω
1− α(1 + γ)eω + γe2ω
(1− α(1 + γ)e−ω + γe−2ω)∗
Therefore, if we take the argument of the RHS and LHS, we obtain
− 2ψ = −2ω + 2arg (1− α(1 + γ)eω + γe2ω)
⇔ ψ = ω − arg (1− α(1 + γ)eω + γe2ω)
= ω − arctan
( −α(1 + γ) sinω + γ sin 2ω
1− α(1 + γ) cosω + γ cos 2ω
)
(3.43)
= ω − ρ(ω;α, γ)
where ψ is our old frequency, ω is the transformed frequency and ρ(ω;α, γ) can be considered
as a “correction” term. The fact that we obtained an expression of the old frequency ψ given
the new frequency is not an issue per se. If the analytic form of a frequency warping is known
as
ψ = f(ω;α, γ), (3.44)
it is possible to implement its inverse
ω = f−1(ψ;α, γ). (3.45)
by means of a search algorithm (the binary search algorithm is one of them). It is a simple
solution to find f−1 when only the analytic form f is known as long as f is one-to-one and
monotonous which is the case for the BPT.
The resulting frequency warping is controlled by the parameters α and k as seen in
Figure (4) and Figure (5). The mark “+” and “×” on each curve correspond respectively
to the transform of ψ = wp1 =
pi
4
and ψ = wp2 =
3pi
4
. The placement of those two points
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controls the shape of the transformation entirely. One can notice that the two degrees of
freedom enabling complicated shapes for the frequency warping function. However, it is still
constrained for the reason that all those functions have a physical sense behind them: they
are mapping a BP filter to a BP filter.
3.3.3 Frequency Warping Interpretation
A way to interpret the new frequency warping that we propose for our research is to analyze
the “control points” of the mapping. By “control points”, we mean the DC-frequency (ω=0),
the Nyquist frequency (ω=pi) and the two cut-off frequencies wp1=
pi
4
and wp1=
3pi
4
. The DC
and Nyquist frequencies are mapped to themselves. The cut-off frequencies are mapped to
new frequencies accordingly to Equation (3.43). For a sampling frequency Fs=8000Hz, we
saw earlier that the low cut-off frequency is located at Fp1 = 1000Hz and the high cut-off
frequency is located at Fp2 = 3000Hz. These two control points are located near the first
and second formant region (for Fp1) and near the third formant region (for Fp2)[18].
The transformations in Figure (4) and Figure (5) demonstrate the way these control
points move when α and k vary. If we keep k constant and make α vary, the control points
shift up or down the new frequency axis. As a consequence, the formants move up or down
the frequency axis. If we keep α to a constant value and make k vary, the cutoff frequencies
move closer or further together. The larger the value of k is, the closer together the cutoff
frequencies will move; and so will the formants. The combination of this two transformations
of the frequency axis can have interesting properties for VTLN.
This new frequency transformation offers two degrees of freedom allowing complex fre-
quency axis transformations. It still needs to be proven that such frequency warping brings
some improvement compared to other transformations used in VTLN. Once this is achieved,
the issue of finding a parameter estimation procedure based on some criterion needs to be
assessed. All those points are developed in the next chapter.
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Figure 3: Frequency warping from a First Order Bilinear Transform. Real parameter a
varies from −0.80 to 0.80 with 0.2 steps.
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Figure 4: Frequency Warping for the Bandpass Transform for k = 3 and α = −0.8 to 0.8
with a 0.2 step.
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ω = f(ψ,α, k)
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Figure 5: Frequency Warping for the Bandpass Transform for α=0 and k= {1.5, 2.5, 5.0}.
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4.0 SYSTEM DESCRIPTION
In Chapter 3, the Band-Pass Transform was proposed as a candidate for Speaker Normal-
ization and more precisely for VTLN. The validity of this new frequency warping for VTLN
still needs to be established. Consequently, there is a need to define a criterion for deciding
if this new transformation is an improvement to our ASR system. Only a transformation
that improves our system’s “performance” can be considered of interest to us. In addition to
finding a performance measure, we also need to establish an experimental setup that proves
that any observed improvement is due to the newly defined frequency warping.
4.1 PERFORMANCE MEASURE: WORD ERROR RATE
In ASR, it is commonly accepted to measure a system performance in terms of its Word
Error Rate (WER)[24]. The WER is directly linked to the number of words that were not
recognized correctly, which is ultimately the measure that we would like to minimize. There-
fore, a modification in a component of an ASR system expected to be an “improvement”
should be accompanied by a reduction in WER. The criterion to establish if the new fre-
quency transformation performs better than other VTLN techniques is therefore defined: a
significant reduction in WER1.
A WER however has meaning only when it is associated with an experimental setup. It
is, therefore, crucial to define an experimental setup that leaves no doubts (or more realisticly
1It is important to acknowledge the fact that the complete dynamic of the building elements of an ASR
system is extremely complex. Therefore, an improvement of one of its components does not necessarily
always bring a general reduction in its WER. However, a large and consistent WER reduction is very likely
to come from a system improvement rather than some other noise in the system’s dynamic. The whole art
of ASR is to distinguish improvements from noise.
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few doubts) that any observed improvement comes from modifications in the VTLN part of
the system’s Front End. In order to be able to appreciate the variations in WER, a reference
system is needed. This reference system is called a Baseline system or Baseline. All our
results will be compared against the Baseline system’s WER as it represents the system
performance prior to any modifications.
4.2 THE BYBLOS SYSTEM
As mentioned in Section 1.6, the ASR system used for this research is a modified version
of the Byblos System created by BBN Technologies (BBN). BBN developed this system
to participate to the 2001 Hub-5 Evaluation Benchmark[25] from the National Institute of
Standards and Technology (NIST). The Hub-5 Evaluation Benchmark was organized by
NIST to measure the current performance status of ASR on conversational telephone data.
Byblos offers a solid software development backbone for research in ASR.
A general experimental setup for ASR research is decomposed in three distinct steps:
• The Acoustic Training step, also known as Training, is the first step to be run when an
ASR system needs to be built. The goal of the Acoustic Training is to create Acoustic
Models from observed speech data and its text transcription. From a dictionary, the
system can decompose each word seen in the text transcription into a string of phonemes.
Each phoneme is modeled with a 5-state HMM. A first step called Labeling is performed
on the speech data. Labeling consists in associating each observed speech frame to a
unique state in a phoneme’s HMM. Once each speech frame has been associated to a
specific HMM state, the main goal of Training is to update the HMM parameters (means
and covariance matrices) for each phoneme so that the likelihood of the observed speech is
increased. This is done by means of the Expectation-Maximization (EM) algorithm[2, 26].
The EM algorithm is run several times to update the HMMs’ parameters. At each step,
the likelihood of the observed speech data is increased making our Acoustic Models have
a better fit to the observed data.
• A Language Modeling step often called Word Modeling is then conducted. A Language
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Model is built by analyzing the construction of sentences in a series of documents. These
documents can be newspaper articles, text transcription of programs broadcasted on ra-
dio or television, etc. The goal of Language Modeling is to capture the statistical patterns
of the words sequences that exist for a particular language and come up with a statistical
description of its grammar. A Language Model will provide the prior probabilities for
small subsets of words such like bigrams (2 words), trigrams (3 words), etc.
• A Decoding step, also called Testing, is the final step of a full ASR system. The Decoding
makes use of the Acoustic Models and Language Models previously created in order to
transcribe speech data. The goal of a Decoding step is often to evaluate the performance
of the system on transcribing test data whose transcription is already known. By doing
this, a system’s performance can be established before deployment on a real world task.
The three steps that have been described are the building stones of any ASR systems.
The definition of each of these steps, especially for the Training and Language Modeling,
will determine directly the performance of a system. The two sets of speech data used for
Training and Testing are extremely important when building an ASR system. In ASR, a
speech data set is referred to as Corpus (Corpora being its plural). A Corpus is a set of
recorded conversations accompanied with a text transcription as well as various information
about the speech that was produced. Such information includes the gender of the speakers,
time stamps of all beginning and end of sentences, etc. Both Training and Testing sets can
be an entire Corpus or a subset of it. When selecting sets for Training and Testing, it is
crucial to have sets that are distinct to ensure the fairness of any results.
4.2.1 Training and Testing Corpora
The credibility of any experimental result is directly linked to the choice of Training and
Testing data sets. This choice depends closely on the type of application the ASR system
will work on. For this research, the goal is to improve the Byblos system’s Speaker Nor-
malization task on telephone data or Conversational Telephone Speech (CTS). In order to
create the narrow-band American-English Baseline system, we need to define carefully the
Training and Testing sets.
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4.2.2 Training Set
Our Training is the Swbd40hrs set. It is a gender-balanced 40hours subset of the Switchboard
training Corpus. The choice of this training set is partly motivated by the fact that it is of
reasonable size, allowing to train completely a system “from scratch” in a matter of a day or
so of computation. Another important point is that this 40hours subset of the Switchboard
has been used at BBN for fast system training. The results in our work have the advantage
of being comparable to recent research work conducted at BBN. The characteristics of this
Training set are summarized in Table 1. In this Table, a speaker is defined as a conversation
Table 1: Statistics for the Swbd40hrs Training Corpus.
Swbd40hrs
Gender
Female Male Both
Number of Speakers 364 386 750
Number of Utterances 20,993 18,478 39,471
Total Time 19h 56min 20h 7min 40h 3min
side. The data for this Corpus is composed of telephone conversations between two speakers.
Each conversation side corresponds to one speaker. The audio files are coded in stereo with
each channel hosting one side of the conversation. The gender balance is in terms of speech
duration with roughly 20hours of speech per gender.
4.2.3 Decoding Sets
For our experimental results, Decodings are performed on the two following Corpora:
• The Hub5.English.Dev01 Corpus (or Dev01 for short)
• The Hub5.English.Eval01 Corpus (or Eval01 for short)
Both Decoding sets (also called test sets) are from the 2001 Hub-5 Evaluation. The reason
to present experimental results on two different Corpora is to ensure that they are not test
set specific. The properties of various Decoding sets can differ significantly, The “difficulty”
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of a test set is one of the observable differences. Indeed, the WER of a baseline system on
one test set can be quite different from the baseline on another test set. Yet, the Decodings
are performed using the same Acoustic and Language Models from the same Training. Some
test sets have a baseline with a low WER because the speech is less noisy and closer in some
sense to the Acoustic Models from the Training. It is therefore important to be sure that the
performance gain observed on one set can be reproduced in the same proportions on another
set before it can be considered an improvement. This is one way to ensure that results are
less likely to be test-set specific2. The fact of having results on bigger test sets (more than
2hour long) is important as a WER decrease is often seen on a smaller decoding set but
disappears when the amount of speech data increases.
The Dev01 test set is composed of 48 speakers coming from three different conditions :
the original Switchboard Corpus (Swbd1), the Switchboard-2 Phase-3 Corpus (Swbd2) and
the Switchboard-2 Phase-4 Corpus (Cellphone). The latter consists of conversations over
a cellular phone channel. This evaluation set is particularly difficult because it includes
conditions not seen in the Acoustic Training, particularly the cell phone channel. Table 2
gives the characteristics of this test set.
Table 2: Statistics for the Hub5.English.Dev01 Corpus.
Hub5.English.Dev01
Gender
Female Male Both
Number of Speakers 23 25 48
Number of Utterances 1123 1135 2258
Total Time 1h 13min 1h 18min 2h 31min
The Eval01 test set is composed of 120 speakers coming from the same three conditions as
for Dev01. There is no overlap between the speakers of Eval01 and Dev01 Corpora. Table 3
gives the characteristics of this test set. It can be noticed that Eval01 is more than twice
2An example of a test-set specific improvement is the covariance normalization. It consists in normalizing
the covariance matrix of our models so that it becomes a unity matrix, therefore “forcing” the Gaussians in
our GMMs to become spheres (in N dimensions). This brings an improvement of 1.0% absolute WER for
Dev01 when no improvement is observed on Eval01.
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Table 3: Statistics for the Hub5.English.Eval01 Corpus.
Hub5.English.Eval01
Gender
Female Male Both
Number of Speakers 62 58 120
Number of Utterances 3079 2816 5895
Total Time 3h 11min 2h 59min 6h 10min
the size of Dev01. For each test set, we obtain an average WER by decoding each speaker
individually and combining their WERs to get a global performance.
4.3 SPEECH FEATURES
The Front End of the system analyzes speech from waveform audio files and produces a
sequence of cepstral feature vectors as presented in Chapter 2. These features known as Mel-
Frequency Cepstrum Coefficients (MFCCs) are used both in Training to build the Acoustic
Models and in Decoding as input features. Frequency Transformation of speech is performed
in the Analysis part of the Byblos system. In order to implement the BPT, the regular
Byblos Analysis tool needed to be modified.
4.3.1 Analysis Tool
The software that analyzes speech waveforms consists of one program called Tiny, acronym
of “This Is Not Yaat” referring to the original Byblos program Yaat from which it
departed. Tiny utilizes the skeleton of the former implementation but differs from the
original Front End as the signal processing steps were entirely revisited and rewritten using
newly defined functions. This new implementation is crucial to our work as it allows the use
of any new frequency warping function and offers more signal processing options.
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4.3.2 Analysis Parameters
The Analysis presented in detail in Chapter 2 corresponds to the sum of all the signal
processing steps needed to obtain the cepstral coefficients that are the basis elements of
speech feature vectors. Each one of the signal processing steps is controlled by parameters
that need to be defined prior to running the Analysis. For instance, in our experimental
results, speech was analyzed using a bandwidth of [125Hz, 3750Hz] with a 25ms frame
duration at a rate of 100 frames per second. LPC smoothing is performed using 40 LPC
coefficients allowing a rather low amount of smoothing. The FFT size is set to 256 points for
each frame for a window length of 200 points. VTLN is performed on a log power spectrum
using a simple first order interpolation. The output speech feature vector for each frame is
a 15-dimensional vector composed of 14 cepstral coefficients with the energy. The features
are normalized using CMS and variance normalization other the length of each conversation
side.
4.4 ACOUSTIC AND LANGUAGE MODELS
Acoustic modeling is Speaker Independent (SI). A coarse Phonetically Tied Mixture (PTM)
within-word triphone model and a finer State Clustered Tied Mixture (SCTM) between-
word quinphone model are computed during Training. Those models are later adapted using
Speaker Adaptive Training (SAT) based on Linear Discriminant Analysis (LDA). LDA starts
with a 60-dimensional feature space and reduces it to a 39-dimensional feature space. LDA
provides a 39 by 60 matrix that is used to transform the original features. The original 60
features are composed of a 15-dimensional vector described in the previous section as well as
its first, second and third discrete derivatives. The Language Models (LMs) are trained on 3
millions words from the Switchboard and CallHome Corpus data and 140 million words from
CNN Broadcast News data. Bigram and trigram LMs are trained to be used in different
passes in the Decoding step.
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5.0 EXPERIMENTAL SETUP
One of the goals of this work is to determine if a performance gain is achievable by using BPT
in Speaker Normalization. First, a performance gain compared to a baseline system needs
to be established. Second, this gain will be compared to performances from the standard
VTLN method, the Eide VTL, used in the Byblos system. This is achieved by defining an
experimental setup that allows a thorough study of the BPT’s performances.
5.1 PARAMETER ESTIMATION PROCEDURE
One of the key parts of our experimental setup is the definition of the parameter estimation
procedure to use for the BPT. The quality of the parameters choices will completely condition
the BPT’s performance.
5.1.1 Objective Function Definition
The BPT is controlled by the two parameters α and k. We need to define a procedure to
estimate a set of parameters βs=[αs, ks] for each speaker s. As described in Chapter 1, the
goal for ASR is to find the most likely word sequence Wˆ that satisfies Equation (1.5) as it
is
P (Wˆ |X) = max
W
P (W )P (X|W )
where a Language Model associates a prior P (W ) to a word sequence W . The probability
of the acoustic informationX given a specific word sequenceW is given by P (X|W ) which
is evaluated from the Acoustic Models created in the Training. The BPT with parameter
βs transforms X into the sequence X
βs . We see that the BPT has obviously no impact on
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P (W ), but transforming the features X will change the probability P (X|W ) as it becomes
P
(
Xβs|W ). The parameter set βs can be chosen to maximize the likelihood of the sequence
of observed transformed features Xβs given an Acoustic Model Λ and the transcriptsWs of
all the spoken utterances for speaker s [5].
βˆs = argmax
βs
P
(
Xβs|Λ,Ws
)
(5.1)
A closed-form solution is not easy to find for Equation (5.1) due to the fact that the frequency
warping performs a non-linear transformation from X to Xβs , as it has been mentioned in
previous works on speaker normalization[5]. Any solution based on an optimization method
requires numerical evaluations of the function
P
(
Xβs|Λ,W s
)
(5.2)
in Equation (5.1).
5.1.2 Numerical Evaluation of the Objective Function
The evaluation of Equation (5.2) is done in two distinct steps in the Byblos system. The
first step is a forward-backward decoding that provides a n-best list consisting of the 100
best transcript hypotheses for the observed acoustic sequence Xβs . This forward-backward
decoding is based on the forward-backward search algorithm[27] that makes use of the Viterbi
algorithm[26]. This search algorithm finds the most likely sequence of HMM states for an
observed acoustic features sequence given a PTM Acoustic Model. In the second step, the n-
best list is “rescored” with a more detailed between-word SCTM Acoustic Model as described
in Section 4.4. This step provides an Acoustic and a Language Model score for each of the
100 hypotheses.
This procedure is known as a 2-pass strategy[28] for decoding. It provides a best hypoth-
esis for each utterance which is the one hypothesis from the n-best list that has the maximum
global likelihood score. The global likelihood score is a weighted sum of the logarithm of the
score from the Language Model and the score from the Acoustic Model. The weights are
pre-determined and often chosen to be the ones from the baseline system where they were
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optimized to give the best overall WER. In our case, only the acoustic score will be used as
we perform a transformation solely on the acoustic features.
The most time consuming task in the procedure is the creation of the n-best list by the
forward-backward search algorithm. For a large set of speakers, this task can become com-
putationally overwhelming, especially if the estimation procedure for the BPT parameters
requires several evaluations of our objective function in order to converge to an estimate.
One way to decrease the computation time is to get the n-best lists from a previous experi-
ment which can be our baseline experiment. In this case, only a rescoring of the n-best lists
(referred to as “n-best rescoring”) is performed. Using the n-best list of a previous baseline
decoding significantly reduces our computation time especially if we need a large number of
evaluation of our objective function.
Consequently, the n-best rescoring is bounded by the 100 hypotheses provided by our
baseline decoding. This a strong constraint since we then impose on our system to chose only
between the 100 hypotheses from the baseline decoding which may be far from the “true”
transcription. However, the goal here is not to provide the best transcription of the observed
speech yet, but to provide a parameter set βs that increases the likelihood of the transformed
speech features given the Acoustic Models from the Training. In this regard, our parameter
estimation procedure can be viewed as a black box that will associate a parameter set β to
each speaker. Once the best parameter sets have been defined, a “regular” full-decoding is
performed from scratch using the transformed acoustic features. This decoding will generate
a completely new n-best list and perform a rescoring on this n-best list to give the best
transcription possible.
A more radical step to use if the speed up is not sufficient involves getting the best
hypothesis from the baseline decoding. Then, only the best hypothesis for each utterance is
rescored (rather than the 100 in the n-best list), speeding the rescoring pass by a factor of
100. This referred to as a “1-best rescoring”. This setup is very close to the one used for
Maximum Likelihood Linear Regression (MLLR) and has been recently used in the context
of Speaker Normalization[29]. For MLLR, the goal is to find a linear transformation of
the Acoustic Models parameters that increases the likelihood of the observed speech. Both
n-best and 1-best rescoring techniques are used in our experimental results.
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It is necessary to further define the parameter estimation procedure that will use numer-
ical evaluations of the previously defined objective function.
5.1.3 Nelder-Mead Optimization Procedure
For each speaker in a test set, the BPT parameter estimation procedure finds the best set
βs that maximizes the objective function in Equation (5.2). This is at the condition that
our objective function displays only few local maxima or, ideally, only one global maxima.
For our work, the Nelder-Mead (NM) unconstrained optimization method was utilized to
find the parameter set βs that maximizes our objective function. Several reasons motivated
our choice. First, we do not want to restrict the range of the parameters values, making
an unconstrained method a natural choice. Second, since the bottleneck of our procedure
is the evaluation of our objective function, an algorithm based on evaluation of first and/or
second derivatives is not an option. Indeed, deriving a closed form for the first and second
derivatives of our objective function is a difficult task. The BPT performs a frequency
transformation that corresponds to a transformation that is highly non-linear on the speech
features themselves [5]. Therefore, only the computation of the discrete first and second
derivatives is possible. This requires several numerical evaluations of the objective function
which will be computationally expensive.
Several methods, such as the Newton method, try to fit the objective function curve with
a quadratic curve to find the location of its maximum. By repeating this approximation, this
method attempts to converge to a solution. The NM algorithm does not require any deriva-
tives and does not make any assumption about the objective function. Those two properties
make the NM algorithm interesting for our application and were the main motivations for
selecting it. The convergence properties of the NM algorithm have been subject to thorough
analysis[30]. We keep in mind that, like other optimization methods, convergence to a so-
lution can mean convergence to a local maxima. Even though the NM algorithm is usually
used to find a function minimum but can be easily modified for the search of a maximum
with a few changes in the algorithm’s implementation.
The NM algorithm is based on updating an initial simplex. In the 2-dimensional case,
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a simplex is composed of 3 points evaluated at different values of βs. After each algorithm
iteration, the simplex point with the worst score is replaced by a point of better score. In
the special case where after few function evaluations no better point is found, the algorithm
“shrinks” the simplex, keeping only the best score point. The algorithm first tries to find
better points based on the assumption that a point geometrically further from the worst point
could be an improvement, but modifies its strategy if it is not the case. As a consequence, for
a 2-dimensional search, each iteration consists of 1 to 4 function evaluations. After several
iterations, it is expected that the simplex would move towards a region with a function’s
maximum. For our experimental results, we chose the initial simplex to be evaluated at
[0.0, 1.0] (no transformation), and [−0.80, 0.80] and [−0.80, 1.20] which correspond to two
cases of extreme frequency warping. The algorithm will stop after 50 function evaluations
which is approximately 20 iterations. It was demonstrated that the NM algorithm gives
valid estimations of the BPT parameters in a previous work[31].
5.1.4 Parameter Estimation Procedure Performance
Before using our NM-based parameter estimation procedure, we need to establish the validity
of the estimation of βs. It is important to define a reference to which we can compare the
parameter selected by our procedure. We opted in this case for the solution of Oracle
experiments. An Oracle experiment (or simply Oracle) is a grid search of the parameter
value that minimizes the system’s Word Error Rate (WER). The advantage of an Oracle
is to provide the best WER attainable for the parameter values on the grid. However,
since the WER is the objective function, the main disadvantages reside in having to run a
decoding for each parameter value and to know the true transcription for the observed speech
which makes an Oracle impractical in many cases. For the BPT VTLN, the estimation
of two SD parameters is required which can make a grid search problematic in terms of
computational needs. While an Oracle on all test speakers is not imaginable, we can reduce
the number of speakers dramatically to retain the Oracle solution. This will allow us to
investigate thoroughly the BPT properties by allowing a fine sampling for our grid search.
More importantly, it will also give a target value for βs and a WER performance to attain
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when we estimate our parameter with the NM algorithm. In this case, results from Oracle
experiments inform us on what to expect in term of possible performance for the BPT.
Two female speakers sw04537a and sw20316a from the Dev01 set are selected based
on several criteria such as number of uttered words, improvement from VTLN methods, etc.
Oracle experiments were run for the BPT with a fine grid search consisting of 41 values for
α on the [−0.20, 0.20] interval and 41 values for k in the [0.80, 1.20] interval which results in
Np=1681 possible (α, k) pairs.
The WERs for both speakers for all VTLN methods available are presented in Table 4.
Np indicates the number of points in the grid search. In terms of WER, for both speakers, the
Table 4: WERs for all available VTLN methods.
VTLN sw04537a sw20316a
Np
Method Errors WER % Errors WER %
no VTLN 162 30.62 232 50.00 1
Eide 128 24.20 221 47.63 41
1st BLT 131 24.76 219 47.20 41
BPT 115 21.74 216 46.55 1681
Reference 529 words 464 words
BPT offers the best performances. For sw04537a, with a 30.62% baseline, an improvement
of a 8.88% absolute gain can be achieved, 2.27% absolute better than the Linear VTLN,
second best. Speaker sw20316a, with a 50.0% baseline, sees an improvement of 3.45%
absolute accomplished by BPT, 0.65% absolute better than second best 1st-BLT. Table 5
presents the results for using a Maximum Likelihood (ML) approach to find βs for the BPT
alone. The Ne column indicates the number of likelihood function evaluations. The results
on the “Oracle Grid” row are for a ML selection for βs using the same grid as for the Oracle
experiment. These results are our reference for ML selection of βs. The following rows
present results when the NM approach is utilized. Interestingly, the NM methods (n-best
and 1-best rescoring) offer both encouraging results for sw04537a with only a slight increase
in WER. For sw20136a, the case is a bit different as the NM n-best offers an improvement
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Table 5: Results for ML selection of the BPT parameters.
ML Method
sw04537a sw20316a
Ne
Errors WER % Errors WER %
Oracle Grid 121 22.87 223 48.06 1681
NM n-best 123 23.25 228 49.14 50
NM 1-best 123 23.25 219 47.20 50
compared to the Oracle Grid results. In order to better understand these results, the ML
values selected for αs and ks are shown in Table 6. From Table 6, it is clear that NM
Table 6: Parameters selection for both speakers.
Selection sw04537a sw20316a
Ne
Method αs ks αs ks
Oracle 0.17 1.17 -0.05 1.0 1681
Oracle Grid 0.14 1.20 -0.05 1.01 1681
NM n-best 0.1340 1.2235 -0.0597 0.9904 50
NM 1-best 0.1341 1.2235 -0.0506 1.0058 50
algorithm selected values are quite close to the Oracle Grid values for αs and ks. The NM
algorithm gives a reasonable selection for parameters αs and ks.
5.2 SCORE COMPENSATION
For each speaker, the parameter estimation procedure finds estimates of the BPT parameters
that maximize the likelihood of the observations for a given word sequence. This estimation
procedure uses the objective function defined in Section 5.1.1 which is the likelihood of our
transformed data given our Acoustic Models. Therefore, the goal of the Speaker Normaliza-
tion procedure is to increase the likelihood of the observed features by transforming them
using the BPT.
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As discussed in Chapter 1, the Acoustic Models used in current ASR systems are based
on HMMs. Each phoneme is modeled by a 5-state HMM and, for each state, the observation
is modeled by a GMM. The observation probability of a feature vector xt for a state s at
time t was given by Equation (1.1) that was described as
P s(xt;Γ
s) =
K−1∑
k=0
wskN s(xt;µsk,Σsk)
where N s(x;µsk,Σsk) is the kth multivariate Gaussian distribution consisting of mean vector
µsk and covariance matrix Σ
s
k. w
s
k is a normalized weight associated to the k
th Gaussian
for state s and Γs is the set of all the model parameters (mean vectors µsk and covariance
matrices Σsk) for the GMM at state s. The observation probability for each Gaussian for the
state s is defined by
N s(x;µsk,Σsk) =
1
(2pi)
n
2 |Σsk|
1
2
e−
1
2
(x−µsk)TΣs
−1
k (x−µsk).
In order to simplify our equations, we consider the case of an observation modeled by a
GMM with only one Gaussian (K=1) for each state s. To simplify our notation, references
to the state s of the HMM and to the time t a vector is observed are removed. The likelihood
of the observed vector x in our simplified notation is
L(x) = 1
(2pi)
n
2 |Σ| 12
e−
1
2
(x−µ)TΣ−1(x−µ) (5.3)
for K =1. Taking the logarithm of the likelihood gives the log-likelihood of x that can be
derived easily from Equation (5.3) as
LL(x) = −n
2
log (2pi)︸ ︷︷ ︸
cte
−1
2
log (|Σ|)− 1
2
(x− µ)T Σ−1 (x− µ) . (5.4)
The BPT provides transformed features x˜ such that x˜ = fβs(x) where the function
fβs corresponds to the transformation of the speech features resulting from the BPT with
parameter βs. This function is non-linear and assumed to be invertible. The BPT, with
62
its frequency warping properties, substitutes each feature vector x with its transformed
counterpart x˜. The Log-Likelihood in Equation (5.4) after BPT is applied becomes
LL(x˜) = LL(fβs(x))
= cte− 1
2
log (|Σ|)− 1
2
(
fβs(x)− µ
)T
Σ−1
(
fβs(x)− µ
)
(5.5)
where the constant term called “cte” is the one defined in Equation (5.4).
Now consider the case where the function fβs(x) can be approximated by a linear trans-
formation such that x˜=fβs(x)=Aβsx. The matrix Aβs (or A for short) depends directly
on βs. The Equation (5.5) then becomes
LL(x˜) = LL(Ax)
= cte− 1
2
log (|Σ|)− 1
2
(Ax− µ)T Σ−1 (Ax− µ) . (5.6)
Equation (5.5) and Equation (5.6) show the transformation of the features in order to in-
crease their likelihood score given the observation model.
Another valid strategy is to modify the Acoustic Models to better account for the ob-
served data. This strategy, called Model Adaptation, has been extensively studied. Its
solutions have been mathematically formulated for the case of linear transformations[3, 32]
and it is used extensively in ASR. One particular type of model adaptation is called Con-
strained Adaptation (CA). The reason it is called “constrained” is because the linear trans-
formation applied on the means µ and the covariances Σ of the GMMs is the same linear
transformation[3]. If we consider the invertible linear transformation B applied on our mod-
els parameter, the new models parameters are expressed as
µ ⇒ Bµ = µ˜
Σ ⇒ BΣBT = Σ˜
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The log-likelihood of the observed speech feature x given the transformed models is
LLCA(x) = cte− 1
2
log
(
|Σ˜|
)
− 1
2
(x− µ˜)T Σ˜−1 (x− µ˜)
⇔ cte− 1
2
log
(|BΣBT |)− 1
2
(x−Bµ)T (BΣBT )−1 (x−Bµ)
⇔ cte− 1
2
log
(|B||Σ||BT |)− 1
2
(
B
(
B−1x− µ))T (BΣBT )−1 (B (B−1x− µ))
⇔ cte− 1
2
log
(|B|2|Σ|)− 1
2
(
B−1x− µ)T BT (BT )−1︸ ︷︷ ︸
I
Σ−1B−1B︸ ︷︷ ︸
I
(
B−1x− µ)
⇔ cte + log (|B|−1)− 1
2
log (|Σ|)− 1
2
(
B−1x− µ)T Σ−1 (B−1x− µ)
⇔ cte + log (|B−1|)− 1
2
log (|Σ|)− 1
2
(
B−1x− µ)T Σ−1 (B−1x− µ)
since det(B)−1=det(B−1). If we define A=B−1 then
LLCA(x) = cte + log (|A|)− 1
2
log (|Σ|)− 1
2
(Ax− µ)T Σ−1 (Ax− µ) . (5.7)
Interestingly, one can notice that there is a strong resemblance between Equation (5.6)
and Equation (5.7). In fact for a feature vector x, we can write LLCA(x) as a function of A
and LL(Ax). From Equation (5.7) we know that
LLCA(x) = cte + log (|A|)− 1
2
log (|Σ|)− 1
2
(Ax− µ)T Σ−1 (Ax− µ)
= log (|A|) + LL(Ax) . (5.8)
This means that the linear transformation A performed on the feature vector x corresponds
to a constrained adaptation of the Acoustic Models if the term log (|A|) is added to the
log-likelihood score. This is equivalent to a scaling of the likelihood score by |A|.
The term log (|A|) is viewed here as a compensation factor. By adding the term log (|A|)
to the log-likelihood score LL(Ax), a score compensation is performed so that the overall
transformation on the speech features correspond to a constrained adaptation of the Acoustic
Models using the linear transformation A. The problem is that the transformation on the
speech features performed by the BPT is expressed as x˜=fβs(x) and not x˜=Ax. We need
to approximate the function fβs by a linear transformation.
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5.2.1 Mean Square Error Matrix
The transformation performed by the BPT on a speech feature vector has the following
expression:
x˜t = yt = fβs(xt) ∀t. (5.9)
If we assume that Equation (5.9) can be expressed as a linear transformation, we can rewrite
it as
x˜t = yt = Fβsxt ∀t. (5.10)
Fβs , or F for shorter notation, can be estimated by Fˆ such that
yˆt = Fˆ xt ∀t. (5.11)
From Equation (5.10), we can derive the resulting estimation error e and its norm.
et = yˆt − yt ∀t
= Fˆ xt − yt ∀t
⇔ ‖et‖ = ‖Fˆ xt − yt‖ ∀t (5.12)
The Mean Square Error (MSE) for all speech features is
1
T
∑
t
‖et‖2 = 1
T
∑
t
‖Fˆ xt − yt‖2 ∀t
=
1
T
∑
t
(
Fˆ xt − yt
)T (
Fˆ xt − yt
)
∀t, since ‖xt‖2=xTt xt
=
1
T
∑
t
(
xTt Fˆ
T − yTt
)(
Fˆ xt − yt
)
∀t. (5.13)
In order to simplify our notation even further, the subscript t will be omitted for the rest of
this section such that x will in fact represent xt. Therefore, we can rewrite Equation (5.13)
as
1
T
∑
t
‖e‖2 = 1
T
∑
t
(
xT Fˆ
T − yT
)(
Fˆ x− y
)
=
1
T
∑
t
(
xT Fˆ
T
Fˆ x︸ ︷︷ ︸
A
+yTy − xT Fˆ Ty︸ ︷︷ ︸
B
−yT Fˆ x
)
(5.14)
where the terms A and B can be further simplified.
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• A=xT Fˆ T Fˆ x. For two vectors α and β and a matrix A, the expression αTAβ is equal
to tr
{
AβαT
}
where tr{A} is the trace of A[33]. Therefore the term B can be rewritten
as B=tr
{
Fˆ
T
Fˆ xxT
}
.
• B=xT Fˆ Ty. αTβ is equal to βTα. Therefore, the term B can be rewritten as B=yT Fˆ x.
The two terms A and B have been simplified and Equation (5.14) can be rewritten into
1
T
∑
t
‖e‖2 = 1
T
∑
t
[
tr
{
Fˆ
T
Fˆ xxT
}
+ yTy − 2yT Fˆ x
]
=
1
T
∑
t
[
tr
{
Fˆ xxT Fˆ
T
}
+ yTy − 2tr
{
Fˆ xyT
}]
since tr{AB}=tr{BA}
= tr
{
Fˆ
1
T
∑
t
xxT︸ ︷︷ ︸
Rxx
Fˆ
T
}
+
1
T
∑
t
yTy − 2
T
∑
t
tr
{
Fˆ xyT
}
= tr
{
FˆRxxFˆ
T
}
+
1
T
∑
t
yTy − 2tr
{
Fˆ
1
T
∑
t
xyT︸ ︷︷ ︸
Cxy
}
1
T
∑
t
‖e‖2 = tr
{
FˆRxxFˆ
T
}
︸ ︷︷ ︸
C
+
1
T
∑
t
yTy︸ ︷︷ ︸
D
−2 tr
{
FˆCxy
}
︸ ︷︷ ︸
E
(5.15)
where Rxx is the auto-correlation of x and Cxy is the cross-correlation between x and y.
The three terms C, D and E will be used further in this section.
In order to find the matrix Fˆ that best approximates our feature transformation, we
need to find Fˆ that minimizes Equation (5.15). In other words, if
Q= 1
T
∑
t
‖e‖2,
then we need to find Fˆ such that
dQ
dFˆ
= 0. (5.16)
The matrix Fˆ is the matrix that minimizes the Mean Square Error of the transformation. In
Equation (5.15), the RHS of the equation is composed of the three terms C, D and E . Finding
their derivatives with respect to Fˆ will automatically give a solution to Equation (5.16).
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• For C, we need to use the fact that for two matrices A and B, d
dAT
tr
{
ATBA
}
=
AT
{
B +BT
}
[33] . In our case, Fˆ =A and Rxx=B. Therefore, the derivative for C is
dC
dFˆ
= Fˆ
(
Rxx +Rxx
T
)
.
• For D, the solution is straightforward as dD
dFˆ
=0.
• For E , we need to use the fact that for the matrices A and B, d
dA
tr
{
ABT
}
=B[33]. In
our case, Fˆ =A and BT = Cxy. For the derivative of E is dEdFˆ =CxyT .
In the light of these new results, the derivative of Equation (5.15) with respect to Fˆ under
the condition set by Equation (5.16) can be written as
dQ
dFˆ
= Fˆ
(
Rxx +Rxx
T
)
+ 0− 2CxyT = 0
⇔ 2FˆRxx − 2CxyT = 0, sinceRxxT =Rxx
⇒ Fˆ = CxyTRxx−1 (5.17)
Fˆ is the MSE estimate of F . The implementation of Equation (5.17) is straightforward. In
order to find Fˆ , the inverse of Rxx is required. A Single Value Decomposition (SVD) of
Rxx is used to ensure a better stability for the computation of Rxx
−1. The value needed for
score compensation is in fact the determinant of Fˆ (and more precisely log(|Fˆ |)) as seen in
Equation (5.8). The determinant of Fˆ is
∣∣∣Fˆ ∣∣∣ = ∣∣CxyTRxx−1∣∣ . (5.18)
Once Cxy
T and Rxx
−1 have been computed for a speaker, the determinant of the matrix Fˆ
is computed by means of a SVD. From Equation (5.18), a simplified expression of det(Fˆ )
that uses only auto-correlation matrices can be derived.
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5.2.2 Correlation Matrices
From Equation (5.18), it is possible to obtain a simpler expression for det(Fˆ ) that does not
involve any matrix inversion. The matrix Fˆ is the MSE estimate of F . If F = Fˆ , then
y=Fx= Fˆ x. The determinant of F is
|F | = ∣∣CxyTRxx−1∣∣ (5.19)
with Cxy=xy
T and Rxx=xx
T . The matrix Cxy
T can be rewritten as
Cxy
T = (xyT )T
= yxT
= FxxT
= FRxx
⇔ |CxyT | = |FRxx|
= |F ||Rxx|
=
|F | |Rxx|
∣∣F T ∣∣∣∣F T ∣∣
⇔ |CxyT | =
|F | |Rxx|
∣∣F T ∣∣
|F | (5.20)
since |F |= |F T |. In the light of Equation (5.20), Equation (5.19) can be rewritten as
|F | = ∣∣CxyTRxx−1∣∣
=
∣∣CxyT ∣∣ ∣∣Rxx−1∣∣
=
|F | |Rxx|
∣∣F T ∣∣
|F | |Rxx|
=
∣∣FRxxF T ∣∣
|F | |Rxx|
⇒ |F |2 =
∣∣FRxxF T ∣∣
|Rxx| . (5.21)
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By definition, Ryy is equal to yy
T . By rewriting this expression, one can obtain
Ryy = yy
T
= Fx(Fx)T
= FxxTF T
= FRxxF
T
⇒ |Ryy| =
∣∣FRxxF T ∣∣ . (5.22)
From Equation (5.22), it is possible to rewrite Equation (5.21) as
|F |2 = |Ryy||Rxx|
⇒ |F | =
√
|Ryy|
|Rxx| . (5.23)
The principal advantage of Equation (5.23) is to require no matrix inversion. The two
matrices Ryy and Rxx are straightforward to compute. Their determinants are found by
means of a SVD.
5.2.3 Function Approximation
As described in the previous section, it is possible to estimate a linear transformation given
the original features x and the transformed features y. The matrix computed is a MSE
estimate of this linear transformation. Up to now, only the case of y=Fx as been considered.
In fact, Equation (5.17) can be used to estimate a matrix L such that y=Fx+b=L
[
xT 1
]T
where b is a bias vector and
[
xT 1
]T
is an extended version of vector x. The matrix L is in
fact L=[F b]. The matrix F can be easily recovered from L.
Approximating a non-linear transformation with only one matrix may be too constrained.
Instead of having only one matrix, the function is approximated with several matrices. A non-
linear transformation could be approximated by a piecewise linear function. The problem
that is now encountered is to divide the function into subparts to be approximated by a
linear transformation. One solution to this problem is to cluster the data using a Vector
Quantization (VQ) approach. Vectors that are “close” to each others in the original space
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are assumed to have their transformed counterparts in the same region in the transformed
space. Therefore, a linear transformation that maps a cluster in the original space to a
corresponding cluster in the transformed space can be approximated. Each data cluster i is
associated to a matrix F i.
The computation of the score compensation for a particular speaker is done in several
steps. First, the original speech feature vectors are clustered through a VQ step. From this
step, each feature vector is associated to a specific cluster i. Second, by means of the BPT,
the features are transformed accordingly to the parameter set β associated to the speaker.
Third, a matrix F i is estimated using Equation (5.17) for each cluster i from its associated
original and transformed feature vectors. The determinant of F i is then computed and
stored.
The computation of the compensation factor for a sequence of observed feature vectors
x is straightforward. From the vector sequence, the VQ step provided a sequence of cluster
indices.
{x0,x1,x2,x3,x4, . . . ,xM} VQ=⇒ {i0, i1, i2, i3, i4, . . . , iM}
=⇒ {1, 3, 2, 2, 4, . . . , 3}
From this sequence of cluster indices, one can find the sequence of determinants that is
needed for the compensation factor computation.
{1, 3, 2, 2, 4, . . . , 3} ⇔ {|F 1|, |F 3|, |F 2|, |F 2|, |F 4|, . . . , |F 3|}
Since all computations are done with log-likelihoods, the compensation factor τ is the sum
of the logarithm of these determinants.
{|F 1|, |F 3|, |F 2|, |F 2|, |F 4|, . . . , |F 3|} ⇔ τ =
M∑
m=0
log (|F im|) .
70
5.3 SPEAKER NORMALIZATION PROCEDURE
The Speaker Normalization Procedure based on the newly defined BPT is achieved in two
distinct steps. First, BPT parameters are estimated for each speaker using the NM algorithm.
This first step can be viewed as a black box that provides the best BPT parameters for a
set of speakers. The second step consists in applying the BPT to the speech of each speaker
accordingly to their best BPT parameters. In the Analysis step, the speech of each speaker
is transformed by means of the BPT. It is actually this step that performs the Speaker
Normalization. Using the transformed features as input features, a regular Decoding is then
performed.
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6.0 EXPERIMENTAL RESULTS
Our experimental results combine results from both the Dev01 and Eval01 test sets. As
mentioned earlier in Chapter 4, the likelihood that observed improvements are test-set spe-
cific decreases as they are reproduced on more than one test set. By presenting results on
Dev01 and Eval01, we give more credibility to any possible performance gain.
A Gender Dependent (GD) system as well as a Gender Independent (GI) system were
used in our experimental setup. The reason for giving results for both GD and GI system
is to provide WERs for the two types of system setup which are widely used in ASR. For
instance BBN Technologies used a GI system for the 2003 Rich Transcription Evaluation
(RT03) held in April 2003.
For the GD system, Acoustic Models are created for each gender, male and female. A
direct consequence for clustering the data by gender is to allow only one half of the training
data for the Acoustic Models of each gender. By regrouping the data by gender, part of the
speech variability between genders does not need to be modeled by the Acoustic Models.
For the GI system, Acoustic Models are created on speech from both genders. All the data
is available to train the GI Acoustic Models. However, part of the statistical modeling
property of the models accommodates for the difference between genders. As a consequence,
GD Acoustic Models will always perform better or equally than their GI counterparts.
The first step for our experimental results is to determine the GD and GI baselines for
each decoding set.
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6.1 BASELINE RESULTS
The GD and GI baseline systems correspond to our reference points in terms of performance.
Results for the GD system can be found in Table 7. It is interesting to note that the Eval01
seems to be an “easier” set than Dev01. Indeed, the same Acoustic Models and Word Models
were used for the Decodings of both sets. The Dev01 set has a WER of 44.47% while Eval01
Table 7: Baseline WERs for the Gender Dependent system.
GD System Dev01 Eval01
Baseline 44.47% 40.05%
displays a 40.05% WER. One must keep in mind that with 120 speakers Eval01 is more than
2 times bigger in duration than Dev01 with 48 speakers. The difference of WERs in Table 7
is a good example of the difference of “difficulty” observable between various test sets.
Results for the GI system can be found in Table 8. Once again, there is a difference
of difficulty between Dev01 and Eval01. With 41.56% WER, Eval01 has a better overall
performance than Dev01 (46.11%WER). As mentioned earlier, a GD system always performs
Table 8: Baseline WERs for the Gender Independent system.
GI System Dev01 Eval01
Baseline 46.11% 41.56%
equally or better than its GI counterpart, as can be observed by comparing results from the
two tables. For each test set, the GI system has a higher WER than the GD system.
6.2 BPT EXPERIMENTAL RESULTS
The experimental results for a GD system can be found in Table 9 for Dev01 and Table 10
for Eval01. Each table includes the WERs for the BPT using the two types of parameter
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estimation procedure discussed in Chapter 5. The first procedure, using the Nelder-Mead
algorithm, performs a n-best rescoring of the n-best list from the baseline experiment. The
second one performs a 1-best rescoring of the best hypothesis from the baseline system. The
Eide frequency warping defined in Equation (2.38) is used to perform an Eide VTLN. As
discussed in Chapter 2, the Eide VTLN requires the estimation of one SD parameter. In
order to compare the results of the Eide VTLN and the BPT VTLN, the same approach was
used for both techniques for their parameter estimation procedures. For both BPT and Eide
VTL, the estimation procedure uses the same objective function, defined in Equation (5.2).
For the Eide VTL, only the 1-best rescoring is used. The parameter selection is similar to a
grid search. The objective function is evaluated on the same grid used in the VTLN step of
the Byblos system at BBN. The grid is on the interval [0.80, 1.20] with a step of 0.02.
Table 9: Results for Dev01 Gender Dependent Decodings.
Speaker Normalization Procedure for Dev01 WER (in %)
None (Baseline) 44.47%
BPT VTL (NM n-best rescoring) 43.15%
BPT VTL (NM 1-best rescoring) 43.13%
Eide VTL (Grid 1-best rescoring) 44.18%
Eide VTL (ML with VTL models) 44.17%
From Table 9, the BPT n-best rescoring (43.15% WER) offers a 1.32% absolute gain
compared to the baseline (44.47% WER). The BPT 1-best rescoring (43.13% WER) offers
the same performance but with a reduced computation time. It is interesting to see that
the Eide VTL (44.18% WER) offers a 0.29% absolute gain compared to the baseline system
which is smaller than the possible gain from BPT. However, the Eide VTL performance
is limited by the grid used in the parameter search. Using a finer grid will not entirely
compensate for the difference of WER gain between BPT and Eide VTL. Another approach
for Eide VTL is to estimate the parameters not from a 1-best rescoring but by means of
a simplified Acoustic Model[34]. This approach requires to build a GMM that models the
distribution of the speech features of a “canonical” speaker. Each speaker is assigned the
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transformation parameter that maximizes the likelihood of its transformed features given
the canonical model. The features are modified using the Eide VTL warping function. This
Maximum Likelihood (ML) paradigm is the one currently used by BBN for VTLN. The ML
Eide VTL (44.17% WER) is also offering a smaller gain than for the BPT.
Table 10: Results for Eval01 Gender Dependent Decodings.
Speaker Normalization Procedure for Eval01 WER (in %)
None (Baseline) 40.05%
BPT VTL (NM n-best rescoring) 38.92%
BPT VTL (NM 1-best rescoring) 39.04%
Eide VTL (Grid 1-best rescoring) 39.72%
Eide VTL (ML with VTL models) 39.67%
For Eval01, in Table 10, the BPT n-best rescoring (38.92% WER) offers a 1.13% absolute
gain compared to the baseline system (40.05%WER). The BPT 1-best rescoring with 39.04%
WER offers a slightly worse performance (0.12% absolute increase) but with a significant
reduction in computation time. This becomes important when a decoding set has a large
amount of speakers as in Eval01. The 1-best rescoring Eide VTL (39.72% WER) offers a
0.33% absolute gain compared to the baseline system which is smaller than the possible gain
from BPT. Once again, the ML Eide VTL (39.67% WER) does improve the 1-best rescoring
Eide VTL but brings a smaller gain than for the BPT.
By comparing the results from Table 9 and Table 10, it becomes clear that the BPT can
give a steady 1.1% absolute gain or better. For Dev01, the gain for BPT is 3.01% relative
while for Eval01, it is 2.82% relative. The Eide VTL, using the same objective function
offers a steady 0.3% absolute gain on Dev01 and 0.4% absolute gain on Eval01 which is
smaller than what is possible from the BPT. These interesting results demonstrate that the
frequency warping from the BPT brings a significant gain as compared to the standard Eide
VTL. Another important point is that the gain from BPT is still present for a large test set
such as Eval01. This result is particularly encouraging and reinforces the conclusion that
BPT offers a steady improvement.
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The performance gains from using the BPT on a GI system are presented in Table 11
for Dev01 and Table 12 for Eval01. Only a BPT 1-best rescoring was performed for each
set. As described earlier, the performances for a n-best rescoring and a 1-best rescoring
are similar while their respective computation times differ significantly. This confers an
important advantage to the 1-best rescoring.
Table 11: Results for Dev01 Gender Independent Decodings.
Speaker Normalization Procedure WER (in %)
None (Baseline) 46.11%
BPT VTL (NM 1-best rescoring) 45.07%
In Table 11, the BPT (45.07% WER) offers a 1.04% absolute gain compared to the
baseline system (46.11% WER). This corresponds to a relative gain of 2.26% compared to
the baseline.
Table 12: Results for Eval01 Gender Independent Decodings.
Speaker Normalization Procedure WER (in %)
None (Baseline) 41.27%
Nelder Mead 1-best rescoring 40.98%
In Table 12, the VTL (40.98% WER) display a 0.29% gain compared to the baseline
system (41.27% WER). This corresponds to a relative gain of 0.7% compared to the baseline.
In the case of a GI system, the BPT still offers between 2.26% and 0.7% relative gain
compared to the baseline systems. Once again, Dev01 sees a greater improvement from BPT
than Eval01.
6.3 EXPERIMENTAL RESULTS WITH SCORE COMPENSATION
Score compensation has been included in the numerical evaluation of the objective function.
Results on Dev01 only for a GD system were conducted due to time constraint. These results
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are summarized in Table 13. Before applying any score compensation, the best performance
is found for the BPT using the NM 1-best rescoring (43.13% WER). This corresponds to a
1.34% absolute gain compared to the baseline system (44.47% WER).
Table 13: Score Compensation Results for Dev01 Gender Dependent Decodings.
Parameters Score Compensation WER
Estimation Active Cluster Weight in %
Baseline No N/A N/A 44.47%
NM 1-best No N/A N/A 43.13%
NM 1-best Yes 1 1.0 43.51%
NM 1-best Yes 1 0.1 43.24%
NM 1-best Yes 1 0.05 42.96%
NM 1-best Yes 1 0.025 42.86%
NM 1-best Yes 1 0.0125 43.14%
NM 1-best Yes 10 0.025 42.90%
NM 1-best Yes 200 1.0 43.52%
It is decided to first study the impact of the compensation factor on a system where
the feature transformation function is approximated by only one linear transformation. The
first experiment using score compensation with one cluster gives a WER of 43.51%. This
is better than the baseline but slightly worse than without any score compensation. After
analysis of the BPT parameters chosen by the compensated procedure, it becomes clear
that the compensation factor allows the BPT parameters to differ only slightly from the no-
transformation case. In other words, the compensation factor is too large. A solution to this
problem is to have a weighted compensation factor. Table 13 has a column for the weight
applied to the compensation factor. By allowing to decrease the weight, one can reduce the
influence of the compensation factor until the weight becomes so small that the system goes
back to behaving as if no compensation is performed. This implies that an “optimal” weight
could be found for our system.
It is this exact pattern that is observed in the Table 13. Decreasing the weight from
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1.0 to 0.1 does decrease the WER from 43.51% to 43.24%. The weight is then divided by
two for each following experiment. As a matter of fact, the WER decreases as the weight
diminishes until it reaches the value of 0.0125 where the WER starts to increase again. The
best performance (42.86% WER) is obtained for a weight value of 0.025 which is a 1.61%
absolute gain compared to the baseline. This represents a further gain of 0.27% absolute
compared to the best NM 1-best rescoring system (43.13% WER). By using a weighted score
compensation, the BPT VTLN can now achieve a relative gain of 3.62% on Dev01.
Further experiments are conducted to establish if increasing the number of clusters to
approximate the feature transformation can provide further improvement. By keeping the
weight at 0.025 and increasing the number of clusters to 10, only a slight increase in WER
can be observed (42.90% WER compared to 42.86%). The lack of improvement is even more
significant when, for a weight of 1.0, the number of clusters is increased to 200. The WER for
this settings is of 43.52% which is identical to the performance for 1 cluster (43.51% WER).
This is a clear indication that the approximation of our transformation by several linear
transformations is not properly defined. First of all, the clustering that is performed may
not cluster data for which the non-linear transformation could be approximated as a linear
transform. The VQ approach for such clustering may not be the best one. Second, there is
an issue of continuity between one cluster to another. The linear transformation estimated
for two contiguous clusters may differ significantly. The transition from one transformation
to the other may result in a local discontinuity of the global function. In order to avoid this
discontinuity, the estimation of the matrices for all clusters should be a joint estimation with
the constraint of continuity from one cluster to another. This is ground for further research
and future works.
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7.0 CONTRIBUTIONS AND FUTURE RESEARCH
7.1 CONTRIBUTIONS
We have introduced a new frequency transformation for Speaker Normalization. The Band-
pass Transform is defined in a Complex Analysis framework. At the same time, the BPT
finds an interpretation in signal processing: it is the transformation of a prototype Bandpass
filter into a desired Bandpass filter. This allows the BPT to perform complex transfor-
mations with two degrees of freedom of the frequency axis of a signal’s Fourier spectrum.
Those transformations are constrained by the the physical limits associated to a mapping
of a Bandpass Filter into another Bandpass Filter. For the case of voiced speech, the al-
lowed transformations can move formants along the frequency axis by sliding all of them up
and down the frequency axis or by moving them further or closer from each other. These
properties are specific to the BPT.
A Speaker Normalization procedure based on the Nelder-Mead algorithm was designed
from the ground up. It enables the use of the BPT for VTL Normalization of Decoding
Corpora by estimating the best BPT parameter for each speaker present in a Corpus. This
procedure is totally self-contained and can be used to perform a BPT VTLN on any test
sets.
The experimental setup that we carefully defined allowed to study the BPT VTLN
performances extensively. The experimental results on GD and GI systems demonstrate
that the BPT can provide steady improvements on the two test sets Dev01 and Eval01.
Improvements of 3.0% relative and higher were observed. In all cases, the BPT offered
better performances in all our experimental conditions than the standard Eide VTLN used
in the Byblos system.
79
We proposed a score compensation technique, based on a well-defined theoretical frame-
work from the model adaptation theory, that increases the quality of the BPT parameters
selection from our Speaker Normalization procedure. This technique allowed to improve the
WER gain from BPT even more. More research needs to be spent on this task to better
understand the dynamic of score compensation.
7.2 FUTURE RESEARCH
• The first task for future work would be to establish a better understanding of the Score
Compensation. Providing a well-formulated theoretical ground for the use of non-linear
transformation of speech feature and non-linear adaptation of Acoustic Models. Such
research work could be significant contribution to the field of ASR.
• The Speaker Normalization procedure we proposed works on Decoding only. However,
it could be possible to bring even more gain from the BPT by performing this VTL
Normalization in Training as well. It has been observed in previous research work that
having VTLN on both Training and Decoding provides the maximum gain. Work on
speeding up the procedure by trying other optimization procedure and maybe moving
away from the Nelder-Mead solution is of course necessary. It is crucial to have a Speaker
Normalization Procedure that provides good performance and works fast.
• The BPT is a transformation based on second order polynomials. It is a natural step
to consider the use of polynomials of third order (and even more). This will enable the
mapping of three (or more) points to other points on the unit circle allowing more degrees
of freedom for our frequency transformation. This new frequency transformation still has
the advantage of performing a mapping of bands of frequencies to other bands on the
frequency axis. By allowing more mapped points, the complexity of the frequency in-
creases, while still keeping a simple physical meaning, and more effective transformations
could be defined for VTLN.
• A more general direction of future research would be to evaluate if the gain from BPT
VTLN is still present after performing an adaptative Decoding. This is an interesting
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subject of research as it opens the broader field of comparing the performance of linear
and non-linear transformation for feature transformation as well as model adaptation.
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