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ABSTRACT 
Low levels of infrastructure quality and quantity can create trade impediments through 
increased transport costs. Since the late 1990s an increasing number of trade studies have 
taken infrastructure into account. The purpose of the present paper is to quantify the 
importance of infrastructure for trade by means of meta-analysis and meta-regression 
techniques that synthesize various studies. The type of infrastructure that we focus on is 
mainly public infrastructure in transportation and communication. We examine the impact of 
infrastructure on trade by means of estimates obtained from 36 primary studies that yielded 
542 infrastructure elasticities of trade. We explicitly take into account that infrastructure can 
be measured in various ways and that its impact depends on the location of the infrastructure. 
We estimate several meta-regression models that control for observed heterogeneity in terms 
of variation across different methodologies, infrastructure types, geographical areas and their 
economic features, model specifications, and publication characteristics. Additionally, 
random effects account for between-study unspecified heterogeneity, while publication bias 
is explicitly addressed by means of the Hedges model.  After controlling for all these issues 
we find that a 1 per cent increase in own infrastructure increases exports by about 0.6 per cent 
and imports by about 0.3 per cent. Such elasticities are generally larger for developing 
countries, land infrastructure, IV or panel data estimation, and macro-level analyses. They 
also depend on the inclusion or exclusion of various common covariates in trade regressions. 
 
Key words: Infrastructure, Trade, Transportation, Communication, Public Capital, Meta-
Analysis. 
JEL Classifications: F10, H54, R53, C10, F1, R4. 
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1. INTRODUCTION 
 In recent years the effects of infrastructure on trade have increasingly become a focal 
point in studies examining the trade performance of countries and regions. The present study 
uses meta-analysis and meta-regression techniques to synthesize various “quantitative 
opinions” (Poot, 2013) that can be found in this literature.  The type of infrastructure that we 
focus on is mainly public infrastructure in transportation and communication.  
 Infrastructure is a multidimensional concept and is measured in various ways, not just 
in relation to trade performance but also in estimating its impact on growth, welfare, 
efficiency, and other types of economic outcomes.  Consequently, there exists a wide range 
of approaches in the literature regarding the conceptualization and classification of 
infrastructure. Martin and Rogers (1995, p.336) define public infrastructure as “any facility, 
good, or institution provided by the state which facilitates the juncture between production 
and consumption. Under this interpretation, not only transport and telecommunications but 
also such things as law and order qualify as public infrastructure”  In this study, we focus 
exclusively on models that estimate the impacts of indicators of transportation and 
communication infrastructure. Nonetheless, the remaining types of public infrastructure such 
as rule of law, regulatory quality, etc. are to some extent considered by controlling for such 
attributes in the meta-regression models employed in this study. 
 We collected a large number research articles that use regression analysis with at least 
one transportation and/or communication infrastructure-related factor among the explanatory 
variables, and a dependent variable that represents either export or import volumes or sales. 
These papers have been collected by means of academic search engines and citation tracking. 
Our search yielded 36 articles published between 1999 and 2012 which provided sufficiently 
compatible information for meta-analytical methods. These papers are broadly representative 
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of the literature in this area. Section 5 describes the selection of primary studies and coding of 
data. 
The rest of this paper is structured as follows. Section 2 provides a short narrative 
literature survey. The theoretical model that underlies most regression models of merchandise 
trade flows and the implications for meta-regression modelling are outlined in section 3. The 
meta-analytic methodology is briefly described in section 4. The data are discussed in section 
5, which is followed by descriptive analysis in section 6 and meta-regression modelling in 
section 7. Section 8 presents some final remarks. 
 
2. LITERATURE REVIEW 
 The broad literature on infrastructure and trade provides certain stylized facts: the 
relative locations of trade partners and the positioning of infrastructure, together with the 
trajectories of trade, can be seen as integral features that play a role in the relationship 
between infrastructure and trade flows. The location of physical infrastructure and the 
direction of trade strongly imply a spatial dimension to the relationship and can be subject to 
various costs that are closely linked with space, infrastructure quality and availability. Thus, 
the relationship in question is usually assessed in relation to space and trade costs.  For 
instance, Donaghy (2009, p.66) states that “Trade, international or interregional, is essentially 
the exchange of goods and services over space. By definition, then, it involves transportation 
and, hence, some transaction costs.” The analysis of the impact of transport costs on trade has 
a long history starting with von Thünen (1826), and later elaborated by Samuelson (1952, 
1954), Mundell (1957), Geraci and Prewo (1977), Casas (1983), Bergstrand (1985) and 
others. The specific role of infrastructure in trade has been attracting increasing attention 
more recently. Especially after seminal studies such as Bougheas et al. (1999) and Limao and 
Venables (2001), who empirically demonstrate that infrastructure plays an important role in 
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determining transport costs, the relationship has become more prominent in the trade 
literature. 
However, pinpointing the exact impact of infrastructure on trade remains a challenge. 
The range of estimates that can be found in the literature is wide. This may be due to 
numerous factors, such as: relevant geographical characteristics, interrelations of different 
infrastructure types, infrastructure capacity utilization, and study characteristics. Additionally 
there are challenges in the ways in which infrastructure is defined. Bouët et al. (2008, p.2) 
draw attention to this by stating:  
 “Quantifying the true impact of infrastructure on trade however is 
difficult mainly because of the interactive nature of different types of 
infrastructure. Thus, the impact of greater telephone connectivity depends 
upon the supporting road infrastructure and vice versa. Most importantly, the 
precise way this dependence among infrastructure types occurs is unknown 
and there does not exist any a priori theoretical basis for presuming the 
functional forms for such interactions.” 
Thus, the infrastructure effects may be non-linear and may need to be explored through 
taking account of the interactions of different types of infrastructure. In addition to this, 
Portugal-Perez and Wilson (2012) draw attention to the possibility of infrastructure 
“satiation” by pointing out that, based on their results from a sample of 101 countries, the 
impact of infrastructure enhancements on export performance is decreasing in per capita 
income while information and communication technology is increasingly influential for 
wealthier countries, implying diminishing returns to transport infrastructure.  
 Another question that arises in assessing the impact of infrastructure on trade is the 
asymmetry in the impact of infrastructure in the two directions of bilateral trade. In this 
regard, Martinez-Zarzoso and Nowak-Lehmann (2003) examine the EU-Mercosur bilateral 
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trade flows and conclude that investing in a trade partner’s infrastructure is not beneficial 
because only exporter’s infrastructure enhances trade but not the importer’s infrastructure. 
This result is not universal, however. Limao and Venables (2001) consider importer, 
exporter, and transit countries’ levels of infrastructure separately and conclude that all these 
dimensions of infrastructure positively impact on bilateral trade flows. Similarly, Grigoriou 
(2007) concludes that, based on results obtained from a sample of 167 countries, road 
construction within a landlocked country may not be adequate to enhance trade since transit 
country infrastructure, bargaining power with transit countries, and transport costs also play 
very important roles in trade performance.  
Additionally, the impact of infrastructure may not be symmetric for trade partners 
who have different economic characteristics. For example, Longo and Sekkat (2004) find that 
both exporter and importer infrastructure play a very significant role in intra-African trade. 
However, these authors do not find a significant infrastructure impact regarding trade flows 
between Africa and major developed economies. In another study on intra-African trade, 
Njinkeu et al. (2008) conclude that port and services infrastructure enhancement seem to be a 
more useful tool in improving trade in this region than other measures.  
Another issue is that infrastructure that is specific to one geographical part of an 
economy may impact on exports or imports at another location within the same economy. If 
the two locations are relatively far apart, then this may yield unreliable results when broad 
regions are the spatial unit of measurement. Smaller spatial units of analysis may then be 
beneficial. However, sub-national level studies on the impact of infrastructure on trade are 
relatively rare. Wu (2007) provides evidence from Chinese regions and finds a positive 
impact of infrastructure (measured as total length of highways per square kilometre of 
regional area) on export performance. Similarly, in another sub-national level study, Granato 
(2008) examines the export performance of Argentinean regions to 23 partner countries.  The 
6 
 
author finds that transport costs and regional infrastructure are important determinants of 
regional export performance. 
 In the trade literature, infrastructure is usually measured in terms of stock or density, 
or by constructing a composite index using data on different infrastructure types.  Adopting a 
broad view of infrastructure, Biehl (1986) distinguishes the following infrastructure 
categories: transportation, communication, energy supply, water supply, environment, 
education, health, special urban amenities, sports and tourist facilities, social amenities, 
cultural amenities, and natural environment. The transportation category can be classified 
into subcategories such as roads, railroads, waterways, airports, harbours, information 
transmission, and pipelines (Bruinsma et al., 1989). Nijkamp (1986) identifies the features 
that distinguish infrastructure from other regional potentiality factors (such as natural 
resource availability, locational conditions, sectoral composition, international linkages and 
existing capital stock) as high degrees of: publicness, spatial immobility, indivisibility, non-
substitutability, and monovalence. Based on the methods employed in the primary studies, we 
distinguish two main approaches regarding the measurement of infrastructure: specific types 
of infrastructure and infrastructure indices. This is elaborated in section 5. 
 
3. THE THEORY OF MODELING TRADE FLOWS 
 An improvement in infrastructure is expected to lower the trade hindering impact of 
transport costs. Transport costs have a negative impact on trade volumes as trade takes place 
over space and various costs are incurred in moving products from one point to another. Such 
costs may include fuel consumption, tariffs, rental rates of transport equipment, public 
infrastructure tolls, and also time costs. A very convenient way to represent such costs is the 
“iceberg melting” model of Samuelson (1954) in which only a fraction of goods that are 
shipped arrive at their destination. Fujita et al. (1999) refer to von Thünen’s example of trade 
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costs where a portion of grain that is transported is consumed by the horses that pull the grain 
wagon. Fujita et al. (1999) model the role of such trade costs in a world with a finite number 
of discrete locations where each variety of a product is produced in only one location and all 
varieties produced within a location have the same technology and price. The authors show 
that the total sales of a variety particular to a specific region depends, besides factors such as 
the income levels in each destination and the supply price, on the transportation costs to all 
destinations. 
 Anderson and van Wincoop (2003) show that bilateral trade flows between two 
spatial trading units depend on the trade barriers that exist between these two traders and all 
their other trade partners.  The authors start with maximizing the CES utility function:  
 
൭෍ ߚ௜ሺଵିఙሻ ఙ⁄ ܿ௜௝ఙିଵ ఙ⁄
௜
൱
ሺఙ ఙିଵ⁄ ሻ
                                                                                                              ሺ1ሻ 
 
with substitution elasticity  (>1) and subject to the budget constraint 
  
෍ ݌௜௝ܿ௜௝
௜
ൌ ݕ௝                                                                                                                                         ሺ2ሻ 
 
where subscripts i and j refer to regions and each region is specialized in producing only one 
good.  cij is the consumption of the goods from region i by the consumers in region j, βi is a 
positive distribution parameter, and yj is the size of the economy of region j in terms of its 
nominal income.  pij is the cost, insurance and freight (cif) price of the goods from region i 
for the consumers in region j and is equal to pitij where pi is the price of the goods of region i 
in the origin (supply price) and tij is the trade cost factor between the origin i and the 
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destination j, and ݌௜௝ܿ௜௝ ൌ ݔ௜௝ is the nominal value of exports from i to j. The income of 
region i is the sum of the values of all exports of i to the other regions:  
 
ݕ௜ ൌ ෍ ݔ௜௝
௝
                                                                                                                                             ሺ3ሻ 
 
Maximizing ሺ1ሻ subject to ሺ2ሻ, imposing the market clearing condition ሺ3ሻ, and assuming 
that ݐ௜௝ ൌ ݐ௝௜ (i.e. trade barriers are symmetric) leads to the gravity equation:  
 
ݔ௜௝ ൌ ݕ௜ݕ௝ݕ௪ ቆ
ݐ௜௝
௜ܲ ௝ܲ
ቇ
ଵିఙ
                                                                                                                          ሺ4ሻ 
 
where ݕௐ ؠ ∑ ݕ௝௝  is the world nominal income. Anderson and van Wincoop (2003, 2004) 
refer to Pi and Pj as “multilateral resistance” variables which are defined as follows: 
  
௜ܲଵିఙ ൌ ෍ ௝ܲఙିଵߠ௝ݐ௜௝ଵିఙ
௝
  ׊݅                                                                                                                 ሺ5ሻ 
 
  ௝ܲଵିఙ ൌ ෍ ௜ܲఙିଵߠ௜ݐ௜௝ଵିఙ
௜
  ׊݆                                                                                                               ሺ6ሻ 
 
in which ߠ is the share of region j in world income, ௬ೕ௬ೢ. Therefore, the authors show in 
equations (5) and (6) that the multilateral resistance terms depend on the bilateral trade 
barriers between all trade partners.  Moreover, the gravity equation ሺ4ሻ implies that the trade 
between i and j depends on their bilateral trade barriers relative the average trade barriers 
between these economies and all their trading partners. Anderson and van Wincoop (2003) 
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finalize their development of the above gravity model by defining the trade cost factor as a 
function of bilateral distance (dij) and the presence of international borders:  ݐ௜௝ ൌ ܾ௜௝݀௜௝ఘ ; 
where if an international border between i and j does not exist  ܾ௜௝ ൌ 1, otherwise it is one 
plus the tariff rate that applies to that specific border crossing.  
Infrastructure can be interpreted as the facilities and systems that influence the 
effective bilateral distance, dij. Lower levels of infrastructural quality can increase 
transportation costs, for example: the increased shipping costs in a port when there is 
congestion due to insufficient space; higher fuel consumption due to low quality roads; and 
more time spent in transit because of shortcomings in various types of facilities. Within the 
context of the iceberg melting model mentioned above, Bougheas et al. (1999) construct a 
theoretical framework in which better infrastructure increases the fraction that reaches the 
destination through the reduction of transport costs. By including infrastructure variables in 
their empirical estimation with a sample of European countries, the authors find a positive 
relationship between trade volume and the combined level of infrastructure of the trading 
partners. Similarly, in many other studies on bilateral trade flows, specific functional forms of 
the bilateral trade barriers (trade costs) that take the level of infrastructure into account have 
been constructed.   
An important assumption in the derivation of the gravity model (4) is that ݐ௜௝ ൌ ݐ௝௜, 
which leads to ݔ௜௝ ൌ ݔ௝௜ (balanced bilateral trade). In practice, every trade flow is directional 
and infrastructure conditions at the origin of trade (the exporting country) may impact 
differently on the trade flow than conditions at the destination of trade (the importing 
country). Defining ki (kj) as the infrastructure located in origin i (destination j), referred to in 
the remainder of the paper as exporter infrastructure and importer infrastructure, this implies 
that ߲݀௜௝ ߲݇௜⁄ ് ߲݀௜௝ ߲ ௝݇⁄ . At the same time, there are also empirically two ways to measure 
the trade flow: as export at the point of origin or as import at the point of destination. This 
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implies that from the perspective of any given country i, there are in principle four ways of 
measuring the impact of infrastructure on trade:  
- The impact of ݇௜ on ݔ௜௝ (Own country infrastructure on own exports) 
- The impact of ݇௜ on ݔ௝௜ (Own country infrastructure on own imports) 
- The impact of ௝݇ on ݔ௜௝ (Partner country infrastructure on own exports) 
- The impact of ௝݇ on ݔ௝௜ (Partner country infrastructure on own imports) 
Logically, with a square trade matrix, i and j, can be chosen arbitrarily and the impact of ݇௜ 
on ݔ௜௝ must therefore be the same as the impact of ௝݇ on ݔ௝௜ (and the impact of ݇௜ on ݔ௝௜ the 
same as the impact of ௝݇ on ݔ௜௝). Thus, in a cross-section setting, a regression of world trade 
on infrastructure gives only two effect sizes in theory. Such a regression equation when 
estimated with bilateral trade data may look like: ݈݊൫ݔ௜௝൯  ൌ  ܽ ൅ ܾ௢ ݈݊ ሺ݇௜ሻ ൅ ܾௗ ݈݊ ൫ ௝݇൯ ൅
݋ݐ݄݁ݎݒܽݎݏ ൅  ݁௜௝ where a is a constant term, ܾ௢  is the origin infrastructure elasticity of trade 
(exporter infrastructure), ܾௗ  is the destination infrastructure elasticity of trade (importer 
infrastructure) and ݁௜௝ is the error term. With n countries, ݅ ൌ 1, … , ݊  and  ݆ ൌ 1, … , ݊ െ 1  
and the number of regression observations is ݊ ሺ݊ െ 1ሻ. 
An issue that arises in practice is that regressions may yield different results when 
estimated with export data as compared with import data. Hence, referring to  ܾ௢௫ and ܾௗ௫ as 
ܾ௢ and ܾௗ estimated with export data (and ܾ௢௠ and ܾௗ௠ similarly defined with import data), 
in theory ܾ௢௫ ൌ ܾ௢௠ and ܾௗ௫ ൌ ܾௗ௠, but we shall see that in our meta-regression analysis 
ܾ௢௫ ൐ ܾ௢௠, while ܾௗ௫ ൏ ܾௗ௠. This simply means that a larger estimate is obtained when the 
trade flow is defined from the perspective of the country where the infrastructure is located 
rather than from the perspective of the partner country. Hence producer/exporter country 
infrastructure has a bigger effect when measured with export data, while consumer/importer 
country infrastructure has a bigger effect when measured with import data.  
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4. METHODOLOGY 
 Meta-analysis of empirical research, first defined by Glass (1976) as “the analysis of 
analyses” has been a common methodology in experimental research such as medicine and 
psychology since the early 20th century and has gained popularity in economic research in 
recent decades  (Poot, 2013, Ridhwan et al., 2010). Stanley and Jarrell (1989) state that 
“Meta-analysis is the analysis of empirical analyses that attempts to integrate and explain the 
literature about some specific important parameter”. Results from meta-analytic research can 
potentially shed light on certain policy issues that require a research synthesis. Florax et al. 
(2002) draw attention to the area of applied, policy-related macroeconomics being very much 
open to the application of meta-analysis. Examples of recent applications of meta-analysis in 
economic policy include: Genc et al. (2012) on immigration and international trade; Cipollina 
and Pietrovito (2011) on trade and EU preferential agreements; Ozgen et al. (2010) on 
migration and income growth; Ridhwan et al. (2010) on monetary policy; de Groot et al. 
(2009) on externalities and urban growth; Doucouliagos and Laroche (2009) on unions and 
firm profits; and Nijkamp and Poot (2004) on fiscal policies and growth. Meta-analysis (MA) 
can be used to address the impact of differences between studies in terms of design of the 
empirical analysis, for example with respect to the choice of explanatory variables (Nijkamp 
et al., 2011). Fundamentally, meta-analysis allows the researcher to combine results from 
several studies in order to reach a general conclusion (Holmgren, 2007). Cipollina and 
Salvatici (2010, p.65) state that “The main focus of MA is to test the null hypothesis that 
different point estimates, when treated as individual observations… , are equal to zero when 
the findings from this entire area of research are combined”. However, in economics the 
emphasis is more frequently on identifying by means of meta-regression analysis (MRA) 
some average quantitative impact and those study characteristics that are statistically 
significant in explaining the variation in study outcomes (Poot, 2013). Meta-regression 
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analysis can be employed to discover how much the results obtained in primary studies are 
influenced by methodological aspects of the research together with the geographical and 
temporal attributes of the data used. Since the impacts of infrastructure on trade estimated in 
various studies differ widely in magnitude and significance, MRA can yield important results 
with respect to the choice of empirical and theoretical attributes of the primary study. We use 
the guidelines for MRA as published in Stanley et al. (2013). 
The methodology in this study can be broken into several components. We first report 
descriptively on the observed variation in infrastructure elasticities of trade in section 6.  The 
results are reported based on several categorizations of study characteristics. Next, we 
employ a set of meta-regression models in section 7 for a better understanding of the joint 
effect of the various study characteristics, while also taking possible publication bias 
explicitly into account. But first we briefly comment on study selection in the next section. 
 
5. DATA 
 The presence of at least one infrastructure-related factor among the explanatory 
variables in a primary study, and a dependent variable that represents export or import 
volumes or sales has been the main prerequisite in our data collection. Articles have been 
collected using academic search engines such as JSTOR, EconLit, Google Scholar, 
SpringerLink, and Web of Science by using keywords such as “Infrastructure”, “Public 
Capital”, “Trade”, “Export”, “Import”, “Trade Facilitation”, “Trade Costs” in various 
combinations.  
Numerous authors construct indices representing the stock or level of infrastructure in 
the countries or regions that are used for primary analyses.  An index can be based on a very 
broad definition of infrastructure or on more specific categories, such as transportation or 
communication infrastructure. Depending on specific study attributes such as geographical 
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coverage or spatial scale, infrastructure indexes are usually built by combining 
regional/national infrastructural data scaled by surface or population. Such indexes may 
include: road, railroad, or highway density or length, paved roads as a percentage of total 
road stock, number of fax machines, number of fixed and/or mobile phone line connections, 
number of computers, number of internet users, aircraft traffic and passengers, number of 
paved airports, maritime (port) traffic statistics, fleet share in the world, electricity 
consumption, etc. Some studies calculate these indexes either in a combined way for the trade 
partners, or separately for each partner, and sometimes also for the transit regions. For 
example, Bandyopadhyay (1999) uses road and railway, and phone network density, 
separately as proxies for the technological level and the efficiency of the distribution sector. 
Using a sample of OECD economies, the author finds strong evidence that the distribution 
sector of an economy has important implications for its international trade performance.  
An alternative to the index approach is the measurement of infrastructure in one or 
more specific ways in the statistical analysis.  Focusing explicitly on railroads, phone 
connections, or port traffic can be examples of this approach. For example, Shepherd and 
Wilson (2006) focus specifically on roads and construct minimum and average road quality 
indexes for the trading partners. Similarly, Nordas and Piermartini (2004) also construct, 
besides considering an overall index, indexes for specific types of infrastructure and employ 
in their estimation dummy variables to represent infrastructure quality. These authors find a 
significant and positive impact of infrastructural quality on bilateral trade with port efficiency 
being the most influential variable in the model. 
An effect size is defined as any infrastructure elasticity of trade. After selecting those 
studies that directly report the impact of exporter and/or importer infrastructure in 
comparable elasticities, or that provided sufficient information for elasticities to be 
calculated, our dataset consists of 542 effect sizes from 36 primary studies ranging from 1999 
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to 2012.  Table 1 describes the studies used in our analysis and reports several descriptive 
statistics. Table 1a reports the geographical coverage, the estimation techniques, the 
dependent variable use (exports or imports) and the way in which infrastructure was 
measured. Table 1b summarizes the reported elasticities in each of the 36 studies, categorized 
by whether the dependent variable was exports or imports; and whether the location of the 
infrastructure was at the point of production (exporter infrastructure), consumption (importer 
infrastructure), or measured as combined/transit infrastructure. Export equations yielded 307 
elasticities within a huge range of about -2 to +15 and an average value of 0.76. Import 
equations yielded 235 elasticities within the range of -2 and +8, with an average value of 
0.38. Hence regressions using export data clearly yielded larger elasticities. 
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Table 1a. Primary Studies Included in the Sample 
Author(s) Geographical Coverage Methods Trade Measures Infrastructure Measurement 
1. Bandyopadhyay (1999) 23 OECD countries OLS, IV, Cross Section, Fixed Effects Total Exports Density of road and railway network 
2. Bougheas et al. (1999) 9 Core EU and Scandinavian countries SUR, IV-SUR Total Exports 
The product of the stocks of public capital of 
exporter and importer 
3. Elbadawi (1999) 32 Developing countries Bilateral RE Manufactured Exports/GDP Length of paved roads 
4. Limao & Venables 
(2001) 103 World countries Tobit, FE Total Imports 
Index made using road and rail lengths, phone 
lines per person 
5. Martinez-Zarzoso & 
Nowak-Lehmann (2003) 
EU, Mercosur countries, 
Chile (20 countries) 
OLS, OLS on means, FE, 
RE, Dynamic Panel Total Exports 
Index made using road and rail lengths, phone 
lines per person 
6. Nicoletti et al. (2003) 28 OECD countries Transformed Least Squares, FE Services Exports 
Length of motorways,  no. of aircraft 
departures 
7. Raballand (2003) 
18 Land-locked 
countries, 10 Island 
countries, 18 Partners 
2SLS, regression on FE's Total Imports Index made of road and railroad networks 
8. Jansen & Nordas (2004) 101 World countries OLS Total Imports Index of road and railroad length, phone lines, quality of ports, density of airports 
9. Nordas & Piermartini 
(2004) 138 World countries OLS, FE Exports of Various Sectors 
Index from no. of airports and aircraft 
departures, density of paved roads, telephone 
lines, a port efficiency index, median clearance 
time 
10. Wilson et al. (2004) 75 World countries and sub-samples OLS, WLS, Clustered SE's Manufactured Exports 
Indexes from port facilities, inland waterways, 
and air transport 
11. Brun et al. (2005) 130 World countries, sub-samples RE, IV Total Imports 
Index made from roads and railway length, and 
no. of telephone sets 
12. Coulibaly & Fontagne 
(2005) 7 "South" countries 2SLS, FE Total Imports Paved bilateral roads 
13. Márquez-Ramos & 
Martinez-Zarzoso (2005) 62 World countries OLS, Tobit Total Exports Index made of various road type lengths 
14. Carrere (2006) 130 World countries OLS, RE, Hausman-Taylor Total Imports Average road, railroad and telephone line density 
15. Elbadawi et al. (2006) 18 Developing countries Maximum Likelihood, Reduced Form Tobit IV Total Exports Road density 
16. Fujimura & Edmonds 
(2006) 
6 Southeast Asian 
countries OLS, GLS (RE) 
Major exports via land or 
river Road density 
17. Shepherd & Wilson 
(2006) 
27 European and Central 
Asian countries 
OLS, FE, RE, Poisson ML, 
Negative Binomial 
Estimator, Bootstrapped 
SE's 
Total Exports Road quality index between the trading partners 
18. De (2007) 10 Asian countries OLS Total Imports 
Index from road and railroad density, air and 
port traffic, fleet share in world, phone lines, 
and electricity consumption 
19. Francois & Manchin 
(2007) 
140 World countries 
with sub-samples 
OLS, Heckman Selection, 
Tobit Total Imports 
Index made of transportation and 
communication Indicators 
20. Grigoriou (2007) 167 World countries GLS, FE, RE, Hausman-Taylor Estimator. Total Imports 
Density of the roads, railroads, and no. of 
phone lines 
21. Iwanow & Kirkpatrick 
(2007) 78 World countries GLS, Heckman selection Manufactured Exports 
Index from density of roads and railroads, and 
no. of phone subscribers 
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Table 1a. (Cont'd) Primary Studies Included in the Sample 
Author(s) Geographical Coverage Methods Trade Measures Infrastructure Measurement 
22. Persson (2007) 128 Countries (22 EU and 106 Developing countries) Heckman Selection Total Imports No. of aircraft takeoffs 
23. Bouet et al. (2008) 42 African countries, and their trade partners OLS, Heckman Selection, Tobit Total Exports Road lengths and no. of phone lines 
24. Egger & Larch 
(2008) 180 World Countries 
FE, Gaussian, Gamma, Poisson 
Pseudo ML, Negative Binomial 
Estimator 
Total Exports Total road length 
25. Granato (2008) 5 Argentinian regions and 23 trade partner countries OLS, Poisson pseudo ML Total Exports 
Index from road length, electricity and gas 
consumption, no of phone subscribers 
26. Kurmanalieva & 
Parpiev (2008) 171 World Countries FE Total Imports Road density 
27. Nijnkeu et al. (2008) 100 World Countries and sub-samples OLS, FE, Tobit Manufactured Exports 
Index made from port and air transport 
infrastructure quality 
28. Iwanow & 
Kirkpatrick (2009) 
124 World Countries and sub-
samples GLS, Heckman selection Manufactured Exports 
Index made of road and rail density, no. of 
phone subscribers 
29. Ninkovic (2009) 26 Developing countries FE, RE 
Export share of 
labour-intensive 
sectors (sum) in GDP 
Road, railroad, and phone line density 
30. Buys et al. (2010) 36 Sub-Saharan Countries OLS Total Exports Road quality index between the trading partners 
31. Hernandez 
&Taningco (2010) 11 East Asian Countries OLS 
Total Imports, Imports 
of industrial supplies Quality of port infrastructure 
32. Lawless (2010) Ireland and 137 trade partners OLS Total Exports Density of phones and computers 
33. UN Economic 
Commission for Africa 
(2010) 
52 African countries and 48 
non-African trade partners Tobit Total Exports Road and phone line density 
34. Dettmer (2011) 27 OECD countries and their trade partners OLS, FE 
ICT network and 
commercial service 
exports 
Density of communication infrastructure and 
air traffic 
35. Portugal-Perrez & 
Wilson (2012) 101 World Countries 
OLS, Heckman Selection, Tobit, 
Poisson ML 
Total Exports, Exports 
of New Goods 
 Indexes from quality of ports, roads, 
airports, ICT indicators, and railroads 
36. Vijil & Wagner 
(2012) 96 Developing countries OLS, IV 
Total Exports, 
Exports/GDP 
Index from road density and no. of phone 
subscribers 
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Table 1b. Descriptive Statistics by Primary Study            
Export Equation Import Equation 
Author(s) 
Location of Infrastructure Obs. Mean Min Max Obs. Mean Min Max 
1. Bandyopadhyay (1999) Exporter Infrastructure 8 0.35 0.14 0.52     
Importer Infrastructure 8 0.01 -0.23 0.29   
2. Bougheas et al. (1999) Combined or Transit Infrastructure 8 5.40 0.18 15.13         
3. Elbadawi (1999) Exporter Infrastructure 4 0.56 0.46 0.64         
4. Limao & Venables (2001) 
Exporter Infrastructure         3 1.10 1.10 1.11 
Combined or Transit Infrastructure         4 0.64 0.58 0.77 
Importer Infrastructure         4 1.38 1.32 1.45 
5. Martinez-Zarzoso & Nowak-
Lehmann (2003) 
Exporter Infrastructure 13 0.05 -0.02 0.12         
Importer Infrastructure 13 -0.05 -0.08 0.01         
6. Nicoletti et al. (2003) Combined or Transit Infrastructure 4 0.33 0.21 0.38         
7. Raballand (2003) Exporter Infrastructure         5 0.22 0.20 0.24 
Importer Infrastructure   5 0.11 0.09 0.13 
8. Jansen & Nordas (2004) Exporter Infrastructure         3 0.70 0.67 0.73 
Importer Infrastructure         3 0.45 0.35 0.55 
9. Nordas & Piermartini (2004) Exporter Infrastructure         40 0.27 -0.19 1.29 
Importer Infrastructure         40 0.27 -0.60 2.14 
10. Wilson et al. (2004) Exporter Infrastructure 11 0.91 0.54 1.06         
Importer Infrastructure 11 0.28 -0.28 0.47 
11. Brun et al. (2005) Exporter Infrastructure         4 0.40 0.12 1.18 
Importer Infrastructure         4 0.10 0.06 0.19 
12. Coulibaly & Fontagne (2005) Combined or Transit Infrastructure     12 1.72 1.17 2.77 
13. Ramos & Zarzoso (2005) Exporter Infrastructure 5 0.53 -0.29 1.38         
Importer Infrastructure 5 0.38 -0.47 1.27 
14. Carrere (2006) Exporter Infrastructure         5 0.10 0.01 0.41 
Importer Infrastructure         5 0.07 0.02 0.20 
15. Elbadawi et al. (2006) Exporter Infrastructure 2 0.08 0.03 0.13         
16. Fujimura & Edmonds (2006) Exporter Infrastructure 10 0.37 -0.66 1.47         
Importer Infrastructure 10 0.30 -1.40 2.15 
17. Shepherd & Wilson (2006) Combined or Transit Infrastructure 32 0.46 -2.09 1.50         
18. De (2007) Exporter Infrastructure         14 0.13 -0.39 0.40 
Importer Infrastructure         14 -0.12 -0.49 0.30 
19. Francois & Manchin (2007) Exporter Infrastructure     38 0.16 -0.01 1.17 
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Table 1b. (Cont'd) Descriptive Statistics by Primary Study            
Export Equation Import Equation 
Author(s) Location of Infrastructure Obs. Mean Min Max Obs. Mean Min Max 
20. Grigoriou (2007) Exporter Infrastructure         10 0.24 0.20 0.51 
Importer Infrastructure         10 0.27 0.23 0.29 
21. Iwanow & Kirkpatrick (2007) Exporter Infrastructure 11 1.05 0.68 1.76     
22. Persson (2007) Exporter Infrastructure         1 -0.07 -0.07 -0.07 
Importer Infrastructure   1 0.02 0.02 0.02 
23. Bouet et al. (2008) Exporter Infrastructure 24 0.24 -1.19 1.61         
24. Egger & Larch (2008) 
Exporter Infrastructure                 
Combined or Transit Infrastructure 18 0.27 -0.02 2.85 
Importer Infrastructure   
25. Granato (2008) Exporter Infrastructure 4 1.36 1.22 1.69         
26. Kurmanalieva et al. (2008) Exporter Infrastructure         1 0.05 0.05 0.05 
Importer Infrastructure 1 0.05 0.05 0.05         
27. Nijnkeu et al. (2008) Exporter Infrastructure 12 2.11 1.08 4.54         
Importer Infrastructure 12 3.74 -0.69 8.62 
28. Iwanow & Kirkpatrick (2009) Importer Infrastructure 9 0.91 0.66 1.68         
29. Ninkovic (2009) Exporter Infrastructure 4 -0.02 -0.60 0.34         
30. Buys et al. (2010) Exporter Infrastructure 6 1.90 1.58 2.07         
31. Hernandez & Taningco 
(2010) Combined or Transit Infrastructure         9 1.69 -2.36 8.10 
32. Lawless (2010) Importer Infrastructure 8 0.23 -0.17 0.58         
33. UN Economic Commission 
for Africa (2010) Exporter Infrastructure 6 0.21 0.13 0.32         
34. Dettmer (2011) Combined or Transit Infrastructure 20 0.06 -0.11 0.16         
35. Portugal-Perrez & Wilson 
(2012) Exporter Infrastructure 14 -0.07 -1.68 0.87         
36. Vijil & Wagner (2012) Exporter Infrastructure 14 1.68 0.47 2.39         
     
Overall Any Infrastructure Location 307 0.76 -2.09 15.13 235 0.38 -2.36 8.10 
 
 
Among our sample of 36 studies, 15 are published in peer-reviewed journals, and 21 
studies are published as working/conference/discussion papers, policy documents, or book 
chapters.  A total of 12 studies were published by international organizations such as the 
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World Bank, OECD, and WTO or had at least one author affiliated to these organizations.2 
After, firstly, dropping studies that only use a combined or transit infrastructure measure (for 
the trade partners) or estimate the impact of transit infrastructure; secondly, one effect size 
for which the standard error was reported as zero (causing problems with meta-regression); 
and, thirdly, some outlier observations for exporter and importer infrastructure elasticities 
separately, twenty-seven studies and 379 effect sizes remain and are used for all further 
analyses in this paper. Figures 1 and 2 show the quantile plots of the effect sizes in our final 
dataset for exporter infrastructure and importer infrastructure respectively. The ranges for the 
restricted dataset are now similar, but a comparison of the medians and the interquartile 
ranges suggest a tendency for exporter infrastructure elasticities to be somewhat larger.  
 
 
 Figure 1.  Quantile Plot of the Exporter Infrastructure Elasticity of Trade. 
 
                                                            
2 Hence we include in our later analysis a variable representing possible advocacy for a higher effect size for 
studies conducted by these organizations. 
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       Figure 2.  Quantile Plot of the Importer Infrastructure Elasticity of Trade. 
 
6. DESCRIPTIVE ANALYSIS 
 In order to conduct descriptive and regression analyses in this study, the 
methodological attributes together with various other characteristics of the primary studies 
are coded numerically as binary variables. Definitions of the variables representing the study 
characteristics are provided in Table 2. 
Overall, approximately 82 per cent of the estimates in the final dataset find a positive 
and significant infrastructure impact on trade. The descriptive statistics for all effect sizes are 
grouped by direction of trade, methodology, infrastructure category, development level of the 
relevant economies, and publication status. The results are presented in Tables 3-7. For ease 
of comparison, the descriptive statistics for all groups combined are repeated in the bottom 
line of each table.3  
                                                            
3 In Table 4 the observations from the sub category add to 239 rather than the total effect size number of 237 for 
exporter infrastructure. This is because Elbadawi et al. (2006) use Tobit and IV for the two effect sizes they 
estimate. 
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Table 2. Variable Definitions   
Variable Label Definition 
Methodology 
Model Accounts for Zero Trade Flows Selection 
(Heckman, Tobit, Probit) 
 
Estimation is done by Heckman, Tobit, or Probit based sample selection procedures. 
 
Model Accounts for Endogeneity (IV-Based Estimation)  Estimation attempts to deal with endogeneity by using instrumental variables or lags.
Gravity Model The equation estimates the impact on origin-destination trade flows. 
The Point at Which the Trade is Measured 
Dependent Variable is Exports 
 
The effect size is obtained from an equation where the dependent variable is exports. 
 
Dependent Variable is Imports 
 
The effect size is obtained from an equation where the dependent variable is imports 
(Reference category). 
Infrastructure Category 
Categorical variable with levels: 
Land Transport Infrastructure The infrastructure variable measures roads or railroads. 
Maritime or Air Transport Infrastructure The infrastructure variable measures port or airport infrastructure.
Communication Infrastructure The infrastructure variable measures communication infrastructure. 
Composite Measure (Index) 
 
The infrastructure measure is a composite index made from multiple types of infrastructure 
(Reference category). 
Development Level of the Economy in which the 
Infrastructure is Located 
Developed Economy All economies in which the infrastructure is measured are developed. 
Developing Economy All economies in which the infrastructure is measured are developing. 
Both Types of Economies (Mixed Sample) 
 
The study focuses on samples that include both developing and developed economies 
(Reference category). 
Sample Structure 
Sub-National or Firm Level The unit of observation is a sub-national region or firm. 
Not Cross-Section The primary study uses more than one time period. 
Model Specification 
Constrained Model 
The dependent variable is scaled by GDP, or a common single indicator such as a product or 
a sum of the exporter and importer GDP is included as an explanatory variable.
Estimation Excludes Other Infrastructure Type(s) 
The equation takes into account only one kind of infrastructure, or the measured 
infrastructure type is not a composite index made from multiple types. 
Model Does not Control for Transit or Partner 
Infrastructure 
The model considers the infrastructure of only one trade partner, without taking into account 
the infrastructure of the other partner or the transit infrastructure. 
Equation Excludes Multilateral Resistances 
 
 
Study does not specifically control for multilateral resistance terms or use importer and 
exporter fixed effects. 
Equation Excludes Income GDP, per capita GDP, or per capita income difference is not included as a separate variable. 
Tariffs or Trade Agreements Not Considered Estimation does not control for the effects of tariffs or trade agreements/blocks. 
Equation Excludes Spatial/Geographic Variables Landlockedness, distance, or adjacency is not included. 
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Table 2. (Cont'd) Variable Definitions   
Variable Label Definition 
Equation Excludes Education and Human Capital An education or human capital variable is not included. 
Population Not Considered Population is not included as a separate variable. 
Governance Variable(s) Not Included 
 
A variable controlling for government effectiveness, corruption, rule of law, accountability, 
business regulation, or regulatory quality is not included. 
Equation Excludes Exchange Rate An exchange rate variable is not included. 
 
Equation Excludes Colonial, Cultural, Linguistic 
Relations 
Colonial or cultural relationships are not accounted for 
. 
Other Study Characteristics 
Highly Ranked Journals 
  
Equals one if the study is published in a journal with rank A*, A, or B, equals zero if the 
rank is C or D, using ABDC (2010) ranking. 
Advocacy Publisher of the Study is World Bank, OECD, WTO, or UN. 
 
Table 3 reinforces the earlier finding from Table 2 that studies where the dependent 
variable was exports, on average, yielded higher effect sizes than studies that use imports as 
the dependent variable. Thus, according to these raw averages, the mean effect size on 
exports is larger than on imports regardless of the location of infrastructure. However, 
irrespective of the trade data used (imports or exports), exporter infrastructure has a bigger 
impact than importer infrastructure, with elasticities on average 0.34 and 0.16 respectively. 
This implies a net gain in the balance of merchandise trade from expanding infrastructure, an 
important finding which we will quantify further after controlling for study heterogeneity and 
publication bias.   
However, the greater impact of exporter infrastructure is not the case across all types 
of estimation methods (see Table 4).  Heckman, Tobit, and Probit estimations (that control 
for zero trade flows) yield larger importer infrastructure elasticities than exporter elasticities 
(0.49 and 0.33 respectively). When considering the type of infrastructure (see Table 5), a 
composite measure has a bigger impact than the more specific infrastructure types of land 
transport, maritime or air transport, and communication infrastructure. However, leaving 
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aside the composite measure category, land transportation infrastructure appears on average, 
to affect trade in both directions more than the other types of infrastructure. Exporter 
infrastructure has again, on average, a higher effect size on trade than importer infrastructure 
for all categories except communication infrastructure. This is an interesting finding since 
communication infrastructure has a greater impact on transaction costs than on transportation 
costs, since it facilitates the flow of information which can enhance trade.  It appears that 
communication infrastructure has a greater impact on the consumption side of the market 
than on the production side. Regression modelling will show that this effect is statistically 
significant in the model that corrects for publication bias. 
  In order to account for differences regarding the level of development of the 
economies included in the primary studies, the results have been grouped into originating 
from three types of datasets : a “Developed Economies” category if the author uses terms 
such as “Developed”, “Rich”, “North”, “OECD”, and “EU” to describe the part of the sample 
in which the infrastructure is located in the primary study, and a “Developing Economies” 
category if the classification is described as “Developing”, “South”, or “Poor”.4 In order to 
also examine the estimates obtained from samples that included both developed and 
developing countries, a “Mixed Samples” category was defined. Results are presented in 
Table 6. The average elasticity in mixed samples is in between those for developed countries 
and developing countries for exporter infrastructure. In all categories, the elasticity of 
exporter infrastructure is larger than that of importer infrastructure. Less developed 
economies seem to enjoy a higher return on infrastructure (especially if it is exporter 
infrastructure) compared to developed economies. This difference may be attributed to 
                                                            
4 Because classifications for some economies may change throughout the years or depending on the sources, we 
rely on the statement of the author(s) regarding their sample. 
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diminishing returns to investment in infrastructure capital, as is consistent with the 
neoclassical theory of long-run development. 
 In Table 7 we consider a measure of publication quality of the research by adopting 
the Australian Business Deans Council Journal Quality List (ABDC, 2010). “Highly Ranked 
Journals” refers to papers published in journals classified as A*, A, or B. “Other journals and 
unpublished” refers to outlets with classification C or D (this includes book chapters, non-
refereed working papers and conference proceedings).  Exporter infrastructure has again 
higher average effect sizes than importer infrastructure for all categories. Moreover, studies 
in highly ranked journals find on average higher effect sizes for both exporter and importer 
infrastructure compared to other studies. This is commonly attributed in meta-analysis to 
publication bias, but we shall see that the effect after controlling for such bias in the case of 
importer infrastructure. 
 
Table 3. Effect Sizes by Direction of Trade                  
Exporter Infrastructure Importer Infrastructure 
  Obs Mean Min Max No. Obs Mean Min Max
Exports 129 0.50 -1.19 1.88 70 0.22 -1.40 1.78
Imports 108 0.15 -0.39 0.61 72 0.09 -0.44 0.59
Overall 237 0.34 -1.19 1.88 142 0.16 -1.40 1.78
 
Table 4. Effect Sizes by Methodology                
Exporter Infrastructure Importer Infrastructure 
  Obs Mean Min Max No. Obs Mean Min Max
Heckman Sample Selection, Tobit, or 
Probit 82 0.33 -1.19 1.76 15 0.49 -0.69 1.68
IV or Other Control for Endogeneity 24 0.44 0.01 1.88 19 0.15 -0.23 0.29
Other Estimation Method 133 0.32 -0.66 1.69 108 0.11 -1.40 1.78
Overall 237* 0.34 -1.19 1.88 142 0.16 -1.40 1.78
* As stated earlier, Elbadawi et al. (2006) uses IV and Tobit, resulting the observations to sum to 239 rather than 237 
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Table 5. Effect Sizes By Infrastructure Category             
  Exporter Infrastructure Importer Infrastructure 
  Obs Mean Min Max No. Obs Mean Min Max
Land Transport Infrastructure 43 0.36 -0.66 1.61 22 0.15 -1.40 1.78
Maritime or Air Transport Infrastructure 13 0.16 -0.07 0.61 11 0.14 -0.10 0.59
Communication Infrastructure 56 0.08 -1.19 0.71 20 0.12 -0.21 0.58
Composite Measure (Index) 125 0.47 -0.90 1.88 89 0.17 -0.69 1.68
Overall 237 0.34 -1.19 1.88 142 0.16 -1.40 1.78
 
Table 6. Effect Sizes By the Development Level of the Economy in which the Infrastructure is Located 
  Exporter Infrastructure Importer Infrastructure 
  Obs Mean Min Max No. Obs Mean Min Max
Developed Economy 9 0.32 0.12 0.52 11 0.05 -0.23 0.34
Developing Economy 72 0.49 -1.19 1.88 11 0.07 -1.40 1.78
Both Types of Economies (Mixed Sample) 156 0.27 -0.90 1.44 120 0.18 -0.69 1.68
Overall 237 0.34 -1.19 1.88 142 0.16 -1.40 1.78
 
Table 7. Effect Sizes By Publication Quality 
Exporter Infrastructure Importer Infrastructure 
  Obs Mean Min Max No. Obs Mean Min Max
Highly Ranked Journals 67 0.40 -0.90 1.88 44 0.20 -0.23 1.68
Other Journals and Unpublished 170 0.31 -1.19 1.69 98 0.14 -1.40 1.78
Overall 237 0.34 -1.19 1.88 142 0.16 -1.40 1.78
 
 The raw mean values that are presented in Tables 3-7 must be treated with caution 
since they pool the information obtained from primary studies without considering the 
standard errors of the estimates. If one “true” effect size (i.e. a universal impact of 
infrastructure on trade that should apply in all cases) is assumed to exist and there is no 
heterogeneity among primary studies, the fixed effect (FE) combined estimate, which is a 
weighted average of effect sizes, with the inverse of the estimated variance of each effect size 
as a weight, is a more efficient average than an ordinary mean (e.g., Genc et al., 2012). If 
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there is heterogeneity among studies, but not in a systematic way that can be measured by 
study characteristics, the Random Effect (RE) weighted average accounts for such variability. 
We calculated the FE and RE estimates as described by Poot  (2012) and others.  
 Because effect sizes come from studies with different geographical coverage, 
methodology, and model specifications, it is questionable that there would be an underlying 
universal effect size. This can be formally confirmed by means of a homogeneity test using a 
commonly used “Q-statistic” (Engels et al., 2000). The Q-statistic (computation as in Peters 
et al. 2010) tests if the primary studies share a common effect size and whether an FE 
estimate is relevant to the analysis (Poot, 2013). Combining K effect sizes, if the resulting Q-
statistic from this homogeneity test is greater than the upper-tail critical value of the chi-
square distribution with K-1 degrees of freedom, the variance in effect sizes obtained from 
the primary studies is significantly greater than what can be observed due to random variation 
around a common effect size (Shadish and Haddock, 1994). If the existence of a shared true 
effect is rejected, the FE approach is not suitable and only the RE estimates should be 
considered (Poot, 2013). 
 The Q-statistics for exporter infrastructure and importer infrastructure respectively are 
about 33174.7 and about 4596.1 which both exceed the critical value of 493.6. Based on this 
outcome of the Q-test we conclude that effect sizes are from a highly heterogeneous pool of 
studies, and FE weighted average effect sizes are not meaningful.5 The RE average effect 
sizes for exporter and importer infrastructure are 0.167 and 0.145 respectively. Consequently, 
the result that exporter infrastructure is more influential on trade than importer infrastructure 
is supported. The RE estimates suggest that an enhancement in exporter infrastructure of 1 
per cent would increase annual merchandise trade by about 0.17 per cent while importer 
                                                            
5 The FE estimate for exporter infrastructure is -0.002. For importer infrastructure it is 0.044. 
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infrastructure increases trade by about 0.15 per cent. In the next section we re-assess this 
conclusion by controlling for study characteristics and publication bias. 
 
7. META-REGRESSION MODELS 
 The statistical consequence of the possible unwillingness by researchers or reviewers 
to publish statistically insignificant results is defined as “publication bias” or “file drawer 
bias.” The actions leading to publication bias can be the efforts of the researchers using small 
samples to obtain large-magnitude estimates (that are statistically significant) while 
researchers using large samples do not need to exhibit such efforts and report smaller 
estimates that are still statistically significant. This selection process results with positive 
correlation between the reported effect size and its standard error (Stanley et al., 2008; 
Stanley, 2005). As an initial exploration of the possibility of such bias we apply the Egger’s 
regression test6 (Egger et al., 1997) and the Fixed Effects Extended Egger Test7 (Peters et al. 
2010). The results of both tests for exporter and importer infrastructure are reported in Table 
8. Both variants of the test yield significant coefficients on the bias term when testing for 
publication bias in the impact of exporter infrastructure. The evidence for bias in estimation 
of the impact of importer infrastructure is less conclusive: confirmed with the Egger test but 
not with the extended Egger test. The much greater bias in estimating exporter infrastructure 
                                                            
6 Egger’s regression model can be represented as estimating the model ߚመ௜ ൌ ߙ ൅ ߩܵ݁௜ ൅ ߝ௜ with WLS and 
weights equal to 1 ܵ݁௜ଶ⁄  where ߚመ௜  and ܵ݁௜ are the observed effect size and the associated standard error obtained 
from study i respectively, ߙ is the intercept, and ߝ௜ is the error term. The bias is measured by ߩ. If ߩ is 
significantly different from zero, this is a sign of publication bias (Peters et al., 2010). 
7 The FE Extended Egger’s Test extends the base model presented in the previous footnote by including a group 
of covariates: ߚመ௜ ൌ ߙ ൅ ߩܵ݁௜ ൅ ݃ݎ݋ݑ݌௜ ൅ ߝ௜ (Peters et al. 2010).  The covariates within “group” are the same 
list of variables that are used later for the MRA analyses in this study. 
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impact will also be demonstrated with the Hedges (1992) model of publication bias to which 
we now turn.  
 
Table 8. Egger Tests         
Egger Test Extended Egger Test 
          
VARIABLES Exporter Infrastructure Importer Infrastructure Exporter Infrastructure 
Importer 
Infrastructure 
          
bias 7.009*** 2.308*** 4.318*** -0.464 
(0.632) (0.566) (0.736) (0.442) 
  
Observations 237 142 237 142 
R-squared 0.344 0.106 0.705 0.852 
Standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 
 
 
The Hedges model is an extension of the RE model in which it is assumed that the 
likelihood of a result being publicly reported in greatest when the associated p-value of the 
coefficient of the variable of interest is smaller than 0.01. While this likelihood remains 
unknown, two relative probabilities, denoted here by ω2 and ω3, are associated with the 
cases: 0.01 < p < 0.05 and p > 0.05 respectively. We use the method proposed by Ashenfelter 
et al. (1999) to formulate a likelihood function to estimate ω2 and ω3. These parameters 
should equal to 1 if publication bias is not present. Table 9 presents the estimates associated 
with the Hedges publication bias procedure. In part (a) of Table 9 we consider the case in 
which there is no observed heterogeneity assumed, i.e. there are no study characteristics that 
act as covariates. In part (b) of Table 9, covariates have been included. The model is 
estimated under the restriction that the probabilities of publication are all the same on the 
RHS of the table, while the LHS of the table estimates the relative probabilities with 
maximum likelihood. 
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Table 9. Hedges Publication Bias 
(a) Study Characteristics not Considered       
Exporter Infrastructure Assuming Publication Bias Exporter Infrastructure not Assuming Publication Bias 
SE   SE
ω2 0.739*** (0.193) ω2 
ω3 0.137*** (0.0395) ω3 
RE 0.225*** (0.0231) RE 0.292*** (0.0262)
τ 0.341*** (0.0177) τ 0.382*** (0.0209)
Log-likelihood 109.7 Log-likelihood 78.06 
n 237 n 237 
  
Importer Infrastructure Assuming Publication Bias Importer Infrastructure not Assuming Publication Bias 
SE SE
ω2 0.280*** (0.105) ω2 
ω3 0.120*** (0.0368) ω3 
RE 0.101*** (0.0187) RE 0.158*** (0.0272)
τ 0.231*** (0.0165) τ 0.300*** (0.0228)
Log-likelihood 97.84 Log-likelihood 71.03 
n 142 n 142 
(b) Study Characteristics Considered         
Exporter Infrastructure Assuming Publication Bias Exporter Infrastructure not Assuming Publication Bias 
SE SE
  
ω2 0.747*** (0.196) ω2 
ω3 0.156*** (0.0464) ω3 
RE 0.254*** (0.0199) RE 0.300*** (0.0210)
τ 0.255*** (0.0145) τ 0.273*** (0.0163)
Log-likelihood 168.3 Log-likelihood 142.7 
n 237  n 237 
  
Importer Infrastructure Assuming Publication Bias Importer Infrastructure not Assuming Publication Bias 
SE SE
  
ω2 0.0716*** (0.0266) ω2 
ω3 0.0142*** (0.00409) ω3 
RE 0.259*** (0.0191) RE 0.256*** (0.0499)
τ 0.0302*** (0.00590) τ 0.136*** (0.0160)
Log-likelihood 210.0 Log-likelihood 134.1 
n 142   n 142   
*** p<0.01, ** p<0.05, * p<0.1 
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On the LHS of Table 9(a) we see that less significant estimates are less likely to be 
reported.  The corresponding weights for 0.01 < p < 0.05 and p > 0.05 are 0.739 and 0.137 
for exporter’s infrastructure, and 0.280 and 0.120 for imports. The RHS shows the results of 
the restricted model which assumes ω2 = ω3 = 1 (no publication bias). The chi-square critical 
value at 1 per cent level with two degrees of freedom is 9.21. Two times the difference 
between the log-likelihoods of assuming and not assuming publication bias is 63.28 for 
exporter’s infrastructure without study characteristics and 51.2 with study characteristics, in 
both cases greatly exceeding the critical value and providing evidence for publication bias at 
the 1 per cent level. Similarly, evidence for the existence of publication bias is observed for 
importer infrastructure as well, with a test statistics of 53.62 and 151.8 for without and with 
covariates respectively.  
We can also see that residual heterogeneity considerably decreases upon the 
introduction of study characteristics for both exporter and importer infrastructure (from 0.341 
to 0.255 and from 0.231 to 0.0302 respectively). Accounting for publication bias and study 
heterogeneity (Table 9b) lowers the RE estimate of the exporter infrastructure elasticity from 
0.300 to 0.254 but leaves the RE estimate of the importer infrastructure elasticity relatively 
unaffected (0.256 and 0.259 respectively). This is consistent with the result of the extended 
Egger test reported above. 
 Taking into account the heterogeneity that is apparent in our dataset (as demonstrated 
formally by the Q-test) we now conduct MRA in order to account for the impact of 
differences between studies on study effect sizes. 
 The simplest MRA assumes that there are S independent studies ሺݏ ൌ 1,2, … , ܵሻ which 
each postulate the classic regression model ܡሺݏሻ ൌ ܆ሺݏሻ઺ሺݏሻ ൅ ઽሺݏሻ, with the elements of ઽሺݏሻ 
identically and independently distributed with mean 0 and variance σଶሺsሻ. Study s has ܰሺݏሻ 
observations and the vector ઺ሺݏሻ has dimension ܭሺݏሻ ൈ 1. The first element of this vector is 
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the parameter of interest and has exactly the same interpretation across all studies (in our case 
it is either the exporter infrastructure elasticity of trade or the importer infrastructure 
elasticity of trade).  
 Under these assumptions, a primary study would estimate ઺ሺݏሻ by the OLS estimator 
઺෡ሺݏሻ ൌ ሾ܆ሺݏሻᇱ܆ሺݏሻሿିଵሾ܆ሺݏሻᇱܡሺݏሻሿ, which is best asymptotically normal distributed with mean 
઺ሺݏሻ and covariance matrix ߪଶሺݏሻሾ܆ሺݏሻᇱ܆ሺݏሻሿିଵ. The S estimates of the parameter of interest 
are the effect sizes. We observe the effect sizes ߚመଵሺ1ሻ, ߚመଵሺ2ሻ, … , ߚመଵሺܵሻ. Given the data 
generating process for the primary studies,  
 
ߚመଵሺݏሻ ൌ ߚଵሺݏሻ ൅ ሾሾ܆ሺݏሻᇱ܆ሺݏሻሿିଵ܆ሺݏሻᇱઽሺݏሻሿଵ                                                                                                ሺ7ሻ 
 
which are consistent and efficient estimates of the unknown parameters 
ߚଵሺ1ሻ, ߚଵሺ2ሻ, … , ߚଵሺܵሻ. These effect sizes have estimated variances ݒሺ1ሻ, ݒሺ2ሻ, … , ݒሺܵሻ. In 
study s, ݒሺݏሻ is the top left element of the matrix ߪොଶሺݏሻሾ܆ሺݏሻᇱ܆ሺݏሻሿିଵ with ߪොଶሺݏሻ ൌ
ሾ܍ሺݏሻᇱ܍ሺݏሻሿᇱ/ܰሺݏሻ,  and  ܍ሺݏሻ ൌ ܡሺݏሻ െ ܆ሺݏሻ઺෡ሺݏሻ is the vector of least square residuals. 
 MRA assumes that there are P known moderator (or predictor) variables 
ܯଵ, ܯଶ, … ܯ௉ that are related to the unknown parameters of interest ߚଵሺ1ሻ, ߚଵሺ2ሻ, … , ߚଵሺܵሻ  
via a linear model as follows: 
 
 ߚଵሺݏሻ ൌ ߛ଴ ൅ ߛଵܯ௦ଵ ൅ ڮ ൅ ߛ௉ܯ௦௉ ൅ ௦                                                                                       ሺ8ሻ 
 
in which ܯ௦௝  is the value of the jth moderator variable associated with effect size s and the s 
are independently and identically distributed random variables with mean 0 and variance  
߬ଶ (the between-studies variance). Thus, equation (8) allows for both observable 
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heterogeneity (in terms of observable moderator variables) and unobservable heterogeneity 
(represented by s).   
 Combining (7) and (8), the MRA model becomes 
 
 ߚመଵሺݏሻ ൌ ߛ଴ ൅ ߛଵܯ௦ଵ ൅ ڮ ߛ௉ܯௌ௉ ൅ ሼߟ௦ ൅ ሾሾ܆ሺݏሻᇱ܆ሺݏሻሿିଵ܆ሺݏሻᇱઽሺݏሻሿଵሽᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
                                                                                                                 ா௥௥௢௥ ்௘௥௠ ௢௙ ெோ஺
                                      ሺ9ሻ 
 
with the term in curly bracket being the error term of the MRA. The objective of MRA is to 
find estimates of ߛ଴, γଵ, … ߛ௉ that provide information on how observed estimates of the 
coefficients of the focus variable are linked to observed study characteristics. Typically, the 
meta-analyst observes for each s = 1,2, ..., S: ߚመଵሺݏሻ; its estimated variance 
ߪොଶሺݏሻሾሾ܆ሺݏሻᇱ܆ሺݏሻሿିଵሿଵଵ; the number of primary study observations ܰሺݏሻ, and information 
about the variables that make up ܆ሺݏሻ, possibly including means and variances, but not the 
actual data or the covariances between regressors.8 The P known moderator variables 
ܯଵ, ܯଶ, … ܯ௉ are assumed to capture information about the covariates and the estimation 
method in case the estimations were obtained by techniques other than OLS. Clearly, the 
error term in regression model (9) is heteroskedastic and generates a between-study variance 
due to ௦ and a within-study variance due to ሾሾ܆ሺݏሻᇱ܆ሺݏሻሿିଵ܆ሺݏሻᇱઽሺݏሻሿଵ. 
We apply two different estimation methods for equation (9).9: 
                                                            
8  If covariances are known, Becker and Wu (2007) suggest an MRA that pools estimates of all regression 
parameters, not just of the focus variable, and that can be estimated with feasible GLS.  
9 For robustness checks we also ran OLS and WLS regressions with standard errors clustered by primary study 
(with weights being the number of observations from each primary regression equation) and variables 
transformed to deviations from means, so that the estimated constant term becomes the estimated mean effect 
size. The results are reported in Table 12 in the Appendix.  
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a. Restricted Maximum Likelihood (REML): In REML the between-study 
variance is estimated by maximizing the residual (or restricted) log likelihood 
function and a WLS regression weighted by the sum of the between-study and 
within-study variances is conducted to obtain the estimated coefficients 
(Harbord & Higgins, 2008). The standard error does not enter as an individual 
variable into this specification.  
b. The publication bias corrected maximum likelihood procedure proposed by 
Hedges (1992) and outlined above. 
 
The results of estimation of equation (9) with the REML and Hedges estimators are shown in 
Table 10. All explanatory variables are transformed in deviations from their original means. 
We analyse the results separately for each category of variables. 
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Table 10. Estimation Results 
REML Hedges 
Exporter 
Infrastructure 
Importer 
Infrastructure 
Exporter 
Infrastructure 
Importer 
Infrastructure 
Methodology   
   
Model Accounts for Zero Trade Flows Selection (Heckman, Tobit, 
Probit) -0.103 -0.128 -0.108* 0.0888** 
 (0.0803) (0.143) (0.0629) (0.0371) 
Model Accounts for Endogeneity (IV-Based Estimation) 0.256** -0.0453 0.245*** -0.0187 
   (0.113) (0.111) (0.0949) (0.0194) 
Gravity Model -0.362 -0.347 
(0.346)   (0.296) 
The Point at Which the Trade is Measured   
  
Dependent Variable is Exports 0.410*** -0.117 0.345*** -0.126*** 
(0.143) (0.138) (0.115) (0.0366) 
Infrastructure Category   
  
Land Transport Infrastructure 0.197** 0.106 0.170*** 0.0743*** 
(0.0770) (0.0889) (0.0611) (0.0245) 
Maritime or Air Transport Infrastructure 0.0239 0.115 0.0413 0.0592** 
(0.0877) (0.117) (0.0691) (0.0254) 
Communication Infrastructure 0.0611 0.0591 0.0674 0.0555** 
(0.0901) (0.0835) (0.0727) (0.0229) 
Composite Measure (Index)   
Reference Dummy 
Development Level of the Economy in Which the Infrastructure 
is Located 
  
Developing Economy 0.229*** -0.138 0.169*** -0.00963 
(0.0705) (0.141) (0.0574) (0.0383) 
Developed Economy 0.163 -0.0547 0.122 -0.124*** 
(0.203) (0.132) (0.159) (0.0320)
Both  Types of Economies (Mixed Sample)   
 Reference Dummy      
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Table 10. (Cont'd) Estimation Results 
REML Hedges 
Exporter 
Infrastructure 
Importer 
Infrastructure 
Exporter 
Infrastructure 
Importer 
Infrastructure 
Sample Structure   
Sub-National or Firm Level -0.383 -0.474** -0.476** -0.495*** 
(0.269) (0.203) (0.204) (0.0550) 
Not Cross-Section 0.0661 0.190* 0.0951 0.161*** 
(0.111) (0.106) (0.0919) (0.0342) 
Model Specification   
  
Constrained Model 0.0469 0.314 -0.00682 0.0758 
(0.180) (0.281) (0.155) (0.0623) 
Estimation Excludes Other Infrastructure Categories 0.00950 0.255 0.0424 0.113** 
(0.150) (0.176) (0.126) (0.0506) 
Model Does not Control for Transit or Partner Infrastructure -0.188 0.644** -0.145 0.439*** 
(0.195) (0.296) (0.162) (0.0788) 
Equation Excludes Multilateral Resistances -0.126 0.0399 -0.0877 0.0474 
(0.134) (0.141) (0.106) (0.0360) 
Equation Excludes Income -0.535*   -0.379* 
(0.298)   (0.228) 
Tariffs or Trade Agreements Not Considered -0.291** 0.0943 -0.240** 0.130*** 
(0.130) (0.116) (0.104) (0.0265) 
Equation Excludes Spatial/Geographic Variables -0.0600 -0.105 -0.105 0.000848 
(0.116) (0.0923) (0.0946) (0.0161) 
Equation Excludes Education and Human Capital 0.0476 -0.911*** 0.131 -0.829*** 
(0.137) (0.282) (0.111) (0.0708) 
Population Not Considered 0.0466 0.0584 0.0289 0.101*** 
(0.0821) (0.0909) (0.0655) (0.0246) 
Governance Variable(s) Not Included -0.395*** -0.425*** -0.402*** -0.297*** 
(0.0902) (0.156) (0.0731) (0.0458)
Equation Excludes Exchange Rate 0.293*** 0.000271 0.281*** 0.00635 
(0.0964) (0.0852) (0.0779) (0.0150) 
Equation Excludes Colonial, Cultural, Linguistic Relations 0.0261 0.140 0.00984 0.0296 
   (0.179) (0.126) (0.158) (0.0463) 
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Table 10. (Cont'd) Estimation Results 
REML Hedges 
Exporter 
Infrastructure 
Importer 
Infrastructure 
Exporter 
Infrastructure 
Importer 
Infrastructure 
Nature of Publication   
  
Highly Ranked Journals -0.0261 0.316 -0.0129 0.122** 
(0.139) (0.240) (0.112) (0.0560) 
Advocacy 0.128 0.362 0.0650 0.115** 
(0.135) (0.245) (0.112) (0.0500) 
Constant 0.302*** 0.258*** 0.254*** 0.259*** 
(0.0242) (0.0721) (0.0199) (0.0191) 
Log-Likelihood 75.25 67.45 168.3 210.0 
τ 0.09 0.03 
Proportion of Between Study Variance Explained 0.40 0.66 
% Residual Variance Due to Heterogeneity 0.981 0.828 
  
Observations 237 142 237 142 
          
Standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 
 
 
(a) Methodology 
Results from estimation with the Hedges model suggest that studies that take zero trade 
flows into account by using Heckman sample selection, Tobit, or Probit models, on average, 
estimate a lower effect size for exporter infrastructure, and a higher effect size for importer 
infrastructure. For robustness checks, OLS and WLS estimates are reported in the Appendix. 
On the matter of sample selections, the results are not consistent across MRAs. In what 
follows, we will pay most attention to the results of the Hedges model since this is the only 
model that accounts for publication bias but emphasize those results that are found in the 
other MRAs as well.  
According to both the REML and Hedges results, studies that use instrumental 
variable methods to deal with potential endogeneity observe a larger impact of exporter 
infrastructure on trade. Consequently, econometric methodology can be seen as an important 
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study characteristic that affects the results. Not accounting for endogeneity of exporter 
infrastructure leads to an underestimation of its impact on trade. This is not the case for 
importer/consumer infrastructure. 
 
(b) The Point at Which the Trade is Measured 
In both the REML and Hedges estimations, the coefficient on the dummy Dependent 
Variable is Exports is significant and positive for exporter infrastructure, suggesting that own 
infrastructure has a greater impact when trade is measured by export data rather than by 
import data. This is also found in the OLS and WLS MRAs in the Appendix. As discussed in 
section 3, in a primary study where all bilateral trading partners would be included and all 
trade is measured with transaction costs included (cif), the two effect sizes ought to be equal. 
However, data on any trade flow may differ dependent on measurement at the point of 
shipment or at the point of importation. Moreover, as noted previously, trade matrices may 
square, such as in an analysis of developing country exports to developed countries. For the 
same variable, the Hedges model yields a significant and negative coefficient for importer 
infrastructure, suggesting that the impact of the infrastructure located in the importing 
economy is lower when measured with respect to the exports of its partner than with respect 
to its own imports.  
Using the Hedges model, we can predict the overall impacts of exporter/producer 
infrastructure and importer/consumer infrastructure by combining these coefficients with the 
constant terms, which measure the overall average effects. The results can be directly 
compared with the “raw” averages reported in Table 3. We get: 
- The own infrastructure of country i has an average effect size of 0.254+0.345=0.599 
on the exports of i; 
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- The own infrastructure of country i has an average effect size of 0.259 on the imports 
of i; 
- The infrastructure in the partner country j of the exporting country i has an average 
effect size of 0.254 on the imports of i;  
- The infrastructure in the partner country j of the exporting country i has an average 
effect size of 0.259-0.126=0.133 on the exports of i. 
We see that after controlling for heterogeneity and publication bias, the exporter 
infrastructure effect continues to be larger when measured with export data than with import 
data, (0.599 versus 0.254 above, compared with 0.50 and 0.15 respectively in Table 3), while 
for importer infrastructure the opposite is the case (0.133 versus 0.259 above, versus 0.22 and 
0.09 respectively in Table 3). The most important result from this analysis is that from any 
country perspective, the impact of own infrastructure on net trade (assuming roughly 
balanced gross trade) is 0.599-0.259=0.340. Alternatively, if we take the average of the 
exporter infrastructure elasticities 0.599 and 0.254, and subtract the average of the importer 
infrastructure elasticities (0.133 and 0.259), we get a net trade effect of 0.23. Averaging the 
calculations from both perspectives, an increase in own infrastructure by 1 per cent increases 
net trade by about 0.3 per cent. We address the macroeconomic implication of this finding in 
section 8. 
 
(c) Infrastructure Category 
Except the REML model for importer infrastructure, all our estimations suggest that land 
transport infrastructure is, on average, estimated to have a larger effect size on trade than the 
other infrastructure categories. The Hedges model suggest that maritime and air 
transportation infrastructure and communication infrastructure on the importer side are found 
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to yield higher average effect sizes compared to elasticities obtained from composite 
infrastructure indexes. 
 
(d) Development Level of the Economy in Which the Infrastructure is Located 
Both the REML and Hedges results suggest that exporter infrastructure matters more for 
trade if the exporting economy is developing rather than developed (also shown by the OLS 
model in the Appendix). This result was already noted previously and is commonly found in 
the literature. Moreover, importer infrastructure is less influential in trade when the importing 
economy is a developed one (also shown with the WLS model in the Appendix).  
 
(e) Sample Structure 
The Hedges, REML, OLS and WLS MRAs all suggest that estimates obtained in studies 
where the units of analysis were sub-regional or firm level, a lower infrastructure elasticity of 
trade has been observed importer infrastructure. The same is found for exporter 
infrastructure, but only in the Hedges model. Sub-regional samples force the location where 
trade takes place and the location of infrastructure to be measured spatially more closer to 
one another. Therefore, such samples do not capture spillovers to the rest of the economy.  
The negative result on the variable Sub-National or Firm Level suggests that the estimated 
macro effects are larger than the micro effects. 
 
(f) Model Specification 
The dummy variables are defined such that they are equal to unity when a particular 
covariate has been omitted from the primary regression. Consequently, the coefficients 
provide an explicit measure of omitted variable bias. The Hedges model results show some 
evidence that estimations which do not control for other infrastructure types (for example, if 
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only road infrastructure is considered), the impact of importer infrastructure on trade is likely 
to be overestimated. The REML and Hedges models suggest that similar positive omitted 
variable bias arises for the importer infrastructure elasticity of trade when exporter 
infrastructure is not jointly considered (this is also found in the OLS and WLS MRAs). 
Both models also suggest that excluding income and tariff or trade agreement variables 
can bias the estimate on exporter infrastructure downwards, while based on the Hedges 
results, an upward bias for importer infrastructure can result if tariffs or trade agreements are 
not controlled for. Both models suggest that omitting variables for education or human capital 
can cause a downward bias in the estimation of the importer infrastructure elasticity of trade 
(also found in the OLS and WLS MRAs). The same can be said for the estimation of both the 
exporter and importer infrastructure effect size based on the results of both models if 
governance-related variables such as rule of law and corruption are omitted. Not considering 
population can cause the effect size of importer elasticity to be overestimated according to the 
Hedges results. Omitting the exchange rate in the trade regression leads to upward bias in the 
estimate for exporter infrastructure (also confirmed by the OLS and WLS MRAs). 
 
 
(g) Nature of Publication 
Some evidence is provided by the Hedges model that studies which were published in 
highly ranked journals have estimated a larger effect size of importer infrastructure compared 
to other studies. A similar result is also the case for the advocacy variable: research published 
by institutes with potential advocacy motives for announcing a larger infrastructure effect 
have estimated, on average, a higher effect size for importer infrastructure. All advocacy 
coefficients are positive, but for exporter infrastructure, only the WLS one in the Appendix is 
statistically significant. 
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(h) Model Prediction 
A final useful exercise is to consider the goodness of fit of an MRA with respect to the set 
of effect sizes reported in the original studies. For this purpose we predicted for each study 
the mean squared error (MSE) of the comparison between the observed effect sizes and those 
predicted by the REML model (predictions by the Hedges model are more cumbersome). For 
each study, the MSE is reported in Table 11a for exporter infrastructure and Table 11b for 
importer infrastructure. Among the studies that contributed to both MRAs, the REML 
describes the studies of Raballand (2003), Grigoriou (2007), Bandyopadhyay (1999), Carrere 
(2006) and Brun et al. (2005) really well. On the other hand, the studies of Iwanow & 
Kirkpatrick (2009), Fujimura & Edmonds (2006) and Marquez-Ramos & Martinez-Zarzoso 
(2005) yielded results that were not closely aligned with what the REML MRAs suggested. 
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Table 11a. Ranking of the Studies by their  Mean Squared 
Errors: Exporter Infrastructure 
Author MSE 
Kurmanalieva & Parpiev (2008) 0.002
Brun et al. (2005) 0.005
Raballand (2003) 0.023
Bandyopadhyay (1999) 0.043
Persson (2007) 0.053
Carrere (2006) 0.058
Nordas & Piermartini (2004) 0.063
Elbadawi (1999) 0.087
Francois & Manchin (2007) 0.111
Grigoriou (2007) 0.151
Nijnkeu et al. (2008) 0.167
Wilson et al. (2004) 0.202
Martinez-Zarzoso & Nowak-Lehmann (2003) 0.211
Fujimura & Edmonds (2006) 0.389
Ninkovic (2009) 0.442
De (2007) 0.445
UNECA (2010) 0.518
Vijil &Wagner (2012) 0.925
Portugal-Perrez & Wilson (2012) 1.014
Ramos &Zarzoso (2005) 1.047
Iwanow & Kirkpatrick (2007) 1.969
Bouet et al. (2008) 2.013
Elbadawi et al. (2006) 7.348
Granato (2008) 7.727
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Table 11b. Ranking of the  Studies by their  Mean Squared 
Errors: Importer Infrastructure 
Author MSE 
Raballand (2003) 0.000
Grigoriou (2007) 0.006
Bandyopadhyay (1999) 0.012
Carrere (2006) 0.012
Jansen & Nordas (2004) 0.014
Brun et al. (2005) 0.016
Martinez-Zarzoso & Nowak Lehmann (2003) 0.020
Wilson et al. (2004) 0.026
Nordas & Piermartini (2004) 0.067
Kurmanalieva & Parpiev (2008) 0.116
Persson (2007) 0.118
De (2007) 0.147
Nijnkeu et al. (2008) 0.149
Iwanow & Kirkpatrick (2009) 0.461
Fujimura & Edmonds (2006) 0.541
Ramos & Zarzoso (2005) 0.541
Lawless (2010) 0.672
 
 
8. CONCLUDING REMARKS 
 In this study we have applied meta-analytic techniques to estimate the impact of 
exporter and importer infrastructure on trade and to examine the factors that influence the 
estimated elasticities of this impact. The initial dataset consisted of 542 estimates obtained 
from 36 primary studies. We observe evidence that publication (or file drawer) bias exists in 
this strand of literature in question and apply the Hedges publication bias procedure. 
 The key result of our research is that the own infrastructure elasticity of the exports of 
a country is about 0.6 and own infrastructure elasticity on the imports of a country is about 
0.3. This finding suggests that an expansion of trade infrastructure may have an attractive 
return through its impact on the external trade balance.  
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This result can be further elaborated. Assume that in a given economy, infrastructure 
is valued at about 50 per cent of GDP.10 The resource cost of a 1 per cent increase in 
infrastructure would be therefore about 0.5 per cent of GDP. The Hedges MRA results 
suggest that such an increase in infrastructure will increase exports by about 0.6 per cent and 
imports by about 0.3 per cent. Starting from a situation of exports and imports being of 
similar magnitude, net exports will then increase by about 0.3 per cent of the value of 
exports. The impact of this on GDP clearly depends on the openness of the economy (as 
measured by the exports to GDP ratio) and the short-run and long-run general equilibrium 
consequences. In turn, these will depend on the assumptions made and the analytical 
framework adopted. In any case, even under conservative assumptions the additional 
infrastructure is likely to have an expansionary impact in the short-run (although the size of 
any multiplier remains debated, see e.g. Owyang et al. 2013) but also in the long-run through 
increasing external trade. For reasonable discount rates and sufficiently open economies, it is 
easy to construct examples that yield attractive benefit-cost ratios for such infrastructure 
investment. Additionally, it has often been argued that such an expansionary policy may yield 
further productivity improvements. 
 The question remains of course what causes this differential impact of infrastructure 
on exports vis-à-vis imports. Consider the export demand function as presented by Anderson 
and van Wincoop (2003): 
 
ݔ௜௝ ൌ ቆߚ௜݌௜ݐ௜௝௝ܲ ቇ
ሺଵିఙሻ
ݕ௝                                                               ሺ10ሻ 
                                                            
10 This is a fairly conservative estimate that refers, for example, to the case of Canada. The McKinsey (2013) 
report suggest that infrastructure is valued at around 70 per cent of GDP. 
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Equation (10) implies that a decline in t due to improved infrastructure raises the demand for 
a country i’s (or region’s) exports.  Given that an exporting firm is a price taker in the foreign 
market and bears the transportation costs to compete there, increases in the stock or quality of 
origin infrastructure raise the profitability of exports to all possible destinations. On the other 
hand, from the point of view of a foreign firm that supplies imports to country i, this 
infrastructure enhancement in the home economy lowers the cost of transportation to one 
destination only. Thus, an increase in infrastructure affects all exports of the local firm but it 
affects only a proportion of the exports of foreign firm. Because imports may be more income 
elastic than price elastic, the effect of the decrease in the price of imports (which already 
included the foreign freight and insurance) relative to the domestic price will be small. 
Consequently, the change in infrastructure in country i impacts the behaviour of the foreign 
firm that produces the imports less than that of the domestic firm that produces exports 
(assuming the infrastructure in other countries remained constant). Therefore, the marginal 
impact is at least initially larger on exports than on imports. 
 Moreover, there may also be structural asymmetries and intangible aspects adding to 
this difference in the exporter and importer infrastructure elasticities of trade.  Infrastructure 
may be tailored more towards exports and not be neutral to the direction of trade. Even if the 
quality and stock of infrastructure is identical, the way it is utilized may differ between 
incoming and outgoing traffic of goods. Differences between the two functions of the same 
infrastructure can be due to choices such as the amount of personnel allocated or prices 
charged for infrastructure utilization. Another possibility that causes this asymmetry may be 
due to political factors. If exporters have politically more lobbying power than importers, 
new infrastructure approved by governments may be biased to benefit exporters more than 
46 
 
importers. The literature would therefore benefit from further research on microeconomic 
mechanisms that yield the “stylized facts” that we have uncovered in this meta-analysis. 
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Appendix 
Table 12. Robustness Analysis 
OLS on Deviations from the Mean 
WLS on Deviations from the Mean 
(Weighted by the Number of 
Observations In the Primary Study) 
Exporter 
Infrastructure 
Importer 
Infrastructure 
Exporter 
Infrastructure 
Importer 
Infrastructure 
Methodology   
   
Model Accounts for Zero Trade Flows Selection (Heckman, 
Tobit, Probit) -0.104 -0.459** -0.0367 -0.890** 
(0.0882) (0.193) (0.0398) (0.310) 
Model Accounts for Endogeneity (IV-Based Estimation) 0.362*** 0.0267 -0.0718 -0.0179 
(0.124) (0.180) (0.0867) (0.0110) 
Gravity Model -0.188 0.777 
(0.383)   (0.708) 
The Point at Which the Trade is Measured   
  
Dependent Variable is Exports 0.324** -0.151 0.765*** 0.118 
(0.161) (0.230) (0.139) (0.214)
Infrastructure Category   
  
Land Transport Infrastructure 0.194** 0.112 0.0540 0.181 
(0.0887) (0.133) (0.109) (0.117) 
Maritime or Air Transport Infrastructure -0.000187 0.104 0.0960 0.101 
(0.100) (0.173) (0.0821) (0.1000) 
Communication Infrastructure 0.0491 0.0377 0.0754 0.0307 
(0.102) (0.125) (0.0885) (0.0896) 
Composite Measure (Index)   
Reference Dummy 
Development Level of the Economy in Which the 
Infrastructure is Located   
Developing Economy 0.208** -0.0880 0.0501 0.0538 
(0.0821) (0.200) (0.0648) (0.0715) 
Developed Economy 0.0896 0.0456 -0.158 -0.0265* 
(0.235) (0.206) (0.202) (0.0141) 
Both  Types of Economies (Mixed Sample)   
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 Reference Dummy      
Table 12. (Cont'd) Robustness Analysis 
OLS on Deviations from the Mean 
WLS on Deviations from the Mean 
(Weighted by the Number of 
Observations In the Primary Study) 
Exporter 
Infrastructure 
Importer 
Infrastructure 
Exporter 
Infrastructure 
Importer 
Infrastructure 
Sample Structure   
Sub-National or Firm Level 0.248 -0.584* -0.0829 -0.713* 
(0.256) (0.332) (0.649) (0.377) 
Not Cross-Section 0.0339 0.197 0.226* 0.259* 
(0.124) (0.156) (0.119) (0.138) 
Model Specification   
  
Constrained Model 0.0584 0.738* 0.312 0.371 
(0.192) (0.441) (0.216) (0.385) 
Estimation Excludes Other Infrastructure Categories -0.0766 0.263 0.144 0.208 
(0.164) (0.225) (0.129) (0.216) 
Model Does not Control for Transit or Partner 
Infrastructure -0.137 1.255*** -0.104 0.962** 
(0.214) (0.448) (0.186) (0.339)
Equation Excludes Multilateral Resistances -0.0337 0.149 0.0469 -0.104 
(0.152) (0.236) (0.200) (0.245) 
Equation Excludes Income -0.352   0.349 
(0.343)   (0.665) 
Tariffs or Trade Agreements Not Considered -0.395*** -0.0598 0.101 0.0605**
(0.138) (0.167) (0.0760) (0.0247) 
Equation Excludes Spatial/Geographic Variables 0.122 -0.191 -0.192 -0.152 
(0.124) (0.133) (0.247) (0.0916) 
Equation Excludes Education and Human Capital 0.0240 -1.276*** 0.614*** -1.044*** 
(0.160) (0.465) (0.121) (0.270) 
Population Not Considered 0.124 0.0224 0.0330 0.0188 
(0.0911) (0.143) (0.0811) (0.0430) 
Governance Variable(s) Not Included -0.406*** -0.271 0.0216 -0.458** 
(0.107) (0.237) (0.0667) (0.187) 
Equation Excludes Exchange Rate 0.316*** 0.0161 0.123* 0.0225 
(0.114) (0.151) (0.0612) (0.0247) 
Equation Excludes Colonial, Cultural, Linguistic Relations 0.00978 0.184 -0.0238 -0.0107 
   (0.193) (0.169) (0.118) (0.0858) 
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Table 12. (Cont'd) Robustness Analysis 
OLS on Deviations from the Mean
WLS on Deviations from the Mean 
(Weighted by the Number of 
Observations In the Primary Study)
Exporter 
Infrastructure 
Importer 
Infrastructure 
Exporter 
Infrastructure 
Importer 
Infrastructure 
Nature of Publication   
  
Highly Ranked Journals 0.00919 0.692* 0.307 0.290 
(0.158) (0.377) (0.200) (0.287) 
Advocacy 0.151 0.825** 0.382** 0.434 
(0.152) (0.399) (0.155) (0.285) 
Constant 0.329*** 0.365*** 0.394*** 0.312*** 
(0.0272) (0.103) (0.0600) (0.0910) 
R-Squared 0.41 0.33 0.58 0.77 
  
Observations 237 142 237 142 
          
Standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 
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