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Abstract
This paper presents a survey of the mathematical tools used for the analysis of cellular neural networks (CNNs).
Stability of such dynamical systems is proved by use of Lyapunov function method. Another method for investigation of
equilibrium points and their stability is topological degree method. Bifurcations and chaos are studied for cellular neural
networks. Approximations of some PDEs via CNN are presented. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Since its invention in 1988 [4,5] | 10 years ago, the investigation of cellular neural networks
(CNNs) has evolved to cover a very broad class of problems and frameworks [3]. Many researchers
have made signicant contributions to the study of CNN phenomena using dierent mathematical
tools [17{21,28{30]. CNN is simply an analogue dynamic processor array, made of cells, which
contain linear capacitors, linear resistors, linear and nonlinear controlled sources. Let us consider a
two-dimensional grid with 3 3 neighborhood system as is shown in Fig. 1.
The squares are the circuit units-cells, and the links between the cells indicate that there are
interactions between linked cells. One of the key features of a CNN is that the individual cells
are nonlinear dynamical systems, but that the coupling between them is linear. Roughly speaking,
one could say that these arrays are nonlinear but have a linear spatial structure, which makes the
use of techniques for their investigation common in engineering or physics attractive.
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Fig. 1.
We will give the general denition of a CNN which follows the original one [4]:
Denition 1. The CNN is a
(a) 2-, 3-, or n-dimensional array of
(b) mainly identical dynamical systems, called cells, which satises two properties:
(c) most interactions are local within a nite radius r, and
(d) all state variables are continuous-valued signals.
Denition 2. An M M cellular neural network is dened mathematically by four specications:
(1) CNN cell dynamics;
(2) CNN synaptic law which represents the interactions (spatial coupling) within the neighbor cells;
(3) Boundary conditions;
(4) Initial conditions.
Remark. (1) The space variable is always discretized and the time variable t may be continuous
or discrete.
(2) The interconnection between cells is usually represented by the cloning template which may
be a nonlinear function of state x, output y, and input u of each cell, within the neighborhood Nr
of radius r [4]. Moreover, the cloning template has geometrical meaning which we can exploit to
provide the geometric insights and simple design methods.
In this paper we present some of the mathematical tools for studying CNNs, as well as an
application of CNNs in the investigation of the three basic types of partial dierential equations:
reaction{diusion equation, the Laplace equation, and the wave equation. In Section 2 the main
types of dierential equations describing the state and the output of CNNs are considered. Section
3 deals with the stability of a typical CNN [4]. When all state trajectories of a CNN converge
toward equilibrium points, an idea borrowed from physics and signal processing is to analyze them
in spatial frequency domain. The array is viewed as a spatial digital lter, the coupling template
parameters being the coecients of a spatial innite impulse response lter. Until the nonlinearity
begins to modify signicantly the states, this analysis is very accurate. Afterwards, it will depend on
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the type of template parameters. In Section 4 degree theory is applied in the analysis of nonlinear
CNNs. In Section 5 we prove the loss of stability and the appearance of a limit cycle and a strange
attractor. Section 6 shows how CNNs simulate the well-known PDEs by some useful examples.
2. The main types of dierential equations describing CNNs
Suppose for simplicity that the processing elements of a CNN are arranged on a two-dimensional
(2-D) grid (Fig. 1). Then the dynamics of a CNN, in general, can be described by
_xij(t) =−xij(t) +
X
C(kl)2Nr(ij)
~Aij; kl(ykl(t); yij(t)) +
X
C(kl)2Nr(ij)
~Bij; kl(ukl; uij) + Iij; (2.1)
yij(t) = f(xij); 16i6M; 16j6M; (2.2)
where xij; yij; uij refer to the state, output and input voltage of a cell C(i; j); C(ij) refers to a grid
point associated with a cell on the 2-D grid, C(kl) 2 Nr(ij) is a grid point (cell) in the neighborhood
within a radius r of the cell C(ij), Iij is an independent current sourse. ~A and ~B are nonlinear cloning
templates, which specify the interactions between each cell and all its neighbor cells in terms of
their input, state, and output variables. In [23,25] the templates are considered to be in the following
more general form:
~A=
2
64
0 p1 0
p2 2 p2
0 p1 0
3
75 ; ~B=
2
64
0 0 0
p3 1 p3
0 0 0
3
75
with p1 = c1yklyij; p2 = c2[exp(ykl − 1)]; p3 = c3(ukl − uij) in order to assure the stability of the
nonlinear CNN. Moreover, ~A and ~B are called in [4] feedback and control operators.
Some useful output functions f are
 piece-wise linear sigmoid 1 function [4]:
f(xij) = 12(jxij − 1j − jxij + 1j); (2.3)
 piece-wise linear sigmoid function with [0,1] output [25]:
f(xij) =
8>><
>>:
0; xij < 1
xij; 06xij61
1; xij > 1
; (2.4)
 nonlinear function [12]:
f(xij) =
2
 tan
−1

2
Kxij

; (2.5)
etc.
1 Sigmoid function has the following properties yij = f(xij), i.e. jf(xij)j6c = const:, and (df(xij)=dxij)>0.
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In [23,25] more general output function with its own dynamics is proposed:
_y ij =−yij + f(xij) (2.6)
as a higher-order dynamical system.
In [6,9,23] delay template elements contribute two additional terms:X
C(kl)2Nr(ij)
Aij; klykl(t − ) +
X
C(kl)2Nr(ij)
Bij; klukl(t − ): (2.7)
In the case of single variable ~A and ~B, the linear (space-invariant) cloning templates are repre-
sented by the following additive terms [4,5]:X
C(kl)2Nr(ij)
Aij; klykl(t) +
X
C(kl)2Nr(ij)
Bij; klukl(t): (2.8)
In this case, when the template is space-invariant, each cell is described by simple identical
cloning templates dened by two real matrices A and B. Continuous input(output) signal values are
presented by values in the range [− 1; 1] or [0,1].
Without loss of generality, we can assume [4,5]:
juij(t)j61; jxij(0)j61: (2.9)
It has been shown [23], that for constraints (2.9), the range of dynamics of a CNN is bounded
for all time t > 0 and the bound xmax can be calculated in terms of the cloning templates:
xmax = maxfjxijjg=
X
C(kl)2Nr(ij)
j ~Aij; kl(ykl(t); yij(t))j+
X
C(kl)2Nr(ij)
j ~Bij; kl(ukl(t); uij(t))j+ jIijj: (2.10)
Now in terms of Denition 2 we can make a generalization of the above dynamical systems
describing CNNs. For a general CNN whose cells are made of time-invariant circuit elements, each
cell C(ij) is characterized by its CNN cell dynamics
_xij =−g(xij; uij; I sij); (2.11)
where xij 2 Rm, uij is usualy a scalar. In most cases, the interactions (spatial coupling) with the
neighbor cell C(i + k; j + l) are specied by a CNN synaptic law
I sij = Aij; klxi+k; j+l + ~Aij; kl  fkl(xij; xi+k; j+l) + ~Bij; kl  ui+k; j+l(t): (2.12)
The rst term Aij; klxi+k; j+l of (2.12) is simply a linear feedback of the states of the neighborhood
nodes. The second term provides an arbitrary nonlinear coupling, and the third term accounts for the
contributions from the external inputs of each neighbor cell that is located in the Nr neighborhood.
The following three types of boundary conditions are typical for a CNN:
(1) Fixed (Dirichlet) boundary condition:
x0  v0 = E1;
xM+1  vM+1 = E2: (2.13)
Here CNN is simply clamped at its ends to some xed potentials E1; E2 (say at ground potentials
E1 = E2 = 0); v0 is the voltage of the left-most node, vM+1 is the voltage of the right-most node.
(2) Zero-ux (Neumann) boundary conditions:
x0  v0 = v1;
xM+1  vM+1 = vM : (2.14)
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(3) Periodic (ring) boundary conditions:
x0  v0 = vM ;
xM+1  vM+1 = v1: (2.15)
3. Stability of CNNs
One application of CNNs is in image processing [5]. The basic function of a CNN for image
processing is to map or transform an input image into a corresponding output image. This means that
our CNN must always converge to a constant steady state. How can we guarantee the convergence
of CNNs? One of the most eective techniques for analyzing the convergence properties of dynamic
nonlinear circuits is Lyapunov’s method [7].
In [14] a special case of Lyapunov function was given for the dynamics (2.11) of the form
g = −ci xi + Pj Tijg(xj), where [Tij] is a constant symmetric matrix and g0>0. The constructed
Lyapunov function:
V =−1
2
X
i
ci x2i +
1
2
X
jk
Tjkg(xj)g(xk); (3.1)
in Hopeld’s electrical circuit interpretation is exactly the energy.
In [4,5] the following energy function was dened for CNN (2.8) with linear cloning templates:
E(t) =−1
2
X
ij
X
kl
Aij; klyij(t)ykl(t) +
1
2
X
ij
y2ij(t)−
X
ij
X
kl
Bij; klyij(t)ukl −
X
ij
Iyij(t): (3.2)
Then, it is proved that E(t) is bounded and it is a monotone decreasing function, hence E(t)
converges to a limit and its derivative converges to 0
lim
t!1E(t) = const:; limt!1
dE(t)
dt
= 0: (3.3)
Therefore, the following theorem is true [4]:
Theorem 3. After the transient of a CNN has decayed to zero; we always obtain a constant DC
output. In other words; we have
lim
t!1yij(t) = const:; 16i6M; 16j6M: (3.4)
Such kind of stability is referred to us as a complete stability, in the sense that every trajectory
tends to an equilibrium point. This result is proved for any sigmoid function yij = f(xij), i.e.,
jf(xij)j6c= const:, and (df(xij)=dxij)>0 [4].
In [6,9] delay CNNs (2.7) are studied with the following state equation:
_x(t) =−x(t) + A0y(t) + A1y(t − ) + Bu(t) + I; (3.5)
where the state vector x is produced by lining up every row of the cell states in a sequence, i.e.,
x 2 RM:M . Let, Q = D(A0 + A1 − I) be a symmetric matrix, where D is a positive diagonal matrix
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such that DA0 and DA1 are symmetric matrices. In this case, the following Lyapunov functional is
constructed in order to prove the complete stability of CNN:
V (xt) = y0(t)Qy(t)−
Z 0
−
[y0(t +)− y0(t)]A01F()A1[y(t +)− y(t)] d: (3.6)
If the output function y = f(x) is nonlinear and nonmonotonic function, for example (2.5),
Gaussian or inverse Gaussian function, satisfying the Lipschitz condition, then the Lyapunov function
of type
V (t) = x0(t)Qx(t) +
Z x
0
f0( ) d (3.7)
has been introduced [9] to prove the complete stability of CNN with templates (2.8). In (3.7),
Q = −(2A)−1 is a symmetric matrix and the integral is taken along any paths terminating at the
point x.
4. Application of degree theory in the analysis of nonlinear CNNs
Degree theory provides a fairly general and unied approach for analyzing a large class of prac-
tical networks. This technique is very useful for obtaining interesting results on the equilibrium
congurations, concerning aspects such as equilibrium existence, location and stability of the equi-
librium points.
Let us consider a nonlinear CNN (2.1) written in the following form:
dx
dt
=−x(t) + A(f(x)) + Bu+ I; (4.1)
where the cell state vector x 2 Rn; n=M:M , and xk def= xij; 16k6n; 16i6M; 16j6M ,
A(f) =
2
64
f11 : : : f1n
...
fn1 : : : fnn
3
75 ; fkl = a^klykyl ;  2 N; 16k; l6n;
where y is the output function which is supposed to belong to the class of sigmoid functions dened
above. With u we denote the input of the network, I is the oset of cells, B is usually a spares
matrix containing the template coecients at proper places, and they are assumed to be constant.
Denition 4. An equilibrium point of the CNN (4.1) is a point x 2 Rn such that
F(x) =−x + A(f(x)) + Bu+ I = 0: (4.2)
The hypothesis of boundedness of the output y implies that the vector eld F(x) :Rn ! Rn is a
C1 mapping. Let D be a bounded, open subset of Rn; @D denotes the boundary of D; D denotes
the closure of D; C( D) refers to the space of all continuous functions dened on D that map into
Rn.
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Denition 5. The index of an equilibrium point x of F(x); IF(x) is given by8>><
>>:
+1 if j @F@x j x > 0;
0 if j @f@x j x = 0;
−1 if j @F@x j x < 0:
(4.3)
Denition 6. The degree of F with respect to D; d(F; 0; D), is dened as the algebraic number of
solutions of F(x) = 0, that is
d(F; 0; D) =
X
x2D
IF(x): (4.4)
Now we will give a denition for a structurally stable equilibrium point. The reason is that only
structurally stable equilibria have a physical meaning in the CNN circuits.
Denition 7. An equilibrium point x of F is said to be structurally stable if for any > 0, there
exists > 0 such that there is at least one equilibrium point in the set fx: k x− x k <g for any
F 2 C( D) with k F − F k <.
The following two properties are very important in order to nd the number of equilibrium points
and to prove their structural stability.
Property 8. An isolated equilibrium point is structurally stable if and only if its index is nonzero.
Proof of this property is given in [2,8].
Property 9. If the Jacobian JF of F is nonsingular at any equilibrium point of (4.1), then (4.1) has
an odd number of structurally stable equilibrium points [8].
Remark. The interesting consequence of Property 1 is that there is at least one equilibrium point
for the CNN.
Now we will prove that if there are 2m+1 (odd) number of structurally stable equilibrium points,
m of them are unstable, and the rest m+ 1 are either stable or unstable.
Because of the uniform piecewise-linear output of each cell of a CNN it is better to divide
n-dimensional Euclidean space into dierent types of regions. Using this approach, we can specify
the number of stable and unstable equilibrium points in each region [11].
Denition 10 (Stability region). A CNN dened by (4.1) is said to be operating in a stability region
(SR) if all its state variables satisfy
SR = fx 2 Rn; jxij>1; for i = 1; : : : ; ng (4.5)
and every state variable in this region has the same sign, i.e., if x1 2 SR; x2 2 SR, then f(x1) −
f(x2) = 0.
394 A. Slavova / Journal of Computational and Applied Mathematics 114 (2000) 387{404
Denition 11 (Nonlinear region). A CNN dened by (4.1) is operating in nonlinear region (NR)
if
NR = fx 2 Rn; jxij< 1; for i = 1; : : : ; ng: (4.6)
It is obvious that the nonlinear region is a hypercube which is centered around the origin.
Denition 12 (Partial stability region). Let N=f1; 2; : : : ; ng; U N; V =N=U , with U 6= ;; V 6= ;.
A CNN dened by (4.1) is working in partial stability region (PSR) if all state variables satisfy
PSR = fx 2 Rn; jxij>1; jxij< 1; i 2 U; j 2 Vg (4.7)
and they should have the same sign in this region, or in other words, if x1 2 PSR; x2 2 PSR; i 2 U ,
then f(x1i)− f(x2i) = 0.
Theorem 13. In one stability region (SR) there is at most only one equilibrium point.
Proof of this theorem follows from the proof of Property 9.
Theorem 14. If the Jacobian matrix JF is nonsingular at any equilibrium point in SR; then m of
2m+ 1 equilibrium points are stable.
Theorem 15. In NR and PSR there are m+ 1 either unstable or stable equilibrium points.
Remarks. (1) The above results give us an information about the geometric structure of the vector
eld dening a CNN model by showing basic qualitative properties of the equilibrium conguration.
(2) Main results (Theorems 14 and 15) [28] imply that almost half of the CNN equilibrium points
are unstable. This property shows the importance of unstable equilibria, as well as the approach of
dividing the Euclidean space into three dierent regions | SR, NR and PSR, for the formation of
the boundaries of an attraction domain for the stable equilibria.
5. Bifurcation, periodic solutions and chaos in CNNs
CNNs are complex nonlinear dynamical systems, and therefore one can expect interesting phe-
nomena like bifurcations and chaos to occur in such nets. In [31] it was shown that as the cell
self-feedback coecients are changed to a critical value, a CNN with opposite-sign template may
change from stable to unstable. Roughly speaking, this phenomenon arises as the loss of stability
and the birth of a limit cycles. Moreover, the appearance of a strange attractor in a periodically
driven two-cell CNN have been reported in [31]. In a three-cell autonomous CNN this attractor has
properties similar to the double scroll attractor [32].
Consider a CNN described by the normalized system equations:
dx()
d
=−x() + Ay() + Bu+ I = F(x): (5.1)
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The state vector x is produced by lining up every row of the cell states in sequence, then we
have x 2 Rn, n=M:M and the relation xk to xij is given by [31]
xk = xij=Vsat; i = ((k − 1)div M) + 1; j = ((k − 1)modM) + 1;
Vsat is the saturation voltage of the cell. The vector u is the input of the network, I is the oset of
cells, both are assumed to be constant, A and B are usually sparse matrices with a banded structure
containing the template coecients at proper places. In [31] the output y 2 Rn is a piece-wise linear
sigmoid function (2.3). For the analysis of the dynamical system (5.1), the stability properties of
its equilibrium points should be investigated. An associated linear system in the sucient small
neighborhood of an equilibrium point x of (5.1) can be given by
dz
dt
=DF(x)z; (5.2)
where z = x − x, and DF(x) = J is known as the Jacobian matrix of the equilibrium point and can
be computed by
Jij =
@Fi
@xj

x=x
: (5.3)
According to the stability theory of dynamical systems [13] it is well known that if all eigenvalues
of J have negative real parts, then the equilibrium point x = x is asymptotically stable. On the
contrary, if one of the eigenvalues of J has a positive real part, then the equilibrium point x is
unstable. In general, if none of the eigenvalues of J have zero real part, then the equilibrium point
x is hyperbolic.
In [25], the following very useful theorems concerning the stability of the equilibrium point x in
each of the regions, dened in the previous Section 4 have been proved:
Theorem 16. If there is an equilibrium point in SR; then the whole region belongs to the basin
of attraction of an equilibrium point. In other words; any trajectory within this SR will converge
asymptotically to the corresponding unique equilibrium point.
Proof. Suppose that x 2 SR and having in mind that y is constant in it, let us consider the following
Lyapunov function (e.g., the energy function in fact):
E(x) =
1
2
(x − x)T(x − x) = 1
2
nX
i=1
(xi − xi)2: (5.4)
Its derivative in SR is
_E(x) = (x − x)T( _x) = (x − x)T(−x + Ay+ Bu+ I)
= (x − x)T(−x + x) =−(x − x)T(x − x)
−
nX
i=1
(xi − xi)260;
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which holds only if x= x. Then according to the Lyapunov stability theorem [13], any x 2 SR will
converge asymptotically to the unique equilibrium point x in this region.
Remark. If there is no equilibrium point in SR, any trajectory will exit the region because
x(t) = x(0)e−t +
Z t
0
e−(t−)(Ay+ Bu+ I) d
= x(0)e−t + (1− e−t)(Ay+ Bu+ I):
This simple dynamics allows no oscillation or chaotic behavior within SR.
Theorem 17. If aii > 1 (aii = A(ij; ij)); 16i6n; then any equilibrium point in NR is unstable.
Proof. To prove this theorem we need only to prove that any equilibrium point in NR has at least
one eigenvalue with positive real part.
First, let us consider an equilibrium point x in NR, then its Jacobian satises
J = A− I:
The sum of eigenvalues of J is then equal the trace of A− I :
nX
i=1
i = trace(A− I) =
nX
i=1
(aii − 1)> 0: (5.5)
It follows that there is at least one eigenvalue k of J which real part satises:
Re(i)> 0:
In [26], the dynamical system (5.1), is considered in the case when the output y is allowed to
exhibit hysteresis. In other words, the hysteresis output y= h(x) is a real functional determined by
an \upper" function hU and a \lower" function hL (Fig. 2).
The functions hU and hL are real-valued piece-wise continuous, dierentiable functions. Moreover,
h(x) is odd in the sense that
hU(x) =−hL(x) (5.6)
and also hU = hL for jxj suciently large.
Then the analogous theorems are proved for the stability of the equilibrium points in SR and in
NR. In that case NR is denoted as Hysteresis region HR (Fig. 3).
Moreover, in [26] there is no condition on the elements of the matrix A.
In [31] the following two-cell autonomous CNN with opposite-sign template is considered:
_x1 =− x1 + pf (x1)− sf (x2);
_x2 =− x2 + sf (x1) + pf (x2);
(5.7)
where p> 1; s> 0; f is piece-wise linear function (2.3). In this system, Hopf-like bifurcation
has been found, at which the ow around the origin (equilibrium point of (5.7)) changes from
asymptotically stable to periodic.
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Fig. 2. Hysteresis nonlinearity.
Fig. 3. (SR) stability region, (HR) hysteresis region, (PSR) partial stability region.
Let us rewrite (5.7) in the following form:
_x1 =F1(x1; x2; ) =−x1 + (1 + )f(x1)− sf (x2);
_x2 =F2(x1; x2; ) =−x2 + sf (x1) + (1 + )f(x2);
(5.8)
where assume that p− 1 =  2 (−; ), > 0, s> 0.
Obviously (5.8) has always an equilibrium point at x = 0. The Jacobian matrix is given as
J0 = DF(0; ) =

 −s
+s 

:
398 A. Slavova / Journal of Computational and Applied Mathematics 114 (2000) 387{404
The following result concerning the global bifurcation has been proved in [31]:
Theorem 18. For system (5:8):
(1)  = 1 = s is a global bifurcation point of the system in which new equilibria are created;
(2) for  2 (2; 1 ) with 0<2<1 there is a stable limit cycle surrounding the origin;
(3) for  2 (1 ; 3) with 3>1 although the origin is an unstable focus, the network is com-
pletely stable; almost all solutions tend to one of the stable equilbria created in this bifurca-
tion.
In [27] an analogous two cell autonomous CNN has been considered where f(x)=x3=3−x. Then
the following theorem can be proved [27]:
Theorem 19. For the two-cell CNN (5:8) with f(x) = x3=3− x:
(i) ==0 is a bifurcation point of the system. This is a local bifurcation of the only system
equilibrium;
(ii) for  2 (−2; ) the origin is a stable focus;
(iii) for  2 (1;−2); some 1<− 2< the origin is an unstable focus surrounded by a stable
limit cycle.
In [32] a chaotic attractor in a three-cell autonomous CNN has been reported. The dynamics of
the system can be described by the set of ODEs:
_x1 + x1 =p1f(x1)− sf (x2)− sf (x3);
_x2 + x2 =− sf (x1) + p2f(x2)− rf (x3);
_x3 + x3 =− sf (x1) + rf (x2) + p3f(x3);
(5.9)
where p1> 1; p2> 1; p361; r; s> 0, the input u and the bias current I are set to zero. By solving
(5.9) with the following parameter set: p1=1:25; p2=1:1; p3=1; s=3:2, r=4:4 and initial condition
x(0) = (0:1; 0:1; 0:1), a strange attractor can be observed.
A strange attractor has been found in a CNN described by a dierential-dierence equations [10]:
_x =−x(t) + A0y(t) + Ay(t − ); (5.10)
A0 =
"
a011 a
0
12
a021 a
0
22
#
; A =
"
a11 a

12
a21 a

22
#
;
y(t) is a piece-wise linear function (2.3), and assume that a011 = a
0
22 and a

11 = a

22 in order to assure
the very easy case of network. First, we note that Eq. (5.10) is a particular type of an autonomous
functional-dierential equation:
_x = f(xt);
where xt 2 C([− ; 0];R2) is a continuous mapping of the interval [− ; 0] into R2 according to the
following denition: xt() = x(t +),  2 [− ; 0] and f 2 C(C([− ; 0];R2);R2) is a continuous
mapping of the space of functions xt into R2. The qualitative behavior of the dierential-dierence
system, described by (5.10) depends essentially on the distribution of the equilibrium points in SR,
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PSR, NR (in [10] it is called Central region (CR)), the eigenvalues and the eigenvectors in each
region and the initial conditions (that are points of a function space and not of R2).
The form of the eigenvalue equations depends on the region: in SR there are only two coincident
eigenvalues equal to −1, if there exists an equilibrium point in this region, it is stable. In PSR the
eigenvalue equation has the form
(1 + )(a011 − 1− + a11 exp(−)) = 0:
It is seen that there exists one eigenvalue equal to −1, whereas the other eigenvalues are the
solutions of a trancedential equation. In NR (CR), the eigenvalue equation is given by
[a011 − 1− + a11 exp(−)]2 − [a012 + a12 exp(−)][a021 + a21exp(−)] = 0
and in general admits innitely many solutions that can be found numerically. After setting the initial
conditions x1() = x10, x2() = x20,  2 [− ; 0], and appropriate parameters [10] the following is
obtained:
 in PSR, there is one negative real eigenvalue equal to −1, and only two eigenvalues with
positive real parts, all the other eigenvalues are complex and have negative real parts;
 in NR (CR), there are four dominant eigenvalues: one is positive real, one is negative real,
and the other two are complex with positive real parts.
Then the system admits a strange attractor, obtained in [10], starting from a constant initial
condition of the type: x1() = 0:1, x2() = 0:1,  2 [− ; 0].
6. Simulating partial dierential equations via CNNs
As it was stated in [24], some autonomous CNNs represent an excellent approximation to the non-
linear partial dirential equations (PDEs). Although the CNN equations describing reaction{diusion
systems are with the large number of cells, they can exhibit new phenomena that cannot be ob-
tained from their limiting PDEs. This demonstrates that an autonomous CNN is in some sense more
general than its associated nonlinear PDE.
Now we shall present the derivation of the CNN implementations through spatial discretization,
which suggests a methodology for converting a PDE to CNN templates. The CNN solution of a
PDE has four basic properties | it is
(i) continuous in time;
(ii) continuous and bounded in value;
(iii) continuous in interaction parameters;
(iv) discrete in space.
In [24] it was shown how a typical PDE, the heat equation, can be approximated, on a nite spatial
grid, by a CNN with a given simple cell and cloning templates. This is possible, because PDEs
and CNNs share a common property; namely, their dynamics behavior depends only on their spatial
local interactions.
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The well-known heat equation from physics is:
uxx + uyy =
1
k
ut; (6.1)
where k is a constant, called the thermal conductivity. The solution, u(x; y; t) of the heat equation
is a continuous function of the time t, and the space variables x; y. If the function u(x; y; t) is
approximated by a set of functions uij(t), which are dened as
uij(t) = u(ihx; jhy; t); (6.2)
where hx and hy are the space intervals in the x and y coordinates, then, the partial derivatives of
u(x; y; t) with respect to x and y can be replaced approximately by
uxx + uyy  14 [uij−1(t) + uij+1(t) + ui−1j(t) + ui+1j(t)]− uij(t); for all i; j: (6.3)
Thus, the heat equation (6.1) can be approximated by a set of equations
1
k
duij
dt
=
1
4
[uij−1(t) + uij+1(t) + ui−1j(t) + ui+1j(t)]− uij(t); for all i; j: (6.4)
If we compare (6.4) with the state equations of a CNN, namely CNN cell dynamics (2.11) and
CNN synaptic law (2.12), a remarkable similarity between these equations can be seen. They are
ordinary dierential equations with the nearest-neighbor variables involved in the dynamic rules. The
dierence between them is that CNN equations are nonlinear ODEs whereas (6.4) are linear ODEs.
In [24] by adding a capacitor across the output of a simple cell, wave type equations have been
also generated. Moreover, at the equilibrium, we recover the Laplace equation. Hence we can solve
all three basic types of PDEs: the diusion equation, the Laplace equation, and the wave equation via
CNNs. Consider the following well-known nonlinear PDE, generally referred to us in the literature
as a reaction{diusion equation [1]:
@u
@t
= f(u) + D32u; (6.5)
where u 2 Rm, f 2 Rm, D is a m  m diagonal matrix whose diagonal elements Di are called the
diusion coecients, and
32ui =
@2ui
@x2
+
@2ui
@y2
; i = 1; 2; : : : ; m; (6.6)
is the Laplacian operator in R2.
There are several ways to approximate the Laplacian operator (6.6) in discrete space by a CNN
synaptic law with an appropriate A-template [24]. For example, we can have:
(a) one-dimensional discretized Laplacian template
A1: (1;−2; 1); (6.7)
(b) two-dimensional discretized Laplacian template:
A2:
0
B@
0 1 0
1 −4 1
0 1 0
1
CA ; (6.8)
which is in fact the approximation for the heat equation (6.1).
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As an example of (6.7) approximation we will consider the well-known Sine{Gordon equation:
@2u
@t2
+ sin u=
@2u
@x2
: (6.9)
The discretization in space is made in equidistant discrete step h = x. We map u(x; t) into a
CNN layer such that the second spatial partial derivative can be written as
@2u
@x2
 1
h2
[u(x + h; t)− u(x; t)− (u(x; t)− u(x − h; t))]
=
1
h2
[uk+1; l − 2uk; l + uk−1; l]: (6.10)
We will assume space invariance or isotropy which means that the template coecients aij; kl are
independent of ij and will be denoted therefore as akl.
Let us consider an one-dimensional CNN, where the CNN cells consist of a linear capacitor in
parallel with a nonlinear inductor described by il=f(ul), and where these cells are coupled to each
other by linear inductors with inductance L. In terms of the CNN circuit topology, we can identify
the following corresponding equations:
(1) CNN cell dynamics:
dvl
dt
=− 1
C
[f(ul)− Il]; (6.11)
dul
dt
= vl; (6.12)
(2) CNN synaptic law:
Il = iLl − iLl+1 =
1
L
(ul−1 − 2ul + ul+1); (6.13)
where ul(t) =
R t
−1 vl() d is the ux linkage at node l. Observe that the synaptic law (6.13) is a
discrete Laplacian (6.10) of the ux linkage ul. Let us substitute (6.12) and (6.13) into (6.11), so
we obtain
C
d2ul
dt2
+ f(ul) =
1
L
3 2ul; l= 0; 1; 2; : : : ; s− 1; s; s+ 1; : : : : (6.14)
Suppose that we choose the nonlinear inductors to be Josephson junctions described by il=f(ul)=
sin ul, and suppose we choose for simplicity L = C = 1 and let the number of cells N ! 1, then
(6.14) reduces to the Sine{Gordon equation (6.9). The Sine{Gordon equation is of great interest
among physicists, because it has a stable soliton solution. In view of this property, we can assert
that some autonomous CNNs can have soliton solution, as well. In fact, if we consider the following
boundary conditions:
u0(t) = r(t); uM+1(t) = s(t);
a single pulse traveling along a line of 64 CNN cells can be shown [24]. A solitary wave mov-
ing to the right is started on the left-hand side of the chain and boundary conditions are set to
r(t)  0; s(t)  uM (t). The wavefront travels at constant velocity keeping its original shape, and as
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expected, the reected pulse changes its polarity at the right end due to the mirror boundary condition
and keeps its polarity bouncing from the left end where zero boundary condition is specied.
As an another example we will consider Burgers’ equation:
@u(x; t)
@t
=
1
R
@2u(x; t)
@x2
− u(x; t)@u(x; t)
@x
+ F(x; t): (6.15)
The solution in the homogeneous case, F(x; t) = 0, is given by [1,24]
u(x; t) =
R +1
−1 (x − y)expfR=4t(x − y)2 − R=2
R y
0 u(y
0; 0) dy0g dy
t
R +1
−1 expfR=4t(x − y)2 − R=2
R y
0 u(y
0; 0) dy0g dy ; (6.16)
Z +1
−1
u(y; 0) dy<1:
Replacing the spatial derivatives by dierence terms with ui(t)  u(xi; t); Fi(t)  F(xi; t) and
x = xi+1 − xi, (6.15) can be approximated by the set of ODEs:
dui(t)
dt
=
1
R
ui+1(t)− 2ui(t) + ui−1(t)
(x)2
− ui(t)[ui+1(t)− ui−1(t)]
2x
+ Fi(t); i = 1; : : : ; M − 1:
(6.17)
We set u0(t) = uM (t) = 0 and assume u(x; t) to be practically zero outside the range [x0; xM ]. By
comparing the coecients of (6.17) with the state equation of a nonlinear CNN we nd the following
templates:
ALIN =

1
R(x)2
;
1
Rc
− 2
R(x)2
;
1
R(x)2

;
ANLIN =

1
2(x)
; 0;− 1
2(x)

:
It is obvious that here the feedback template ~A= ALIN + ANLIN is split into a linear and a nonlinear
part.
Solutions of Burgers’ equation have been calculated by CNN approach for various values of
R; x, and for dierent initial conditions u(x; 0) [24]. Moreover, the approximation accuracy of the
CNN solutions was evaluated for the homogeneous case by comparing them with the well-known
corresponding explicit solutions of (6.16). The relative error is given by
ereli =
(u
CNN
i − ui )
ui
 ; (6.18)
where uCNNi denotes the CNN-result and u

i - the result obtained by (6.17). The average e
rel
i of all
cells was calculated for dierent step sizes x and the initial state
u(x; 0) =
1p
2
(e−(x−3)
2=2 + e−(x+3)
2=2): (6.19)
The results [24] demonstrate that the CNN solutions are perfect representations of ui for step sizes
x< 0:02 with an mean relative error of less than 10−4.
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The introduction of nonlinear and delay-type templates [23,22,25] allows us to generalize the
class of functions used in the diusion equation. Various types of reaction{diusion equations and
the autowave equations [1,15,16,24] are important examples of this type of PDEs which have been
proposed for image processing.
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