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Abstract
For one-dimensional simple random walk in a general i.i.d. scenery and its limiting process, we
construct a coupling with explicit rate of approximation, extending a recent result for Gaussian
sceneries due to Khoshnevisan and Lewis. Furthermore, we explicitly identify the constant in
the law of iterated logarithm. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let = fxgx2Z (sometimes also written f(x)gx2Z) denote a sequence of indepen-
dent and identically distributed real-valued random variables such that
E(0) = 0; E(20) = 1 and E(j0jp)<1 for all p> 0: (1.1)
Any realization of the sequence fxgx2Z is called a \scenery". Let S = fSkgk2N0 be a
simple symmetric random walk on Z starting at S0 = 0, independent of . The process
K = fK(n)gn2N0 , dened by
K(n) =
nX
k=0
(Sk); n 2 N0; (1.2)
is usually referred to as the Kesten{Spitzer random walk in random scenery, see
Kesten and Spitzer (1979) for more details. For example, the model can be viewed as
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follows: if a random walker has to pay the amount of x dollars whenever he visits
the site x, then K(n) is the total amount he pays during the rst n steps.
There is a continuous analogue for K introduced and analyzed by Kesten and Spitzer
(1979). To describe this, let B=fB(t); t>0g and W =fW (x); x 2 Rg be independent
real-valued standard Brownian motions with B(0)=W (0)=0. Let fL(t; x); t>0; x 2 Rg
denote the jointly continuous version of the local time process of B, in the sense that
for any non-negative Borel function f,Z t
0
f(B(s)) ds=
Z
R
f(x)L(t; x) dx; t > 0;
see Trotter (1958). Now, dene the process G, which will be called Brownian motion
in Brownian scenery, by
G(t) =
Z
R
L(t; x) dW (x); t > 0: (1.3)
It is proved by Kesten and Spitzer (1979) that
fn−3=4K(bntc); 06t61g law−!fG(t); 06t61g; (1.4)
where \ law−!" stands for weak convergence in law (in some functional space; for exam-
ple in the space of bounded functions on [0; 1] endowed with the uniform topology).
Clearly, the process G is self-similar in the sense that for any a> 0,
G(a) law= a3=4G(); (1.5)
with \law=" denoting identity in distribution.
It is natural to ask whether (1.4) holds in a stronger sense. For example, is it
possible to obtain a strong approximation for K by G? This problem was studied by
Khoshnevisan and Lewis (1998a) in the special case where the random scenery  is
Gaussian. More precisely, they proved that, if 0 is a Gaussian N(0; 1) variable, then
(possibly in an enlarged probability space) one can construct a pair of K and G such
that, with probability one, for any > 0,
max
06m6n
jK(m)− G(m)j= o(n1=2+); n!1: (1.6)
In view of the self-similarity in (1.5), we immediately recover (1.4) from (1.6), in the
case of Gaussian scenery.
It is one main aim of this paper to extend (1.6) to any random scenery satisfying
(1.1). The precise formulation is as follows.
Theorem 1.1. Let fxgx2Z be a random scenery satisfying (1:1). Possibly in an
enlarged probability space; there exists a coupling for K and G; such that; with
probability one; for any > 0;
max
06m6n
jK(m)− G(m)j= o(n5=8+); n!1:
Remark. The rate o(n5=8+) in Theorem 1.1 for a general Gaussian scenery is not as
good as the one in (1.6) for a Gaussian scenery. This originates from the fact that
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from Brownian motion, it is easier to construct an embedding for Gaussian variables
than for arbitrary variables. (See the remarks at the end of Sections 2.1 and 2.3.)
A straightforward consequence of Theorem 1.1 is a law of the iterated logarithm
(LIL) for K . Indeed, it is proved by Khoshnevisan and Lewis (1998a) that for some
absolute constant c0 2 (0;1),
lim sup
t!1
G(t)
(t log log t)3=4
= c0; a:s: (1.7)
Therefore, an application of Theorem 1.1 yields
lim sup
n!1
K(n)
(n log log n)3=4
= c0; a:s: (1.8)
Our second main result identies the exact value of the constant c0.
Theorem 1.2. Both (1:7) and (1:8) hold with c0 = 25=4=3.
For other properties of K and=or G, we refer to Khoshnevisan and Lewis (1998a)
and the references therein. We also mention the recent work of Khoshnevisan and
Lewis (1998b) where some interesting open problems are raised, with partial answers
in Xiao (1998).
The rest of the paper is organized as follows. The proof of Theorem 1:1 is carried
out in Section 2 in two steps. In fact, we need two embeddings of dierent natures. The
rst embedding consists of constructing a random walk S from the Brownian motion B,
whereas the second is a construction of a random scenery  from the Brownian scenery
W . In order to clarify the embeddings, we rst outline the method in the beginning
of Section 2 by formulating the two main steps. There we also explain the relation of
our work to Khoshnevisan and Lewis (1998a).
Theorem 1.2 is proved in Section 3.
2. Proof of Theorem 1:1
2.1. Outline
Recall that  denotes the random scenery satisfying (1.1), S the random walk and
B the Brownian motion (having local times L) and W the Brownian scenery.
Introduce the number of the walker’s visits to x until time n,
(n; x) =
nX
k=0
5fSk=xg; n 2 N0; x 2 Z; (2.1)
which is often referred to as the local time of the random walk S. Then (1.2) can be
rewritten as
K(n) =
X
x2Z
x(n; x); n 2 N0: (2.2)
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We shall prove Theorem 1.1 in two steps: First, we approximate (n; x) by L(n; x)
(the walker’s embedding), and secondly, we approximate x by dW (x) (the scenery’s
embedding). The precise formulation is as follows.
Proposition 2.1. There is a coupling of ; S and B such that  is independent of
(S; B) and such that; with probability one; for any > 0;X
x2Z
x ((n; x)− L(n; x)) = o(n1=2+); n!1: (2.3)
Proposition 2.2. There is a coupling of ; S; B and W such that (;W ) is independent
of (S; B) and such that; with probability one; for any > 0;
X
x2Z
xL(n; x)−
Z
R
L(n; x) dW (x) = o(n5=8+); n!1: (2.4)
It is straightforward to see that Theorem 1.1 follows from these two propositions
and their proofs. In the next two subsections we shall prove the propositions.
We say a few words about the dierence between our approach and the one adopted
by Khoshnevisan and Lewis (1998a).
In the walker’s embedding (proof of Proposition 2:1), the main diculty consists
of estimating the moments of a certain random variable in order to apply the Borel{
Cantelli lemma. If the random scenery fxgx2Z is Gaussian, then the random vari-
able in question is conditionally Gaussian (given the random walk), which allowed
Khoshnevisan and Lewis (1998a) to obtain accurate estimates for the moments. In the
general case, the Gaussian techniques break down, but we succeed in the moments
estimate by means of a general inequality for moments, taken from Petrov (1995).
If the scenery is Gaussian, then it is itself equal (in distribution) to the increments
of the Brownian scenery W at integer times, so there was no need for a scenery’s
embedding in Khoshnevisan and Lewis (1998a). In the case of a general scenery, we
shall use the Skorokhod embedding to approximate the scenery by the increments of
W at certain random times. It is their random uctuations that diminish the accuracy
of the construction, as a result of which we are nally left with the term n5=8+ in
Theorem 1.1 (instead of n1=2+ in the case of a Gaussian scenery).
2.2. Proof of Proposition 2.1: The Walker’s embedding
According to a theorem by Revesz (1981) (see also Chapter 10 of Revesz, 1990),
one can construct a random walk S from the Brownian motion B such that, with
probability one, for every > 0,
sup
x2Z
j(n; x)− L(n; x)j= o(n1=4+); n!1; (2.5)
where  and L denote the local times of S resp. B. In particular, we may assume that
 and (S; B) are independent.
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Dene
I(N; n) =
NX
x=−N
x((n; x)− L(n; x)); N; n 2 N: (2.6)
To nish the proof via the rst Borel{Cantelli lemma, it is sucient to show that, for
every > 0, the probabilities P(jI(1; n)j>n1=2+) are summable over n 2 N (with
an obvious denition of I(1; n)).
Pick > 0. First note that, according to the classical LIL’s for Brownian motion and
simple random walk,
lim sup
t!1
sup06s6t jB(s)j
(2t log log t)1=2
= 1 = lim sup
n!1
max06k6n jSk j
(2n log log n)1=2
; a:s: (2.7)
Hence, we have, with probability one, L(n; x) = 0 = (n; x) for all jxj>n1=2+ and
suciently large n, and therefore I(1; n) = I(bn1=2+c; n). Hence, it suces to show
the summability of P(jI(bn1=2+c; n)j>n1=2+).
Pick some p>2. We are going to use (see Petrov, 1995, p. 62) that, with some
constant c1 = c1(p)> 0, for any sequence fXigi2N of independent (but not necessarily
identically distributed) mean-zero random variables, we have the estimate
E
 
NX
i=1
Xi

p!
6c1Np=2−1
NX
i=1
E(jXijp); N 2 N: (2.8)
We apply this fact to the variables x((n; x)−L(n; x)), x=−N; : : : ; N , conditioned on
(S; B), and obtain, using the independence of  and (S; B), that
E(jI(N; n)jp)6c1(2N + 1)p=2−1
NX
x=−N
E(j0jp)E(j(n; x)− L(n; x)jp): (2.9)
It is also proved by Khoshnevisan and Lewis (1998a) that, for the construction of
the walk S from the motion B we are using, the distance of their local times is also
small in Lp sense, more precisely, there is a constant c2 = c2(p)> 0 such that
sup
x2Z
E(j(n; x)− L(n; x)jp)6c2np=4; n 2 N: (2.10)
Using this on the r.h.s of (2.9), we obtain that
E(jI(N; n)jp)6O(Np=2)O(np=4); n; N !1: (2.11)
Now, we use the Chebyshev inequality and apply (2.11) to N = bn1=2+c to get
P(jI(bn1=2+c; n)j>n1=2+)6 n−p=2−p E(jI(bn1=2+c; n)jp)
= O(n−p=2); n!1; (2.12)
which is summable for p> 2=. This ends the proof of Proposition 2:1.
2.3. Proof of Proposition 2.2: The scenery’s embedding
Let B = fB(t); t>0g and W = fW (x); x 2 Rg be a Brownian motion resp. scenery
satisfying B(0) = 0 =W (0). Let = fxgx2Z be a random scenery satisfying (1.1). In
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the proof of Proposition 2:1 we constructed a simple random walk S from B (thus,
independent of W ) whose local times satisfy (2.3).
We are using now the classical Skorokhod embedding (see Breiman, 1968,
Theorem 13:8) which ensures the existence of i.i.d. non-negative random variables
Ti; i 2 Z, with E(Ti) = E(2i ) = 1 such that(
W
 
nX
i=1
Ti
!)
n2Z
law=
(
nX
x=1
x
)
n2Z
(2.13)
with the notation
P0
i=1 ai
def= 0 and
Pn
i=1 ai
def= a−1 +    + an for negative n. Since
0 possesses all moments, also the variables Ti do. For brevity, we write
%(n) = %n
def=
nX
i=1
Ti; n 2 Z; (2.14)
so that we have
f ~ngn2Z def=fW (%n)−W (%n−1)gn2Z law=fngn2Z: (2.15)
Note that we have constructed ~ = ( ~x)x2Z from W and may therefore assume that
( ~;W ) and (S; B) are independent.
For N 2 N, abbreviate
J (N; n) def=
Z %(N )
0
L(n; x) dW (x)−
NX
j=1
~jL(n; j); n 2 N: (2.16)
To nish the proof it is sucient to show that, with probability one, for any > 0
(using an obvious notation),
J (1; n) = o(n5=8+); n!1; (2.17)
since the integral over negative x and the sum over negative j are handled in the same
way. Note that
J (N; n) =
Z %(N )
0
An(x) dW (x); N; n 2 N; (2.18)
where
An(x)
def= L(n; x)− L(n; j); if x 2 (%j−1; %j]
for j 2 N. By the Dambis{Dubins{Schwarz representation theorem for continuous local
martingales (see for example Theorem V.1.6 of Revuz and Yor, 1994), there exists,
for every n 2 N, a Brownian motion fWn(t); t>0g such thatZ t
0
An(x) dW (x) =Wn
Z t
0
A2n(x) dx

; t>0: (2.19)
In particular, we have, with probability one,
J (N; n) =Wn
 Z %(N )
0
A2n(x) dx
!
; N; n 2 N: (2.20)
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On the other hand, using a well-known estimate for the Gaussian tail gives that
P

max
16i6n
sup
06s6t
jWi(s)j>

6nP

sup
06s6t
jW (s)j>

64n exp

−
2
2t

;
which, combined with an application of the rst Borel{Cantelli lemma and mono-
tonicity, yields that for any a> 0, with probability one,
max
16i6n
sup
06s6na
jWi(s)j= O(na=2(log n)1=2); n!1: (2.21)
(We mention that it is possible to obtain an estimate more accurate than (2.21), by
means of Theorem 1.2 of Deheuvels and Revesz, 1993.)
We are going to apply a result from Csaki et al. (1996) which says that for any
a>0 and > 0, with probability one,
sup
jx−yj6ta
jL(t; x)− L(t; y)j= o(t1=4+a=2+); t !1: (2.22)
Furthermore, since the sequence (Ti)i2N is i.i.d. with all moments nite and E(T1)=1,
the classical Hartman{Wintner LIL implies that, with probability one,
%(n) = n+ O((n log log n)1=2); n!1: (2.23)
Now x b> 12 and > 0. For any 0<x6%(bnbc), there exists 16j6bnbc such
that x2 (%j−1; %j]. Since by (2.23), jx− jj6nb=2+ and x62nb, we can apply (2.22) to
conclude that, with probability one,
sup
06x6%(bnbc)
jAn(x)j= o(n(1+b)=4+); n!1: (2.24)
Therefore, by (2.23),
Z %(bnbc)
0
A2n(x) dx6%(bnbc) sup
06x6%(bnbc)
A2n(x) = o(n
(1+3b)=2+2); n!1: (2.25)
Going back to (2.20), and by means of (2.21),
J (bnbc; n) = O(n(1+3b)=4+(log n)1=2) = o(n(1+3b)=4+2): (2.26)
Since b> 12 , the usual LIL (recalled in (2.7)) implies that, for all large n, L(n; x) =
L(n; j) = 0 for x>%(bnbc) and j>bnbc and hence J (1; n) = J (bnbc; n). We have thus
proved that
J (1; n) = o(n(1+3b)=4+2); n!1; (2.27)
for any b> 12 . Since (1+3b)=4 can be made as close to
5
8 as possible, we have proved
that (2.17) holds for every > 0. Therefore, the proof of Proposition 2.2 is complete.
Remark. The exponents a=2 in (2.21), 14 + a=2 in (2.22), and
1
2 in (2.23) are best
possible. It is the power 12 in (2.23) that necessarily arises for non-Gaussian sceneries
and leads to the rate 58 rather than
1
2 in (2.17).
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3. Proof of Theorem 1.2
3.1. Outline
In this section, we describe how to get the exact value of the constant c0 in (1.7)
and (1.8), which was left open by Khoshnevisan and Lewis (1998a). Let L(t; x) as
before denote Brownian local time. Khoshnevisan and Lewis (1998a) have proved that
the value of c0 is determined by
c0 =
2
(27)1=4
;
where the constant 2 (0;1) is dened in terms of the Brownian self-intersection local
time
Xt
def=
Z
R
L(t; x)2 dx; t > 0;
as follows:
 def= − lim
!1
1
2
logP(X1>); (3.1)
see (6:1), (5:14) and Corollary 5:6 in Khoshnevisan and Lewis (1998a).
Thus, Theorem 1.2 is proved as soon as we have proved that = 32 . In Section 3.2
we give an analytic proof for this fact, using Mansmann’s (1991) large deviation result
for the exponential moments of Xt .
In Section 3.3 we show how some tools from stochastic analysis can be used to
prove at least the inequality 6 32 . Unfortunately, we have not been able to derive also
the opposite inequality > 32 (which is the much harder one) by similar means.
Remark. We note that our identication of  also can be used to identify the constant
in the LIL for the process (Xt)t>0 in Remark 1:2:1. in Csorg}o et al. (1998), more
precisely, we have there
lim sup
t!1
Xt
(t3log log t)1=2
=

2
3
1=2
; a:s:
3.2. Analytical proof for = 32
A particular case of Kasahara’s (1978) Tauberian theorem says that (3.1) is
equivalent to
lim
a!1
1
a2
log E(eaX1 ) = 1
4
: (3.2)
(This can also be easily checked by adapting the proof of Cramer’s theorem.) By the
Brownian scaling property, we have X1
law= t−3=2Xt , and therefore (3.2) is equivalent to
lim
t!1
1
t
log E

exp

2
t
Xt

=
1

: (3.3)
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But the l.h.s. of (3.3) has been investigated by Mansmann (1991) in his study of the
polaron problem. Based on a general large deviation principle due to Donsker and
Varadhan (1983), Mansmann proved that
l:h:s: of (3:3) = sup
’

2
Z
R
’4(x) dx − 1
2
Z
R
’0(x)2 dx

; (3.4)
where the supremum is taken over all absolutely continuous functions ’: R! R such
that
R
R ’
2(x) dx=1. It is also proved in Mansmann (1991) that the maximizer on the
right hand side of (3.4) is given by
’(x) =
1
cosh(2x)
; x2R:
In pp. 94; 119 and 124 of Mansmann (1991), it was claimed that ’(x)=2−1=2=cosh(2x),
but an inspection on Lemma 6:9 of the same reference reveals that the correct choice
for ’ is 1=cosh(2x)). Since 4’3+
1
2’
00
=2’ and since
R
R ’
4
(x) dx=
2
3 , the right-hand
side of (3.4) equals 23 . Combining (3.3) and (3.4), we arrive at our assertion =
3
2 .
3.3. Probabilistic proof for 6 32
We are going to prove the inequality 6 32 , using identications of the laws of some
stochastic processes constructed from Brownian motion.
Let  def= supft < 1: B(t) = 0g, the last passage time at 0 before 1 of the Brownian
motion B. It is well known that the process
(t) def=
B(t)p

; t 2 [0; 1];
is a standard Brownian bridge, independent of . Let L(t; x) denote the local time
process of . A straightforward application of the occupation times formula yields that
L(t; x) =
1p

L(t; x
p
); t 2 [0; 1]; x2R:
Therefore,
X =
Z
R
L(; x)2 dx = 3=2
Z
R
L(1; x)2 dx:
Now recall that
lim
!1
1
2
logP
Z
R
L(1; x)2 dx>

=−3
2
:
This was proved in Csorg}o et al. (1998), by means of Jeulin’s (1985) characterization
of the local time of the normalized Brownian excursion. Since P(> 1 − )> 0 for
any > 0, and since  is independent of L, we conclude that
lim
!1
1
2
logP(X>) =−32 : (3.5)
Note that X6X1 because 61, hence (3.5) yields the assertion 6 32 .
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Unfortunately, we have not been able to use this approach for deriving the opposite
inequality, > 32 . It is intuitively clear that, on the event that X1 is very large, B(1)
should be very close to zero and  should be very close to 1. We have not been able
to turn this idea into an honest proof. But this part of the proof is anyway the much
harder one, as is seen from an inspection of Section 5 in Mansmann (1991).
Acknowledgements
The research of E. Cs. was supported by the Hungarian National Foundation for
Scientic Research, Grant No. T 016384, T 019346 and T 029621. W. K. gratefully
acknowledges the hospitality of The Fields Institute Toronto where part of the work
has been carried out. Cooperation between E. Cs. and Z. S. was supported by the joint
French-Hungarian Intergovernmental Grant ‘Balaton’ (grant no. F25=97). The authors
also wish to acknowledge the support of the Paul Erd}os Summer Research Center of
Mathematics, Budapest.
References
Breiman, L., 1968. Probability. Addison-Wesley, Reading, MA.
Csaki, E., Csorg}o, M., Foldes, A., Revesz, P., 1996. The local time of iterated Brownian motion. J. Theoret.
Probab. 9, 717{743.
Csorg}o, M., Shi, Z., Yor, M., 1998. Some asymptotic properties of the local time of the uniform empirical
process. Preprint; to appear in: Bernoulli.
Deheuvels, P., Revesz, P., 1993. On the coverage of Strassen-type sets by sequences of Wiener processes.
J. Theoret. Probab. 6, 427{449.
Donsker, M.D., Varadhan, S.R.S., 1983. Asymptotics for the polaron. Comm. Pure Appl. Math. 36, 505{528.
Jeulin, T., 1985. Applications du grossissement de ltrations a l’etude des temps locaux du mouvement
brownien. In: Jeulin, T., Yor, M. (Eds.), Grossissements de Filtrations: Exemples et Applications, Lecture
Notes in Mathematics, vol. 1118, Springer, Berlin, pp. 197{304.
Kasahara, Y., 1978. Tauberian theorems of exponential type. J. Math. Kyoto Univ. 18, 209{219.
Kesten, H., Spitzer, F., 1979. A limit theorem related to a new class of self similar processes. Z. Wahrsch.
Verw. Gebiete 50, 5{25.
Khoshnevisan, D., Lewis, T.M., 1998a. A law of the iterated logarithm for stable processes in random
scenery. Stochast. Process. Appl. 74, 89{121.
Khoshnevisan, D., Lewis, T.M., 1998b. Iterated Brownian motion and its intrinsic skeletal structure. Preprint.
Mansmann, U., 1991. The free energy of the Dirac polaron, an explicit solution. Stochast. Stochast. Rep.
34, 93{125.
Petrov, V.V., 1995. Limit Theorems of Probability Theory. Oxford Science Publications, Oxford.
Revesz, P., 1981. Local time and invariance. In: Dugue et al. (Eds.), Analytical Methods in Probability
Theory, Lecture Notes in Mathematics, vol. 861, Springer, Berlin, pp. 128{145.
Revesz, P., 1990. Random Walk in Random and Non-Random Environments. World Scientic, Singapore.
Revuz, D., Yor, M., 1994. Continuous Martingales and Brownian Motion, 2nd ed. Springer, Berlin.
Trotter, H.F., 1958. A property of Brownian motion paths. Illinois J. Math. 2, 425{433.
Xiao, Y., 1998. The Hausdor dimension of the level sets of stable processes in random scenery. Preprint.
