The least-absolute-deviations (LAD) estimator for a median-regression model does not satisfy the standard conditions for obtaining asymptotic refinements through use of the bootstrap because the LAD objective function is not smooth.
INTRODUCTION
A linear median regression model has the form (1.1) Y = X + U, where Y is an observed scalar dependent variable, X is a 1 +q vector of observed explanatory variables, is a q+1 vector of constant parameters, and U is an unobserved random variable that satisfies median(U X=x) = 0 almost surely.
The parameters may be estimated by the method of least absolute deviations (LAD). Bassett and Koenker (1978) and Koenker and Bassett (1982) give conditions under which the LAD estimator is n 1/2 -consistent and asymptotically normal. Koenker and Bassett (1978) treat quantile regressions, which generalize (1.1) by specifying that a quantile of the conditional distribution of U (not necessarily the median) is zero. Bloomfield and Steiger (1983) , Koenker (1982) , and Koenker and Bassett (1978) , among others, discuss the robustness properties of the LAD estimator.
The asymptotic normality of the LAD estimator makes it possible to form asymptotic t and ! 2 statistics for testing hypotheses about in (1.1).
However, first-order asymptotic approximations can be inaccurate with samples of the sizes encountered in applications. As a result, the true and nominal levels of t and ! 2 tests and the true and nominal coverage probabilities of confidence intervals for components of can be very different when critical values based on first-order asymptotic approximations are used. Buchinsky (1995) , de Angelis, et al. (1993) , Dielman and Pfaffenberger (1984 , 1988 , and Monte Carlo results that are presented later in this paper provide numerical evidence on the accuracy of first-order approximations.
This paper shows that the bootstrap provides asymptotic refinements to the levels of t and ! 2 tests of hypotheses about in (1.1). That is, as the sample size, n, increases, the differences between the true and nominal levels of the tests converge to zero more rapidly with critical values obtained from the bootstrap than with critical values obtained from first-order asymptotic theory. It is well known that under suitable conditions the bootstrap provides asymptotic refinements to the levels of tests and coverage probabilities of confidence intervals (see, e.g., Beran 1988; Hall 1986 Hall , 1992 Horowitz 1996) . However, the standard theory of the bootstrap does not apply to t and ! 2 statistics based on the LAD estimator. This theory is based on an
Edgeworth expansion of the distribution of the statistic of interest. The validity of the expansion is usually established by using a Taylor series to approximate the statistic by a smooth function of sample moments that satisfies conditions given, for example, by Bhattacharya and Ghosh (1978) for the existence of an Edgeworth expansion. The LAD objective function is not smooth, however, and Taylor series methods cannot be used to approximate the LAD estimator by a smooth function of sample moments. Indeed, de Angelis, et al. (1993) have shown that the distribution of the LAD estimator has a nonstandard and very complicated asymptotic expansion.
This paper solves these problems by smoothing the LAD objective function to make it differentiable.
The resulting estimator will be called the smoothed LAD (SLAD) estimator. It is first-order asymptotically equivalent to the standard LAD estimator but has much simpler higher-order asymptotics. Use of the SLAD estimator greatly eases the task of obtaining asymptotic refinements to levels of tests and, thereby, makes it possible to obtain results that go well beyond those obtained in previous research.
Previous research by de Angelis, et al. (1993) has shown that when U is independent of X and certain other conditions are satisfied, the error in the bootstrap approximation to the cumulative distribution function (CDF) of the LAD estimator is o(n -2/5
). Hahn (1995) showed consistency of a bootstrap approximation to the CDF without assuming independence of U and X, but he did not investigate the size of the approximation error. Neither de Angelis, et al. nor Hahn investigated the bootstrap's ability to correct the levels of t and 3
2 tests based on the LAD estimator. Janas (1993) investigated the related but simpler problem of testing a hypothesis about a population median (no covariates). He showed that when a suitable version of the bootstrap is used to obtain the critical value, the difference between the true and nominal levels of a symmetrical t test of a hypothesis about a population median is o(n -), where < 1 but can be arbitrarily close to 1 if the underlying population density is sufficiently smooth. By contrast, first-order approximations make an error of size O(n -).
The bootstrap accounts for a term of size O(n -) in the asymptotic expansion of the distribution of the test statistic, whereas first-order approximations ignore this term.
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This paper extends the results of previous research in three ways.
First, it gives conditions under which the bootstrap provides asymptotic refinements to the levels of t and 3 2 tests of hypotheses about in (1.1).
Second, in contrast to de Angelis, et al. (1993) , it is not assumed that U and X are independent. Any form of dependence is permitted as long as median(UX=x) = 0 almost surely and mild regularity conditions are satisfied.
Third, it is shown that the bootstrap also provides asymptotic refinements for t and 3 2 tests of hypotheses about in the censored median regression model of Powell (1984) . Under the conditions that are given here, the differences between the true and nominal levels of symmetrical t and 3 2 tests with bootstrap critical values are o(n -) for a suitable satisfying 7/9 < < 1. By contrast, the differences between the true and nominal levels are O (n   -) with critical values based on first-order approximations. As in Janas (1993) , the bootstrap accounts for a term of size O(n -) in the asymptotic expansion of the t or 3 2 statistic, whereas first-order approximations ignore this term.
The value of depends on the smoothness of the conditional density of U at zero and can be arbitrarily close to 1 if the density is sufficiently smooth.
Although this paper treats explicitly only the levels of symmetrical t and ! 2 tests, it will be clear that the results also apply to coverage probabilities of symmetrical confidence intervals and, with suitable modifications, to equal-tailed and one-sided t tests and confidence intervals.
In addition, the methods used here can easily be extended to show that the bootstrap provides asymptotic refinements for tests and confidence intervals based on smoothed versions of the quantile-regression estimator of Koenker and Bassett (1978) and the censored quantile-regression estimator of Powell (1986) .
The remainder of the paper is organized as follows. Section 2 describes the smoothed LAD estimator and gives its first-order asymptotic distribution.
Section 3 describes the test statistics and procedures that are used to obtain bootstrap critical values. Section 4 presents theorems giving conditions under which the bootstrap provides asymptotic refinements to the levels of symmetrical t and ! 2 tests. Section 4 also describes the extension to censored median regressions. Section 5 presents the results of a small
Monte Carlo investigation of the numerical performance of the bootstrap, and Section 6 gives concluding comments. The proofs of theorems are in the Appendix.
THE SMOOTHED LAD ESTIMATOR
This section describes the smoothed LAD estimator and establishes its asymptotic equivalence to the standard LAD estimator.
Let {Y i ,X i : i = 1,...,n} be a random sample of (Y,X) in (1.1). The standard LAD estimator solves n -1 minimize:
where B is the parameter set and I( ) is the indicator function. n (b) has cusps and, therefore, is not differentiable at points b such that Y i -X i b = 0 for some i. The SLAD estimator smooths these cusps by replacing the indicator function in n with a smooth function.
To do this, let K be a bounded, differentiable function satisfying K(v) = 0 if v -1 and K(v) = 1 if v 1. Additional requirements that K must satisfy are given in Section 4a. Let {h n } be a sequence of positive real numbers (bandwidths) that converges to zero as n . The SLAD estimator
K is analogous to the integral of a kernel function for nonparametric estimation. K is not a kernel function itself.
It may appear that the presence of a smoothing parameter h n in (2.2) is a disadvantage of SLAD relative to LAD, but this appearance is misleading. With median regression models, smoothing and the introduction of smoothing parameters are unavoidable for obtaining satisfactory performance of the bootstrap. Under assumptions stronger than those made here, de Angelis, et al. (1993) found that the error in the bootstrap approximation to the distribution of the LAD estimator converges to zero more slowly than the error made by first-order asymptotic theory unless the bootstrap samples a smoothed version of the data. Janas (1993) shows that this intuition is correct. Regularity conditions for the theorem are given in Section 4a. They are stated in the form that is used to obtain this paper's main objective, which is to show that the bootstrap provides asymptotic refinements for tests based on the SLAD estimator. The regularity conditions are stronger than would be needed if the only objective were to prove that n and b n are asymptotically equivalent. . To obtain a consistent estimator of V, let K
It is not difficult to show that D n (b n ) p D under the conditions given in Section 4a. E(X'X) can be estimated consistently by the sample average of X'X. However, for purposes of obtaining asymptotic refinements, it is more convenient to use an estimator of the exact finite-sample variance of the first derivative of H n (b) at b = . This estimator is T n (b n ), where
Under the conditions given in Section 4a, T n (b n ) 
a.Assumptions
This subsection presents the assumptions under which it is proved that the bootstrap provides asymptotic refinements for symmetrical t and ! 2 tests based on the SLAD estimator.
Let r 4 be an even integer. Let K
. The assumptions are:
1. {Y i ,X i : i = 1,...,n} is a random sample of (Y,X), where Y = X + U, X is a 1+q vector of observed random variables, U is an unobserved random scalar, and is a q+1 constant vector.
2. is an interior point of B, which is a compact subset of 8 q .
3.
The support of the distribution of X is bounded, and E(X'X) is positive definite. 
, where 2/(2r + 1) < < 1/3.
Assumptions 1-5b define the model and insure that is identified, n 1/2 (b n -) is asymptotically normal, and the Taylor series expansions used to obtain higher-order asymptotic approximations to t and 3 2 exist. The assumption that X has bounded support is not essential and can be dropped at the expense of more complex proofs. Assumption 5c is used to establish a modified form of the Cramer condition of Edgeworth analysis (lemma 9 of the Appendix).
Assumption 5d, which requires K
( 1) to be a "higher-order" kernel, and
Assumption 6 insure that the (first-order) asymptotic distribution of n 1/2 (b n -) has mean zero and that Taylor series remainder terms are negligibly small. The following additional notation is used.
Let 0 and 1, respectively, denote the standard normal distribution and density functions. Let P n * denote the bootstrap probability measure. This measure places mass 1/n at each data point (Y i ,X i ). The cumulants of t through order 4 can be approximated with an
] by using Taylor-series expansions that are described in the Appendix. Denote the approximate cumulants by the vector n . The first four cumulants of t* conditional on the estimation sample can also be approximated with an accuracy of O[(nh n )
-1 ] almost surely.
Let n * be the vector containing the approximate bootstrap cumulants.
The following theorem establishes the existence of Edgeworth-type expansions of the distributions of t and t*. (almost surely in the case of q(-, n *));
n n uniformly over -, and
The coefficents of -in q are functions of the approximate cumulants of t and t*. These, in turn, are functions of asymptotic forms of moments of products of derivatives of H n (), D n (), and T n () with respect to the components of . Because the number of such moments is very large, obtaining an analytic expression for q is not feasible. It is possible, however, to calculate the rates at which the moments converge to zero, and this is sufficient to prove the theorem.
The proof of Theorem 4.1 takes place in two main steps. The first step consists of showing that t and t* can be approximated up to asymptotically negligible remainder terms by functionals of derivatives of H n (), D n (), and T n () (or their bootstrap analogs in the case of t*). This is done in Propositions 1 and 2 of the Appendix. The second step is to show that the distributions of the approximations to t and t* have asymptotic expansions through order (nh n ) -1 . This step is carried out using methods similar to those used to prove Theorems 5.5 and 5.6 of Hall (1992 ].
Theorem 4.2: Let assumptions 1-6 hold.
Let be an arbitrary 2+1
vector. There is a function q ! (-,) such that q(-, n! ) and q(-, n! *) consist of terms whose sizes are O[(nh n )
-1 ] (almost surely in the case of q(-, n! *)), c.
Censored Median Regressions
This section describes the extension of the foregoing results to the censored median regression model of Powell (1984) . The model is
where X, , and U are as defined in (1.1). The censored LAD (CLAD) estimator of , cn , solves
where B is the parameter set. Equivalently, cn solves minimize:
Under regularity conditions, n 
T c can be estimated consistently by the sample average of X'XI(Xb cn > 0) (Powell 1984) . As in SLAD estimation, however, for purposes of obtaining asymptotic refinements it is more convenient to use an estimator of the exact finite-sample variance of the first derivative of H cn (b) at b = . This estimator is T cn (b cn ), where
The formulae for t and ! 2 statistics for testing hypotheses about in (4.3) are the same as in Section 3a but with V n replaced by V cn . The procedure for obtaining bootstrap critical values for these statistics is the same as in Section 3b but with D n , T n , D n *, and T n * replaced with D cn , T cn , and their bootstrap analogs.
To establish the ability of the bootstrap to provide asymptotic refinements for t and ! 2 tests based on the SCLAD estimator, it is necessary to modify Assumptions 1 and 3 as follows:
1'. {Y i ,X i : i = 1,...,n} is a random sample of (Y,X), where Y = max(0, X + U), X is a 1+q vector of observed random variables, U is an unobserved random scalar, and is a q+1 constant vector.
3'. The support of the distribution of X is bounded, P(X = 0) = 0, and LAD estimator was studentized by using the consistent variance estimator D n (
, where n is the LAD estimator of ( 0 , 1 ), D n is as in 
The SLAD estimator minimizes both H n (b) and G n (b) over b B. G n is used for the proofs because it is a sum of bounded terms.
Let & denote the Euclidean norm. Let X (j) denote the j'th component of
Step 1: Approximating t and t* Lemma 1:
Proof: It follows from Lemma 22 of Nolan and Pollard (1987) and Theorem 2.37 of Pollard (1984) 
log n) almost surely uniformly over b B. Also,
The summand differs from zero only if Y i -X i b h n . Therefore, n -1
The lemma now follows from the triangle inequality. Q.E.D.
Lemma 2: Given any r > 0, b n -r almost surely for all sufficiently large n. Lemma 3: For all i,j,k,5 = 1,...,q, the following relations hold almost surely as n :
where (e)-(i) apply to the individual components of the matrices D n , D ni , D nij , T n , and T ni . In addition, for all i,j,k,5 = 1,..., q 
Proof:
Parts (a)-(i) are proved by using Lemmas 2.14 of Pakes and Pollard (1989) and 22 of Nolan and Pollard (1987) to show that the summands of the relevant G, D and T functions form Euclidean classes and then applying Theorem 2.37 of Pollard (1984) . To prove (j), write G nj () = G nj (1) + G nj
, where
Since 2K(u/h n ) -1 = 1 unless u/h n < 1, a change of variables gives
Integration by parts yields
for each k = 0, ..., r -1, where k = 0 if k is even and 1 if k is odd, and c k = 0 unless k = r -1. Therefore, Taylor series expansions of the integrands in (A1) about h n = 0 yield
A Taylor series expansion of the integrand about h n = 0 yields
Part (j) follows by combining (A2) and (A3).
To prove (k), observe that
The variance of the second term is O(h n ), and methods similar to those used to prove (k) show that its mean is O(n To prove (l), write G njk () = G njk (1) + G njk (2) , where
Arguments similar to those applied to EG nj (1) yield
by a change of variables and a Taylor series expansion. Integration by parts shows that
Part (l) follows by combining (A4) and (A6).
To prove (m), consider EG njk# (b).
A change of variables, a Taylor series expansion, and (A5) yield
for between 0 and h n , which is bounded uniformly over b in a neighborhood of 0 by assumption 4. Similar arguments apply to EG njk# Therefore, by (A7), (A8) and a further application of Lemma 3,
The theorem follows by observing that (A11) ].
The lemma follows by applying the mean value theorem to (A12). Q.E.D. Choose the sequence {7 n } such that 7 n = o[(nh n )
-1 ] and n /7 n = o (1) almost surely. Then
n n n n n for every z. Therefore, since n = o[(nh n )
-1 ] and n /7 n = o(1) almost surely,
n n uniformly over z. The proposition follows by multiplying both sides of (A14) by nh n and taking the limit as n . Q.E.D.
Let E n denote the expectation with respect to P n *. ). Then
Because g is bounded, X has bounded support, and f is bounded and Lipschitz continuous, there is an M < such that
Therefore, for all sufficiently large n (A16)
By using Lemma 22 of Nolan and Pollard (1987) and Theorem 2.37 of Pollard (1984) , it can be shown that E n [nW n (b j ) 2 ] c 1 h n almost surely (P) for some c 1 < and all sufficiently large n. Therefore, by Bernstein's inequality -Cd (A17) P *(W (b ) > C! /2) 2exp(-Cdlog n) = 2n n n j n for some finite d > 0 and all sufficiently large n. Combining (A15)- (A17) yields -Cd -2q
as n for all sufficiently large C. Q.E.D.
The following lemma gives the bootstrap version of Lemma 2.
Lemma 7: For any > 0 and > 0 lim (nh ) P *(b * -b > ) = 0. n n n n n almost surely (P).
Proof:
is continuous on B with a unique minimum at , it is possible to choose such that G() -G(b n *) -6 implies b n * -/2. By Lemma 2 and the triangle inequality, b n * -/2 implies that b n * -b n for all sufficiently large n almost surely. Therefore,
for all sufficiently large n almost surely. The lemma follows by combining this result with Lemmas 1 and 6(c). Q.E.D. For all i,j,k,5 = 1,..., q, any > 0, and all sufficiently large C > 0, lim n (nh n ) P n *(A n ) = 0 almost surely (P), where A n is any of:
and ( Proof: This is the bootstrap version of Proposition 1. It is proved using the same arguments that are used to prove Lemmas 4-5 and Proposition 1 but with S nG , S n , b n , and , respectively, replaced by S nG *, S n *, b n *, and b n .
Q.E.D.
b.
Step 2 Then using the summation convention 
1 r r r r r r 
(h 2 X) < M for some finite M and all sufficiently small h. Therefore,
for all sufficiently small h. Now consider A 2 (h). By a change of variables
for all -, > 0, and sufficiently small h > 0, where
Since g r (x) = 0 for every r only if x = 0 and P(X = 0) < 1, there are > 0 and 1 < 1 such that 2 f(0x)dP(x) = C . 1 1
x < Suppose, as will be proved presently, that for some C 2 < 1,
uniformly over x such that x . Then for -
A ( It remains to prove (A19). To do this, define t = -. Fix -/-and x with x g 0. For the specified -/-and x, and using the summation convention, define f() = -r g r (x) r ()/-.
Let -1 = a # <...< a L = 1 be a partition of [-1,1] that satisfies assumption 5c when r = g r (x). Then
It suffices to prove that for any > 0 and some C 3 < 1 that does not depend on 
By arguments similar to those used to prove Lemma 6 together with the Borel-
Let C be as in Lemma 9. Then Lemma 10 follows by letting C* be any number such that C < C* < 1. Q.E.D. 
n 2 n2 and 4 -1 3 2 (A25)
Define ' i *(-) (i = 1,..., 4) by replacing w n with w n * and E with E n in (A22)-
Let % i (i = 1,...,4) be the signed measures whose Fourier-Stieljes transforms are (A26)
Define % i * (i = 1,...,4) analogously by using V n * and ' i * in place of V n and ' i . 
n 3 n 4 n and almost surely (P)
Proof: This is a slightly modified version of Theorem 5.8 of Hall (1992) and is proved using the same arguments as in Hall's proof after replacing . By Lemma 11 and (A27)
. n uniformly over -. Change variables in the integral of (A28) so that the variable of integration is (,')', thereby obtaining
n uniformly over -, where J(&) is the inverse Jacobian term associated with the change of variables. Taylor series expansions in powers of n -1 of the terms The proof is completed by using methods similar to those used in proving Lemma 3 to show that the difference between each of the terms in Table I See, e.g., Hall (1992) . The larger approximation errors in the case of a t statistic for a median are due to the median estimator's non-smooth objective function.
2.
De Angelis, et al. (1993) implement the bootstrap by sampling smoothed LAD residuals. In contrast to sampling (Y,X) pairs, this method does not easily generalize to heteroskedastic or censored models.
3. K does not satisfy assumption 5b because it has only two derivatives at v = 1. This problem can be overcome by smoothing K in neighborhoods of v = 1, but doing so has no effect on the results of the experiments.
4. Hall and Horowitz (1990) derived the bandwidth that minimizes the asymptotic mean-square error of the variance estimator in a homoskedastic quantile regression. They suggested a plug-in estimator for this bandwidth. However, the bandwidth that optimizes the variance estimate is not necessarily optimal for computing test statistics, and little is known about the numerical performance of the Hall-Horowitz estimator in testing. 
