Recently we have proposed a new method combining interior and exterior approaches to solve linear programming problems. This method uses an interior point, and from there connected to the vertex of the so called station cone which is also a solution of the dual problem. This allows us to determine the entering vector and the new station cone. Here in this paper, we present a new modified algorithm for the case, when at each iteration we determine a new interior point. The new building interior point moves toward the optimal vertex. Thanks to the shortened from both inside and outside, the new version allows to find quicker the optimal solution. The computational experiments show that the number of iterations of the new modified algorithm is significantly smaller than that of the second phase of the dual simplex method.
I. INTRODUCTION
Inventing linear programming by Danzig [4] in 1947 is recognized as one of the greatest mathematical discoveries of the 20th century. Since then, thousands of papers and monographs have appeared and dedication to this important mathematical field [see 1, 5, 12, 13] . Great sense of Danzig's simplex method is probably not in the mathematical difficulty level, which is at the level of broad application in all areas of human life. Therefore any extension or modification of the simplex algorithm toward better are welcome.
In 1979 Khachian has opened a new horizon for the linear programming as prove that the linear programming problem be solved in polynomial time [7] . Khachian's ellipsoid method gives a bound of arithmetic operations on number with digits. Despite its major theoretical advance, the ellipsoid method had little practical impact as the simplex method is more efficient for many classes of linear programming problems [1, 8, 12, 13] .
Other important invention of the linear programming was in 1984, when Kamarkar [6] proposed a new projective method for linear programming which requires operations. Kamarkar's algorithm not only improved Khachian's theoretical worst-case polynomial bound but in fact provides practical test results better than the simplex method. There are several important open problems in the theory of linear programming. One of them is the question :
To be or not a variations of simplex algorithm that run in polynomial time?
In [3] Chu N.N, Duong P.C and Hue L.T have proposed a new algorithm combining interior and exterior approaches to solve linear programming problems. This method can be viewed as a variation of simplex method in combination with interior approach. Here in this paper, we present a new modified algorithm for the case, when at each iteration we determine a new interior point. The new building interior point moves toward the optimal vertex. Thanks to the shortened from both inside and outside, the new version allows to find quicker the optimal solution.
The paper is organized as follows. In section 2 we introduce the concept of station cone which is fundametal important for the construction of the algorithm. In section 3, we describe the criterion of selecting the leaving variables. The section 4 proposes the selecting rule for entering vectors. The section 5 describes the ogirinal algorithm in [3] . The new modified algorithm is presenting in section 6. The section 7 presents the computational experiments. Finally, some discussions have been made in section 8.
II. STATION CONE
For the convenience of the reader, we would like to briefly present here the concept station cone [3] . Consider a linear programming problem in the matrix form   We indeed need to introduce the following definition. , whereas x* is the vertex of the station cones. This is equal to the fact that the inequality
is the consequent inequality of the system of the linear inequalities, which formulate the station cone. This also means that the vector c is the nonnegative linear combination of the basic vectors of the station cone.
We have the following result.
Theorem 2.2 [3] . If the station solution x* satisfies all the constraints of the problem (2.1) then x* is an optimal solution.
III. SELECTING THE LEAVING VECTOR
In this section, for convenience, we will repeat the rule for selecting the leaving vector [3] . be the intersection points of the boundary of P and the segments 0, 0 , 1, 2,..., i in  . Then the new point will be calculated by the following formula
It is obvious that in (4.1) is the barycenter of the polytope 12 
, 0 1, . Remark 2.1. The assumption k x is a unique optimal solution of , cx on M k which is equivalent to the assumption that the vector c is a strict positive linear combination of the basis vectors of M k i.e. 0 0, 1, 2,..., k kn     . This means the dual problem (3.1) of (2.1) is nondegenerated.
V. INTERIOR EXTERIOR ALGORITHM
For convernience, we will describe here the algorithm was proposed in [3] .
Initialization
Determine the starting station cone . Calculate the point by formula (4.1). Let: .
Step
If the vertex of the station cone is a feasible point of P, then is an optimal solution. In the contrary case, select the inequality for entering the station cone and define the inequality for leaving the station cone. Determine the new station cone with the vertex . Go to next step .
Remark. Except for the calculation for finding the entering variable, each step of the above algorithm is a simplex pivot.
With the assumption that the dual problem (3.1) of (2.1) is nondegenerated, then Theorem 2.6 [3] . The above algorithm produces an optimal solution after a finite number of iterations.
VI. NEW MODIFIED ALGORITHM
Unlike the algorithm in Section 5, in the section below, we will develop algorithms that at each iteration k will have to find new points Ok. The sequence of interior points Ok moves toward optimal vertex. And so we conduct parallel two asymptoticall, from outside to inside and from the inside out. The interior piont Ok will be defined as follows:
Clearly that Ok+1 is an interior point of P. Let
We noticed Ok+1 is also an interior point of the following problem max<c,x> . (6.1)
Obviously, the constraint has eliminated part of the feasible region Pk . So the problem (6.1) has smaller feasible region after each iteration.
In [ 9, 10 ] K. G.Murty has shown that from the interior point , can build the biggest sphere in Pk+1 with center on the hyperplane , and the construction sphere requires polynomial computational complexity. Here for simplicity, instead of finding the center of the biggest sphere, we find the point as in (4.5). Let . For convenience, we will call the algorithm which is described below as station cone algorithm.
Initialization
Determine the starting station cone . Calculate the point by formula (4.1). Let: , , O k = .
Step
If the vertex of the station cone is a feasible point of P k , then is an optimal solution. In the contrary case, select the inequality for entering the station cone and define the inequality for leaving the station cone. 
