Abstract. In this paper we study the nonlinear Neumann boundary value problem of the following equations
Introduction
In the theory of electrorheological fluids, image restoration (see [1, 2, 3] and the references therein) and mixture of two power-law fluids (see [4] ), the p(x)-Laplace operator, defined as ∆ p(x) u(x) := div |∇u(x)| p(x)−2 ∇u , plays an important role. After simplifications, those problems are reduced to study differential equations involving the p(x)-Laplace operator. For problems involving different growth rates depending on the underlying domains, they also involve equations with (p(x), q(x))− growth conditions where several p(x)−Laplace operators involved, interacting with one another. This (p(x), q(x))−growth condition is a natural generalization of the anisotropic (p,q) growth condition in electrorheological fluids (see [5, 6, 7] ). With the development of the theory on variable exponent Lebesgue and Sobolev spaces, lots of mathematical works have appeared and there are many interesting applications in fluids and electrorheological fluids (see the recent monograph [4] and references) in the Orlicz-type spaces framework.
Driven by the above mentioned physical models and potential further applications, the study of differential equations involving p(x)-Laplace operators has been a very interesting and exciting topic in recent years (see in particular these nice references [8, 9, 4, 5, 6, 7] ). As we will see in the following parts of the paper, for problems involving nonstandard growth conditions, the growth conditions are crucial for the solvability of the problems and closely related to the space structures under which we seek solutions. During the development of last several decades, it turns out that the use of variational methods in dealing with these problems is a far-reaching field. Many results have been obtained on this kind of problems, for example [10, 11, 12, 13, 14, 15, 16, 17] and so on.
In this paper, continuing our former investigations on these topics (see [10, 11, 12, 15, 16, 17, 18, 19, 20] ) and functional properties of (p 1 (x), p 2 (x))-Laplace operators (see [16] ), we study the following (p 1 (x), p 2 (x))-Laplace Neumann boundary value problem
where Ω ⊂ R N is a bounded smooth domain and p i (x) ∈ C(Ω) with p i (x) > 1 for any x ∈ Ω and for i = 1, 2; λ, µ ∈ R such that λ 2 + µ 2 = 0. By variational arguments, we show among others that the problem admits mountain pass solution, fountain solutions and dual fountain solutions with appropriate energy behavior when multiple solutions exist. To deal with the boundary nonlinear term, we shall use the trace embedding theorem for our working space; To deal with the nonlinear non-homogeneous (p 1 (x), p 2 (x))−Laplace operator and to show the functionals involved in our problems verifies compactness conditions of (P S) type, we shall use the properties that the corresponding nonlinear function of these operator induces homeomorphism between space pairs and admits Frechet derivative of type (S+) proved in our former work. In particular, different to the use of fountain theorem, we need to show (P S * c )-type compactness conditions the proof of which is subtle in order to apply the dual fountain theorem. See section 3 for the assumptions and statements of results.
This paper is organized as follows. We begin by recalling the definitions of the variable exponent Lebesgue-Sobolev spaces which can be regarded as a special class of generalized Orlicz-Sobolev spaces and introduce some basic properties of these spaces. For the convenience of the readers and to make preparation for the proof in Section 3, we give some properties of the (p 1 (x), p 2 (x))-Laplace operator, the corresponding integral functional, and related boundary imbedding theorem in Section 2; In Section 3, we state our assumptions precisely and show the existence of weak solutions to problem (P ) by variational arguments.
The spaces W

1,p(x)
(Ω)
In this section, we will give out some theories on spaces W 1,p(x) (Ω) which we call generalized Lebesgue-Sobolev spaces. Firstly we state some basic properties of spaces W 1,p(x) (Ω) which will be used later (for details see [21, 18, 19, 8] and the references therein).
We write
The linear vector space L p(x) (Ω) can be equipped by the following norm
) becomes a Banach space and we call it variable exponent Lebesgue space.
In the following we shall collect some basic propositions concerning the variable exponent Lebesgue spaces. These propositions will be used throughout our analysis. Proposition 1.1 (see Fan and Zhao [21] and Zhao et al. [18] )
) is a separable, uniform convex Banach space, and its conjugate space is L q(x) (Ω), where
, and the imbedding is continuous.
Proposition 1.2 (see Fan and Zhao [21] and Zhao et al. [19]). If f : Ω × R → R is a Caratheodory function and satisfies
for any x ∈ Ω, s ∈ R,
) is a continuous and bounded operator. [21] and Zhao et al. [18] ). If we denote
Proposition 1.3 (see Fan and Zhao
Proposition 1.4 (see Fan and Zhao [21] and Zhao et al. [18] ). If u, u n ∈ L p(x) (Ω), n = 1, 2, ..., then the following statements are equivalent to each other: (1) 
The variable exponent Sobolev space W 1,p(x) (Ω) is defined by
and it is equipped with the norm
If we denote
We have the following Proposition 1.5 (see Fan and Zhao [21] )
is compact and continuous. Proposition 1.6 (see Yao [17] ). If we denote
is compact and continuous, where q(x) ∈ C + (∂Ω) and q(x) < p * (x), ∀x ∈ ∂Ω.
Properties of
In this section we give the properties of the (
Consider the following functional,
where
It is obvious that J ∈ C 1 (X, R) (see [22] ), and the (p 1 (x), p 2 (x))-Laplace operator is the derivative operator of J in the weak sense. Denote
in which ·, · is the dual pair between X and its dual X * . 
* is a homeomorphism.
Solutions to the equation
In this section we will give the existence results of weak solutions to problem (P ). We denote
It is easy to see that
, and the embedding is continuous and compact; (ii) For r(x) ∈ C + (∂Ω) such that r(x) < p M * (x) for any x ∈ ∂Ω, we have
, and the embedding is continuous and compact.
(Ω) we can get the conclusion by Proposition 1.5 and Proposition 1.6.
To proceed, we give the definition of weak solution to Problem (P ): Definition 3.2. We say that u ∈ X is a weak solution of (P ) if the following equality
, where dσ is the surface measure on ∂Ω.
We denote the functional ϕ : X → R by
where F (x, t) = t 0 f (x, s)ds, and G(x, t) = t 0 g(x, s)ds. Next, we state the assumptions on f and g: (f 0 ) f : Ω × R → R satisfies the Caratheodory condition and there exist two constants C 1 ≥ 0, C 2 > 0 such that:
where α(x) ∈ C + (Ω) and α(x) < p *
(g 0 ) g : ∂Ω × R → R satisfies the Caratheodory condition and there exist two constants C
where β(x) ∈ C + (∂Ω) and β(x) < p M * (x), ∀x ∈ ∂Ω.
Under the assumptions (f 0 ) and (g 0 ) the functional ϕ defined before is of class C 1 (X, R), and
Therefore, the weak solution of (P ) is exactly the critical point of ϕ. Moreover, ϕ is even if f and g are both odd with respect to the second argument respectively. Proof. By Conditions (f 0 ) and (g 0 ) we get
And for u big enough, we have
So ϕ is coercive. In view that ϕ is also weakly lower semicontinuous, we see that ϕ has a global minimum point u ∈ X, which is a weak solution to Problem (P ). We now complete the proof.
Definition 3.4.
We say that the function ϕ ∈ C 1 (X, R) satisfies the PalaisSmale (P S) condition in X if any sequence {u n } ∈ X such that
has a convergent subsequence.
Proof. Suppose that {u n } ⊂ X, {ϕ(u n )} is bounded and ϕ ′ (u n ) → 0. Denote Φ(u) = −λ Ω F (x, u)dx and Ψ(u) = −µ ∂Ω G(x, u)dσ, they are both weakly continuous and their derivative operators are compact. By Lemma 3.1, we deduce that ϕ ′ = L + Φ ′ + Ψ ′ is also of type (S + ). We only need to verify that {u n } is bounded. For u big enough, we have
in which θ = min{θ 1 , θ 2 }. The above inequality implies {u n } is bounded in X. Finally we get that ϕ satisfies (PS) condition.
Proof. We shall show that ϕ satisfies conditions of Mountain Pass Theorem.
(i) From Lemma 3.5, ϕ satisfies (P S) condition in X. Since p
Let ǫ > 0 be small enough such that ǫC
. By the assumptions (f 0 ), (f 2 ) and (g 0 ), (g 2 ), we have
For u ≤ 1 we have the following
which implies the existence of r ∈ (0, 1) and δ > 0 such that ϕ(u) ≥ δ > 0 for every u ∈ X satisfies u = r.
(ii) From (f 1 ) and (g 1 ) we see
For any fixed w ∈ X\{0}, and t > 1, we have
(iii) It is obvious ϕ(0) = 0 by (f 2 ) and (g 2 ).
From (i), (ii) and (iii), we conclude ϕ satisfies the conditions of Mountain Pass Theorem (see [22] ). So ϕ admits at least one nontrivial critical point.
Theorem 3.7. If (f 0 ), (f 1 ), (f 3 ), (g 0 ), (g 1 ), (g 3 ) hold and max{α + , β + } > p + M ; λ, µ > 0, then ϕ has a sequence of critical points {u n } such that ϕ(u n ) → +∞ and (P ) has infinite many pairs of solutions.
Because X is a reflexive and separable Banach space, there are {e j } ⊂ X and {e * j } ⊂ X * such that
Then lim k→∞ α k = 0, lim k→∞ β k = 0.
Proof. For 0 < α k+1 ≤ α k , then α k → α ≥ 0. Suppose u k ∈ Z k satisfy
then we may assume up a subsequence that u k ⇀ u in X, and e * j , u = lim k→∞ e * j , u k = 0, j = 1, 2, ..., in which the last equal sign holds for u k ∈ Z k . The above equality implies that u = 0, so u k ⇀ 0 in X. Since the imbedding from X to L α(x) (Ω) is compact, we have u k → 0 in L α(x) (Ω). We finally get α k → 0. The result for β k can be obtained by the same procedure.
Proof of Theorem 3.7. By (f 1 ), (f 3 ), (g 1 ), (g 3 ) ϕ is an even functional and satisfies (P S) condition. We only need to prove that if k is large enough,(A 2 ) From (f 1 ), we get F (x, t) ≥ c 1 |t| θ 1 − c 2 , ∀(x, t) ∈ Ω × R;
G(x, t) ≥ c 1 |t| θ 2 − c 2 , ∀(x, t) ∈ ∂Ω × R.
Because θ 1 > p + M and dimY k = k < ∞ (all norms are equivalent in Y k ), it is easy to get ϕ(u) → −∞ as u → ∞ for u ∈ Y k . Theorem 3.9. Let α(x) ∈ C + (Ω), β ∈ C + (∂Ω) and α(x) < p * (x), ∀x ∈ Ω; β(x) < p M * (x), ∀x ∈ ∂Ω. If f (x, t) = |t| α(x)−2 t, g(x, t) = |t| β(x)−2 t, α − > p + M , β + < p − m , then we have (i) For every λ > 0, µ ∈ R, (P ) has a sequence of weak solutions {±u k } such that ϕ(±u k ) → ∞, k → ∞; (ii) For every µ > 0, λ ∈ R, (P ) has a sequence of weak solutions {±v k } such that ϕ(±v k ) < 0, and ϕ(±v k ) → 0, k → ∞.
Since β k → 0 and ρ k → 0 as k → ∞. And from the above proof, we can choose ρ k > r k > 0. The proof of (P S)
