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ABSTRACT
We find a class of (2+1)-dimensional spacetimes admitting Killing spinors ap-
propriate to (2,0) adS-supergravity. The vacuum spacetimes include anti-de Sitter
(adS) space and charged extreme black holes, but there are many others, including
spacetimes of arbitrarily large negative energy that have only conical singulari-
ties, and the spacetimes of fractionally charged point particles. The non-vacuum
spacetimes are those of self-gravitating solitons obtained by coupling (2,0) adS su-
pergravity to sigma-model matter. We show, subject to a condition on the matter
currents (satisfied by the sigma model), and a conjecture concerning global ob-
structions to the existence of certain types of spinor fields, that the mass of each
supersymmetric spacetime saturates a classical bound, in terms of the angular
momentum and charge, on the total energy of arbitrary field configurations with
the same boundary conditions, although these bounds may be violated quantum
mechanically.
1. Introduction
Theories of gravity in 2+1 dimensions continue to be a fertile area for the
investigation of the consequences of general covariance in field theory. The (p,q)
anti-de Sitter (adS) supergravity theories [1], which can be viewed as pure Chern-
Simons (CS) terms for the superalgebras osp(p|2;R)⊕osp(q|2;R), are of particular
interest for various reasons. Firstly, the (0,0) case is just 2+1 Einstein gravity with
a negative cosmological constant, which has been shown to admit asymptotically-
adS black hole solutions [2]. This theory is the bosonic sector of the (1,1) theory
and in this context one can ask whether black hole solutions are ‘supersymmetric’
in the sense of preserving some of the supersymmetry of the adS vacuum. This
is equivalent to asking whether the black hole spacetime admits a suitably-defined
Killing spinor and it has been shown [3] that only the extreme rotating black holes,
and the non-rotating ‘black hole vacuum’ [2], do so. Secondly, for p or q greater
than one, the action includes an so(p)⊕so(q) pure CS term. The simplest such case
is the (2,0) theory which we review below. We find a one-function class of ‘off-shell’
bosonic field configurations of this model that preserve some supersymmetry, i.e.
admit Killing spinors. The function is fixed by the field equations and the boundary
conditions, and depends on the adS inverse radius, m. For zero charge, Q, we find
a class of supersymmetric vacuum spacetimes with ADM mass M = 2mJ − n2
(relative to the ‘black hole vacuum’), and total angular momentum J , for any
integer n. When n = 0 or |n| = 1 we recover, for J = 0, the black-hole vacuum
and anti-de Sitter spacetime respectively. For |n| > 1 we find a new class of
supersymmetric spacetimes with a naked conical singularity of negative deficit
angle δ = −2π(|n|−1). The point particle spacetimes [4] with −1 > M > 0, which
have a naked conical singularity of positive deficit angle δ = 2π(1+
√
M), are also
supersymmetric when Q is such that M = −4Q2.
It is a general feature of supergravity theories that solutions that are supersym-
metric (in the above sense of admitting a Killing spinor) saturate a Bogomolnyi-
Gibbons-Hull type of bound on the ADM energy of any field configuration that is
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either non-singular or, if singular, can evolve from an initially non-singular config-
uration. A special case of this bound is the positivity of the ADM energy. One
usually finds (e.g. for asymptotically flat spacetimes of dimension d > 3) that,
once boundary conditions at spatial infinity have been specified, there is a unique
supersymmetric zero charge state which is naturally identified as the vacuum. An
exception to this rule is (2,0) (adS)3-supergravity because it turns out that there
are many supersymmetric zero charge configurations. The only non-singular one
is the adS spacetime itself but the black hole vacuum, which has a null singularity,
is also supersymmetric and is non-singular on all spacelike hypersurfaces orthog-
onal to the orbits of the timelike Killing vector field. Other supersymmetric zero
charge spacetimes have naked timelike conical singularities and do not admit a
non-singular Cauchy surface, so only adS spacetime and the black hole vacuum are
candidates for ‘the’ vacuum. The reason that there can be two such candidates
is that in 2+1 dimensions spatial infinity is not simply connected so that, as ap-
preciated in [3], spinors that are asymptotically Killing may be either periodic or
anti-periodic at spatial infinity. However, knowledge of the behaviour at spatial
infinity of an asymptotically Killing spinor requires more than the knowledge of
whether it is periodic or antiperiodic; one must know its phase, which is specified
by the integer n. We shall shortly return to the significance of this fact.
A variant [5] of the ADM method can be used to find expressions as surface
integrals of mass, angular momentum and charge in asymptotically adS space-
times of arbitrary dimension. In three dimensions a simplification of this method
is made possible by the fact that three-dimensional adS (super)gravity can be
viewed as a pure Chern-Simons theory [1,6]. This leads naturally to a definition
of mass and other ‘charges’ in terms of holonomy, in agreement with other meth-
ods [2,7]. We use this result and the methods of [8,9] to deduce that the energy
E =M + 1 of an asymptotically adS spacetime is bounded in terms of its angular
momentum and charge. Specifically, for zero angular momentum and charge one
finds thatM>−n2, where the integer n specifies the type of asymptotically Killing
spinor under consideration. The proof of this bound depends on the asymptotically
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Killing spinor being non-singular on a Cauchy surface and satisfying a Dirac-like
equation (the ‘Witten condition’). It can happen that a particular asymptotically
adS spacetime will not admit such a spinor for certain values of n. An example
is adS spacetime itself for which |n| = 1 is possible but n = 0 is not; if it were
we could prove that M>0 for this spacetime whereas in fact M = −1. We shall
later provide some evidence for the conjecture that, for any asymptotically adS
solution of the Einstein equations (with suitably well-behaved matter) for which
there exists a non-singular Cauchy surface, it is possible to find an asymptotically
Killing spinor satisfying the Witten condition with either n = 0 or |n| = 1. If
this is true then we need consider only n = 0 and |n| = 1, since |n| > 1 leads
to a weaker bound. This would establish the absolute stability of adS spacetime,
but the black hole vacuum might be unstable against semi-classical tunnelling. An
instability of this type has been shown to afflict the Kaluza-Klein vacuum of five-
dimensional general relativity [10], for which the positive energy theorem fails for
similar reasons.
This conjecture does not imply the non-existence of spacetimes with M < −1;
as already mentioned, there is a supersymmetric spacetime with M = −n2 for
every integer n. However, the supersymmetric spacetimes with |n| > 1 have naked
singularities that prevent one from finding a non-singular Cauchy surface and this
may be a feature of all solutions of the field equations withM < −1, for sufficiently
well-behaved matter. We remark that spacetimes with naked singularities should
not be considered unphysical per se. It is known that cosmic censorship is false
for asymptotically (adS)3 spacetimes since non-singular matter can collapse to a
naked singularity if 0 > M > −1 [11]. The singularity in this case is a conical
one with a positive deficit angle. We suggest that the appropriate extension of the
cosmic censorship hypothesis in this context is such as to permit naked singularities
of this type but no others.
In certain respects, (2+1)-dimensional supergravity is similar to (4+1) dimen-
sional supergravity for which it is known [9] that supersymmetric black holes can
be viewed as limits of self-gravitating solitons of supergravity coupled to matter.
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One of the motivations for the work reported in this paper was to investigate
whether a similar result holds for self-gravitating solitons of the 2+1 dimensional
(2,0) adS supergravity coupled to matter. In addressing this question our first task
is the construction of a suitable coupling of matter to (2,0) adS supergravity. The
problem of coupling scalar multiplets to N -extended Einstein supergravity without
a cosmological constant was solved in [12]. The inclusion of a cosmological term
is straightforward for N = 1 (leading to a matter coupled (1,0) adS supergravity
theory), and is implicit in the N = 1 superspace results of [13]. In contrast, the
inclusion of a cosmological term for N > 1, in the presence of matter, cannot be
deduced simply from the results of [12] because the field content differs by the
presence of the Chern-Simons gauge field(s). Taking the N = 2 flat space sigma-
model as our starting point we construct a locally supersymmetric coupling of this
action to (2,0) adS supergravity. The target space of this locally-supersymmetric
sigma model is Ka¨hler. We choose it to be compact, in order to allow for the
possibility of sigma-model solitons, and we study the particular case of the Rie-
mann sphere in detail. In the absence of supergravity the soliton solutions are
simply holomorphic functions on 2-space considered as the complex plane (see, for
example, [14]). Remarkably, this continues to be true, for an appropriate choice
of complex coordinate, even when the gravitational corrections are included, al-
though the holomorphic functions must now satisfy a further restriction. For the
case of an S2 target space this further restriction is that the holomorphic function
be homogeneous. These self-gravitating solitons admit Killing spinors and satu-
rate an energy bound. In this respect, self-gravitating solitons of three-dimensional
supergravity/matter theories are similar to those of five-dimensional supergravity
[9], but the Einstein equation is now a non-linear second-order ODE. Although we
have not been able to solve this equation analytically, we argue that the solitons
governed by this equation are non-singular. We are also able to determine their
asymptotic behaviour; we find that the solitons always have a logarithmic depen-
dence on the natural radial coordinate, for large radius, but such that E − 2mJ is
well-defined, and bounded in terms of the charge Q, even though neither E nor J
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is separately well-defined. Thus, the asymptotic symmetry group of these solutions
is a proper subgroup of the adS group.
We conclude this introduction with a brief account of the pure (2,0) adS su-
pergravity [1]. The field content consists of the metric tensor, gµν , a complex
Rarita-Schwinger field, ψµ, and an Abelian gauge field Aµ. The action is
S =
∫
d3x [−1
2
eR +
i
2
εµνρψ¯µDνψρ − 2mεµνρAµ∂νAρ + 4m2e] , (1.1)
where m is a constant with units of mass which we may assume to be positive.
The covariant derivative D is defined by
Dµ = Dµ + 2imAµ − imγµ (1.2)
where D is the usual Lorentz-covariant derivative except that the spin connection
has the non-zero torsion
Tµν
a ≡ D[µeν]a =
1
4
ψ¯µγ
aψν . (1.3)
The action (1.1) is invariant under the supersymmetry transformations
δǫeµ
a =
1
4
ǫ¯γaψµ + c.c.
δǫψµ = Dµǫ
δǫAµ =
1
4
(ǫ¯ψµ + c.c.) .
(1.4)
We follow the conventions of [1], i.e. the metric signature is ‘mostly minus’ and
the gamma matrices γa are pure imaginary.
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2. Killing Spinors
The condition for a purely bosonic field configuration of (2,0) adS supergrav-
ity to preserve at least one supersymmetry of (2,0) adS supergravity is that the
equation
δǫψµ = 0 (2.1)
admit a non-zero solution for the spinor parameter ǫ. Since this equation is linear
in ǫ its consequences are unchanged if ǫ is replaced by the commuting spinor κ.
Making this replacement, we have to solve
Dµκ = 0 (2.2)
for non-zero κ.
An alternative form for the covariant derivative D is
Dµ = ∂µ + iBµaγa + 2imAµ , (2.3)
where
Bµ
a =
1
4
εabcωµ bc −meµa (2.4)
is an Sp(2;R) ∼= Sl(2;R) gauge field. This is a reflection of the fact that (adS)3
gravity can be viewed as a Chern-Simons theory for the adS group SO(2, 2) ∼=
Sl(2;R) × Sl(2;R) [1], and that for the extension to (p,0) supergravity only one
Sl(2;R) factor is supersymmetrized. Since the torsion vanishes in a purely bosonic
background, the Sl(2;R) gauge field B can be expressed entirely in terms of the
dreibein as follows:
Bµ
a =
1
4
εabc
[
2eb
ν∂[µeν] c − ebνecρ∂νeρdeµd
]−meµa . (2.5)
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Thus, Killing spinors κ are non-zero solutions of
(∂µ + iBµ
aγa + 2imAµ)κ = 0 (2.6)
with Bµ
a as given above. This equation has the integrability condition
(mGµ + Sµaγ
a)κ = 0 (2.7)
where
Sµa ≡ εµνρ(∂νBρ a − εabcBνbBρc)
Gµ ≡ 2εµνρ∂νAρ
(2.8)
are the duals of the Sl(2;R) and U(1) field strengths respectively.
In the absence of matter the Euler-Lagrange equations for the bosonic fields of
(2,0) adS supergravity are simply
Sµa = 0 G
µ = 0 , (2.9)
so that (2.7) is automatically satisfied by solutions of the source-free equations.
Since only the (adS)3 spacetime with zero U(1) charge admits the full complement
of Killing spinors, i.e. four for (2,0) supergravity (this being the real dimension of
the space of complex two-component spinors) we shall seek metric and gauge field
configurations admitting two Killing spinors
⋆
. We can implement this by requiring
κ to satisfy a condition of the form
(1− γaba)κ = 0 (2.10)
for some complex functions ba. Provided that
b · b = 1 (2.11)
this condition projects out half the components of κ. This constraint on κ can be
⋆ This will of course include the zero charge anti-de Sitter spacetime as a special case.
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solved by writing
κ = N(1 + γaba)ζ0 (2.12)
for arbitrary complex function N and constant spinor ζ
0
. When (2.12) is substi-
tuted into the integrabilty condition (2.7) one finds that
Sµa +mG
µba + iεabcb
bSµ b = 0 . (2.13)
This is of course satisfied by any solution of the empty space equations, but we wish
to find off-shell configurations that admit Killing spinors. When we subsequently
consider the implications of the field equations our Killing spinor results will then
be equally applicable whether we consider the field equations with or without
matter. Note that the integrability condition (2.7) is necessary but insufficient for
the background to admit a Killing spinor, so after analysing the content of the
integrability conditions we must then return to the Killing spinor equation (2.6),
which will restrict the function N in (2.12).
Rather than attempt to find the general solution of (2.6) we shall find solutions
by making the following ansatz for the frame one-forms ea:
e0 = f(r)dt e1 = h(r)dr e2 =
u(r)
r
dt+ rdϕ , (2.14)
where underlining indicates a frame index (i.e. a = 0, 1, 2). The metric is then
given by
ds2 =
[
f2 −
(u
r
)2 ]
dt2 − 2udtdϕ− h2dr2 − r2dϕ2 . (2.15)
This ansatz is suggested by the fact that the function u(r) is constant for the black
hole. The Sl(2,R) one-form potential Ba may now be computed from (2.5) and
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the result is
B0 =
(
u′
4rh
−mf
)
dt+
1
2h
dϕ
B1 =
[
1
4rf
(
2u
r
− u′
)
+mh
]
dr
B2 =
[
− 1
4h
(
2f ′ − uu
′
r2f
+
2u2
r3f
)
+
mu
r
]
dt
+
[
1
4fh
(
u′ − 2u
r
)
+mr
]
dϕ .
(2.16)
Our ansatz may now be shown to imply that certain components of Sµa vanish.
Specifically, one finds that
Sr0 = S
r
2 = S
t
1 = S
ϕ
1 = 0 . (2.17)
We now separate the integrability condition (2.13) into its various components.
Firstly we have
Sr1 = 0 , (2.18)
which, since Bµ
a depends only on r, is equivalent to
Bϕ2Bt0 = Bϕ0Bt2 . (2.19)
Secondly, we have
mGµ + Sµab
a = 0 , (2.20)
and finally
(1− b20)St0 + (ib1 − b2b0)St2 = 0
(1− b20)Sϕ0 + (ib1 − b2b0)Sϕ2 = 0 .
(2.21)
We now return to the Killing spinor equation. Given that κ has the form of
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(2.12), we find by substitution into (2.6) that
2mAµ − i∂µ(lnN) + baBaµ = 0 (2.22)
and
Bµ
a − iεabcbbBµ c − i∂µba − babcBcµ = 0 . (2.23)
Observe now that (2.19) implies
Bt2 = Λ(r)Bϕ2
Bt0 = Λ(r)Bϕ0 ,
(2.24)
for some function Λ of r, which must be finite since Bϕ0 6= 0. It follows that the t
and ϕ components of (2.23) are consistent only if
(∂t − Λ∂ϕ)ba = 0 . (2.25)
Differentiating this equation with respect to r, and denoting this derivative by a
prime, we find, on the one hand, that
(∂t − Λ∂ϕ)b′a = Λ′∂ϕba . (2.26)
On the other hand, the r component of (2.23) yields
ib′0 = Br1(ib2 + b0b1)
ib′1 = Br1(1 + b
2
1)
ib′2 = Br1(ib0 + b1b2) ,
(2.27)
which we may use to eliminate b′a in (2.27) in terms of ba and Br1. Since Br1
depends only on r, and ba satisfies (2.25), the left hand side of (2.26) vanishes, and
we conclude that
Λ′∂ϕba = 0 . (2.28)
This leads to two fundamentally different ways of solving the Killing spinor equa-
tion:
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Either
(i) Λ is constant, in which case b depends on t and φ only through the combi-
nation ϕˆ ≡ ϕ+ Λt, i.e.
ba = ba(ϕˆ, r) ; (2.29)
or
(ii) ba is independent of both t and ϕ, i.e.
ba = ba(r) , (2.30)
and Λ(r) is unrestricted.
Option (i) is the more difficult to analyse, partly because there is in this case
a further bifurcation of possibilities according to whether or not ∂ϕb2 vanishes. It
turns out that all supersymmetric spacetimes found via option (i) are also found
via option (ii); that this is possible is due to the fact that the function N can
be ϕ-dependent. The converse is not true, however; option (ii) leads to some
supersymmetric spacetimes that cannot be found via option (i). We shall therefore
omit the analysis of option (i) and proceed with option (ii).
For either option, the t and ϕ components of (2.23) are equivalent so we need
consider only the latter. Since ∂ϕba = 0 for option (ii) these reduce to the algebraic
equations
Bϕ0(1− b20) +Bϕ2(b0b2 − ib1) = 0
Bϕ0(ib2 − b1b0) +Bϕ2(b1b2 − ib0) = 0
Bϕ0(ib1 + b0b2)− Bϕ2(1 + b22) = 0 .
(2.31)
Solving the last of these equations for b1 and substituting it into the other two
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equations we find that
b0 = Rb2 ±
√
1− R2
b1 = −i[R ∓ b2
√
1−R2] ,
(2.32)
where
R =
Bϕ2
Bϕ0
=
1
2f
(
u′ − 2u
r
)
+ 2mhr . (2.33)
Substituting this result into the equations (2.27) one discovers that R and b2 satisfy
the ordinary differential equations
R′ − 2(1− R2)Br1 = 0 (2.34)
and
b′2 = ±Br1
√
1− R2(1 + b22) . (2.35)
The equation for R together with (2.19) is equivalent to the following two equations
that determine the functions f and h in terms of u and two constants α and β:
4mhf = 2α− u
′
r
f2 =
(
αr − u
r
)2
+ β2 .
(2.36)
The constant α must be real and cannot vanish if the spacetime is to be asymptotic
to anti-de Sitter space (or the black hole vacuum). By a redefinition of the time
coordinate t, we can effectively change α to any non-zero value, and the choice
α = 2m (2.37)
is convenient. The constant β2 must also be real. This would, in principle, allow
β to be pure imaginary but we shall seee shortly that β must be real too.
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One can now deduce the following useful formulae:
R =
√
f2 − β2
f
√
1− R2 = β
f
Br1 =
1
2f
(
2mr − u
r
)′
Λ ≡ Bt0
Bϕ0
=
u′
r
− 2m .
(2.38)
Using these formulae one can easily solve (2.35) for b2 and simplify the expressions
for the other components of ba. The result is
b0 =
√
f2 − β2
f
b2 +
β
f
b1 = −i
(√f2 − β2
f
− β
f
b2
)
b2 =
k+
√
f + β + k−
√
f − β
k−
√
f + β − k+
√
f − β
(2.39)
where k± are arbitrary constants.
We now turn to the equation for the one-form A, (2.22). If the associated
abelian gauge group is R then the gauge freedom of A can be used to remove
the phase of N . However, if the gauge group is U(1) then we must distinguish
between ‘small’ and ‘large’ gauge transformations, i.e. between elements of U(1)
that are connected to the identity and those which are not connected to the identity.
Because the action for the U(1) gauge field A is m times the CS term, the charge
Q associated with A is
Q =
m
π
∮
∞
A , (2.40)
as will be explained in more detail in section 4. A large gauge transformation will
change the value of this charge, so fixing the charge restricts the gauge freedom
to small gauge transformations. In this case the phase of N cannot necessarily
be completely removed by a gauge transformation but we can use the freedom of
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small gauge transformations to bring the function N to the form
N = a(r, ϕ)e
in
2
ϕ+imβt , (2.41)
where n is an integer and a(r, ϕ) is a real function. The t-dependent term in the
phase is chosen for later convenience. Taking real and imaginary parts of (2.22)
now determines the one-form A and the function a(r, ϕ). It is at this point that
one discovers that β must be purely real rather than purely imaginary because
a(r, ϕ) would otherwise be a non-periodic function of ϕ. For real β one finds that
A = −
( βu′
2(4mr − u′)
)
dt−
( βr
4mr − u′ +
n
4m
)
dϕ (2.42)
and
a = a(r) ≡ k−
√
f + β − k+
√
f − β . (2.43)
Combining (2.12) with (2.39) now yields the following result for the Killing
spinor κ:
κ = e
in
2
ϕ+imβt[k−
√
f + β − k+
√
f − β]
×
{[
1 +
1
f
(
βγ0 − i
√
f2 − β2γ1)]+ b2γ2[1− 1
f
(
βγ0 − i
√
f2 − β2γ1)]
}
ζ0 .
(2.44)
It is convenient to normalize the constant spinor ζ0 such that
ζ†0ζ0 = 1 . (2.45)
In addition, we may require without loss of generality that ζ0 satisfy Pζ0 = ζ0
for some constant projection matrix, P , that projects out two components of ζ0,
since (for fixed k±) the real dimension of the space of Killing spinors κ is two, not
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four, despite the fact that ζ0 has two complex, and hence four real, components.
A convenient choice is
[
k2+ + k
2
−
]−1[
(k2− − k2+)γ0 + 2ik+k− γ1
]
ζ0 = ζ0 . (2.46)
Given that ζ0 obeys these restrictions, we find that
κ¯κ = 8ik2β
κ¯γ0κ = 8ik
2f
κ¯γ1κ = 0
κ¯γ2κ = 8ik
2
√
f2 − β2 ,
(2.47)
where k2 = (k2+ + k
2
−); these results will prove useful later.
The metric admitting the Killing spinors (2.44) is
ds2 =
(
(2mr)2 − 4mu+ β2)dt2 − 2udtdϕ−
[
1−
(
u′
4mr
) ]2
[(
2mr − (ur ) )2 + β2]dr
2 − r2dϕ2 .
(2.48)
Notice that the requirement that there exist Killing spinors leaves undetermined the
function u and the constant β. These are to be determined by the field equations
and the boundary conditions.
3. Supersymmetric vacuum spacetimes
In section 6 we shall consider the field equations with a sigma model soliton
source. Here we shall consider the simpler source-free case. Inserting the metric
(2.48) into the source-free Einstein equation (with cosmological constant) we find
that (u′
r
)
= const. (3.1)
By a redefinition ϕ→ ϕ + const.× t, we can arrange for the integration constant
16
on the right hand side of (3.1) to vanish, in which case
u =
1
2
J (3.2)
for constant J . The metric, with α = 2m, is then
ds2 = [(2mr)2 − 2mJ + β2)dt2 − Jdtdϕ− 4r
2dr2
(4mr2 − J)2 + 4β2r2 − r
2dϕ2 . (3.3)
By comparison with the black hole solution of [2] we see that J is the total angular
momentum of this spacetime, and that the total mass, relative to the black hole
vacuum, is M = 2mJ − β2. We shall confirm these identifications in the following
section. The gauge-field one-form is
A = − 1
4m
(β + n)dϕ , (3.4)
and from (2.40) we see that the associated charge is
Q = −1
2
(β + n) . (3.5)
Using this relation between β and Q, the total mass may be expressed in terms of
J and Q as
M = 2mJ − (2Q+ n)2 . (3.6)
Although β need not be an integer, one must choose β = −n to get A = 0
and so recover the spacetimes considered previously in the context of the purely
Einstein theory. In this case the charge Q vanishes and the metric is
ds2 = [(2mr)2 − 2mJ + n2]dt2 − Jdtdϕ− 4r
2dr2
(4mr2 − J)2 + 4n2r2 − r
2dϕ2 . (3.7)
When n = 0 this metric represents a spacetime of mass M = 2mJ . For positive J
(and n = 0) the massM is positive and the metric is that of the extreme black hole,
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shown previously to admit Killing spinors [3]. A version of this supersymmetric
extreme black hole metric with positive mass exists for either sign of J because the
transformation t→ −t in (3.7) effectively changes the sign of J without changing
the mass M , so the extreme black hole metric may be more generally written as
[2]
ds2 =
[
(2mr)2 − 2m|J |]dt2 − Jdtdϕ− 4r2dr2
(4mr2 − |J |)2 − r
2dϕ2 . (3.8)
Note that the metric (3.7) continues to admit Killing spinors when J is negative,
so the metric
ds2 =
[
(2mr)2 + 2m|J |]dt2 − Jdtdϕ− 4r2dr2
(4mr2 + |J |)2 − r
2dϕ2 , (3.9)
with negative massM = −2m|J | is also supersymmetric! Unlike the extreme black
hole, however, it has a naked cusp-like singularity at r = 0. For either sign of the
mass, the Killing spinor κ is given by
κ =
√
2mr − M
4mr
(
1− iγ1)ψ0 (3.10)
where ψ0 =
[
(k− − k+) + (k− + k+)γ2
]
ζ0 is a constant spinor. In these cases, the
freedom represented by k± is clearly not independent of the freedom to choose ψ0
and the Killing spinors span a space of real dimension 2. When M > 0 the Killing
spinor κ vanishes at r =
√
M/8m2, which is the horizon of the black hole. For
either sign of M the Killing spinor is singular at r = 0, but so also is the metric.
Consider now the static spacetimes with J = 0. The metric is
ds2 = [(2mr)2 + n2]dt2 − 1[
(2mr)2 + n2
]dr2 − r2dϕ2 . (3.11)
For n = 0 this is the metric of the black hole vacuum:
ds2 = r2
[
d(2mt)2 − dϕ2
]
− dr
2
r2
(3.12)
which would be one form of the adS metric, which has a non-singular Killing horizon
at r = 0, were it not for the fact that ϕ is an angular variable. The identification
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of ϕ with ϕ + 2π creates a conical singularity at the horizon, so the black hole
vacuum has a null singularity at r = 0.
Observe that a necessary condition for a Killing spinor κ to be non-singular at
r = 0 is that
κ ∼ r σ2 e± in2 ϕκ0 (t = 0, r → 0) (3.13)
for some constant (non-zero) spinor κ0 and non-negative integer σ. Moreover, if
σ = 0 the spinor κ will still be singular at r = 0 unless |n| = 1.
When |n| = 1, the metric (3.11) is that of adS space. The corresponding Killing
spinors have σ = 0 and are therefore non-singular at r = 0, as required since the
singularity of the metric at r = 0 is merely a coordinate singularity in this case.
When |n| > 1, the Killing spinors κ still have the property (3.13) with σ = 0. They
are therefore singular at r = 0, but this is not problematic because the metric is
also singular there. To see this we observe that when |n| > 1 we may introduce
the new variables
rˆ =
r
n
, ϕˆ = nϕ , (3.14)
in terms of which the metric (3.11) is again adS, but the angular variable ϕˆ is now
identified with period 2|n|π instead of 2π, which implies a conical singularity at
r = 0 with negative deficit angle δ = −2(|n|−1)π. The ‘point’ r = 0 must therefore
be excluded from the spacetime. It seems that such spacetimes are unphysical.
When Q 6= 0 most of the above discussion still applies if Q is half-integral, but
with n replaced by n + 2Q. Note, however, that although the metric is adS for
J = 0 and |n + 2Q| = 1, and hence non-singular, the gauge field A is singular at
the origin if Q 6= 0, so that one cannot have a completely non-singular ‘charged’
adS spacetime. In contrast, when J = 0 and |n + 2Q| = 0, so that the metric is
that of the black hole vacuum, it is still possible to have Q = −n2 for n 6= 0 without
incurring a singularity of the gauge field. This is due to the fact that the spatial
sections of the black hole vacuum are not simply connected.
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There is no necessity for Q to be half-integral, however. Consider, for example,
the static supersymmetric spacetimes with J = 0 and n = 0, for which Q = −12β.
Because of the freedom to adjust n we may assume that
0 ≤ β ≤ 1 . (3.15)
The metric is
ds2 = [(2mr)2 + β2)dt2 − dr
2[
(2mr)2 + β2
] − r2dϕ2 , (3.16)
and the mass is M = −β2 = −4Q2. These spacetimes have been considered in [4];
they have a conical singularity at the origin with deficit angle δ = 2π(1 − β) =
2π(1 +
√
M). They are nevertheless physical because they may form from an
initially non-singular shell of matter that collapses to the origin [11]. They may be
regarded as point particle solutions and in this sense are not truly vacuum solutions.
Here we have shown that these solutions are supersymmetric, for appropriate U(1)
charge, in the context of (2,0) adS supergravity.
4. An energy bound for (2+1) adS gravity
The total mass and angular momentum of a (3+1)-dimensional asymptotically
adS spacetime were defined by Abbott and Deser [5] using a modification of the
ADM procedure for asymptotically-flat spacetimes. Although the same analysis
can be directly taken over for (2+1)-dimensional asymptotically-flat spacetimes,
a similar but much simpler analysis is available that exploits the Chern-Simons
formulation of adS gravity in 2+1 dimensions.
Consider first an arbitrary semi-simple Lie algebra. Let Kµ be the Lie algebra-
valued CS gauge field with action
S =
∫
d3xtr
[
εµνρ(Kµ∂νKρ +
2
3
KµKνKρ) +Kµj
µ(φ)
]
, (4.1)
where jµ(φ) is a Lie algebra valued current for the ‘matter’ fields, φ. The field
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equation of Kµ is
εµνρKµν = −jµ(φ) (4.2)
where Kµν = ∂µKν − ∂νKµ is the field-strength tensor. We now split Kµ into a
background K¯µ and a (not necessarily small) perturbation ∆Kµ, i.e.
Kµ = K¯µ +∆Kµ . (4.3)
The background is taken to satisfy the source-free equations, i.e.
K¯µν = 0 . (4.4)
We can now rewrite the field equation (4.2) as
εµνρD¯ν(∆K)ρ = −jµtot.(φ,∆K) (4.5)
where D¯ is the covariant derivative constructed from the background field. Thus,
the left hand side of (4.5) is linear in ∆K; the non-linear terms have been moved
to the right hand side and included in the ‘total’ current jtot.. If we now suppose
that the background K¯ is such as to admit a Lie-algebra valued scalar ξ that is
background covariantly constant, i.e.
D¯µξ = 0 , (4.6)
then the Lie algebra invariant vector density
Jµ =
1
2π
tr(jµtot.ξ) (4.7)
is conserved, i.e. ∂µJ
µ = 0. The field equations in the form (4.5) can now be used
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to re-write this as the identically conserved current
Jµ = − 1
2π
εµνρ∂νtr(∆Kρξ) . (4.8)
The associated charge is the surface term
Q(ξ) = − 1
2π
∮
tr(∆Kξ) , (4.9)
where ∆K is the one-form with components ∆Kµ and the integral is taken over
a ‘circle at infinity’. We can now define Q(ξ) to be the total charge on a space-
like hypersurface associated with a Lie algebra valued scalar that approaches ξ
asymptotically. Clearly, K must also approach K¯ asymptotically. Thus, the ADM
procedure applied to (2+1)-dimensional CS gauge theories leads to an identification
of charge as the holonomy of an asymptotic U(1) connection.
To apply this result to the U(1) gauge field A of the (2,0) adS supergravity
we should take into account that the normalization of the CS action for this field
differs from the canonical normalization by a factor of 2m. Thus, the associated
charge Q is
Q =
m
π
∮
A , (4.10)
as claimed in the previous section. To obtain similar formulae for the energy
and angular momentum of asymptotically (adS)3 spacetimes, we recall that the
equations of adS gravity are equivalent to CS equations for the Sl(2;R)×Sl(2;R)
one-forms,
Ba(±) =
1
4
εabcωab ±mea , (4.11)
associated with the generators Ja ± (2m)−1P a, where Ja = 12εabcJbc [1]. The
normalization of the charges in (4.9) assumes a canonical normalization for the CS
action. The field equations of adS gravity are obtainable as the Euler-Lagrange
equations of any linear combination of the CS terms for the two Sl(2;R) factors
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of the adS group, but the standard Einstein-Hilbert form of the action is found
by taking (2m)−1 times the difference of the CS terms for Ba(+) and B
a
(−) [1,6].
This means that we should identify the charges constructed from Ba(±) and an
appropriately normalized background-covariantly constant future-directed timelike
vector ξa with ±2m[J ± (2m)−1E] = E±2mJ , where E is the energy and J is the
angular momentum. Thus,
E ± 2mJ = − 1
2π
∮
∆Ba(±)ξa (4.12)
where
∆Ba(±) = (B
a
(±) − B¯a(±)) (4.13)
and the adS background gauge potentials B¯a(±) are given by
B¯
0
(±)
= −m
√
(2mr)2 + 1(dt± 1
2m
dϕ)
= −2m2r
[
1 +
1
8m2r2
+O(
1
r4
)
]
(dt± 1
2m
dϕ)
B¯
1
(±)
= − m√
(2mr)2 + 1
dr = − 1
2r
[
1 +O(
1
r2
)
]
dr
B¯
2
(±)
= −2m2r(dt± 1
2m
dϕ) .
(4.14)
The background covariantly-constant vector ξ may be expressed in terms of an adS
Killing spinor κ through the relation
ξa = − i
2
κ¯γaκ . (4.15)
Note the definition
κ¯ ≡ iκ†γ0 ,
and the identity
(κ¯γaκ)(κ¯γaκ) ≡ (κ¯κ)2 , (4.16)
which ensure that ξ is future-directed timelike provided κ¯κ is non-zero, a condition
that is satisfied for the adS background. Using the results of (2.47) with β = 1, we
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find that
ξ0 = 4k
2
√
(2mr)2 + 1 = 8mr k2 +O(
1
r
)
ξ1 = 0
ξ2 = 8mr k
2 .
(4.17)
To fix the constant k we shall evaluate the right hand side of (4.12) for the general
black hole solution of [2]. In our notation the black hole metric is
[
(2mr)2 −M
]
dt2 − Jdϕdt− dr
2[
(2mr)2 −M + 14r2J2
] − r2dϕ2 (4.18)
and, as pointed out in [2], the special case of J = 0 and M = −1 is anti-de Sitter
spacetime, so we expect that E = M +1. Except in the extreme, M = 2mJ , case,
this metric is not included in our ansatz of (2.14) because the factor multiplying
dr2 in (4.18) is not positive definite for all r. However, this factor is positive for
large r so we may use our previous results to determine the asymptotic behaviour
of ∆Baϕ. We find that
∆B0ϕ = −
M + 1
8mr
+O(
1
r2
)
∆B2ϕ =
J
4r
+O(
1
r2
) .
(4.19)
Combining this with (4.17) we verify the formula (4.12) with k = 1 and, as ex-
pected, E = M + 1. Let us note here for future reference that, for t = 0, the
asymptotic form of the Killing spinor (2.44) as r →∞ is
κ ∼
√
2mr ei
n
2
ϕκ∞ , (4.20)
where
κ∞ = (1− iγ1)
[
(k− − k+) + (k− + k+)γ2
]
ζ0 . (4.21)
We shall now use the above results to establish a lower bound on the adS
energy E following the Witten-Nester proof [15] of the positivity of the ADM en-
ergy of asymptotically flat 3+1 dimensional spacetimes and its generalization to
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asymptotically adS 3+1 dimensional spacetimes [16]. We shall consider asymptot-
ically adS spacetimes admitting a spinor χ that is asymptotic to one of the Killing
spinors found previously. It follows that, asymptotically as r →∞,
− i
2
χ¯γaχ ∼ ξa
− i
8
χ¯χ ∼ 1 .
(4.22)
The precise formulation of the asymptotic condition will be left until later. To
avoid the proliferation of ± signs in the formulae to follow we shall assume that J
is non-negative. In this case it will be sufficient to consider the ‘modified’ Nester-
type tensor
Eˆµν = − i
4
χ¯γµνρDρχ + c.c. (4.23)
where D is the covariant derivative of (2.3). Using (4.14) and (4.22), it is easily
seen that (4.12) can be rewritten as
E − 2mJ = 1
4π
∮
dSµνEˆ
µν −
[ 1
8π
∮
χ¯D¯χ + c.c.
]
− 4Q , (4.24)
where D¯ is the adS background covariant derivative, and dSµν is the dual of the
line element of the circle at infinity.
Assuming now that the circle at infinity is the only boundary of a spacelike
two-surface with dual surface element dSµ, we have from Gauss’ law that
1
4π
∮
dSµνEˆ
µν =
1
2π
∫
dSµDνEˆ
µν
= − i
4π
∫
dSµ
{DνχγµνρDρχ− e−1χ¯(mGµ + Sµaγa)χ} . (4.25)
At this point we need the field equations for the metric and the abelian gauge field.
In order to allow for sources we take these equations to be
Sµa = −1
2
T µνeaν G
µ =
1
2m
Jµ , (4.26)
where T µν and Jµ are the matter stress tensor and U(1) current respectively. Then
25
(4.25) becomes
1
4π
∮
dSµνEˆ
µν = − i
4π
∫
dSµ
{DνχγµνρDρχ + 1
2
e−1χ¯
(
T µaγa − Jµ
)
χ
}
. (4.27)
The second term in the integral on the RHS of this equation is non-negative pro-
vided that the vector field with components −iχ¯
(
T µaγ
a − Jµ
)
χ is non-spacelike
and future directed for all spinors χ. This condition is trivially satisfied in the
absence of matter and it is also satisfied by the currents of the supersymmetric
sigma-model, as we shall show later. The first term on the RHS of (4.27) can be
shown to be positive in the standard way provided that the spinor χ satisfies the
Witten-type condition
(2)D/ χ ≡ (2)gijγiDjχ = 0 , (4.28)
where (2)gij is the inverse of the spatial 2-metric.
It can be shown that, at least locally, there exists a solution of (4.28) with the
asymptotic form
χ ∼
√
2mre
∓iν
2
ϕκ∞ ∓ γ2
[ν
2
+Q
] e∓iν2 ϕ√
2mr
κ∞ (4.29)
for any integer ν. Note that this spinor has the required asymptotic property
(4.22). To prove the existence of this solution one writes χ = χ∞ + χ1 where
χ∞ equals the right hand side of (4.29) and χ1 is assumed to fall off faster than
1/
√
r as r → ∞. One can then prove by a variant of the original argument of
[15] that the operator (2)D/ has no zero eigenvalues on the space of functions with
the asymptotic fall off of χ1. It then follows that there exists, at least locally, a
solution of the form χ = χ∞ + χ1 that is determined by χ∞. The form of χ∞ can
be determined by solving the Witten condition for large r and the result is that
given in (4.29). There may be global obstructions that nevertheless prevent the
existence of the required solution of the Witten condition. We shall return to this
question below. Given the absence of global obstructions, we have now shown that
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the first term in the integral on the RHS of (4.27) is also non-negative and hence
that the LHS is non-negative. Using this information in (4.24), we conclude that
E − 2mJ>
[ 1
8π
∮
χ¯D¯χ+ c.c.
]
− 4Q , (4.30)
which can be saturated only if Dχ = 0, i.e. only if χ is a Killing spinor. The line
integral of χ¯D¯χ may be computed using (4.29). It vanishes only when ν = 1 and
Q = 0 and the final result is such that (4.30) is equivalent to
E − 2mJ>1− (2Q + ν)2 (4.31)
By an appropriate change of sign in the covariant derivative in Eˆµν one can also
prove this inequality for the opposite sign of J ; we thus derive the bound
M>|2mJ | − (2Q + ν)2 . (4.32)
This is our main result concerning energy bounds in three-dimensional adS space-
time. Note that for ν = n the bound is saturated by the spacetimes (3.3) labelled
by the integer n in section 2. As we saw there, these solutions indeed admit Killing
spinors.
Consider the special case for which Q = 0. In this case the strongest bound on
the energy is found by choosing ν = 0, in which case we have that
M>2m|J | , (4.33)
which was also found in [7] by other methods. For J = 0 this is saturated by the
black hole vacuum which admits a Killing spinor having the asymptotic form of
(4.29) with ν = 0. However, there may be global obstructions to the existence
of a solution to the Witten condition that invalidate the bound. In fact, this is
necessarily the case since the bound (4.33), for J = 0, is violated by adS space,
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which is non-singular and has M = −1 [2]. Clearly, the assumption of the absence
of a global obstruction to the existence of a solution to the Witten condition with
the asymptotic behaviour of (4.29) must be false for adS space if one assumes that
ν = 0. This accords with the fact that the Killing spinor of adS space has the
asymptotic form (4.29) but with ν = 1. For spacetimes for which ν = 1 gives
the correct asymptotic behaviour of globally-defined spinors one instead finds the
bound M>− 1, which is saturated by the adS spacetime.
An instructive (although non-supersymmetric) example is provided by the in-
terior metric of a homogeneous circularly symmetric collapsing dust ball:
ds2 = dt2 − a(t)2
[ dr2
(1− r2) + r
2dθ2
]
. (4.34)
The frame one-forms can be chosen to be
e0 = dt e1 =
a dr√
1− r2 e
2 = ardϕ , (4.35)
from which we compute that
B0 = −mdt+ 1
2
√
1− r2dϕ
B1 = am
√
1− r2dr
B2 = amrdϕ .
(4.36)
The metric is non-singular at r = 0 and Cauchy surfaces include this point. It
follows that the spinor χ satisfying the Witten condition must be non-singular at
r = 0 and, as stated previously, this restricts χ to have the behaviour
χ ∼ r σ2 ei ν2ϕχ0 (t = 0, r → 0) (4.37)
for integer ν, non-negative integer σ and non-zero constant spinor χ0 . Demanding
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that χ of this form satisfy (4.28) one finds that
(σ + 1)χ0 = −νγ0χ0 , (4.38)
which implies that
(σ + 1)2 = ν2 . (4.39)
We see immediately that ν = 0 is not possible since σ cannot be negative. The
lowest admissable value of |ν| is |ν| = 1, which corresponds to σ = 0. Linearity of
(4.28) and continuity imply that the phase of χ as r → ∞ remains equal νφ, so
the integer ν in (4.37) is the same as the integer ν in (4.29) which, as we have now
shown, cannot vanish. This is a satisfactory conclusion because had a non-singular
spinor χ been allowed for ν = 0 we could have used it to derive the classical bound
M>0, which we know to be false. As things stand, we may choose |ν| = 1 and this
allows the derivation of the classical bound M> − 1. We consider this example
as evidence for the conjecture that global obstructions to solutions of the Witten
condition (4.28) never exclude (under the conditions discussed earlier) both ν = 0
and |ν| = 1. If this is true then the validity of the bound M> − 1 extends to the
quantum theory. This would establish the absolute stability of the adS vacuum.
The status of the black hole vacuum is quite different since it saturates the weaker
ν = 0 bound M>0. It seems likely that the black hole vacuum will be unstable
to decay by quantum tunelling for rather similar reasons to those that lead to an
instability of the 4+1 dimensional KK vacuum [10].
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5. (2,0) adS Supergravity sigma models
The fields of the N = 2 sigma-model action consist of the scalar fields φI ,
which are maps from spacetime to the 2n-dimensional target space M, and the
complex sigma-model fermions λi, (i = 1, . . . , n). N=2 supersymmetry requires
the target space to be Ka¨hler. That is, there must exist a closed two form Ω whose
components are related to a complex structure ΩIJ on M by
ΩIJ ≡ gIKΩKJ I, J,K = 1, 2, . . . , dimM . (5.1)
We note here that dΩ = 0 implies that ΩIJ can be expressed locally in terms of a
vector X as
ΩIJ = XJ,I −XI,J . (5.2)
The vector X cannot be globally-defined on a compact Ka¨hler manifold because in
that case Ω is not exact. Since the holonomy of the (torsion free) affine connection
of a 2n-dimensional Ka¨hler manifold is U(n) it is possible to introduce a set of
complex frame one-forms {f i, i = 1 . . . , n} in the fundamental representation of
U(n), with components fI
i. Their complex conjugates {fi}, with components fI i
transform in the n¯ representation of U(n). The metric g and two-form Ω can now
be expressed in terms of the components of the frame one-forms, i.e. the vielbein,
as follows:
gIJ − iΩIJ = 2fI ifJ i . (5.3)
The introduction of the vielbein is convenient because it allows the supersymmetry
transformations involving the sigma-model fields to be expressed in terms of a single
complex spinor parameter. Otherwise, the second-supersymmetry transformation,
unlike the first, is expressed in terms of the complex structure and this obscures
the fact that both are really on the same footing.
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The inverse complex vielbein f I i, with complex conjugate f
I i, is defined by
f I ifI
j = δji f
I ifI j = δ
i
j
f I ifI j = 0 f
I ifI
j = 0
(5.4)
and
f I ifJ
i + f I ifJ i = δ
I
J , (5.5)
from which it follows that
f I igIJ = fJ i . (5.6)
These relations are invariant under local U(n) transformations. To preserve this
invariance in the fermion couplings of the sigma model we must introduce an (anti-
hermitian) U(n) connection one-form Lij which is determined in terms of the frame
forms by the requirement that
df i + Lijf
j = 0
dfi + fjL
j
i = 0 .
(5.7)
It follows that
F ijf
j = fiF
i
j = 0 (5.8)
where
F ij = dL
i
j + L
i
kL
k
j (5.9)
is the curvature two-form. As a consequence of (5.8), it has the property that the
tensor
Mki
ℓj ≡ f I ℓfJk FIJ ji (5.10)
is symmetric on its upper and lower indices.
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The action for the N=2 supersymmetric sigma model in 2+1 dimensional
Minkowski spacetime is
S =
∫
d3x
{1
2
gIJ∂µφ
I∂µφJ − λ¯iγµ
(
∂µλ
i + ∂µφ
ILI
i
jλ
j
)
− 1
6
Mij
kℓ(λ¯kγ
µλi)(λ¯ℓγµλ
j)
}
,
(5.11)
where the conjugate spinor λ¯i is defined by
λ¯i ≡ (λi)† iγ0 . (5.12)
This action is invariant under the supersymmetry transformations
δφI =
i
2
f I iǫ¯λ
i + c.c.
δλi = − i
2
fI
iγµǫ∂µφ
I − LI ijδφIλj .
(5.13)
We now turn to the construction of the action for the N = 2 sigma-model
coupled to (2,0) adS supergravity. We shall use the gamma-matrix and other
conventions of [1]. Note that because of our (+−−) metric convention the gamma-
matrices are all pure imaginary. Also
eγµνρ = iεµνρ , (5.14)
where e = det eµ
a and εµνρ is a (constant) tensor density. Note also that the
constant Lorentz-invariant tensor ǫabc is defined by
ǫabc = e−1eµ
aeν
beρ
cεµνρ . (5.15) .
The fact that the two-form Ω is closed has the consequence that the vector
density
jµ(Ω) =
1
2
εµνρ∂νφ
I∂ρφ
JΩIJ (5.16)
is identically conserved (∂µj
µ(Ω) ≡ 0). It is therefore a potential source for the
Chern-Simons gauge field A and the analogy with supergravity/sigma-model ac-
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tions in 4+1 dimensions suggests that such a term be included. Indeed, the inclu-
sion of such a coupling leads to the following locally-supersymmetric and gauge-
invariant action:
S =
∫
d3x
{
[−1
2
eR +
i
2
εµνρψ¯µDνψρ − 2mεµνρAµ∂νAρ + 4m2e]
+
1
2
egIJ∂µφ
I∂µφJ − Aµjµ(Ω)− 1
8m
XK∂µφ
Kjµ(Ω)
− eλ¯iγµ(∇µλ)i − 1
2
e
[
ifI
iλ¯iγ
µ∂/ φIψµ + c.c.
]− ime λ¯iλi
+
1
8
eλ¯iλ
i(ψ¯νγ
µγνψµ)− 1
8
eλ¯iγ
ρλi
(
ψ¯νγ
µγργ
νψµ − ψ¯ · γψρ − ψ¯ργ · ψ
)
− 1
6
eMij
kℓ(λ¯kγ
µλi)(λ¯ℓγµλ
j)− 1
4
e(λ¯iλ
i)2
}
,
(5.17)
where the covariant derivative ∇ is defined by
(∇µλ)i = Dµλi + ∂µφILI ijλj + 2imAµλi , (5.18)
and the spin-connection used to define the Lorentz-covariant derivative D is now
taken to be the one for which
D[µeν]
a =
1
4
ψ¯µγ
aψν − i
4
eµbeνcǫ
abcλ¯iλ
i . (5.19)
That is, the torsion now includes a contribution from the sigma-model fermions.
This action is invariant under the following supersymmetry transformations:
δǫeµ
a =
1
4
ǫ¯γaψµ + c.c.
δǫψµ = Dµǫ− 1
4
λ¯iγ
νλiγµνǫ
δǫAµ =
1
4
(ǫ¯ψµ + c.c.)− 1
4m
δǫφ
I∂µφ
JΩIJ
δǫφ
I =
i
2
f I iǫ¯λ
i + c.c.
δǫλ
i = − i
2
fI
i∂ˆ/φIǫ− LJ ijδǫφJλj
(5.20)
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where
∂ˆµφ
I = ∂µφ
I − [ i
2
f I iψ¯µλ
i + c.c.] . (5.21)
It is also invariant under the gauge transformations
δΛψµ = −iΛψµ δΛAµ = (2m)−1∂µΛ
δΛφ
I = 0 δΛλ
i = −iΛλi ,
(5.22)
for arbitrary function Λ(x).
6. Supersymmetric self-gravitating solitons
For present purposes we need only the bosonic sector of the supergravity cou-
pled sigma model action just constructed. This is
Sbos. =
∫
d3x
{− 1
2
eR − 2mεµνρAµ∂νAρ + 4m2e+ 1
2
egIJ∂µφ
I∂µφJ
− Aµjµ(Ω)− 1
8m
XK∂µφ
Kjµ(Ω)
}
.
(6.1)
We shall also need the fermion supersymmetry transformations in a purely bosonic
background. These are
δǫψµ = Dµǫ ≡ (∂µ + iBµaγa + 2imAµ)ǫ
δǫλ
i = − i
2
fI
i∂/ φIǫ ,
(6.2)
where, since the torsion vanishes in a purely bosonic background, Bµ
a is given by
(2.5).
The curious final ‘topological’ term in the action (6.1) deserves comment. For
the special case ofM = S2 it is just the well-known Hopf term [17]. Its presence is
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required by supersymmetry if the coupling of Aµ to the topological current j
µ(Ω)
is included but its coefficient is such that the field redefinition
A′µ = Aµ +
1
4m
XK∂µφ
K (6.3)
leads to the new, and much simpler, action
Sb =
∫
d3x
{− 1
2
eR− 2mεµνρA′µ∂νA′ρ + 4m2e+
1
2
egIJ∂µφ
I∂µφJ
}
(6.4)
in which both the Hopf-type term and the coupling of A to the topological current
density j(Ω) are absent. However, this redefinition would complicate the supersym-
metry transformations. Written in terms of A (rather than A′) the supersymmetry
transformation of ψµ is exactly as it was in the absence of matter, apart from λ
2
terms which vanish in a purely bosonic background. This has the consequence
that the Killing spinor equation found previously in the context of the pure (2,0)
adS supergravity theory is unchanged by the coupling to matter. This is a special
feature of the particular model that we have constructed; more general matter
couplings exist but they will not be discussed here.
The field equations of the action (6.1) are
Sµa = −1
2
T µa
Gµ =
1
2m
Jµ
(6.5)
and
∇µ∂µφJ = 0 , (6.6)
where
Tµν = gIJ
(
∂µφ
I∂νφ
J − 1
2
gµν∂ρφ
I∂ρφJ
)
Jµ = −jµ(Ω) ,
(6.7)
and ∇ is the standard spacetime and target space covariant derivative. The field
equations (6.5) are precisely of the form assumed earlier in our derivation of energy
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bounds. From the specific form of the currents one may verify that
γνT µν − Jµ = gIJ
(
P¯IK∂/φ
K
)
γµ
(
PJL∂/φ
L
)
, (6.8)
where
PIJ =
1
2
(
gIJ + iΩIJ
)
(6.9)
and P¯ is its complex conjugate. It follows, for any spinor χ, that
−iχ¯
(
γνT µν − Jµ
)
χ = −igIJΨ¯IγµΨJ , (6.10)
where ΨI ≡ PIJ∂/φLχ. The right hand side of (6.10) is manifestly non-spacelike
and future directed, so the condition on the stress tensor and U(1) current required
to establish the classical energy bound in section 3 is indeed satisfied by supersym-
metric sigma-model matter. As we saw in that section the energy bound can be
saturated only if χ = κ where κ is a Killing spinor. It is also clear from (4.27)
and (6.10) that a further condition for saturation of the bound in the presence
of sigma model matter is that, when χ = κ, ψI = 0. Not surprisingly, this is
equivalent to the condition that δǫλ
i = 0 if the anti-commuting complex spinor
parameter ǫ is replaced by the complex commuting Killing spinor κ. Thus, to find
supersymmetric non-vacuum spacetimes we must find sigma model fields φI such
that
PIJ∂/ φ
Jκ = 0 (6.11)
where κ is a Killing spinor. Given that κ has the form κ = (1 + baγ
a)ζ , where ba
are the functions introduced in section 2, we find that (6.11) is equivalent to
1
2
(gIJ + iΩIJ)∂µφ
J(ec
µ + iεabc ea
µbb) = 0 . (6.12)
To solve these equations we consider matter fields of the form φI(ϕ + 2mt, r)
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and we try the ansatz
∂ϕφ
I = γ(r)ΩIJ∂rφ
J . (6.13)
This leads to a solution of (6.12) provided that
γ =
rf
hβ
, (6.14)
where β is the constant introduced in section 2, and the function f is given by
(2.36) (with α = 2m). Clearly we must exclude β = 0 here but it follows from
(2.42) that Gµ = 0 when β = 0, and then from (6.5) and (6.7) that φI must be
constant, so no generality is lost by this exclusion.
We have now reduced the solution of the conditions (6.12) for the matter fields
to preserve supersymmetry to the problem of finding functions φI(ϕ + 2mt, r)
satisfying (6.13). If we introduce the complex spacetime coordinate
z = exp[
∫
γ−1dr + i(ϕ + 2mt)] , (6.15)
and choose complex coordinates φα (α = 1, . . . , n) on the target space, then the
complex fields φα(ϕ+ 2mt, r) become functions of z and z¯ and (6.13) reduces to
∂φα
∂z¯
= 0 . (6.16)
which is solved by holomorphic functions of z. This is precisely the condition found
for sigma-model solitons in flat space.
The equation of motion (6.6) for φI is now found to be identically satisfied so
the holomorphic functions φα(z), as well as the function u, must be found from
the equations (6.5) which, given the results of section 2, are found to reduce to the
single equation
β2
2rf3h
(fh)′ = gIJ∂rφ
I∂rφ
J . (6.17)
Using complex coordinates on the target space, and the fact that the fields φα are
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holomorphic functions of z, we can rewrite this equation as
r
2h3f
(fh)′ = gαβ¯|z|2∂zφα∂z¯φ¯β¯ . (6.18)
Since the functions f and h are determined in terms of u by (2.36), this equation
can be viewed as a second order ODE for u with a source determined by the
holomorphic functions φα. However, the LHS of (6.18) depends only on r, i.e.
on |z|, while this is true of the RHS only for very special holomorphic functions.
For simplicity, we shall now restrict the discussion to the simplest possible Ka¨hler
target manifold, the Riemann sphere, parametrized by a single complex coordinate
φ, in which case (6.18) becomes
r
2h3f
(fh)′ =
4
(1 + |φ|2)2 |z∂zφ|
2 . (6.19)
In order that the right hand side be a function of |z| only we are forced to set
φ = Czk (6.20)
for some constant C and integer k. The simplest case is k = 0, i.e. constant matter
fields. The first non-trivial case is k = 1 and we shall examine this case in some
detail. Setting φ = Cz in (6.19) we have
r
2h3f
(fh)′ =
4|Cz|2
(1 + |Cz|2)2 . (6.21)
To proceed we use the fact that
∂
∂r
=
βh|z|
rf
∂
∂|z| (6.22)
to rewrite (6.21) as an ODE with |z| as the independent variable. This ODE can
be immediately once-integrated to give
4
1 + |Cz|2 = c+
β
fh
, (6.23)
where c is the integration constant. We note for future reference that fh can be
constant only if C = 0, which corresponds to vanishing matter, or C = ∞, which
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is clearly unphysical. Constant fh implies constant u, i.e a vacuum solution (as
expected for C = 0) and thus fh = 1 by our analysis of section 2. It follows that
C = 0⇒ c = 4− β
C =∞⇒ c = −β .
(6.24)
Using (6.23) to eliminate |Cz| from (6.21) we obtain the ODE
rf2(fh)′ = −1
2
c(c− 4)(fh)3 − β(c− 2)(fh)2 − β
2
2
(fh) . (6.25)
Defining the new dependent and independent variables
r2 = y u˜(y) = 2mr2 − u(r) , (6.26)
this equation can be simplified to
(u˜2 + β2y)u˜′′ = −c(c− 4)
16m2
(u˜′)3 − β(c− 2)
4m
(u˜′)2 − β
2
4
u˜′ (6.27)
We have not been able to find an analytic solution of this second order non-linear
differential equation, but assuming that u˜ ∼ 2mr2, asymptotically as r → ∞ the
asymptotic solution for u takes the form
u ∼ − K
4m
ln r +
1
2
J˜ +O
( ln r
r2
)
(r →∞) (6.28)
where J˜ is a constant and
K = (c+ β)(c+ β − 4) (6.29)
is another constant. Because of the logarithmic term, the constant J˜ cannot be
identified with the total angular momentum unless K = 0, hence the change in
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notation. For convenience we recall that the metric under discussion takes the form
ds2 =
(
(2mr)2 − 4mu+ β2)dt2 − 2udtdϕ−
[
1−
(
u′
4mr
) ]2
[(
2mr − (u
r
) )2
+ β2
]dr2 − r2dϕ2 .
(6.30)
From (6.28) we see that its asymptotic form is
ds2 ∼
[
(2mr)2 +K ln r − 2mJ˜ + β2 +O
( ln r
r2
)]
dt2
−
{[
(2mr)2 +K ln r − 2mJ˜ + β2
]−1
+O
( 1
r2
)}
− r2dϕ2 .
(6.31)
The corresponding expressions for the asymptotic behaviour of the fields A and φ
are given by
A ∼
[ βK
32m2r2
+O
( ln r
r4
)]
dt
+
[
− (β + n)
4m
− βK
64m3r2
+O
( ln r
r4
)]
dϕ
φ ∼ Cei(ϕ+2mt)
[
1− β
2mr
+O
( 1
r2
)]
.
(6.32)
The logarithmic term in (6.28) vanishes when K = 0, i.e. when either c = −β or
c = 4− β. In fact, all terms in u other than the constant vanish when c takes one
these two values, which therefore lead to vacuum solutions. Since fh = 1 for a
vacuum solution (given α = 2m), we learn that the implications of (6.24) can be
reversed. That is, c = 4−β implies that C = 0, which we now exclude since we are
interested in soliton solutions, and c = −β implies that C =∞, which we exclude
as unphysical. We conclude that the logarithmic term is necessarily present for
self-gravitating solitons, so K 6= 0. When J˜ = 0 the K = 0 case can be thought
of as the limiting case in which the soliton becomes a point particle at the origin,
which is then a conical singularity. It is not difficult to see that the logarithmic
term is a necessary feature for a spacetime to be non-singular without horizons
and we argue below that the spacetimes of the self-gravitating solitons found here
indeed have this property.
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From (6.32) we see that the vector potential A tends to a constant as r →∞
and the complex scalar field φ tends to a phase. From this it is easy to see that both
the field strength two-form for A and the energy momentum tensor for φ vanish at
infinity. But since u grows logarithmically the metrics of our soliton solutions are
not asymptotically anti de Sitter in the sense of [18] so the results of those authors
is not applicable. Nor is it clear that the charges defined as in section 4 make
sense. However, although neither M nor J is separately well-defined, the linear
combination M˜ = M −2mJ is, because the potentially divergent contribution due
to the ln r term in u cancels, and we may as well define this quantity to be the
soliton’s mass; it saturates the bound M˜>− β2, as in the vacuum case.
Singularities of the metric (2.48) for u given by (6.26) and (6.27) can arise, in
principle, either from some component becoming infinite at finite r or because the
inverse fails to exist. Any such singularity may be merely a coordinate singularity,
of course; this point must be adressed after location of the singularities. A com-
ponent of the metric can become infinite for finite r only if u becomes infinite for
finite r, or when u is of the form u ∼ r as r → 0, in which case grr would become
infinite. As we shall see, neither case can occur. Consider first the case u→∞ as
r → r0 or, equivalently, u˜ → ∞ as y → y0 = r20. In this case it is convenient to
reinterpret (6.27) as an equation for y in terms of u˜, in which case (6.27) can be
rewritten as
(u˜2 + β2y)y′′ =
c(c− 4)
16m2
+
β(c− 2)
4m
y′ +
β2
4
(y′)2 (6.33)
where now y = y(u˜) and y′ = dy/du˜. We have to look for solutions y of this
equation that go to a constant as u˜ goes to infinity. Let us write the asymptotic
behaviour of y as
y = y0 + y1(u˜) (6.34)
where y1 goes to zero as u˜ goes to infinity. Neglecting non-leading terms we have
(unless c = 0 or c = 4) that
(u˜)2y′′1 ≈
c(c− 4)
16m2
(6.35)
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the solution of which is y1 ∝ ln u˜, contrary to assumption. For the cases c = 0 or
c = 4 we instead find the equation
(u˜)2y′′1 ≈ y′1 , (6.36)
the solution of which is again inconsistent with the asymptotic condition for y1.
We conclude that u is finite for finite r. To exclude the other possibility, that u ∼ r
as r → 0, we shall suppose that u˜ ∼ yα, for some constant α, as y → 0. One then
discovers that this is consistent with (6.27) for α = 0 or α = 1, but not otherwise.
It remains to determine whether the metric is invertible. Since
det g = r2(fh) (6.37)
the metric will be singular, apart from the expected singularity at the origin r = 0 of
the polar coordinates, only if (fh) vanishes. It follows from (6.21) that (fh)→ −∞
as r → ∞ if (fh) is anywhere negative. As this contradicts the known behaviour
(fh) → 1 as r → ∞, we conclude that (fh) cannot be negative. Furthermore,
(6.21) implies that (fh)′ must vanish at any point, other than r = 0, at which
(fh) vanishes. Observe now that linearization of (6.25) about a point at which
(fh) vanishes leads to the conclusion that (fh)′ is everywhere negative in some
neighbourhood of this point, but this is not possible unless (fh) changes sign
there. Since it cannot change sign our supposition that there was a point at which
(fh) = 0 must be false. Thus r = 0 is the only point at which the metric is singular.
As we have seen, the only possible power behaviour of uˆ near the origin is uˆ ∼ yα
for α = 0 or α = 1. In the latter case (6.27) also determines the coefficient, such
that u˜ = ay + o(y), and a = − 2mc−4β (the value a = −2mc β is also allowed by the
equation but we exclude it since c = 4 − β should correspond to a = 2m). If we
require the singularity of the metric at r = 0 to be a mere coordinate singularity we
further discover that the constant c must be chosen such that u˜ = 2mβy + O(y2)
(note that this includes adS for β = ±1). When u˜ tends to a non-zero constant
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as r → 0, non-singularity at r = 0 restricts the next to leading term so that
u ∝ 1± 4mr+O(r2), athough this possibility is excluded by the requirement that
A and φ also be non-singular at r = 0, as we shall see. We conclude that (6.27) is
compatible with a non-singular metric at the origin.
We now turn to the behaviour of the other fields near the origin. From (2.42)
we see that non-singularity of A requires that dA vanish at r = 0. This restricts
the value of n: to n = 0 when u˜ ∼ const. as r → 0 and to n = −1 when u˜ ∼ 2mβy
as → 0. However, when u˜ ∼ const., |φ| ∼ const. as r → 0, which (since the
constant is non-zero) implies that φ is singular at r = 0. On the other hand, when
u˜ ∼ 2mβy, φ| ∼ r as r → 0, so φ is non-singular at r = 0. Thus, non-singular
sigma model matter requires |n| = 1. This is to be expected because when u ∼ r2
as r → 0, the Killing spinor κ tends to a constant and this is compatible with its
non-singularity at r = 0 only for |n| = 1.
Thus, the behaviour near r = 0 of the metric, the CS gauge field, and the
sigma-model scalars, is compatible with the existence of a non-singular soliton
solution admitting Killing spinors with |n| = 1. Near r = 0 the metric is of the
form (6.30) with
u(r) ∼ 2m(1− β)r2 +O(r4) (r → 0) . (6.38)
To complete the proof that non-singular self-gravitating solitons exists we would
need to show that the solutions of (6.27) that behave like (6.38) near the origin
match onto solutions with the asymptotic behaviour (6.28) as r → ∞. The non-
linearity of the equation for u makes this a difficult problem which we have not
solved.
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7. Conclusions
The work reported here was initially motivated by some similarities between
2+1 and 4+1 dimensions. However, it is ultimately the differences that are most
striking. One of these is the fact that there is not just one energy bound but at
least two. There are, in fact an infinite number of supersymmetric static spacetimes
with M = −n2, so that supersymmetry alone does not imply a lower bound on the
energy, although only two of these (adS spacetime and the black hole vacuum) have
non-singular Cauchy surfaces; the spacetimes for n > 1 all have a naked conical
singularity with negative deficit angle. These facts are related to the fact that, like
asymptotically Kaluza-Klein spacetimes, spatial infinity is multiply connected. For
this reason one must distinguish between periodic and antiperiodic spinors when
deriving the BGH bound. Assuming that this distinction is sufficient for spacetimes
that are non-singular on some initial Cauchy surface and that solve the Einstein
equations, with matter stress tensor satisfying the dominant energy condition,
we concluded that the adS spacetime is absolutely stable, quantum mechanically,
as well as classically but that the black hole vacuum might be unstable against
quantum tunnelling. This deserves futher investigation.
Yet another surprise is that not only do the M = 2m|J | extreme black hole
spacetimes admit Killing spinors, as shown in [3], but so also do the spacetimes
with M = −2m|J |, although again these negative mass spacetimes have naked
cusp-like singularities and are presumably unphysical. The spacetimes associated
with point particles [4] with a mass in the range −1 < M < 0 have a naked conical
singularity at the origin with deficit angle δ = 2π(1 +
√
M). We have shown
that these spacetimes are supersymmetric if the particle has a charge Q such that
M = −4Q2 or, equivalently
E > 1− 4Q2 , (7.1)
where E is the energy with respect to the adS vacuum. We have also shown that
this relation can be interpreted as the saturation of a Bogomolnyi-type bound by
a supersymmetric solution of the field equations.
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The supersymmetric self-gravitating solitons that we have found can be con-
sidered as smeared versions of these supersymmetric point particles, although
the asymptotic behaviour is quite different. They share some features with self-
gravitating instantonic solitons of five-dimensional supergravity. In the latter case,
the curved space equations for the Yang-Mills matter reduced to the flat space
self-duality equations as a result of particular interactions of the Maxwell field
that were required by supersymmetry [9]. In the 2+1 case we similarly found that
the holomorphicity condition for supersymmetric flat space sigma-model solitons is
maintained by the coupling to adS supergravity, but there was a further restrictive
condition. In fact, the self-gravitating sigma-model solitons are not strictly asymp-
totic to anti de Sitter spacetime because of a logarithmic terms in the metric. The
criteria for a solution of adS gravity to be a bone fide self-gravitating soliton clearly
deserves further study. One wonders, for example, whether the solitons we have
found could be pair-produced. The same question could reasonably be asked of
the extreme black holes.
Finally, those new supersymmetric spacetimes found here for which Q = 0 can
also be considered as solutions of the effective field equations of three-dimensional
string theory [19], so that they will have target space duals associated with exactly
the same string theory. It will be of interest to see whether any of the singular
supersymmetric asymptotically adS spacetimes have non-singular duals.
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