ABSTRACT We propose a reservoir computing device utilizing spin waves that propagate in a garnet film equipped with multiple input/output electrodes. In recent years, reservoir computing has been expected to realize energy-efficient and/or high-speed machine learning. Our proposed device enhances such significant merits in a hardware approach. It utilizes the nonlinear interference of history-dependent asymmetrically propagating spin waves excited by the magneto-electric effect. First, we investigate a feasible device structure with practical physical parameters in micromagnetic numerical analysis, and show the detailed characteristics of the forward volume magnetostatic spin waves. Then, we demonstrate high generalization ability in the estimation of input-signal parameters performed by the spin-wave-based reservoir computing. We find that the hysteresis characteristics of the spin waves propagating asymmetrically with respect to excitation points, as well as the nonlinear interference, works advantageously to realize high diversity in the time-sequential signals in high-dimensional information space, which has the highest significance for effective learning in reservoir computing. The spin wave device is highly promising for next-generation machine-learning electronics.
I. INTRODUCTION
In recent years, spin waves excited in thin-film magnetic materials have been extensively investigated because of their potential applications in next-generation electronics with novel functions [1] . Progress in experiments and numerical analyses has gradually clarified fundamental properties of nano-scale spin waves [1] - [3] , resulting in many proposals for wave-based computing devices and modules operating at MHz or GHz frequencies [1] , [4] - [8] . Most such devices have employed symbol-based representation/processing to deal with binary information realized physically as spin wave amplitude. For example, linear interference realizes logic functions with bit-based calculations. Such rule-based symbol-information processing has merits in its straightforward future development starting from conventional information processing frameworks.
The other processing basis is the pattern representation/processing. One of the most widely used frameworks in this area is the neural networks including reservoir computing [9] - [12] . Neural networks have great advantages in the so-called generalization ability. That is, a neural network learns from samples, resulting in the realization of inputoutput transformation without exhaustive rule description. This ability leads directly to high adaptability and wide robustness. In particular, reservoir computing is expected to realize energy-efficient and/or high-speed processing. These significant merits should be closely related to hardware implementation. However, to our best knowledge, there have been no proposals on spin-wave devices being used to realize reservoir computing. This paper proposes a reservoir computing device based on spin waves. A reservoir computer processes time-sequential data. Generally, it is divided into two parts: a reservoir part and a readout part. The reservoir part's role is to transform low-dimensional sequential input data nonlinearly into highdimensional spatiotemporal data, as is often used in the kernel methods for pattern recognition in machine learning [13] . The readout part extracts, or decodes, the dynamical features embedded in the input sequential data in the reservoir part with a learning process. In principle, a reservoir can be realized using nonlinear physical devices/modules such as optoelectronic systems [14] - [16] and atomic switch FIGURE 1. Schematic illustration of the proposed device structure utilizing spin waves, where the structure is composed of a magneto-electric (ME) coupling layer (top blue layer), a garnet film (middle green layer), and a conductive substrate (bottom gray layer). Red and gray pillars are the input and output electrodes, respectively, and spin waves excited in the garnet film are illustrated by red circular ripples. The Cartesian coordinate system is also shown in the figure.
networks [17] . For successful reservoir computing, a physical reservoir should satisfy several requirements: it has to hold input history-dependent response, nonlinearity, and fading memory [10] , [13] . In this paper, we show that these key aspects are realized by spin waves in a natural manner. In addition, our spin-wave-based chip device has a great advantage; it is free from hard-wired interconnections. This merit solves the ''wiring explosion'' problem [18] that occurs in the scalable implementation of any on-chip devices.
This paper is composed as follows. Section II shows the structure of our proposed device with practical parameters. Section III presents the basic characteristics of the spin wave in our device including propagation and interference. In Section IV, we demonstrate high generalization ability in the reservoir computing realized by the proposed device. Section V concludes this paper.
II. PROPOSAL OF A SPIN-WAVE-BASED RESERVOIR COMPUTING DEVICE
Considering the requirements for reservoir computing devices, we propose a reservoir device with spin waves in Fig. 1 , where the device is composed of a conductive substrate (bottom), a garnet film (middle), and a magnetoelectric (ME) coupling layer (top), and multiple red input electrodes and gray output electrodes formed on the top. The characteristics and structures are described below.
(1) Interference of spin waves To realize various input/output characteristics of reservoir computing, it is required to cause the interference of traveling spin waves excited by electrodes located in distant places. This means that a magnetic film with a low damping constant is required, and thus, an epitaxial garnet film on a substrate [19] , [20] is used. [22] , the ME effect with ferroelectric materials [8] , the spin torque with spin-polarized electrons transporting via metals [23] , and the voltage-controlled magnetic anisotropy (VCMA) [24] . Note that here we widely refer the conversion between electrical and magnetic properties as the ME effect. To realize this system, the reservoir part has a composite structure composed of a bottom garnet film and a top ME coupling layer, input/output electrodes are formed on the composite structure, and the substrate is conductive for the electrical ground. Since the arrangement of input/output electrodes is possibly free on the two-dimensional plane, it should be optimized for the target computing. One example for a random arrangement is shown in Fig. 1 . From a different perspective, there are possibilities to implement many types of information processing by changing the arrangement of electrodes and the selection of external input/output connections.
In this study, a computation with a spin-wave based reservoir device is demonstrated by simulating the interference of two spin waves excited locally at two regions and demonstrating input pattern estimation tasks utilizing the amplitudes of the resultant spin waves at three other local regions.
III. SPIN WAVES IN A GARNET FILM A. SIMULATION METHOD AND MATERIAL PARAMETERS
We simulated spin waves in a 100-nm-thick garnet film using micromagnetics simulator Mumax3 [3] , where the Cartesian coordinate system is defined in Fig. 1 Here, α = 0.001 is larger than the smallest value α ∼ 0.0002 for Y 3 Fe 5 O 12 films formed by the liquid-phase epitaxy (LPE) method [25] and sputtering method [20] , since there is a possibility that spin waves are partly dumped near the interface between the top ME coupling layer and garnet film while they travel. Other properties of the garnet film are as follows: the saturation magnetization M S = 100 kA/m, the exchange stiffness constant A EX = 3.7 × 10 −12 J/m, the uniaxial magnetic anisotropy constant along the z axis K L U = 1 kJ/m 3 or K H U = 10 kJ/m 3 (as will be described in detail later), and the cubic magnetic anisotropy constant T, are applied along the +z and +y directions, respectively. The whole region is divided into a small mesh with a volume of 10 nm × 10 nm × 50 nm along the Cartesian coordinate system. Spins are located at mesh corners. The simulation temperature T is 0 K. Fig. 2(b) shows the in-plane arrangement of the exciters and detectors in this study, where the origins of the x and y axes are located at the center of the whole xy plane; Exciters 1 and 2 are located at (−1 µm, 0) and (1 µm, 0), respectively, and Detector 1, 2, and 3 are located at (0, −1 µm), (0, 0), and (0, 1 µm), respectively. The in-plane diameter and height of the cylindrical exciters and detectors are 250 and 100 nm, respectively. 
B. METHOD FOR INPUT/OUTPUT OF SIGNALS
Hereafter, a unit spin vector is denoted by (s x , s y , s z ) to show the spatial distribution of spins and the motion of an averaged spin at a specific region. In the simulation, all spin directions are forced to be along the +z direction at first, and then these directions are relaxed under µ 0 H EX = 0.0001 and 0.03 T along the +y and +z directions, respectively. Fig. 3 shows the initial components of s x , s y , and s z after the initialization, where each spatial size is 20 µm × 20 µm, the value of each component is defined by the color bar in the figure, and the positions of Exciters 1 and 2 are represented by closed and open stars, respectively. As can be seen, s z in the whole volume was more than 0.9999, whereas s x and s y slightly distributed to form a domain structure with a domain wall along the y axis. Thus, the spins in the whole region are almost saturated along the +z direction before signal inputs are applied to Exciters 1 and 2.
In the Exciter regions, we use the ME effect induced by an input voltage applied at an electrode, where the low and high levels of the input, corresponding to K L U and K H U , respectively, are switched with time, assuming electric field modulation(s) of the lattice and/or the interface electronic structure. This method is basically the same as that in a previous report [28] . Contrarily, the remainder of the film, which is referred to as ''the transmission media'', has K H U at all times. In this method, a sudden change in K U corresponds to a step function, and thus, it produces spin waves in a wide frequency range. Since a magnetic material acts as a high-frequency pass filter in the case of FVMSWs [29] , whose lowest cut-off frequency is determined by material properties and an external DC magnetic field, the transmission media automatically selects the lowest frequency of spin waves traveling for a long distance. To reveal the lowest cut-off frequencies for K L U and K H U , the ferromagnetic resonance (FMR) frequencies for K L u (f L FMR ) and K H u (f H FMR ) were investigated using the same method in a previous report [30] . The whole volume was set to 200 nm × 200 nm × 100 nm to realize a single domain structure, and the whole region was divided into the previously-described mesh volume along the Cartesian coordinate system. All spin directions were parallel to the +z direction at first, and then these directions were relaxed under µ 0 H EX = 0.03 T applied along the +z direction. After this initialization, we found that 
C. PROPAGATION AND HISTORY-DEPENDENT FEATURE OF SPIN WAVES
In the simulation of spin waves, we apply time-varying input signal denoted by K U (t) where t is the simulation time from the start of an input signal. The total simulation period is divided into four time ranges where the duration of the j th time range is denoted by t j for j = 1, 2, 3, and 4. The input signal is given by K U (t) = K i U with i = L or H for each time range.
First, fundamental properties of a spin wave were investigated by applying an input signal to one exciter and by plotting spatial distributions of s x and s y at various t. The time evolution of a spin wave in space is simulated by applying an input signal to Exciter 1 as follows: K U (t) = K L U for t 1 = 3 ns and K H U for t 2 = 8 ns. Figs. 5(a) and (b) show the spatial distributions of s x and s y at t = 7 ns, respectively, where the range is ±0.03 and the value is represented by the color bar. Although a circle-like spin wave with the inner radius of 1.2 µm and the width of 2 µm propagates from Exciter 1, the distributions of s x and s y are not circularly symmetric with respect to Exciter 1. We found that this asymmetric propagation is determined by t 1 and the strength of the in-plane DC magnetic field (not shown). On the other hand, when the same input was applied to Exciter 2, a very similar asymmetric propagation was obtained. Thus, the asymmetric propagation of the spin wave is likely determined only by the in-plane DC magnetic field along the +y direction.
Next, two spin waves are serially excited using Exciter 1 by applying the following input signals: K U (t) = K L U for t 1 = 3 ns, K H U for t 2 = X ns, K L U for t 3 = 3 ns, and K H U for t 4 = 7 ns, where the duration of the second time range is X = 1.5, 2, 2.5, 3, 3.5, 4, and 4.5. Figs. 6(a)-(d) show the spatial distributions of s x obtained (a)(c) for X = 3 and (b)(d) for X = 4, where t for each X is 1 and 3 ns after the start of the fourth time range. As can be seen, the secondary spin wave (the inner wave) has a smaller spatial wavelength than the primary one (the outer wave) excited in the first and second time ranges for both X values and it has an X -dependent feature, namely, a history-dependent feature.
D. INTERFERENCE OF SPIN WAVES
The interference of two spin waves is demonstrated by applying the same input signal to both Exciters 1 and 2 as follows: for X = 4. The two circle-like spin waves, which are very similar to the spin wave in Fig. 5(a) , propagate from Exciters 1 and 2 and interfere with each other. The two waves are excited in the first and second time ranges, which we call ''the primary spin waves.'' On the other hand, the small blue and red dots near Exciters 1 and 2 are nucleated spin waves in the third time range, which we call ''the secondary spin waves.'' One of the notable features in Figs. 7(a) and (b) is that the primary spin wave propagating from Exciter 1 (Exciter 2) overlaps the secondary spin wave at Exciter 2 (Exciter 1). Note that the primary spin wave from Exciter 1 (Exciter 2) overlaps Exciter 2 (Exciter 1) in the third time range for all the X values examined here, as revealed by the time evolution of a single spin wave. Fig. 8 shows the time evolutions of spin values averaged spatially in Exciter 1, Detector 1, 2, and 3, for X = 3 ns. First, we describe the noticeable features in the spin at Exciter 1. In the first time range, the spin inclines toward the xy plane with rotating s x and s y , since K U = K L U in Exciters 1 and 2 are different from K U = K H U in the initialization. The rotation frequency is ∼500 MHz which is almost the same as f L FMR . In the beginning of the second time range, the motions of both s x and s z include small oscillations with ∼5 GHz which is almost the same as f H FMR . In the third time range, the dominant frequency is ∼5 GHz which is different from that in the first time range, despite the same input level K L U . This probably originates from the influences of both the history of Exciter 1 and the overlapped spin wave spread from Exciter 2. On the other hand, the main feature of the spin waves in Detectors 1, 2, and 3 is that the averaged spin precesses about the z axis with the dominant frequency of ∼5 GHz in the whole time range, since spin waves with frequencies lower than f H FMR decay immediately while traveling through the transmission media. It is noteworthy that the motions in Detectors 1, 2, and 3 are different from each other, although they would be quite similar if the excited spin wave propagated symmetrically with respect to the exciter. Moreover, the waveforms in Detectors 1, 2, and 3 were also found to be different from the summation of the waveforms obtained by one exciter (Exciter 1 or Exciter 2) in section III.C. Thus, the excited spin waves show the history-dependent and asymmetric propagation with respect to the exciters as well as the nonlinear interference.
IV. MACHINE LEARNING COMPUTATION
Using the last simulation result for the input signal applied to both Exciters 1 and 2 as the reservoir output, we performed a computational task to estimate the input signal, namely, the value of X representing the duration of the second time range. The time series of s x at Detectors 1, 2, and 3 were used for the estimation task. To eliminate the possibly-harmful short-period fluctuations of the spin waves, we transformed them into the envelope signals and subsequently into the discrete-time data with an equal time interval of 0.02 ns. The length X of the second time range mainly influences the behavior responding to the second input, and therefore, 50 data points from 8 ns to 9 ns were extracted.
Figs. 9(a) and (b) demonstrate the time evolutions of s x and their envelope signals at Detectors 1, 2, and 3 for X = 1.5 and 4.5 ns, respectively. For each X value, these envelop signals are represented as a column vector Y (n) = (y 1 (n), y 2 (n), y 3 (n)) T where n = 1, . . . , 50, and divided into the training dataset for X = 1.5, 2.5, 3.5, 4.5 and the testing dataset for X = 2, 3, 4. First, using the training dataset, the parameters of a regression model in the readout part were adjusted by computer-aided calculation to learn the correlation between the X value and the spin wave motion driven by the input signal with duration X of the second time range. Concretely, the envelop signals are transformed by a neuronlike nonlinear operation into a scalar sequence by computing sigmoid function, W is a weight matrix of size N × 1, and the brackets mean the inner product of vectors. We assume that the system output is given by the time average of this scalar sequence Z (n), denoted by Z ave , which is hopefully equal to X . The standard linear regression method gives the optimal W , with which the difference between Z (n) and X is minimized for the training dataset. After W is determined in the training phase, we calculate the system output Z ave for the testing dataset. The training and testing errors are evaluated by the root mean square error (RMSE) between Z ave and X for the training and testing dataset, respectively. Fig. 10 shows the result of the estimation task. The estimated values of X are plotted against the actual values. The blue squares and the red circles correspond to the training and testing dataset, respectively. The results show that, for both the training and testing dataset, the estimated values of X are very close to the diagonal line corresponding to the perfect estimation. Our computation showed that the training error was 0.372 and the testing error was 0.292. The low training error means that the weight matrix W was suitably adjusted to capture the correlation between the input signals for training and the resultant spin wave motions. On the other hand, the low testing error indicates that the spin-wave-based reservoir computing with the optimized weight matrix W has a generalization ability to estimate the unknown X values in the input signal from the spin wave motions. The experiment demonstrates that the spin-wave physical reservoir is suitable for reservoir computing showing good generalization characteristics applicable to machine-learning pattern recognition.
The computational performance of the spin-wave-based reservoir computing depends on the time range of the spin motions to be used for training. Fig. 11 shows root mean square errors (RMSEs) for the testing data in the estimation of X when the time range is varied. The horizontal axis indicates the start time of the data and the point marks indicate the time duration of the data. Fig. 11(a) shows the result when the spin waves generated by the inputs at Exciters 1 and 2 are used. It indicates that relatively small errors (RMSE < 0.5) are achieved when the start time and the duration of the data are appropriately chosen. The minimum RMSE is obtained VOLUME 6, 2018 for the case where the starting time is 8 ns and the duration is 1 ns, as shown in Fig. 10 . In contrast, when the spin waves generated by inputs at Exciter 1 are used as in Fig. 11(b) , small errors are not achieved for any choice of the start time and the duration of the data. Therefore, it is concluded that the interference of the spin waves excited in the two distant regions is crucial for successfully solving the input signal pattern estimation task in the reservoir computing system with spin waves.
V. CONCLUSION
We have proposed the spin-wave-based reservoir device on a chip. Experiments have demonstrated that the input pattern estimation task can be successfully solved with the reservoir computing system composed of the reservoir part utilizing the interference of spin waves in the garnet film and the readout part performing neuron-like learning operation. The device shows the history-dependent spin dynamics, asymmetric propagation and nonlinear interference, all of which are useful for generation of high-dimensional time-sequential information with high diversity. This is the key point in reservoir computing. Though we used only two-input and threeoutput terminals in this study as the first step, we can extend the device configuration to multi-terminal devices with various spatial arrangements. Indeed the proposed device needs a composite structure with a large ME effect and a good highfrequency response, but this study highlights the creation of a new class of electronics, that is, ''wave-based reservoir computing on a chip''. Experiments demonstrated its highly promising ability to open next-generation electronics.
