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On the Exponent of Several Classes of
Oscillatory Matrices
Yoram Zarai and Michael Margaliot
Abstract
Oscillatory matrices were introduced in the seminal work of Gantmacher and Krein. An n × n matrix A is
called oscillatory if all its minors are nonnegative and there exists a positive integer k such that all minors of Ak
are positive. The smallest k for which this holds is called the exponent of the oscillatory matrix A. Gantmacher
and Krein showed that the exponent is always smaller than or equal to n− 1. An important and nontrivial problem
is to determine the exact value of the exponent. Here we use the successive elementary bidiagonal factorization
of oscillatory matrices, and its graph-theoretic representation, to derive an explicit expression for the exponent of
several classes of oscillatory matrices, and an upper-bound on the exponent for several other classes.
Index Terms
Totally nonnegative matrices, totally positive matrices, oscillatory matrices, sequential elementary factorization,
planar network, exponent of an oscillatory matrix.
I. INTRODUCTION
A matrix is called totally positive (TP) [totally nonnegative (TN)] if all its minors are positive [non-
negative]. Such matrices arise in various branches of mathematics and in many applications, including
oscillations in mechanical systems [1], stochastic processes and approximation theory [2], planar resistor
networks [3], optimal allocation problems [4], and many more [5], [6], [7].
One reason for the importance of TP matrices is their variation diminishing property: if A ∈ Rn×m
is TP, with n ≥ m, then for any x ∈ Rm\{0} the number of sign variations in Ax is smaller than or equal
to the number of sign variations in x. Recently, it was shown that this property has important implications
in the asymptotic analysis of time-varying linear and nonlinear dynamical systems [8], [9], [10], [11],
[12], [13]. In these dynamical systems the number of sign variations in the vector of derivatives is an
integer-valued Lyapunov function.
Oscillatory matrices were introduced in the seminal work of Gantmacher and Krein [1] who studied
small vibrations of mechanical systems. A matrix A ∈ Rn×n is called oscillatory if A is TN and there
exists an integer k > 0 such that Ak is TP. Thus, oscillatory matrices are intermediary between TN
and TP matrices. Oscillatory matrices enjoy many special properties [1]. For example, the eigenvalues of
oscillatory matrices are real, positive and distinct, and the corresponding eigenvectors satisfy a special
sign pattern.
An oscillatory matrix A must be non-singular, as det(Ak) > 0. Two useful characterizations of
oscillatory matrices are the following.
Proposition 1. [1, p. 139] Let A ∈ Rn×n be a TN matrix. Then A is oscillatory if and only if it is
non-singular, and ai,i+1 > 0, ai+1,i > 0, for all i = 1, . . . , n− 1.
Proposition 2. [5, Ch. 2] A matrix A ∈ Rn×n is oscillatory if and only if A is TN, non-singular and
irreducible, and in this case An−1 is TP.
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2The exponent of an oscillatory matrix A ∈ Rn×n, denoted by r = r(A), is the least positive integer
such that Ar is TP. Obviously, r(A) ≤ n− 1. Yet, deriving a closed-form expression for r is a nontrivial
problem.
Oscillatory matrices have found many applications [1], [14], [5], [15]. Recently, Ref. [16] introduced the
notion of oscillatory discrete-time systems and used it in the analysis of certain discrete-time, time-varying
nonlinear systems. It was shown that if the mapping defining the nonlinear dynamics is T -periodic then
any trajectory of the system either leaves any compact set or converges to a subharmonic trajectory, i.e.
a trajectory that is periodic with a period of mT . The value m > 0 here is bounded by the exponent of
an oscillatory matrix.
Ref. [17] identified classes of oscillatory matrices with r(A) = n− 1. Motivated by the work in [17],
[18], we determine r(A) explicitly for several classes of oscillatory matrices (see Props. 9 and 10 below),
and provide nontrivial upper bounds on r(A) for other classes (see Corollary 3).
The remainder of this paper is organized as follows. The next section reviews known tools and results
that will be used later on. Section III describes our main results. Section IV concludes and discusses
possible directions for future research.
We use standard notation. Vectors [matrices] are denoted by small [capital] letters. Rn [Rn+] is the set
of vectors with n real [real and nonnegative] entries. For a (column) vector x ∈ Rn, xi is the ith entry
of x. For a matrix A ∈ Rn×m, aij or (i, j) denotes the entry of A in row i and column j, and A
T is the
transpose of A. The square identity matrix is denoted by I , with dimension that should be clear from the
context.
II. PRELIMINARIES
We begin by reviewing notations and results that will be used later on. Let A ∈ Rn×m. Pick k1 ∈
{1, . . . , n} and k2 ∈ {1, . . . , m}, and let α [β] denote a set of k1 [k2] integers 1 ≤ i1 < · · · < ik1 ≤ n
[1 ≤ j1 < · · · < jk2 ≤ m]. Then A[α|β] denotes the k1× k2 sub-matrix of A containing the rows indexed
by α and the columns indexed by β. When k1 = k2, we let A(α|β) := det(A[α|β]), that is, the minor
of A corresponding to the rows indexed by α and columns indexed by β. A minor corresponding to the
same set of row and column indexes (i.e. A(α|α)) is called a principal minor.
Pick A ∈ Rn×m, B ∈ Rm×p, and let C := AB. The Cauchy-Binet formula [5, Ch. 1] asserts that for
any two sets α ⊆ {1, . . . , n}, β ⊆ {1, . . . , p}, with the same cardinality k ∈ {1, . . . ,min{n,m, p}}, we
have
C(α|β) =
∑
|γ|=k
A(α|γ)B(γ|β), (1)
where the sum is over all γ = {i1, . . . , ik}, with 1 ≤ i1 < · · · < ik ≤ m. Thus, every minor of AB
is the sum of products of minors of A and B. Note that (1) implies that if A and B are both TP [TN]
then AB is TP [TN], and that the product of an invertible TN and TP is TP. In particular, this implies
that if A ∈ Rn×n is oscillatory, then Ak is TP for all k ≥ r(A).
Given A ∈ Rn×n and p ∈ {1, . . . , n}, the pth multiplicative compound (MC) A(p) is the
(
n
p
)
×
(
n
p
)
matrix that includes all the p× p minors of A ordered lexicographically. For example, for A ∈ R3×3,
A(2) =


12 13 23
12 a11a22 − a21a12 a11a23 − a13a21 a12a23 − a13a22
13 a11a32 − a12a31 a11a33 − a13a31 a12a33 − a13a32
23 a21a32 − a31a22 a21a33 − a23a31 a22a33 − a23a32

,
where the row [column] marks are the indexes in α [β].
The Cauchy-Binet formula yields
(AB)(p) = A(p)B(p), (2)
justifying the term multiplicative compound. In particular, (Ak)(p) = (A(p))k for all k ≥ 1.
3An upper-right [lower-left] corner minor of a matrix A ∈ Rn×m is a minor A(α|β), where α consists
of the first [last] k indexes and β consists of the last [first] k indexes, for some k ∈ {1, . . . ,min{n,m}}.
A corner minor is one that is either a lower left or an upper right corner minor. Table. I lists all the
corner minors of a matrix A ∈ Rn×n, except for det(A). If A ∈ Rn×n then the corner minors of A are
the entries in the first row and last column, and the last row and first column of every A(k), k = 1, . . . , n.
Upper-right Lower-left
A({1}|{n}) A({n}|{1})
A({1, 2}|{n− 1, n}) A({n− 1, n}|{1, 2})
...
...
A({1, 2, . . . , n− 1}|{2, 3, . . . , n}) A({2, 3, . . . , n}|{1, 2, . . . , n− 1})
TABLE I: All upper-right and lower-left corner minors of A ∈ Rn×n (except for det(A)).
A matrix A ∈ Rn×n is TP if all the
∑n
p=1
(
n
p
)2
minors of A are positive. If A is known to be TN then
verifying that a small subset of the minors are positive implies that A is TP. This is stated in the following
result (see, e.g., [5, Thm. 3.1.10]).
Proposition 3. Suppose that A ∈ Rn×n is a TN matrix. Then A is TP if and only if all corner minors
of A are positive.
Our analysis of oscillatory matrices is motivated by the work of Fallat and Liu [17], and is based on
the powerful successive elementary bidiagonal factorization of invertible TN matrices [19], [20] and their
associated planar networks.
A. Successive Elementary Bidiagonal Factorization
Let Ei,j ∈ R
n×n
+ denote the standard basis matrix whose only nonzero entry is a 1 that occurs in row i
and column j. For q ∈ R and i ∈ {2, . . . , n}, let Li(q) := I+qEi,i−1 and Ui(q) := (Li(q))
T . For example,
for n = 3, L2(4) =

1 0 04 1 0
0 0 1

. The matrices Li(q) and Ui(q) are called elementary bidiagonal (EB)
matrices. Several useful relations of EB matrices are:
Li(0) = Ui(0) = I, i = 2, . . . , n,
Li(x)
−1 = Li(−x), i = 2, . . . , n,
Ui(x)
−1 = Ui(−x), i = 2, . . . , n,
Li(x)Lj(y) = Lj(y)Li(x), |i− j| > 1,
Ui(x)Uj(y) = Uj(y)Ui(x), |i− j| > 1,
Li(x)Uj(y) = Uj(y)Li(x), i 6= j. (3)
Let k := (n−1)n/2 (note that k ≥ n−1 for all n ≥ 2). Then any invertible TN (I-TN) matrix A ∈ Rn×n
can be factorized as [5]:
A =[Ln(ℓ1) · · ·L2(ℓn−1)][Ln(ℓn) · · ·L3(ℓ2n−3)] · · · [Ln(ℓk)]D
[Un(uk)][Un−1(uk−1)Un(uk−2)] · · · [U2(un−1) · · ·Un(u1)], (4)
where, ℓi, ui ≥ 0, i = 1, . . . , k, and D ∈ R
n×n is a diagonal matrix with positive diagonal entries. For
example, for n = 4 we have k = 6, so all I-TN matrices A ∈ R4×4 can be factorized as:
A = [L4(ℓ1)L3(ℓ2)L2(ℓ3)][L4(ℓ4)L3(ℓ5)][L4(ℓ6)]D[U4(u6)][U3(u5)U4(u4)][U2(u3)U3(u2)U4(u1)].
4The representation (4) is called the successive elementary bidiagonal (SEB) factorization of the I-TN
matrix A, and this factorization is unique [5, p. 53]. The ℓj’s and uk’s are called the multipliers in the
factorization.
The derivation of (4) is based on the well-known Neville elimination process [21]. The following
example demonstrates this.
Example 1. Consider the matrix
A =

1 1 12 4 8
2 10 29

 . (5)
It is straightforward to verify that A is I-TN. The first step in the Neville elimination process is to use
the second row to null entry (3, 1) in A. This is done by multiplying A from the left by L3(−1) yielding
L3(−1)A =

1 1 12 4 8
0 6 21

 .
We next use the first row to null entry (2, 1) in L3(−1)A using L2(−2):
L2(−2)L3(−1)A =

1 1 10 2 6
0 6 21

 .
Next, we use the second row to null entry (3, 2) in L2(−2)L3(−1)A using L3(−3):
L3(−3)L2(−2)L3(−1)A =

1 1 10 2 6
0 0 3

 := P.
Applying similar row operations to P T yields L3(−2)L2(−1)L3(−1)P
T = D, where D :=

1 0 00 2 0
0 0 3

.
Thus,
L3(−2)L2(−1)L3(−1)A
TL3(−1)
TL2(−2)
TL3(−3)
T = D,
and using (3) yields
A = [L3(1)L2(2)][L3(3)]D[U3(2)][U2(1)U3(1)], (6)
which is the SEB factorization of A. 
TP and oscillatory matrices can be characterized in terms of their SEB factorization.
Proposition 4. [5] A matrix A ∈ Rn×n is TP if and only if in the SEB factorization (4) ℓi > 0, ui > 0,
i = 1, . . . , k.
Proposition 5. [5] A matrix A ∈ Rn×n is oscillatory if and only if in the SEB factorization (4) at least
one of the multipliers from each of Ln, Ln−1, . . . , L2, and from each of Un, Un−1, . . . , U2 is positive.
The case where exactly one of the multipliers above is positive defines a basic oscillatory matrix.
Definition 1. [5] A matrix is called basic oscillatory if and only if in the SEB factorization (4) exactly
one of the multipliers from each of Ln, . . . , L2, and exactly one from each of Un, . . . , U2 is positive.
5For example, the factorization of
A =


1 6 0 0
2 13 4 20
2 13 5 25
0 0 3 16

 ,
is A = L3(1)L2(2)L4(3)IU3(4)U4(5)U2(6), so A is a basic oscillatory matrix.
Basic oscillatory matrices may be viewed as minimal oscillatory matrices in the sense of the number
of SEB factors involved. The following result shows that any oscillatory matrix is a product of a basic
oscillatory and I-TN matrices.
Proposition 6. [5, Thm. 2.6.9] Any oscillatory matrix A ∈ Rn×n can be written in the form A = A1BA2,
where B ∈ Rn×n is basic oscillatory and both A1, A2 ∈ R
n×n are I-TN.
Let A ∈ Rn×n be oscillatory. Ref. [17] derived a necessary and sufficient condition for its exponent to
be n− 1 using the SEB factorization. For example, let
A = L2(ℓ1)L3(ℓ2) · · ·Ln(ℓn−1)DUn(un−1) · · ·U3(u2)U2(u1), (7)
with ℓi, ui > 0. Then A is a tridiagonal basic oscillatory matrix (also referred to as a Jacobi matrix),
and it is not difficult to see that the entries (n, 1) and (1, n) in An−2 are zero. Thus, r(A) > n− 2 and
since r(A) ≤ n− 1, r(A) = n− 1. In addition, the cases where
A = Ln(ℓ1)Ln−1(ℓ2) · · ·L2(ℓn−1)DU2(un−1) · · ·Un−1(u2)Un(u1), (8)
with ℓi, ui > 0, also yield r(A) = n− 1 [17].
More generally, Ref. [17] established conditions on ℓi, ui, i = 1, . . . , k, in (4) that yield r(A) = n− 1,
and conditions that yield r(A) ≤ n− 2. For example, for n = 4, pick one form of L from:
L = L4(ℓ1)L2(ℓ2)L3(ℓ3),
L = L3(ℓ1)L2(ℓ2)L4(ℓ3),
and one form of U from
U = U4(u1)U2(u2)U3(u3),
U = U3(u1)U2(u2)U4(u3),
with all ℓi, ui > 0. Then A = LDU implies that A
2 is TP for any diagonal D with positive diagonal
entries, so r(A) = 2 (note that A is not TP). On the other hand, A = L2(ℓ1)L3(ℓ2)L4(ℓ3)DU or A =
L4(ℓ1)L3(ℓ2)L2(ℓ3)DU , with ℓi > 0 and any U , implies that A
2 is not TP, so r(A) > 2 and thus r(A) = 3.
B. Planar Networks
An elementary weighted diagram is a graph consisting of n source vertices (on the left of the graph)
and n sink vertices (on the right). The sources and sinks are numbered consecutively from bottom to top.
All edges in the diagram are directed from a source to a sink.
The elementary weighted diagrams of the EB matrices Li(ℓ), Ui(u), and a diagonal matrix D are
depicted in Fig. 1. All edges in the figure are directed from left to right, and unmarked edges have weight
one. The source [sink] vertices on the left [right] side represent the matrix rows [columns] indexes, and
an edge of weight q from row index i to column index j implies that the entry (i, j) in the associated
matrix is equal to q.
Given an elementary diagram, pick k ∈ {1, . . . , n}, 1 ≤ i1 < · · · < ik ≤ n and 1 ≤ j1 < · · · < jk ≤ n.
We define a family of paths that connect the sources {i1, . . . , ik} to the sinks {j1, . . . , jk} as follows. Each
family contains k vertex-disjoint paths (i.e. paths that are non-intersecting and non-touching) joining the
vertices {i1, . . . , ik} on the left side of the diagram with the vertices {j1, . . . , jk} on the right side. The
6Fig. 1: Elementary diagrams associated with the EB matrices Li(ℓ) (left), Ui(u) (middle) and a diagonal
matrix D (right). Unmarked edges have a weight of one, and all edges are directed from left to right.
weight of a path is defined to be the product of the weights of its edges. Note that in an elementary
diagram a path contains a single edge, but in the more general diagrams defined below a path consists of
several edges. The weight of the family is defined to be the product of the weights of its k paths.
Example 2. Consider the diagram on the left-hand side of Fig. 1, corresponding to Q = Li(ℓ), and
consider the sources {i−1, i} and the sinks {i−1, i}. There is one corresponding family, namely, {i−1 →
i− 1, i→ i} (the path i→ i− 1 cannot be included, as the paths must be vertex-disjoint). The weight of
each of the two paths is one, and so the weight of the family is also one.
As another example, suppose that Q = Li(ℓ), with i > 2, and consider the sources {1, i} and the
sinks {1, i− 1}. There is one corresponding family, namely, {1 → 1, i→ i − 1}. The weight of the first
[second] path is 1 [ℓ], and so the weight of the family is ℓ. 
An important observation on the associated elementary diagrams is the following [5]. Let Q ∈ Rn×n
be a matrix represented by any one of the diagrams in Fig. 1. For any k ∈ {1, . . . , n} and any 1 ≤ i1 <
· · · < ik ≤ n and 1 ≤ j1 < · · · < jk ≤ n consider all the families of k vertex-disjoint paths joining the
vertices {i1, . . . , ik} on the left side of the diagram with the vertices {j1, . . . , jk} on the right side. This
set of families is unique. We define the weight of the set of families as the sum of the weights of each
family in the set. Then the minor
Q({i1, . . . , ik}|{j1, . . . , jk})
is equal to weight of the set of families (and is zero if and only if there is no such family). For example,
consider again the diagram on the left-hand side of Fig. 1, corresponding to Q = Li(ℓ). Then
Q({i− 1, i}|{i− 1, i}) = det(
[
1 0
ℓ 1
]
)
= 1, (9)
and
Q({1, i}|{1, i− 1}) = det(
[
1 0
0 ℓ
]
)
= ℓ, (10)
and this agrees with the results in Example 2.
Given the factorization (4), the corresponding planar network associated with A is obtained by con-
catenating (in order) left to right the elementary diagrams associated with the EB matrices and D in (4).
For example, Fig. 2 depicts the planar network associated with the matrix A in (6).
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Fig. 2: The planar network associated with the I-TN matrix A in (6). All edges are directed from left to
right.
We note in passing that any planar network can be associated with a TN matrix [22]. This association
is unique in case of I-TN matrices.
Remark 1. Since the planar network of any I-TN matrix is associated with an SEB factorization, it admits
a special structure. First, all horizontal edges have positive weights, where horizontal edges corresponding
to the matrix D (in the center of the network) have weight dii, i = 1, . . . , n, and all other horizontal
edges have weight one. In addition, the left-hand side [right-hand side] of the network, corresponding
to the product of all L [U] matrices, consists of only downward [upward] pointing diagonal edges. This
structure holds for all I-TN matrices. Only the weights of the diagonal edges and the horizontal edges
corresponding to the matrix D differ among different I-TN matrices.
The following important result associates the minors of A to its planar network. Its proof follows from
the Cauchy-Binet formula.
Proposition 7. [5] Let A := A1 · · ·Ap, where each Ai is either an EB matrix (L or U) or a diagonal matrix
with positive diagonal entries. Recall that the network associated with A is obtained by concatenating left
to right the diagrams associated with A1, . . . , Ap, respectively. Then A({i1, . . . , ik}|{j1, . . . , jk}) is equal
to the weight of the set of vertex-disjoint families in the network connecting the sources {i1, . . . , ik} to
the sinks {j1, . . . , jk}. In particular, aij = A({i}|{j}) is equal to the sum of all the weights of paths that
join source i to sink j.
The next example demonstrates Prop. 7.
Example 3. Let
A =


3 1 0 0
1 4 1 0.1
0.1 1 5 3
0 0 2 7

 . (11)
It is straightforward to verify that A is I-TN. The associated network of A is depicted in Fig. 3 (all
numerical values in this paper are to four-digit accuracy).
There is only one directed path joining the source 2 with the sink 4, and the weight of this path
is 3.6667 · 0.2727 · 0.1 ≈ 0.1. Indeed, a2,4 = 0.1.
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Fig. 3: The planar network associated with the matrix A in (11).
There are two paths that join source 2 with sink 2: the horizontal path with weight 3.6667, and the
path with weight 0.3333 · 3 · 0.3333 ≈ 0.3333. The sum of these two path weights is 4, and this is equal
to a22.
As another example, consider A({1, 3}|{2, 3}). In this case, there are three families of vertex-disjoint
paths joining the sources {1, 3} with the sinks {2, 3}:
1) The path joining source 1 with sink 2 with weight 3 · 0.3333 ≈ 1, and the path joining source 3 with
sink 3 with weight 4.7364. This family weight is then 1 · 4.7364 = 4.7364.
2) The path joining source 1 with sink 2 with weight 3 · 0.3333 ≈ 1, and the path joining source 3 with
sink 3 with weight 0.1 · 3.6667 · 0.2727 ≈ 0.1. This family weight is then 1 · 0.1 = 0.1.
3) The path joining source 1 with sink 2 with weight 3 · 0.3333 ≈ 1, and the path joining source 3 with
sink 3 with weight 0.1636 · 3.6667 · 0.2727 ≈ 0.1636. This family weight is then 1 · 0.1636 = 0.1636.
The sum over these three families is 4.7364 + 0.1 + 0.1636 = 5, and A({1, 3}|{2, 3}) = det(
[
1 0
1 5
]
) =
5. 
Prop. 7 links the minors of I-TN matrices to the topology of the associated planar network and this
has many theoretical and practical implications. For example, the following known proposition follows
immediately from Prop. 7, as horizontal edges with positive weights always exist in any planar network
of an I-TN matrix (see Remark 1).
Proposition 8. [6] Let A ∈ Rn×n be an I-TN matrix. Then every principal minor of A is positive.
Prop. 7 is one of the main tools used to derive the results below.
III. MAIN RESULTS
We start by introducing a notation that simplifies the representation of the factorization in (4). For i ∈
{2, . . . , n}, define: xi := 1 + (i− 2)n−
∑i−2
j=1 j = (i− 2)n−
(i−3)i
2
,
ℓi :=
[
ℓxi · · · ℓxi+n−i
]T
, and ui :=
[
uxi · · · uxi+n−i
]T
.
9Thus,
ℓ2 =
[
ℓ1 · · · ℓn−1
]T
∈ Rn−1+ ,
ℓ3 =
[
ℓn · · · ℓ2n−3
]T
∈ Rn−2+ ,
...
ℓn = ℓk ∈ R+,
and similarly for ui. Let ℓij [u
i
j] denote the j’th entry in ℓ
i [ui], and let
Wi(ℓ
i) :=
i∏
j=n
Lj(ℓ
i
n−j+1),
Qi(u
i) :=
n∏
j=i
Uj(u
i
j−i+1). (13)
Then the SEB factorization (4) can be written more succinctly as
A = W2(ℓ
2) · · ·Wn(ℓ
n)DQn(u
n) · · ·Q2(u
2). (14)
A. Explicit Expressions for r(A)
We now characterize explicitly the exponent of certain classes of oscillatory matrices. For y ∈ R, let ⌈y⌉
denote the smallest integer that is larger than or equal to y.
Proposition 9. Assume that an I-TN matrix A ∈ Rn×n is factored as
A = W2(ℓ
2) · · ·Wsℓ(ℓ
sℓ)DQsu(u
su) · · ·Q2(u
2), (15)
for some sℓ ∈ {2, . . . , n} and su ∈ {2, . . . , n}, where all the multipliers are positive. Let s := min{sℓ, su}.
Then
r(A) =
⌈
n− 1
s− 1
⌉
. (16)
Example 4. Assume that sℓ = su = n. In this case, ℓi > 0, ui > 0, i = 1, . . . , k, and by Prop. 4, A
is TP. Indeed (16) gives r = ⌈n−1
n−1
⌉ = 1. Now assume that sℓ = su = 2. Then A is as in (8) and (16)
gives r(A) = ⌈n−1
1
⌉ = n− 1. This recovers one of the results in [17].
As a concrete example, consider
A =


1 1 2 2
2 3 7 9
6 9 22 30
6 9 22 31

 .
which is I-TN, but not TP (it has zeros minors, for example, A({2, 3}|{1, 2}) = 0). The SEB factorization
of A is
A = L4(1)L3(3)L2(2)IU3(1)U4(2)U2(1)U3(2)U4(1)
= W2(ℓ
2)Q3(u
3)Q2(u
2),
with ℓ2 =
[
1 3 2
]T
, u3 =
[
1 2
]T
, and u2 =
[
1 2 1
]T
, thus A is oscillatory. This is as in (15) with
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sℓ = 2 and su = 3 (and D = I), and by Prop. 9, r(A) = 3/(min{2, 3} − 1) = 3. Now,
A2 =


27 40 97 133
104 155 377 520
336 501 1219 1683
342 510 1241 1714

 ,
and so (A2)({2, 3, 4}|{1, 2, 3}) = 0, thus A2 is not TP, implying that indeed r(A) = 3.

Proof of Prop. 9. For v ∈ {1, . . . ,
⌈
n−1
s−1
⌉
}, consider a corner minor Av(α|β). Recall that Av(α|β) > 0
if and only if there is a family of vertex-disjoint paths connecting the sources in α to the sinks in β in
the planar network associated with Av.
We start by analyzing all lower-left corner minors of Av. Suppose that the I-TN matrix A ∈ Rn×n is
factored as in (15) for some sℓ, su ∈ {2, . . . , n}, where all the multipliers are positive. The left-hand side of
the associated network represents the productW2(ℓ
2) · · ·Wsℓ(ℓ
sℓ). This includes horizontal lines, and sℓ−1
diagonal lines with an ‘upper-left to lower-right orientation’: the first goes from n to 1, the second from n
to 2, and so on. Fig. 4 depicts the left-hand side of this network for n = 6 and sℓ = 2, 3, . . . , 6.
Consider all the lower-left corner minor indexes (see Table I). It is clear that only the diagonal lines
with an “upper-left to lower-right orientation” in the left-hand side of the associated planar network (and
all the horizontal lines) can contribute to the family of vertex-disjoint paths. Thus, we will only use the
left-hand side of the associated network to analyze all lower-left corner minors.
The minimal value v for which every lower-left corner minor of Av is positive is determined by Av(α|β)
with α := {2, 3, . . . , n} and β := {1, 2, . . . n − 1}. This is due to the specific structure of the left-hand
side of the planar network associated with A, and the number of vertex-disjoint paths corresponding to
this minor as compared to all others.
Let zℓ :=
⌈
n−1
sℓ−1
⌉
, α := {2, 3, . . . , n}, and β := {1, 2, . . . n− 1}. Pick vℓ ∈ {1, . . . , zℓ}. Since each copy
of A contains sℓ − 1 diagonal lines corresponding to W2(ℓ
2) · · ·Wsℓ(ℓ
sℓ), the n − 1 paths in Avℓ(α|β)
require at least zℓ copies of A in order to be vertex-disjoint paths. Thus,
r(A) ≥ zℓ. (17)
We now show that Azℓ(α|β) > 0. We use the following notation. An arc denoted ց represents a
diagonal arc from one of W2(ℓ
2), . . . ,Wsℓ(ℓ
sℓ) in some copy of A, and is accompanied by an explanation
of which Lj is used. The paths in the family are as follows. The first path is
p2 : 2→ 2→ · · · → 2ց 1→ 1→ · · · → 1,
where ց is from L2 in the first copy of W2. The second path is
p3 : 3→ 3→ · · · → 3ց 2→ 2→ · · · → 2,
where ց is from L3 in the first copy of W3 if sℓ > 2 or from L3 in second copy of W2 if sℓ = 2. Note
that this implies that p2 and p3 are vertex-disjoint. The last path is
pn : n→ n→ · · · → nց n− 1→ n− 1→ · · · → n− 1,
where ց is from Ln in the first possible copy of some Wi such that pn and pn−1 are vertex-disjoint. Note
that the paths are vertex-disjoint by construction. We now calculate the number of copies of A that are
needed. The paths p2, . . . , psℓ use the first copy of W2(ℓ
2) · · ·Wsℓ(ℓ
sℓ). The paths psℓ+1, . . . p2sℓ−1 use the
second copy of W2(ℓ
2) · · ·Wsℓ(ℓ
sℓ), and so on. This implies that at least zℓ copies are enough to realize
the family of n− 1 vertex-disjoint paths. Summarizing, Azℓ(α|β) > 0, implying that all lower-left corner
minors (except for the determinant) of Azℓ are positive, and that there is at least one lower-left corner
minor of Ap, p ∈ {1, . . . , zℓ − 1} that is zero.
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Fig. 4: The left-hand side of the planar networks corresponding to all possible values of sℓ in (15) for
the case n = 6. Upper-left figure corresponds to sℓ = 2, upper-middle to sℓ = 3, upper-right to sℓ = 4,
lower-left to sℓ = 5, and lower-right to sℓ = 6.
The analysis of all upper-right corner minors of Av is similar. In this case, we use the right-hand side
of the associated planar network, and the upper-right corner minor Av({1, . . . , n−1}|{2, . . . , n}) to show
that zu :=
⌈
n−1
su−1
⌉
copies of A are needed to guarantee that all upper-right corner minors (except for the
determinant) of Azu are positive.
We conclude that
z := max{zℓ, zu} =
⌈
n− 1
min{sℓ, su} − 1
⌉
=
⌈
n− 1
s− 1
⌉
copies of A are needed to guarantee that all corner minors (except for the determinant) of Az are positive.
Also, det(Az) > 0, as A is invertible. By Prop. 3, Az is TP and A1, . . . , Az−1 are not TP, so r(A) = z.
This completes the proof. 
The next result provides an explicit expression for the exponent of another class of oscillatory matrices.
Proposition 10. Assume that A ∈ Rn×n is I-TN and that there exist qℓ, qu ∈ {2, . . . , n} such that
A =L2(ℓ1) · · ·Lqℓ−1(ℓqℓ−2)Wqℓ(ℓ
qℓ) · · ·Wn(ℓ
n)
DQn(u
n) · · ·Qqu(u
qu)Uqu−1(uqu−2) · · ·U2(u1), (18)
where all the multipliers are positive. Let q := max{qℓ, qu}. Then
r(A) = q − 1. (19)
Example 5. The case qℓ = qu = 2 (i.e. q = 2) corresponds to the case sℓ = su = n (i.e. s = n) in Prop. 9,
yielding r(A) = ⌈n−1
n−1
⌉ = 1 = q− 1. The case qℓ = qu = n yields A as in (7) (note that Wn(ℓ
n) = Ln(ℓk)
and Qn(u
n) = Un(uk)), and in this case r(A) = n− 1 [17].
As a concrete example, consider
A =


1 2 0 0 0
2 5 3 0 0
0 2 7 2 6
0 8 29 11 34
0 24 89 41 131

 .
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which is I-TN, but clearly not TP. The SEB factorization of A is
A = L2(2)L5(3)L4(4)L3(2)L5(2)L4(1)L5(2)IU5(1)U4(2)U5(3)U3(3)U2(2)
= L2(2)W3(ℓ
3)W4(ℓ
4)W5(ℓ
5)Q5(u
5)Q4(u
4)U3(3)U2(2),
with ℓ3 =
[
3 4 2
]T
, ℓ4 =
[
2 1
]T
, ℓ5 = 2, u5 = 1, and u4 =
[
2 3
]T
, thus A is oscillatory. This is as
in (18) with qℓ = 3 and qu = 4 (and D = I), and by Prop. 10, r(A) = max{3, 4} − 1 = 3. Indeed it can
be easily verified that A2 is not TP (e.g. its (1, 4) entry is zero), and that A3 is TP. 
Proof of Prop. 10. Suppose that the I-TN matrix A ∈ Rn×n is factored as in (18) for some qℓ, qu ∈
{2, . . . , n}, where all the multipliers are positive. The left-hand side of the associated network represents
the product
L2(ℓ1) · · ·Lqℓ−1(ℓqℓ−2)Wqℓ(ℓ
qℓ) · · ·Wn(ℓ
n).
This includes horizontal lines, and n−1 diagonal lines with an ‘upper-left to lower-right orientation’: the
first goes from 2 [n] to 1 if qℓ > 2 [qℓ = 2], the second from 3 [n] to 2 if qℓ > 3 [qℓ ≤ 3], and so on.
Fig. 5 depicts the left-hand side of this network for n = 6 and qℓ = 2, 3, . . . , 6.
We first analyze the lower-left corner minors of Av based on the left-hand side of the associated
network. Observe that in this case, the minimal v such that any lower-left corner minor of Av is positive
is determined by the requirement that Av(α|β) > 0 for α := {n} and β := {1}. To see this, consider
for example the case n = 6 depicted in Fig. 5, and, without loss of generality, qℓ = 6. We again use the
notation ց to represent a diagonal arc from some Lj in some Wi. Clearly five copies of A are required
to obtain a path from 6 to 1: 6ց 5ց 4ց 3ց 2ց 1. However, only four copies of A are required to
obtain a family of two vertex-disjoint paths connecting the source indexes {5, 6} to the sink indexes {1, 2}
(corresponding to the lower-left corner minor A4({5, 6}|{1, 2})). The first path is: 5ց 4ց 3ց 2ց 1,
and the second path is: 6 ց 5 ց 4 ց 3 ց 2. Note that these are vertex-disjoint paths. Continuing this
way, we see that indeed at least five copies of A are required to guarantee that all lower-left corner minors
(except for the determinant) are positive.
Let zℓ := qℓ− 1. In each copy of A, the longest diagonal with an ‘upper-left to lower-right orientation’
contains n− qℓ+1 consecutive edges, and is the (qℓ− 1)’th left most diagonal. All diagonals left to it (if
they exist) include a single edge. This implies that at least n− (n− qℓ + 1) = zℓ copies of A are needed
to realize a path from the source n to the sink 1. Given this number of copies, the path is:
nց qℓ − 1ց qℓ − 2ց · · · ց 1.
Summarizing, Azℓ({n}|{1}) > 0, implying that all lower-left corner minors (except for the determinant)
of Azℓ are positive, and for any p < zℓ there is at least one lower-left corner minor of A
p that is zero.
The analysis of all upper-right corner minors of Av is similar. In this case, we use the right-hand
side of the associated planar network, and the upper-right corner minor Av({1}|{n}) to show that at
least zu := qu − 1 copies of A are needed to guarantee that all upper-left corner minors (except for the
determinant) of Azu are positive.
We conclude that at least
z := max{zℓ, zu} = max{qℓ, qu} − 1 = q − 1
copies of A are needed to guarantee that all corner minors (except for the determinant) of Az are positive.
Also, det(Az) > 0, as A is invertible. By Prop. 3, r(A) = z. 
B. Generalizations
The following remark implies that the results in Props. 9 and 10 may be applicable more generally.
13
Fig. 5: The left-hand side of the planar networks corresponding to all possible values of qℓ in (18) for
the case n = 6. Upper-left figure corresponds to qℓ = 6, upper-middle to qℓ = 5, upper-right to qℓ = 4,
lower-left to qℓ = 3, and lower-right to qℓ = 2.
Remark 2. Many SEB factorizations can be rewritten as in (15) or as in (18). We demonstrate this using
an example. Consider the case n = 5 and the product
P := [L5(ℓ1)L4(ℓ2)L3(ℓ3)L2(ℓ4)][L5(ℓ5)L4(ℓ6)L3(ℓ7)][L5(ℓ8)L4(ℓ9)][L5(ℓ10)],
with ℓ3 = ℓ4 = ℓ6 = ℓ8 = 0, and all the other multipliers positive, that is,
P = L5(ℓ1)L4(ℓ2)L5(ℓ5)L3(ℓ7)L4(ℓ9)L5(ℓ10).
This cannot be written as a product of Wi’s as in (15) nor as in (18). However, using (3) yields
P = L5(ℓ1)L4(ℓ2)L3(ℓ7)L5(ℓ5)L4(ℓ9)L5(ℓ10),
and this can be written as
P = W3(ℓ
3)W4(ℓ
4)W5(ℓ
5),
with
ℓ3 :=
[
ℓ1 ℓ2 ℓ7
]T
, ℓ4 :=
[
ℓ5 ℓ9
]T
, ℓ5 := ℓ10.
This implies that many factorizations are equivalent to the factorizations defined in Props. 9 and 10,
and thus their exponent can be determined explicitly.
Recall that the proofs of Props. 9 and 10 use the fact that certain edges in the associated planar
networks have positive weights, while ignoring their actual value. Thus, another generalization is to
arbitrary products of oscillatory matrices.
Corollary 1. Consider a set of matrices {Ai}
m
i=1 with every Ai ∈ R
n×n I-TN. Suppose that there exist sℓ
and su, with sℓ, su ∈ {2, . . . , n} such that every Ai can be factorized as in (15) with the same sℓ and su,
but possibly every Ai has a different set of multipliers. Let s := min{sℓ, su}. Then a product of c matrices
from the set is TP if and only if c ≥ ⌈n−1
s−1
⌉.
Corollary 2. Consider a set of matrices {Ai}
m
i=1 with every Ai ∈ R
n×n I-TN. Suppose that there exist qℓ
and qu, with qℓ, qu ∈ {2, . . . , n}, such that every Ai can be factorized as in (18) with the same qℓ and qu,
but possibly every Ai has a different set of multipliers. Let q := max{qℓ, qu}. Then any product of c
matrices from the set is TP if and only if c ≥ q − 1.
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Example 6. Let
A1 =


2 8 16 48
8 33 67 203
8 39.5 89.5 289.5
20 134.5 350.5 1219.5

 , A2 =


1 2 8 24
2 6 28 88
6 23 117 376
30 145 789 2580

 .
The SEB factorizations of these are
A1 = L4(2.5)L3(1)L2(4)L4(5.5)L3(6.5)L4(1)D1U3(1)U4(2)U2(4)U3(2)U4(3),
A2 = L4(5)L3(3)L2(2)L4(6)L3(2.5)L4(2)D2U3(2)U4(1)U2(2)U3(4)U4(3),
where
D1 =


2 0 0 0
0 1 0 0
0 0 3 0
0 0 0 5

 , D2 =


1 0 0 0
0 2 0 0
0 0 3 0
0 0 0 4

 .
This implies that A1 and A2 are oscillatory matrices, but not TP (see Props. 4 and 5). Note that both A1
and A2 are factorized as in (15) with sℓ = 4 and su = 3, and also that each has a different set of
parameters. Thus, r(A1) = r(A2) = 2. It is straightforward to verify that A
2
1, A
2
2, A1A2, and A2A1 are
all TP matrices. 
We note that in case where each Ai can be factorized as in (15) with the same s, but not the same sℓ
and su, a product of less than ⌈
n−1
s−1
⌉ matrices from the set {Ai}
m
i=1 may be sufficient to obtain a TP
matrix. This is demonstrated by the following example.
Example 7. Consider the matrices
A1 =


1 1 2 6
3 4 9 28
3 4 10 32
6 8 20 65

 , A2 =


1 3 3 6
2 7 7 14
6 23 24 48
6 25 27 55

 ,
and their factorizations
A1 = L4(2)L3(1)L2(3)U3(1)U4(1)U2(1)U3(2)U4(3),
A2 = L4(1)L3(3)L2(2)L4(1)L3(2)U2(3)U3(1)U4(2).
Thus, A1 [A2] is factorized as in (15) with sℓ = 2 and su = 3 [sℓ = 3 and su = 2]. So both are
factorized with the same s = min{sℓ, su} = 2, but they differ in their sℓ and su values. Prop. 9 implies
that r(A1) = r(A2) =
⌈
4−1
2−1
⌉
= 3. However, it can be verified that both A1A2 and A2A1 are TP, i.e. we
do not necessarily need a product of three matrices from the set {A1, A2} to get a TP matrix. 
C. Upper-Bounds for r(A)
For many classes of oscillatory matrices that cannot be written as in (15), nor as in (18) (even after
applying the idea described in Remark 2), upper-bounds for their exponent value can be obtained. The
next result follows immediately from the proofs of Props. 9 and 10.
Corollary 3. Let A ∈ Rn×n be factorized as in (15) [(18)], plus some additional multipliers. Then r(A) ≤
⌈n−1
s−1
⌉ [r(A) ≤ q − 1].
For example, if A ∈ R5×5 can be factored as
A = L3(ℓ3)L2(ℓ4)L3(ℓ7)W4(ℓ
4)W5(ℓ
5)DQ5(u
5)Q4(u
4)U3(u7)U2(u4),
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then A has the form as in (18) with n = 5, qℓ = qu = 4, plus the additional term L3(ℓ3), and thus r(A) ≤
max{4, 4} − 1 = 3.
The mapping from the SEB factorization of A to r(A) is nontrivial. There are known cases where adding
specific additional terms necessarily reduces the exponent [17]. The following example demonstrates that in
general adding terms with positive multipliers to the factorization (18) does not necessarily reduce r(A)
(similar examples exist for the case of the factorization (15)), and thus in these cases the bounds in
Corollary 3 may be tight.
Example 8. Let
B =

1 1 41 2 10
0 2 13

 .
This matrix can be written as B = AU3(4), where A := L2(1)L3(2)IU3(2)U2(1). Note that A can be
written as in (18) with qℓ = qu = 3. By Corollary 3, r(B) ≤ r(A) ≤ q − 1 = 2, and indeed in this case
this bound is tight. 
IV. CONCLUSION
Oscillatory matrices are a class of matrices that are intermediary between TN and TP matrices. The
exponent r(A) of an oscillatory matrix A ∈ Rn×n is the least positive integer such that Ar is TP. It is
known that r(A) ≤ n − 1. Ref. [17] used the SEB factorization and its associated planar network to
describe classes of oscillatory matrices satisfying r(A) = n− 1.
Here, we provide explicit expressions for r(A) for several classes of oscillatory matrices. In addition, we
provide upper-bounds on r(A) for several other classes of oscillatory matrices. Our analysis is based on the
planar network associated with the SEB factorization of oscillatory matrices. This allows to verify positivity
of all matrix minors via the existence of families of vertex-disjoint paths in the planar network. As such,
results obtained for a particular oscillatory matrix are immediately applicable to different combinations
of oscillatory matrices, provided that all are from the same class. We believe that the SEB factorization
and the associated planar network are powerful tools for analyzing I-TN matrices in general, and will find
more applications in the analysis of oscillatory matrices.
Possible topics for further research include the following. First, a natural extension to this work is
identifying additional classes of oscillatory matrices whose exponent can be determined explicitly. Also,
Corollaries. 1 and 2 considered the arbitrary products of oscillatory matrices that share the same sℓ and su
values, and the same qℓ and qu values, respectively. Can these results be extended to product of matrices
that share only the values of s and q, while the values of sℓ and su, and qℓ and qu differ, respectively?
As suggested by Example 7, these cases seem to be different than the results in Corollaries. 1 and 2.
Finally, let λ1 > λ2 > · · · > λn denote the eigenvalues of A ∈ R
n×n. This means that for large k
we have trace(Ak) = λk1 + · · · + λ
k
n ≈ λ
k
1 , where trace(B) denotes the sum of the diagonal entries
of B. Assume that A is I-TN, and thus it admits an SEB factorization. Note that Ak also admits a SEB
factorization (and its associated planar network in obtained by concatenating k times the planar network
associated with A). Using the SEB factorization of Ak (and the associated planar network), what can we
say about trace(Ak)?
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