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Abstract. Given a symmetrizable generalized Cartan matrix A, for any index k, one can
define an automorphism associated with A, of the field Q(u1, · · · , un) of rational functions of
n independent indeterminates u1, · · · , un. It is an isomorphism between two cluster algebras
associated to the matrix A (see section 4 for precise meaning). When A is of finite type, these
isomorphisms behave nicely, they are compatible with the BGP-reflection functors of cluster
categories defined in [Z1, Z2] if we identify the indecomposable objects in the categories
with cluster variables of the corresponding cluster algebras, and they are also compatible
with the ”truncated simple reflections” defined in [FZ2, FZ3]. Using the construction of
preprojective or preinjective modules of hereditary algebras by Dlab-Ringel [DR] and the
Coxeter automorphisms (i.e., a product of these isomorphisms), we construct infinitely many
cluster variables for cluster algebras of infinite type and all cluster variables for finite types.
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1. Introduction
Clusters and cluster algebras are defined and studied by Fomin and Zelevin-
sky [FZ1-3, BFZ] in order to provide an algebraic framework for total positivity
and canonical bases in semisimple algebraic groups. Since they appeared, there
have been many interesting connections with other directions [FZ1-3] [BFZ]
[CC], amongst them to representation theory of quivers and tilting theory [MRZ]
[BMRRT] [BMR] [CC] [CK] [Z1, Z2].
The connections between representation theory of quivers and cluster al-
gebras are firstly discovered by Marsh-Reineke-Zelevinsky through extending
the well-known Gabriel’s Theorem; and then by Buan-Marsh-Reineke-Reiten-
Todorov who introduced cluster categories, see also [CCS], and related tilting
theory with clusters; and by some others. Since the cluster algebras of finite
type are classified by Dynkin diagrams [FZ2], there should be some stronger
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links between cluster algebras with representation theory of quivers. In [Z1],
see also [Z2], we introduced the BGP-reflection functors in cluster categories
by extending the usual BGP-functors of module categories. By applying these
functors to cluster algebras of finite type, we gave a one-to-one correspondence
from indecomposable objects in cluster categories to the almost positive roots of
the corresponding simple Lie algebras, and then to the set of cluster variables of
corresponding cluster algebras. This correspondence sends basic tilting objects
to clusters.
The aim of the paper is to understand clusters and cluster algebras of any
type in terms of representations of quivers based on the works of [BMRRT],
[Z1]. From Dlab-Ringel [DR], any preprojective or preinjective indecomposable
module can be constructed as an image of projective resp. injective modules
under some power of Coxeter functors. Applying to cluster categories, the inde-
composable objects coming from preprojective or preinjective modules are also
constructed from the objects Pk[1] by acting some powers of Coxeter functors
in cluster categories, where Pk is an indecomposable projective module and the
Coxeter functors in cluster categories are defined as a composition of BGP-
reflection functors introduced in [Z1]. Passing from the set of indecomposable
objects in cluster categories to the set of cluster variables, we should get a con-
struction of some cluster variables from ui by some automorphisms of cluster
algebras induced from Coxeter functors in cluster categories. So we should find
some automorphisms of cluster algebras corresponding to the Coxeter functors
in the corresponding cluster categories.
Let A = (aij) be a symmetrizable generalized Cartan matrix and F =
Q(u1, · · · , un) the field of rational functions in variables ui i = 1, · · · , n. For any
k, we define Tk to be the automorphism of F by setting Tk(uk) = u
−1
k (
∏
aki<0
u−akii +
1), Tk(uj) = uj ∀j 6= k. Let u = (u1, · · · , un) and B(A) a skew-symmetrizable
matrix whose Cartan counterpart is A and such that k is a sink in the quiver
corresponding to B(A). Then Tk is an isomorphism from the cluster algebra
associated to the initial seed (u,B(A)) to the cluster algebra associated to the
initial seed (u, skB(A)).When A is of finite type, these automorphisms are com-
patible with the BGP-reflection functors in cluster categories when we identify
the indecomposable objects with cluster variables. By using these isomorphisms,
we give a construction of cluster variables from the initial cluster. We extend
the construction to cluster algebras of infinite type.
This paper is organized as follows: in Section 2, some basic results on cluster
categories which will be needed later on are recalled. In Section 3, we recall the
BGP-reflection functors in cluster categories from [Z1, Z2], and extend the result
of Dlab-Ringel [DR] to cluster categories, namely, we prove the indecomposable
objects coming from preprojective or preinjective modules are some powers of
the Coxeter functor on objects P [1] where P is an indecomposable projective
module. In Section 4, for any symmetrizable integer matrix and any index i,
we define an automorphism Ti on F and the Coxeter automorphism T as a
product of these Ti, and prove that this Coxeter automorphism is a symmetry
of the corresponding cluster algebras. This gives some nice consequences such
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as that all cluster variables can be obtained from the initial cluster by some
powers of T when A is of finite type. This construction is generalized to the
infinite types.
2. Basics on cluster categories.
Let H be a finite-dimensional hereditary algebra over a field k, with n pair-
wise non-isomorphic simple modules. Then there are n pairwise non-isomorphic
indecomposable projective H−modules P1, · · · , Pn. We denote by D = Db(H)
the bounded derived category ofH with shift functor [1]. For any Krull-Schmidt
category E [Ri], any object can be written as a direct sum of indecomposable
objects and such decomposition is unique up to isomorphisms, we will denote
by indE the full subcategory of representatives of isomorphism classes of inde-
composable objects in E ; depending on the context we shall also use the same
notation to denote the set of isomorphism classes of indecomposable objects in
E .
The cluster category of typeH is introduced in [BMRRT], which is defined to
be the factor category D/F of Db(H), where F = τ−1[1] and τ is the Auslander-
Reiten translation in D. We simply denote the cluster category of type H
by C(H). This factor category D/F is a Krull-Schmidt triangulated category
[K]. The canonical functor pi:D −→ D/F : X 7→ X˜ is a covering functor of
triangulated categories, i.e., it sends triangles to triangles [XZ]. The shift in
D/F is induced by the shift in D, and is also denoted by [1]. In both cases we
write as usual Hom(U, V [1]) = Ext1(U, V ). We then have
Ext1D/F (X˜, Y˜ ) = ⊕i∈ZExt
1
D(X,F
iY ),
where X,Y are objects in D and X˜, Y˜ are the corresponding objects in D/F.
Proposition 2.1.[BMRRT] Any indecomposable object in C(H) is of the
form M˜ for some indecomposable H−moduleM or P˜i[1] for an indecomposable
projective module Pi, 1 ≤ i ≤ n.
H−mod can be embedded into Db(H) so that the image of a H−module is
a stalk complex of degree zero. Passing to the cluster category C(H), obj(indH)
can be viewed as a subset of obj(indC(H))), we fix this inclusion in the rest of
paper. Then indC(H) = indH ∪ {Pi[1] | 1 ≤ i ≤ n} (from now on, the tilde
notation for objects in C(H) is dropped). For any hereditary algebra H , the
indecomposableH−modules are either preprojective, or regular, or preinjective;
i.e.,
indH = P ∨R∨ I,
where P (or I) denotes the subcategory of indecomposable preprojective mod-
ules (resp. preinjective modules), R denotes the subcategory of indecomposable
regular modules. If H is of finite type, then R disappears, and P = I. Applying
to cluster category, we have the following:
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Proposition 2.2. indC(H) = P∨{Pi[1] | 1 ≤ i ≤ n}∨I∨R. If H is of finite
type, then R = ∅, P = I, indC(H) = P ∨ {Pi[1] | 1 ≤ i ≤ n} = I ∨ {Pi[1] | 1 ≤
i ≤ n}.
3. BGP-reflection functors in cluster categories.
Since any hereditary algebra is Morita equivalent to a tensor algebra of some
species of a valued quiver, we will use the language of valued quivers and their
representations. Firstly we recall some basic notations on representations of
valued quivers from [DR].
Let (Γ,d) be a valued graph with n vertices and with an orientation Ω (the
pair (Γ,d,Ω) or simply the pair (Γ,Ω) is called a valued quiver). For any vertex
k ∈ Γ, we can define a new orientation skΩ of (Γ,d) by reversing the direction
of arrows along all edges containing k. A vertex k ∈ Γ is said to be a sink (or a
source) with respect to Ω if there are no arrows starting (or ending) at vertex
k.
Let k be a field and (Γ,Ω) a valued quiver. From now on, we shall always
assume that (Γ,Ω) contains no oriented cycles. For any orientation Ω, there
is an ordering k1, · · · , kn of Γ such that vertex kt is a sink with respect to the
orientation skt−1 · · · sk2sk1Ω for all 1 ≤ t ≤ n. This is also equivalent to that
there is an ordering k′1, · · · , k
′
n of Γ such that the vertex k
′
t is a source with
respect to the orientation sk′
t−1
· · · sk′2sk′1Ω for all 1 ≤ t ≤ n. Such orderings are
called admissible sequences of sinks or admissible sequences of sources and an
orientation with an admissible sequence of sinks (equivalently sources) is called
an admissible orientation. It is clear that for any admissible sequence k1, · · · , kn
of sinks or sources, skn · · · sk2sk1Ω = Ω.
Let M = (Fi, iMj)i,j∈Γ be a reduced k−species of type Ω : that is, for
all i, j ∈ Γ, iMj is an Fi − Fj−bimodule, where Fi and Fj are finite ex-
tensions of k and dim(iMj)Fj = dij and dimkFi = εi. A k−representation
V = (Vi, jϕi) of M consists of Fi− vector spaces Vi, i ∈ Γ, and of an Fj−linear
map jϕi : Vi⊗ iMj −→ Vj for each arrow i −→ j. Such a representation is called
finite dimensional if
∑
i∈Γ dimkVi <∞. The category of finite-dimensional rep-
resentations of M over k is denoted by rep( M,Γ,Ω). If rep( M,Γ,Ω) contains
only finitely many indecomposable representations up to isomorphism, then Γ
is called of finite type; otherwise, Γ is called of infinite type. It was proved by
Gabriel [ARS][R] that Γ is of finite type if and only if Γ is a disjoint union of
Dynkin diagrams.
Now we fix a k−species M of a given valued quiver (Γ,Ω). Given a sink,
or a source k of the quiver (Γ,Ω), we recall the reflection functor S±k :
S+k : rep( M,Γ,Ω) −→ rep( M,Γ, skΩ), if k is a sink,
or
S−k : rep( M,Γ,Ω) −→ rep( M,Γ, skΩ), if k is a source .
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We assume k is a sink. For any representation V = (Vi, φα) of ( M,Γ,Ω),
its image under S+k is by definition, S
+
k V = (Wi, jψi), a representation of
( M,Γ, skΩ), where Wi = Vi, if i 6= k; and Wk is the kernel in the diagram:
(∗) 0 −→ Wk
(jχk)j
−→ ⊕j∈ΓVj ⊗ jMk
(kφj)j
−→ Vk
jψi = jφi and jψk = jχ¯k : Wk ⊗ kMj −→ Xj, where jχ¯k corresponds to jχk
under the isomorphism HomFj (Wk ⊗ kMj, Vj) ≈ HomFi(Wk, Vj ⊗ jMi).
If α= (αi) : V −→ V ′ is a morphism in rep( M,Γ,Ω), then S
+
k α= β = (βi),
where βi = αi for i 6= k and βk : Wk −→ W ′k is the restriction of ⊕j∈Γ(αj ⊗ 1)
given in the following commutative diagram:
0 −−−−→ Wk
(jχk)j
−−−−→ ⊕j∈ΓVj ⊗ jMk
(kφj)j
−−−−→ Vky yβk y⊕j(αj⊗1) yαk
0 −−−−→ W ′k
(jχ
′
k)j−−−−→ ⊕j∈ΓV ′j ⊗ jMk
(kφ
′
j)j
−−−−→ V ′k
If k is a source, the definition of S−k V is dual to that of S
+
k V , we omit it and
refer to [DR].
For simplicity, we denote by H the category rep( M,Γ,Ω) and by H′ the
category rep( M,Γ, skΩ), where k is a sink (or source) of (Γ,Ω). The cluster
categories Db(H)/F , Db(H′)/F are denoted by C(Ω) and C(skΩ) respectively.
Let Pi, Ii (or P
′
i , I
′
i) be the projective, injective indecomposable represen-
tation in H (resp. H′) corresponding to the vertex i ∈ Γ, and Ei (resp. E′i) the
corresponding simple representation in H (resp. H′). We denote by H (resp.
H ′) the tensor algebra of ( M,Γ,Ω) (resp. ( M,Γ, skΩ)). Note that H−mod
is Morita equivalent to H, and if k is a sink (or source), then Pk = Ek (resp.
Ik = Ek) is simple projective (resp. injective) H−module.
Let T = ⊕i∈Γ−{k}Pi ⊕ τ
−1Pk. Suppose k is a sink, then T is a tilting
H−module which is called BGP- or APR-tilting module and S+k = Hom(T,−)
as functors. The following theorem was proved in [Z1] (in a more general case).
Theorem 3.1. Let k be a sink (or a source) of a valued quiver (Γ,Ω). Then
the BGP-reflection functor S+k (resp. S
−
k ) induces a triangle equivalence R(S
+
k )
(resp.,R(S−k )) from C(Ω) to C(skΩ). Moreover we have that
R(S+k )(X) =


P ′k[1], X
∼= Ek
E′k, X
∼= Pk[1]
P ′j [1], X
∼= Pj [1], j 6= k
S+k (X), X ∈ indH − {Ek}
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Definition 3.2. The triangle equivalence functor R(S+k ) from C(Ω) to
C(skΩ) induced from the reflection functor S
+
k is called the BGP-reflection func-
tor (for simplicity, reflection functor) in C(Ω) at the sink k, which is denoted
simply by R+k . Dually for a source k, we have the reflection functor R
−
k from
C(Ω) to C(skΩ).
Let k1, · · · , kn be an admissible sequence of sinks for the quiver (Γ,Ω). Set
C+ = R+kn · · ·R
+
k2
R+k1 , the composition of R
+
ki
. C+ is a self-equivalence of C(Ω),
it is called the Coxeter functor in the cluster category C(Ω). For simplicity, we
denote C+ by C. The inverse C− of C, which is also called Coxeter functor
in C(Ω) is C− = R−k1R
−
k2
· · ·R−kn . If (Γ,Ω) contains no oriented cycles, then any
orientation is admissible, and there are exactly two orientations on Γ such that
any vertex is sink or source. In this case we use Ω0 and Ω
′
0 to denote these two
distinct orientations on Γ.
Theorem 3.3. If Γ is of finite type, then indC(Ω) = P ∨ {Pi[1] | i ∈ Γ} =
I∨{Pi[1] | i ∈ Γ}; if Γ is of infinite type, then indC(Ω) = P∨{Pi[1] | i ∈ Γ}∨I∨R;
Moreover, we have that
P = {C−mPi[1] | m > 0, i ∈ Γ }, I = {CmPi[1] | m > 0, i ∈ Γ }.
Proof. The first part follows from Proposition 2.2. We prove the second
part. For any indecomposable projective representation P in H, we have that
τ−1P [1] ≃ P in C(Ω). It follows that C−1P [1] ≃ P in C(Ω). From [DR],
we know that for any preprojective indecomposable module M , there are an
indecomposable projective module P and an integer m ≥ 0, such that M =
C−mP . Therefore we have that M = C−(m+1)P [1]. This finishes the proof of
the description of P . Dually, for any preinjective H−module N , there are an
indecomposable injective module I and an integer m ≥ 0 such that N = CmI.
We also have that Ii = τPi[1] in C(Ω) for i ∈ Γ (since in derived categoryDb(H),
τPi[1] = Ii). Therefore we have that N = C
m+1I. This finishes the proof for
I. The proof is finished.
For this reason, we denote the union P ∨ {Pi[1]} ∨ I by PI(Ω). Note that
PI(Ω) = {CmPk[1] | m ∈ Z, 1 ≤ k ≤ n }.
If Γ is of finite type, then indC(Ω) = PI(Ω), otherwise indC(Ω) = PI(Ω)∨R.
Corollary 3.4. If Γ is of finite type, then for any orientation Ω on Γ,
indC(Ω) = {Cm(Pk[1]) | m ∈ Z, 1 ≤ k ≤ n } = {Cm(Pk[1]) | m ∈ Z, m ≥
0, 1 ≤ k ≤ n } = {C−m(Pk[1]) | m ∈ Z m ≥ 0, 1 ≤ k ≤ n }.
Example 3.5. Let Γ be B2 : 2
(1,2)
− 1.We give it an orientation Ω : 2
(1,2)
−→ 1.
The AR-quiver of the cluster category C(Ω) is the following:
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with the valuation (1, 2) on all arrows like ր, and the valuation (2, 1) on all
arrows like ց.
The Coxeter functor C = R+2 R
+
1 , and we have P1 = C
−1P1[1], P2 =
C−1P2[1], I1 = C
−2P1[1], I2 = C
−2P2[1]; also P1 = C
2P1[1], P2 = C
2P2[1],
I1 = CP1[1], I2 = CP2[1].
For a valued graph Γ, we denote by Φ the set of roots of the corresponding
Kac-Moody Lie algebra. Let Φ≥−1 denote the set of almost positive roots, i.e.
the positive roots together with the negatives of the simple roots. Let si be the
Coxeter generator of the Weyl group of Φ corresponding to i ∈ Γ. We recall
from [FZ3] that the ”truncated reflections” σi of Φ≥−1 are defined as follows:
σi(α) =
{
α α = −αj , j 6= i
si(α) otherwise.
On the one hand, when Γ is of finite type, there is a bilinear form (− ‖ −) on
Φ≥−1 which is called the ”compatibility degree” of Φ≥−1 (for details, we refer
to [FZ3, FZ2]). α, β ∈ Φ≥−1 are called compatible if (α||β) = 0. Any maximal
mutually compatible subset is called a cluster of Φ≥−1. It was proved in [FZ3]
that any cluster in Φ≥−1 contains n elements, where n is the number of simple
roots of Φ≥−1.
On the other hand, in the cluster category C(H), there is a tilting machinery.
An object T is called tilting if ExtC(H)(T, T ) = 0 and it has a maximal number
of non-isomorphic indecomposable direct summands. A multiplicity-free tilt-
ing object is called a basic tilting object. In the following we assume tilting
objects are always basic. Any tilting object contains n indecomposable direct
summands.
We have seen that indH ⊂ indC(H), and Φ ⊂ Φ≥−1. The well-known
Gabriel’s Theorem gives a one-to-one correspondence from indH of hereditary
algebra of finite type to the root system Φ+ of the corresponding simple Lie
algebra by taking dimension vectors of modules. This correspondence was gen-
eralized to cluster categories of finite type, which induces a bijection between
the set of tilting objects to the set of clusters in Φ≥−1, in the simple-laced case
in [BMRRT], and to all Dynkin cases in [Z1] (see Proposition 3.7. latter for pre-
cise meaning). In fact this map can be defined for any cluster category (finite
and infinite types) as follows: for any X ∈ ind(modH ∨H [1]),
γΩ(X) =


dimX if X ∈ indH ;
−dimEi if X = Pi[1],
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where dimX denotes the dimension vector of the representation X . In general,
this map γΩ : indC(Ω)→ Φ≥−1 is not injective, but it is surjective in all cases,
and is a bijection in the finite type case.
Let Φ′≥−1 be the subset of Φ≥−1 consisting of γΩ(X) for all X ∈ PI(Ω).
Then the restriction of γΩ to PI(Ω) is a bijection from PI(Ω) to Φ′≥−1 by [DR],
[Kac], this map is also denoted by γΩ.
When Γ is of finite type, one can choose a skew-symmetrizable integer ma-
trix B from Γ such that the cluster variables of type Γ are in one-to-one corre-
spondence with the elements of Φ≥−1 (compare [FZ2]). For any orientation Ω,
indC(Ω) is in one-to-one correspondence with Φ≥−1 [BMRRT] [Z1]. We will re-
late these two results and generalize partially these one-to-one correspondences
to infinite type in the next section.
By using Theorem 3.1, one gets the following commutative diagram which
explains that R±k is the realization of the ”truncated reflection” σk (for proof,
we refer to [Z1, Z2]).
Proposition 3.6. Let k be a sink (or a source) of a valued quiver (Γ,Ω).
Then we have the commutative diagram:
indC(Ω)
R+
k−−−−→
(R−
k
)
indC(skΩ)
γΩ
y yγskΩ
Φ≥−1
σk−−−−→ Φ≥−1
.
The following result is proved for simply-laced Dynkin diagram in [BMRRT],
and is generalized to all Dynkin diagram in [Z1].
Proposition 3.7 [BMRRT] [Z1]. Let (Γ,Ω) be any valued Dynkin quiver.
Then the one-to-one correspondence γΩ sends tilting objects of C(Ω) to clusters
in Φ≥−1.
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4. Coxeter automorphisms of cluster algebras.
We recall some basic notation on cluster algebras which can be found in
the series of papers by Fomin and Zelevinsky [FZ1,FZ2, FZ3, BFZ]. The clus-
ter algebras we deal with in this paper are defined on a trivial semigroup of
coefficients, since it is enough for the connection with representation theory of
quivers [BMRRT]. These cluster algebras are called reduced cluster algebras in
[CC]. We will call these algebras just cluster algebras.
The definition is as follows: Let F = Q(u1, u2, · · · , un) be the field of rational
functions in indeterminates u1, u2, · · · , un. Set u = (u1, u2, · · · , un). Let B =
(bij) be an n × n skew-symmetrizable integer matrix. A pair (x,B), where
x = (x1, x2, · · · , xn) is a transcendence base of F and where B is an n × n
skew-symmetrizable integer matrix, is called a seed. Fix a seed (x,B) and an
element z in the base x. Let z′ in F be such that
zz′ =
∏
bxz>0
xbxz +
∏
bxz<0
x−bxz .
Now, set x′ := x− {z}
⋃
{z′} and B′ = (b′xy) such that
b′xy =
{
−bxy if x = z or y = z,
bxy + 1/2(|bxz|bzy + bxz|bzy|) otherwise.
The pair (x′, B′) is called the mutation of the seed (x,B) in direction z, it
is also a seed. The ”mutation equivalence ≈” is an equivalence relation on the
set of all seeds generated by (x,B) ≈ (x′, B′) if (x′, B′) is a mutation of (x,B).
The cluster algebra A(B) associated to the skew-symmetrizable matrix B is
by definition the subalgebra of F generated by all x such that (x,B′) ≈ (u,B).
Such x = (x1, x2, · · · , xn) is called a cluster of the cluster algebraA(B) or simply
of B, and any xi is called a cluster variable. If the set χ of all cluster variables
is finite, then the cluster algebra A(B) is said to be of finite type.
Let x be a seed. The Laurent phenomenon, see [FZ1], asserts that any
cluster variables are Laurent polynomials with integer coefficients in variables
x1, · · · , xn. It implies that A(B) ⊂ Z[x
±
1 , · · · , x
±
n ].
Fix any integer square matrix B = (bij). Its Cartan counterpart is by
definition, a generalized Cartan matrix A = A(B) = (aij) of the same size
defined by
aij =
{
2 if i = j
−|bij | if i 6= j.
Theorem 4.1.[FZ2] A cluster algebra A is of finite type if and only if there
is a seed (x,B) of A such that the Cartan counterpart of the matrix B is a
Cartan matrix of finite type.
For any α ∈ Φ, we write α as a sum of simple roots α =
∑
i∈I aiαi, then we
use uα to denote
∏
i∈I u
ai
i .
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Theorem 4.2.[FZ2] Fix a Dynkin diagram Γ and a distinguished seed
(u,B). Then there exists a bijection
P : Φ≥−1 −→ χΓ : α 7→ u[α] =
Pα(u)
uα
,
where Pα(u) is a polynomial with nonzero constant term. Under this correspon-
dence, −αi corresponds to ui and clusters in Φ≥−1 correspond to clusters of the
corresponding cluster algebra A.
Corollary 4.3. Let Γ be a Dynkin graph with the orientation Ω0 (i.e., such
that any vertex is a sink or source). Then the composition (denoted by φΩ0) of
γΩ0 and P gives a one-to-one correspondence between indC(Ω0) and χΓ. Under
this correspondence, Pi[1] corresponds to ui, and tilting objects correspond to
clusters.
Proof. This is a consequence of Proposition 3.7. and Theorem 4.2.
Note that when Γ is a simply-laced Dynkin diagram, Corollary 4.3. is also
proved in [CC] (compare Theorem 3.4. there) in which the correspondence is
given in explicit expressions of indecomposable objects by Laurent polynomials
of u1, · · · , un. In the following, for any orientation, we will give an explicit one-
to-one correspondence from cluster categories to the set of cluster variables in
a different spirit, which works in simply-laced case and non-simply-laced case.
Firstly we need to define some isomorphisms between cluster algebras.
Given a generalized Cartan matrix A of size n × n, its Coxeter graph ∆ is
by definition, a valued graph consisting of n vertices, named 1, 2, · · · , n, and
edges i− j with a valuation (aij , aji) if aij 6= 0. If A is a Cartan matrix of finite
type, then its Coxeter graph is a tree.
Let B = (bij) be a skew-symmetrizable integer matrix and A = A(B),
its Cartan counterpart. Then we say that B and A form a matched pair
(B,A). Note that A is a generalized Cartan matrix and there are different skew-
symmetrizable matrices B and B′ with the same Cartan counterpart A.
For any matched pair (B,A) of matrices with B a skew-symmetrizable inte-
ger matrix, one can give an orientation Ω on its Coxeter graph ∆ as follows: if
bij > 0, then there is an arrow i −→ j. With this orientation, (∆,Ω) becomes
a valued quiver. This quiver is called the quiver of (B,A). Note that if we can
choose B = B(A) with the property ”bijbik ≥ 0, for all i, j, k, ” then the quiver
of (B,A) is such that any vertex is a sink or a source. If a Coxeter graph is a
tree, then we can choose such an orientation, this orientation was considered in
[FZ2]. More generally, the orientation on a Coxeter graph corresponds to the
skew-symmetrizable matrix B = (bij) such that A = A(B) is as indicated in the
next lemma.
Lemma 4.4. Fix a Coxeter diagram ∆, equivalently, a generalized Cartan
matrix A. Then the orientations of ∆ are in bijection with the matched pairs
(B,A). Moreover, the orientation contains an orientated cycle if and only if there
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is a sequence of indices i1, i2, · · · it such that bi1,i2 , bi2,i3 , · · · , bit−1,it , bit,i1 are
positive integers.
Proof. For any matched pair (B,A), we can define an orientation of ∆ as
above. Conversely, for any orientation of ∆, the matrix B = (bij) can be defined
uniquely in the way:
bij =


0 if i = j
|aij | if i→ j
aij if j → i.
The final statement follows from the correspondence between orientations and
B. The proof is finished.
Definition 4.5. Let A be a generalized Cartan matrix and B one of the
skew-symmetrizable matrix with A = A(B). For any index i, we define an auto-
morphism Ti of F = Q(u1, · · · , un) by defining the images of the indeterminates
u1, · · · , un as follows:
Ti(uj) =


uj if j 6= i,
∏
aik<0
u
−aik
k
+1
ui
if j = i.
It is easy to check that all Ti are involutions of F , i.e., T 2i = idF .
From the definition, all Ti are independent of B, and only depend on the
matrix A.
In the rest of paper, we study the properties of automorphisms Ti with
respect to clusters and cluster algebras. Since any orientation of Γ is admissible,
for such an orientation Ω on Γ, by Lemma 4.4, we have a pair (B,A) with A
a generalized Cartan matrix, the matrix B corresponding to Ω is sometimes
denoted by BΩ. The cluster algebra A associated with the seed (u,BΩ) is called
the cluster algebra associated with the orientation Ω, and is denoted by AΩ; the
set of cluster variables of AΩ is denoted by χΩ. By [FZ2], AΩ is isomorphic to
AΩ0 .
Remark 4.6. χΩ is different from χΩ0 in general, see Example 4.9. below.
In the following, we prove that for any orientation of a Dynkin graph Γ there
is a bijection φΩ from indC(Ω) to χΩ such that Pi[1] corresponds to ui, which
generalizes Corollary 4.3.
Theorem 4.7. Let k be a sink (or source) in Ω on a Dynkin diagram Γ.
Then (1). there is a bijection φΩ from indC(Ω) to χΩ such that Pi[1] corresponds
to ui, for any i ∈ Γ; inducing a one-to-one correspondence between basic tilting
objects and clusters.
(2). Tk sends cluster variables and clusters in χΩ to those in χskΩ.
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(3). Tk is induced from the reflection functor R
+
k indicated in the following
commutative diagram:
indC(Ω)
R+
k−−−−→ indC(skΩ)
φΩ
y yφskΩ
χΩ
Tk−−−−→ χskΩ
.
(4). Tk induces an isomorphism from the cluster algebra AΩ to the cluster
algebra AskΩ (Tk induces a so-called strongly isomorphism from AΩ to AskΩ).
Proof. By definition, χΩ and χskΩ are the sets of cluster variables of the
initial seeds (u,BΩ) and (u,BskΩ) respectively. Let u
′
k = (u1, · · · , uk−1,
u′k, uk+1, · · · , un) be the cluster of (u,BskΩ) obtained by mutation once in di-
rection k. Then u′kuk =
∏
aik<0
u−aiki + 1 since k is a source of skΩ, hence
u′k =
∏
aik<0
u
−aik
i
+1
uk
, and the matrix B′skΩ after this mutation is BΩ. There-
fore we have that Tk(u) = u
′
k and the automorphism Tk of F sends the seed
(u,BΩ) to the seed (u
′
k, BΩ). Dually Tk sends the seed (u
′
k, BΩ) to the seed
(u,BΩ). Therefore, Tk sends χΩ to χ(u′
k
,BΩ), the latter is the set of cluster vari-
ables associated to the initial seed (u′k, BΩ). Since the seed (u
′
k, BΩ) is obtained
by mutation from (u,BskΩ), i.e., (u
′
k, BΩ)
mutation
≈ (u,BskΩ), χ(u′k,BΩ) = χskΩ.
Hence Tk induces a bijection from χΩ to χskΩ. For any seed (x,B) which
is mutation equivalent to the initial seed (u,BΩ), denote by Tk(x) the vector
(Tk(x1), · · · , Tk(xn)), then (Tk(x), B) is a seed which is mutation equivalent to
the seed (u′k, BΩ), and then it is mutation equivalent to the initial seed (u,BskΩ).
This implies that Tk(x) is a cluster of (u,BskΩ). Then Tk sends clusters in χΩ
to clusters in χskΩ. This proves part (2). Since Ω and Ω0 are orientations on
Γ, there is a sequence of vertices i1, · · · , it such that sit · · · si1Ω0 = Ω, where
ij is a sink of sij−1 · · · si1Ω0 for any j. It follows from part 2 proved above
that Tit · · ·Ti1χΩ0 = χΩ. Combining with Corollary 4.3, we have the bijection
φΩ (obtained by taking φΩ = Tit · · ·Ti1φΩ0 (R
+
it
· · ·R+i1)
−1) from indC(Ω) to χΩ
which satisfies the commutative diagram:
indC(Ω0)
R+
it
···R+
i1−−−−−−→ indC(Ω)
φΩ0
y yφΩ
χΩ0
Tit ···Ti1−−−−−→ χΩ
Since all isomorphisms Ti send clusters to clusters, all R
+
i are triangle equiv-
alences sending basic tilting objects to basic tilting objects, and φΩ0 send basic
tilting objects to clusters (by Corollary 4.3.), we have that φΩ sends basic tilting
objects to clusters. This proves part (1).
Let i1, · · · , it be the vertices of Γ such that sit · · · si1Ω0 = Ω with ij a sink of
sij−1 · · · si1Ω0 for any j. By part (1), we have that φΩ = Tit · · ·Ti1φΩ0(R
+
it
· · ·R+i1)
−1
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and φskΩ = TkTit · · ·Ti1φΩ0(R
+
k R
+
it
· · ·R+i1 )
−1. Then TkφΩ = TkTit · · ·Ti1φΩ0
(R+it · · ·R
+
i1
)−1 = TkTit · · ·Ti1φΩ0(R
+
i1
· · ·R+itR
+
k )R
+
k = φskΩR
+
k . This proves (3).
Since cluster algebras AΩ and AskΩ are generated as subalgebras of F by
χΩ and χskΩ respectively, Tk induces an isomorphism from AΩ to AskΩ. This
proves the final part. The whole proof is completed.
Remark 4.8. By using the commutative diagram in Theorem 4.7., one can
get that the bijection φΩ is of the form: C
k(Pi[1]) 7→ T k(ui) for any k ∈ Z, i =
1, · · · , n.
Remark 4.9. In general, for any diagram Γ (finite type or infinite type),
Tk sends cluster variables and clusters in χΩ to those in χskΩ and Tk induces
an isomorphism from AΩ to AskΩ. The proof for this general result is same as
that for part (2) (4) of Theorem 4.7.
Example 4.10. Let Γ be A3 : 3−2−1 with Cartan matrixA =

 2 −1 0−1 2 −1
0 −1 2

.
Let Ω be an orientation of Γ : 3 −→ 2 −→ 1. Then the corresponding skew-
symmetrizable matrix B is

 0 −1 01 0 −1
0 1 0

 . The AR-quiver of C(Ω) has the
following shape:
 
 
 ✒
 
 
 ✒
 
 
 ✒
 
 
 ✒
 
 
 ✒
 
 
 ✒
 
 
 ✒
 
 
 ✒
❅
❅❅❘
❅
❅❅❘
❅
❅❅❘
❅
❅❅❘
❅
❅❅❘
❅
❅❅❘
❅
❅❅❘
◦ ◦ ◦ ◦ ◦
◦ ◦ ◦ ◦
◦ ◦ ◦
P1[1]
P2[1]
P3[1]
P1
P2
P3
E2
I2
I3
P1[1]
P2[1]
P3[1]
The correspondence φΩ from indC(Ω) to the set χΩ is indicated as follows:
Pi[1] 7→ ui, for i = 1, 2, 3; P1 7→
1+u2
u1
; P2 7→
u1+u3+u2u3
u1u2
;
P3 7→
u1+u3+u1u2+u2u3
u1u2u3
; E2 7→
u1+u3
u2
; I2 7→
u1+u3+u1u2
u2u3
; I3 7→
1+u1
u3
.
The cluster algebra AΩ is the Q−subalgebra of F generated by all cluster vari-
ables above.
If we reflect the orientation Ω at vertex 1, we get the quiver (Γ, s1Ω) : 3 −→
2←− 1. It corresponds to the skew-symmetrizable matrixB =

 0 1 0−1 0 −1
0 1 0

 .
The AR-quiver of C(s1Ω) has the following shape:
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 
 
 ✒
 
 
 ✒
 
 
 ✒
 
 
 ✒
 
 
 ✒
 
 
 ✒
 
 
 ✒
 
 
 ✒
❅
❅❅❘
❅
❅❅❘
❅
❅❅❘
❅
❅❅❘
❅
❅❅❘
❅
❅❅❘
❅
❅❅❘
◦ ◦ ◦ ◦ ◦
◦ ◦ ◦ ◦
◦ ◦ ◦
E1
P2[1]
P3[1]
P1[1]
P2
P3
P1
I2
E3
E1
P2[1]
P3[1]
P1[1]
In this case, the correspondence φs1Ω from indC(s1Ω) to the set χs1Ω is as
follows:
Pi[1] 7→ ui, for i = 1, 2, 3; P1 7→
1+u2+u1u3
u1u2
; P2 7→
1+u1u3
u2
;
P3 7→
1+u2+u1u3
u2u3
; E1 7→
1+u2
u1
; I2 7→
1+2u2+u
2
2+u1u3
u1u2u3
; E3 7→
1+u2
u3
.
The corresponding cluster algebra As1Ω is the Q−subalgebra of F generated
by all cluster variables above. χΩ 6= χs1Ω. It is easy to see that φs1Ω(R
+
1 X) =
T1(φΩ(X)) for all X ∈ indC(Ω). Therefore the isomorphism T1 induces an
isomorphism from the cluster algebra AΩ to the cluster algebras AskΩ.
Let Ω be an orientation of Γ and C = R+kn · · ·R
+
k2
R+k1 the corresponding
Coxeter functor on C(Ω). We define an automorphism TΩ of F as TΩ =
Tkn · · ·Tk2Tk1 . By Theorem 4.7 (4)., TΩ induces an automorphism of cluster
algebra AΩ.
Definition 4.10. TΩ and its inverse T
−
Ω are called the Coxeter automor-
phisms of the cluster algebra AΩ. TΩ is simply denoted by T .
We recall that Ω0 and Ω
′
0 denote the two orientations of Γ such that in any
of these two orientations, any vertex is a sink or source. For such an orientation
Ω, we denote by Γ+ the set of sinks in Ω, by Γ− the set of sources in Ω. Then
Γ = Γ+ ∪ Γ−. Dually we have Γ = Γ′+ ∪ Γ
′
−. Now we set Tε =
∏
i∈Γε
Ti for
ε ∈ {+ −}. Note that T = T+T−.
Corollary 4.11. χΩ0 = χ
′
Ω0
; T± are automorphisms of AΩo and induce a
bijection from χΩ0 to itself, which sends clusters to clusters.
Proof. We prove firstly that χΩ0 = χΩ′0 . Let BΩ0 and BΩ′0 be the skew-
symmetrizable integer matrices corresponding to the quivers (Γ,Ω0) and (Γ,Ω
′
0)
respectively. Then BΩ′0 = −BΩ0 . From the initial seed (u,BΩ0) and the ini-
tial seed (u,BΩ′
0
) respectively, the new seeds (u′k, B
′
Ω0
) and (u′k, B
′
Ω′0
) obtained
by one step mutation in any direction k contain the same cluster variables
u1, · · · , uk−1, u′k, · · · , un, and their matrices B
′
Ω0
and B′Ω′0
also satisfy the rela-
tion B′Ω′0
= −B′Ω0 . By induction, we have that χΩ0 = χΩ′0 . The second and the
third statements follow easily from the first one and statements (2) and (4) in
Theorem 4.7. The proof is finished.
Remark. 4.12. If the number of vertices of Γ is 2, the automorphisms T±
of AΩo are defined in [SZ], these automorphisms are used to study the positivity
and canonical bases in rank 2 cluster algebras there.
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In the following, we will generalize Theorem 4.7. to arbitrary valued graph
Γ. Let Ω be an orientation of Γ, C = R+kn · · ·R
+
k2
R+k1 the corresponding Coxeter
functor on C(Ω) and T = Tkn · · ·Tk2Tk1 the corresponding Coxeter automor-
phism of AΩ.
We define:
χ′Ω = {T
m(uk) | m ∈ Z, 1 ≤ k ≤ n }.
When Γ is of finite type, then χ′Ω = χΩ is the set of cluster variables of
(Γ,Ω) by Corollary 3.4. and Theorem 4.7. For infinite type, we prove that
elements in χ′Ω are cluster variables of the initial seed (u,B) and prove the map
φΩ : C
k(Pi) 7→ T k(ui), for any k ∈ Z, i = 1, · · · , n, sends tilting objects in
PI(Ω) to clusters in χ′Ω (compare Remark 4.8.).
Theorem 4.13. Let Γ be any valued graph, Ω an orientation of Γ. Then any
element in χ′Ω is a cluster variable of the initial seed (u,B), where B is the skew-
symmetrizable matrix corresponding to (Γ,Ω). Furthermore, the assignment
φΩ : C
m(Pk[1]) 7→ Tm(uk), ∀m ∈ Z, k ∈ Γ is a surjection from PI(Ω) to χ′Ω
such that under this correspondence, Pk[1] corresponds to uk.
Proof. Firstly, we show the map φΩ : PI(Ω)→ χ′Ω is well-defined.
Since any indecomposable object in C(Ω) is of the form Pk[1] or X for
some indecomposable H−module X [BMRRT], it follows from [G] [BrB] that
Cm(X) ∼= τmX for any X in indC(Ω).
If Γ is of finite type, then χ′Ω = χΩ, PI(Ω) = indC(Ω), and the map φΩ is
well defined, bijective and sends titling objects to clusters by Theorem 4.7.
If Γ is of infinite type, then for any pair of indecomposable objects X,Y in
PI(Ω), CsX ∼= CtY if and only if τsX ∼= τ tY if and only if s = t and X ∼= Y.
Therefore the map φΩ is well-defined and is surjective, and under this map,
Pk[1] is sent to uk for all k.
In the following, we suppose that Γ is of infinite type. We will prove that
(Tm(u1), · · · , Tm(un)) is a cluster. Form = 0, we know (u1, · · · , un) is the initial
cluster, this corresponds to the slice (P1[1], · · · , Pn[1]) in the AR-quiver of the
cluster category C(Ω). Since Cm is a triangle auto-equivalence of the cluster
category C(Ω), it sends cluster-tilting set (P1[1], · · · , Pn[1]) to cluster-tilting set
(CmP1[1], · · · , CmPn[1]). By the proof of Theorem 4.7.(2) and Remark 4.9., we
have that Tm sends the initial cluster (u,BΩ) to the cluster (T
m(u), BΩ), where
Tm(u) = (Tm(u1), · · · , Tm(un)) is the image of (CmP1[1], · · · , CmPn[1]) under
φΩ. This proves that all elements of the form T
m(ui) are cluster variables. The
proof is finished.
Note that φΩ should be injective, but up to now, we could not find a proof
for this (compare [Z3]).
We remind that Φ′≥−1 denotes the subset of Φ≥−1 consisting of −αi, i ∈ Γ
and dimX for any X ∈ P
⋃
I, where P and I are those in Theorem 3.3.. By
Proposition 2.1., γΩ gives a bijection from PI(Ω) to Φ′≥−1. Set σ = σin · · ·σi1 .
It is a bijection of Φ≥−1. Let PΩ be a map from Φ
′
≥−1 to χ
′
Ω defined as φΩγ
−1
Ω .
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Proposition 4.14. Let Γ be any valued graph, Ω an orientation of Γ. Then
PΩ : Φ
′
≥−1 → χ
′
Ω is surjective, and the following diagram commutes:
PI(Ω)
C
−−−−→ PI(Ω)
γΩ
y yγΩ
Φ′Ω
σ
−−−−→ Φ′Ω
PΩ
y yPΩ
χ′Ω
T
−−−−→ χ′Ω
.
Proof. Since φΩ is surjective and γΩ is bijective, PΩ = φΩγ
−1
Ω is surjective.
The upper square in the diagram is commutative due to Proposition 3.6.. We
verify the commutativity of the lower square. we verify that TφΩ = φΩC :
For any Cm(Pk[1]) ∈ PI(Ω), TφΩ(Cm(Pk[1])) = T (Tm(uk)) = Tm+1(uk) =
φΩ(C
m+1(Pk[1])) = φΩC(C
m(Pk[1])). Then TPΩ = TφΩγ
−1
Ω = φΩCγ
−1
Ω =
φΩγ
−1
Ω σ = PΩσ. The proof is finished.
Let < C > and < T > be the groups generated by C and T respectively.
Let h be the Coxeter number of a finite root system Φ [FZ3].
Theorem 4.15. Let Γ be a valued graph of finite type and Ω an orientation
of ∆. Then the order of C is equal to h+22 if the longest element of Weyl group
is −1, and is equal to h+ 2 otherwise.
Proof. For any two orientations Ω, Ω′, the corresponding Coxeter functors
CΩ and CΩ′ are conjugated with each other by Proposition 4.14. So we choose
Ω is the orientation such that any vertex is a sink or source. It follows from
Theorem 2.6 in [FZ3] that the order of σ is equal to h+22 if the longest element
of Weyl group is −1, and is equal to h+2 otherwise. Applying Proposition 4.14
to (Γ,Ω), we have the order of C is the same as that of σ. The proof is finished.
Corollary 4.16. Let Γ be a valued graph of finite type and Ω an orientation
of Γ. Then the order of T is equal to h+22 if the longest element of Weyl group
is −1, and is equal to h+ 2 otherwise.
Proof. If Γ is of finite type, the maps φΩ and PΩ in Proposition 4.14. are
bijections. Then the order of T is the same as C. This finishes the proof.
Corollary 4.17. Let Γ be a valued graph of finite type and Ω an orientation
of Γ. Then χΩ = {Tm(uk) | k ∈ Γ, 0 ≤ m ≤
h+2
2 } if the longest element of
Weyl group is −1, and χΩ = {Tm(uk) | k ∈ Γ, 0 ≤ m ≤ h+ 2} otherwise.
Proof. This is a consequence of Theorem 4.13. and the Corollary 4.16.
ACKNOWLEDGMENTS.
The author would like to thank Professor Idun Reiten for her helpful conser-
vation on this topic. The author would like to thank Henning Krause for his
hospitality when he was visiting Paderborn. The author is grateful to the ref-
erees for a number of helpful comments and valuable suggestions.
16
References
[ARS] M. Auslander,I. Reiten and S. Smalφ. Representation Theory of Artin
Algebras. Cambridge Univ. Press, Studies in advanced mathematics 36,
1995.
[BFZ] A.Bernstein, S. Fomin and A. Zelevinsky. Cluster algebras III: Upper
bounds and double Bruhat cells. Duke Math.J. 126, no.1, 1-52, 2005.
[BGP] I.N. Bernstein, I.M.Gelfand and V.A.Ponomarev. Coxeter functors and
Gabriel theorem. Uspehi mat. Nauk 28, no 2, 19-33, 1973. Russian
Math.Surv. 28, 17-32, 1973.
[BMR] A. Buan, R.Marsh, and I. Reiten. Cluster-tilted algebras. Preprint,
arXiv:math.RT/0402054, 2004. To appear in Trans.AMS.
[BMRRT] A. Buan, R.Marsh, M. Reineke,I. Reiten and G. Todorov. Tilting
theory and cluster combinatorics. Preprint arXiv:math.RT/0402075, 2004.
To appear in Adv.Math.
[BrB] S.Brenner and M.C.R.Butler. The equivalence of certain functors occur-
ring in the representation theory of artin algebras and species. Journal of
the LMS, 14, no.1, 183-187. 1976.
[CC] P. Caldero and F. Chapoton. Cluster algebras as Hall algebras of quiver
representations. Preprint arXiv:math.RT/0410187, 2004.
[CCS] P. Caldero, F. Chapoton and R. Schiffler. Quivers with relations arising
from clusters (An case). Transaction of AMS. 358, 1347-1364, 2006.
[CK] P. Caldero and B. Keller. From triangulated categories to cluster algebras.
Preprint arXiv:math.RT/0506018, 2005.
[DR] V. Dlab and C. M. Ringel. Indecomposable representations of graphs and
algebras. Mem. Amer. Math. Soc., 173, 1976.
[FZ1] S. Fomin and A. Zelevinsky. Cluster Algebras I: Foundations. J. Amer.
Math. Soc. 15, no.2, 497–529, 2002.
[FZ2] S. Fomin and A. Zelevinsky. Cluster algebras II: Finite type classification.
Invent. Math. 154, no.1, 63-121, 2003.
[FZ3] S. Fomin and A. Zelevinsky. Y-systems and generalized associahedra.
Annals of Mathematics 158, no.3, 2003.
[G] P.Gabriel. Auslander-Riten sequences and representation-finite algebras.
Representation Theory, I. LNM 831, Springer, 1-71, 1980.
[Ke] B. Keller. Triangulated orbit categories. Document Math. 10, 551-581,
2005.
17
[MRZ] R. Marsh, M. Reineke and A. Zelevinsky. Generalized associahedra via
quiver representations. Trans. Amer. Math. Soc. 355, no.10, 4171-4186,
2003.
[Rin1] C. M. Ringel. Tame algebras and integral quadratic forms. Lecture Notes
in Mathematics, 1099. Springer-Verlag, Berlin, 1984.
[SZ] P. Sherman and A. Zelevinsky. Positivity and canonical bases in rank 2
cluster algebras of finite and affine types. MoscowMath. J. 4, no.4, 947-974,
2004.
[XZ] J. Xiao and B.Zhu. Locally finite triangulated categories, J. of Algebra,
290, 473-490, 2005.
[Z1] B.Zhu. BGP-reflection functors and Cluster combinatorics, Preprint, 2004.
Also see arXiv:math.RT/0511380
[Z2] B.Zhu. Equivalences between cluster categories. To appear in J.Algebra.
Also see arXiv: math.RT/0511382.
[Z3] B.Zhu. Preprojective cluster variables of acyclic cluster algebras, Preprint
arXiv:math.RT/0511706.
18
