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Abstract
Two-dimensional materials represent one of the most important frontiers of ma-
terial science today. They hold this place at the forefront of science because of
the unprecedented opportunities for atomically thin materials with controllable
properties in fields as diverse as electronics, photonics, gas sensing, medicine, and
catalysis. Among these two-dimensional materials, transition-metal dichalcogenides
are an important class comprising a range of materials varying from conductors to
insulators. In this thesis, our interest is to understand the fundamental physics of
transition-metal dichalcogenides using density-functional theory and to explore their
potential applications in modern electronics and photonics. Our approach allows
the design of quantum-electronic devices that utilize the physics of two-dimensional
materials in particular, transition-metal dichalcogenides, and we demonstrate that
with the preliminary design of a single electron transistor in molybdenum disulfide
incorporating all of the essential physics explored in this thesis.
Size-dependent effects can cause significant property variations in small-sized nanoflakes.
We present the first investigation of the size-dependent structural, electronic, and
optical properties of MoS2 monolayers using density-functional theory. Understanding
the size-dependent properties will inform efforts to engineer the electronic structures
at the nano-scale. Exploring the size-dependent properties in nanoflakes smaller
than 2 nm, a regime not yet explored, is potentially promising in tunable fluorescent
applications.
The ultrathin geometry and promising electronic properties make two-dimensional
materials a potential candidate for device physics. Despite the growth in the number
of identified two-dimensional materials, there is still a lack of cohesion in the field, as
many of the landmark results appear to be difficult to reproduce, and trends between
and within families of two-dimensional materials are often difficult to identify. Against
this backdrop, we present a comprehensive study of the electronic structures of stable,
layered, transition-metal dichalcogenides using density-functional theory in this thesis.
The aim is to provide a catalogue of the known stable, layered, transition-metal
vii
Abstract
dichalcogenides structures and their electronic properties to researchers which can
help them in the selection of an appropriate material according to their applications.
We investigate their band structure responses to transverse electric fields. Our
results show that band gap engineering by applying electric fields can be an effective
strategy to modulate the electronic properties of transition-metal dichalcogenides for
next-generation device applications.
By modulating the local band structure of bilayer MoS2 – a typical semiconducting
transition-metal dichalcogenide, we present a multi-scale modelling and design of
a gate-defined single-electron transistor in a MoS2 bilayer. By combining density-
functional theory and finite-element analysis, we design a surface gate structure to
electrostatically define and independently tune a quantum dot and its associated
tunnel barriers in the MoS2 bilayer. The physics to date enables us to design
more rationale devices in MoS2 bilayer by modifying its local band structure. Our
surface-gate structure enables to obtain a more controllable design of a single-electron
transistor as compared to conventional GaAs based devices. This approach suggests
new pathways for the creation of novel quantum electronic devices in two-dimensional
materials.
viii
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1 Chapter 1Introduction
Two-dimensional (2D) materials exhibit properties that can be drastically different
from their bulk counterparts due to their increased surface/volume ratio or inherent
out-of-plane quantum confinement effects. The isolation and synthesis of a range of
atomically thin 2D materials created a new platform for hybrid device engineering
that enabled the exploration and tailoring of superior properties promising a range
of new technologies. There is a global effort to build more efficient devices based on
thinner materials. While intense research is being conducted on the applications of 2D
materials, still many of the electronic, optoelectronic, and photonic applications are
in their infancy, and there are many unresolved problems that need to be addressed.
In this thesis, my focus is exploring some of the potential applications of 2D materials
trying to cover a few of the research issues.
There has been a tremendous interest to tune the band gap in semiconductors and
finding the materials for fluorescent applications [1]. By looking into the novel
phenomena emerging from confining the size of the materials from bulk structures
down to the limit of a few atoms, i.e., quantum dots, our interest is to study the
size-dependent properties of 2D material nanoflakes and determine the relationship
between size and peak fluorescence wavelength. This leads us to study the structural,
electronic, and optical properties for various nanoflake sizes of a representative 2D
material. This study is a step forward for the effort to find fluorescent biomarkers.
Finding the optimal material for a given application can be an exhaustive task. In
this thesis, we aim to provide a catalogue to the researchers to help them finding
an appropriate material according to their applications. To accomplish this task,
we present a comprehensive study of the electronic structures of stable, layered,
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transition-metal dichalcogenides using density-functional theory. We investigate their
band structure responses to transverse electric fields. We find that application of
electric field can be an effective strategy to modulate the electronic properties of
transition-metal dichalcogenides for device applications.
The unique electronic properties, the advantageous geometry of 2D materials, and
the quest of researchers to make thinner and efficient devices motivated us to focus
on the design of single-electron devices. In this thesis, we present a design of a
single-electron transistor in a representative 2D materials, i.e., a bilayer MoS2. The
aim is to model a device whose properties can be controlled after fabrication. This
study helps to design novel quantum-electronic devices in 2D materials.
1.1 Layout of the thesis
The second chapter of this thesis provides an introduction to 2D materials followed
by a literature review of some of the materials and their properties. We discuss the
properties of materials while trying to find the suitable one to focus on the above
research issues.
In chapter 3, we briefly introduce the main research techniques and methods used
throughout our research.
Chapter 4 deals with the properties emerging from lateral-size variations in nanoflakes
of 2D materials. We choose MoS2 monolayer material for this study while assuming
that the properties of other transition-metal dichalcogenide monolayer nanoflakes
should generally behave in the same fashion. The structural and electronic properties
of MoS2 monolayer nanoflakes have been published in Sci. Rep. 7, 9775 (2017).
In chapter 5, we present a detailed survey of all the known stable, layered transition-
metal dichalcogenides, tabulating the published and derived electronic properties
of our data set. In device applications, a tunable band gap is highly desirable to
allow design flexibility and to control the properties of electronic devices. One way
to control the band gap is through varying the number of layers in transition-metal
dichalcogenide materials. However, layer thickness cannot be dynamically varied
after fabrication to further tune the band gap. One possible way to control the device
properties after the fabrication process is to tune the band structure using external
transverse electric fields. The survey in chapter 5 is significant in finding the host
transition-metal dichalcogenide materials for post-fabrication tunable device. The
2
1.1 Layout of the thesis
work in this chapter has been accepted in Electronic Structure journal and is also
reported in arXiv:1711.03236.
In chapter 6, we present a design of an electronic device, a single-electron transistor
in a MoS2 bilayer. We use the concept of local-band tunability via the electric field
based on the results from chapter 5 and use it to control the device characteristics.
The work in this chapter has been published in Nanotechnology 28, 125203 (2017).
Finally, we make the concluding remarks in chapter 7, along with possible future
directions.
We briefly review the single-electron transistor in the appendix. We define the
basic electrostatics, corresponding equations, and the operation of an ideal-metallic
single-electron transistor to build the understandings for chapter 6.
Chapters 2, 3, and the appendix are my original text written summarising the
published research. All the work in chapters 4, 5, and 6 are from my research and
novel except where cited.
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2 Chapter 2Two-dimensional materials
This chapter provides a brief introduction of a few two-dimensional materials:
graphene, silicene, hexagonal boron-nitride and transition-metal dichalcogenides,
some of their fascinating properties, with a brief comparison that helps us choose our
host two-dimensional materials for this thesis.
2.1 Two-dimensional materials
After the tremendous development in the electronics industry due to silicon technology,
researchers then looked for more exotic, post-silicon materials which can offer more
scalable and cheap solutions to device technology and overcome heat dissipation
problems [2]. Emergence of the family of two-dimensional (2D) materials with far-
reaching potential applications could be a step-forward in device technology [3]. This
class consists of layered materials which appear in their bulk form as stacks of layers
connected through weak van der Waals forces. This family of 2D materials has been
growing rapidly over the past few years after the discovery of the first 2D material,
graphene [4]. Graphene was followed by many other 2D materials, for example,
silicene [5], hexagonal-boron nitride (h-BN) [6], transition-metal dichalcogenides
(TMDCs) [7], phosphorene [8], and stanene [9]. There are many 2D materials, which
have not yet been synthesized experimentally but have been theoretically predicted
to be possible, for example, graphyne from carbon [10]. These 2D layered materials
have the underlying potential to be explored for new opportunities beyond the reach
of three-dimensional (3D) materials [10, 11, 12].
5
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Many new 2D materials can also be constructed from the in-plane or vertical combi-
nation of other 2D materials to form heterostructures. These heterostructures give
rise to intriguing possibilities for designing novel and functional devices, which do not
exist in homogeneous layers. For example, graphene-MoS2-graphene heterostructures
can be created by stacking a MoS2 layer between two layers of graphene. Such
heterostructures demonstrate potential applications in devices like photodiode [11].
Similarly, a two-layer heterostructure built from the monolayers of MoS2 and WSe2
has resulted in a spatially direct absorption and an indirect emission [11]. The
formation of heterostructures enables new dimensions for engineering of electronic
and optical properties at the atomic scale.
2.2 Graphene
Graphene is a single layer of carbon atoms arranged in the form of a hexagonal
lattice [10, 4]. Graphene was characterized in 2004 by A. Geim and K. Novoselov
who won the Nobel Prize in 2010 for this work. Graphene can be regarded as either
a semi-metal or a zero-gap insulator. It has a peculiar band structure and structural,
electronic, mechanical, optical, and thermal properties. In this section, we review
the structural and electronic properties only.
2.2.1 Electronic structure of graphene
The unit cell of graphene is composed of two carbon atoms bonded to each other
through sp2 hybridization. The three orbitals of each carbon atom, 2s, 2px and 2py,
form σ bonds with the neighboring carbon atoms through sp2 hybridization leading
to a trigonal planar structure. The fourth orbital 2pz, which is perpendicular to the
planar structure, makes a pi bond with the neighboring carbon atom. The σ bond is
responsible for the robustness of the graphene structure while the pi bond, for the
conductivity [10].
The Hamiltonian for graphene results in a Dirac-like dispersion relation in contrast
to the Schrödinger equation for conventional 3D systems [10, 14]. The dispersion
relation for graphene’s charge carriers is given by
Ek = ±~vF
√
k2x + k2y, (2.1)
6
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Graphene
Top view
Side view
Figure 2.1: (a) Graphite structure composed of stacked graphene layers. (b) Top and
side views of the graphene sheet composed of carbon atoms in the form
of a honeycomb structure. (c) Electronic structure of a graphene ring
showing Dirac cones and (d) band structure of the graphene with Fermi
level at 0 eV. Figure is reprinted from Ref [13].
where ~ is the reduced Planck’s constant, vF = 106 m/s is the Fermi velocity
for graphene charge carriers [10, 14], and kx and ky are the x and y momentum
components in the reciprocal lattice. Here the plus sign applies to the electrons and
the minus sign to the holes. The conical band structure of graphene is shown in
Fig. 2.1(d) showing it as a zero-gap semi-metal.
Due to the Dirac-like dispersion relation, the charge carriers in graphene are massless
and relativistic. The mobility of the charge carriers in graphene is very high reported
at 3.39 × 105 cm2/Vs [15]. Scattering by acoustic phonons and by the phonons of
substrate intrinsically limits the charge carriers’ mobility. Due to this high mobility,
graphene shows potential for device applications such as high-frequency transistors
[16].
There are many other unique properties of graphene, for example, its inherent
strength, high conductivity, flexibility in the structure, and transparency [10], making
it a promising material for applications ranging from water filtration [17] to flexible
electronics [18], rust-proof coatings [19], anti-cancer drug delivery systems [20],
quantum mechanical applications like nano meter sized transistors [21], flexible
opto-electronics [16], and space elevators [22].
7
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(a) (b)
Figure 2.2: (a) Top and side views of the silicene structure having silicon atoms
in hexagonal shape (as shown in the top view) with two equivalent
sublattices A and B both separated by a vertical distance of ∆Z (as
shown in the side view). (b) Electronic band structure of silicene showing
it as a zero-gap semi-metal. Figure reprinted from Ref. [26].
The lack of a band gap in graphene limits its applications in optoelectronic. There
are many methods by which a band gap can be induced in graphene. For example,
application of strain [23] or patterned hydrogen adsorption [24] can open a band
gap but they typically reduce the carrier mobility or increase the complexity of
fabrication [25]. This motivates the search for other 2D materials with a band gap
in their native state.
2.3 Silicene
Silicene is a silicon analogue of graphene. The atomic structure of silicene is a slightly
buckled honeycomb as shown in Fig. 2.2(a) [26]. In 2009, it was shown that silicene
is stable by ab-initio calculations. In 2012, a single sheet of silicene was synthesized
on different substrates [5, 26, 27].
2.3.1 Electronic structure of silicene
Silicene forms a hexagonal structure like graphene, but graphene is completely planar
while silicene possesses a buckled structure as shown in the side view of Fig. 2.2(a).
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2.4 Hexagonal-boron nitride (h-BN)
Its unit cell is composed of two equivalent silicon sublattices both separated by a
vertical distance of ∆Z = 0.44 Å. The buckling arises due to the larger Si–Si bond
lengths as compared to the C–C bond lengths in graphene. The lattice parameter of
silicene is 3.88 Å [5, 27].
Silicene and graphene both have the same number of valence electrons, so both
have sp2 configuration. The disadvantage is that silicene is much less common than
graphene since there is no layered allotrope of silicon structure analogous to the
graphite structure. Synthesis of silicene is also more challenging than the graphene [5].
Silicon has a large atomic radius, so consequently pi bonds formed by the coupling of
adjacent pz orbitals are much weaker than the pi bonds in graphene. To compensate
for the weak pi bonds, the stability of silicene is maintained by puckering-induced
dehybridization. As a result, the perpendicular pz orbital combines slightly with the
s orbital [5].
Similar to graphene, the band structure of silicene forms Dirac cones and a linear
electronic dispersion relation, as shown in Fig. 2.2(b). It’s charge carriers are massless
Dirac fermions [5, 27]. Due to the presence of massless Dirac fermions, the mobility
of charge carriers in silicene is 2.58 × 105 cm2/Vs [15], which is slightly less than
graphene due to large Si–Si interatomic distance in silicene but still higher than
conventional 3D materials. The charge carriers have velocity 5 × 105 m/s that is
slightly less than graphene but still one order of magnitude higher than conventional
Si [5]. The reduced velocity is due to the fact that electron tunnelling in silicene is
less strong than graphene due to the weaker pi interaction.
Silicene has a natural advantage of better compatibility and integration with the
existing silicon nanotechnology [28]. This advantage makes silicene and silicene-based
heterostructures potential candidates for future high-performance and low-power
nanoelectronic applications.
2.4 Hexagonal-boron nitride (h-BN)
There are many crystalline polymorphs of boron nitride; similar to carbon, for
example, graphite-like hexagonal-boron nitride (h-BN) and diamond-like cubic BN.
Among these various polymorphs, h-BN has attracted significant interest due to its
layered structure. It is thermodynamically the most stable among all of its allotropes.
Two-dimensional h-BN has been synthesized by a variety of ways e.g., chemical or
9
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(a) (b)
Figure 2.3: (a) Top and side view of the h-BN sheet showing boron and nitrogen
atoms. Large, pink spheres denote boron and small, blue spheres represent
nitrogen atoms. (b) Electronic band structure of h-BN showing a direct
band gap. Figure reprinted from Ref. [13].
mechanical exfoliation, chemical vapor deposition (CVD), physical vapor deposition
(PVD), sputtering deposition method, and co-segregation method [6, 29].
2.4.1 Electronic structure of h-BN
Hexagonal-BN is a planar structure composed of alternating boron and nitrogen
atoms in a honeycomb arrangement with a B–N bond length of 1.44 Å [6]. It possesses
strong in-plane covalent bonds and weak van der Waals inter-layer interactions similar
to other layered materials. Its unit cell is composed of one boron and one nitrogen
atom as shown in Fig. 2.3(a).
Due to the difference of electro-negativity between the boron and nitrogen atoms,
its sp2 pi bands are very narrow as compared with graphene, leading to a loss of
conductivity and making it an insulator instead of a semi-metal. Although h-BN
is geometrically very similar to graphene, its electronic properties are strikingly
different. It is an insulating material with a direct band gap of 4.69 eV [Fig. 2.3(b)].
Recently it has been reported to be an indirect gap insulator with a gap of 5.955 eV
by means of optical spectroscopy [30].
Similar to graphene, h-BN possesses some remarkable properties, for example, me-
chanical robustness, superb chemical stability, and high thermal conductivity. Being
10
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an electrically insulating material, it has applications for electronic packaging insula-
tors [29]. It has been proven as a material for electronic applications, for example,
h-BN based substrates and gate dielectrics for graphene transistors and interconnects
[29]. Hexagonal-BN is a potential dielectric substrate for graphene to improve device
quality due to its close lattice matching with graphene (∼ 1.6%). For example, there
is an order of magnitude improvement in the carrier mobility of graphene devices
having h-BN as a substrate [6]. There is also considerable interest in h-BN mono-
and multi-layer materials as single-photon emitters [31]. H-BN emitters have been
reported to exhibit a high rate of order of 106 counts s−1 [32, 33]. Single photon
emitters in h-BN have potential to enable new applications in quantum technolo-
gies and optoelectronics based on two-dimensional materials, thus highlighting the
emerging potential of h-BN devices [31, 34].
2.5 Transition-metal dichalcogenides (TMDCs)
Transition-metal dichalcogenides (TMDCs) are a huge family of materials with a
vast range of properties and diverse applications from semiconducting devices, e.g.,
atomically thin transistors, to optoelectronics such as light emitting diodes and
tunable photovoltaic devices [11]. This family possesses materials ranging from
metals, semiconductors to insulators. Their general formula is MX2, where M is a
transition metal (e.g. Ti, Zr, Hf) from group IV or (Mo, W) from group VI, and X
is a chalcogen (O, S, Se, Te) from group XVI (In this thesis, we include O in the
chalcogens for brevity of expression although often O is treated separately from the
chalcogens.) [35, 36]. TMDCs include layered and non-layered materials. In layered
TMDCs, transition metals and chalcogens are arranged in a triatomic layer with the
metal atoms sandwiched between two layers of chalcogens. Typically the layered
TMDCs are composed of metals from group III-VII and group X, and the chalcogens
from group XVI. In Fig. 2.4, we indicate the transition metals and chalcogens by
enclosing with a red-solid line. In this thesis, we study only the stable, layered
TMDCs, which are highlighted brown for transition metals and red for the chalcogens
[Fig. 2.4].
In contrast to graphene or silicene where the electronic properties are based on
hybridization of s and p orbitals, the electronic structure of TMDCs depends upon
the filling of d orbitals of the transition metals. Transition metals in MX2 compounds
have oxidation states of +4 and the chalcogens have oxidation states of -2. Thus
11
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H He
Li Be B C N O F Ne
Na Mg Al Si P S Cl Ar
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Transition metals
Chalcogens
Figure 2.4: Periodic table (without lanthanides and actinides) of elements. Transi-
tion metals and chalcogens have been enclosed by red-solid line. The
brown-highlighted are the transition metals and red-highlighted are the
chalcogens, which we have studied in this thesis.
the number of d orbital electrons varies between 0 and 6 for group IV to group X
TMDCs, respectively. The d-electron count from group IV to group X gives rise to an
array of electronic properties in TMDCs. Partially filled d orbitals result in metallic
behaviour while completely filled d orbitals give rise to semiconducting behaviour in
TMDCs [37].
Around 40 of the layered TMDCs have been reported by Wilson et al. in the 1960’s
[38] and reviewed recently by Kuc et al. [39]. They have reported the bulk structures
and electrical characteristics of the H and/or T phases of ScS2, ScSe2, ScTe2, TiS2,
TiSe2, TiTe2, ZrS2, HfS2, HfSe2, VS2, VSe2, VTe2, NbS2, NbSe2, NbTe2, TaS2, TaSe2,
TaTe2, CrS2, CrSe2, CrTe2, MoS2, MoSe2, MoTe2, WS2, WSe2, WTe2, MnS2, MnSe2,
MnTe2, ReS2, ReSe2, ReTe2, FeS2, FeSe2, FeTe2, NiS2, NiSe2, NiTe2, and PdS2. The
isolation and characterization of high-quality mono and few layer TMDC sheets were
re-initiated after the discovery of graphene [36]. There are several other reviews
covering in detail the structure, synthesis, electronic and optical properties of TMDCs
and their heterostructures [35, 37, 40, 41, 42, 43, 44].
Monolayers of TMDCs can be obtained by mechanical peel-off with sticky tape
like graphene. This method has greatly contributed to the research expansion in
TMDCs and other layered materials providing a platform for a range of fundamental
studies. However, this method is not helpful to obtain the controlled sizes and
shapes of the materials. The relatively small areas of uniform material and chaotic
nature of material deposition can be limiting factors for extensive studies [36]. Bulk
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crystals of other TMDCs have been grown using chemical-vapour deposition (CVD)
or metal-organic CVD (MOCVD), e.g., MoS2, MoSe2, MoTe2, WS2, WSe2, WTe2,
ReS2, ReSe2 have been grown both by CVD and MOCVD as reported in a recent
review on TMDCs by Manzeli et al. in [36]. The liquid exfoliation method has been
employed to fabricate single and multilayer nanosheets of TMDCs such as MoS2,
MoSe2, MoTe2, WS2, NbSe2, TaSe2, and NiTe2 [45]. The Zhang group developed
a method through controllable Li intercalation to prepare stable 2D nanosheets of
MoS2, WS2, TiS2, TaS2, ZrS2, and NbSe2 [46]. The molecular-beam epitaxy method
has also been used to exfoliate layered TMDCs [35].
Many of the semiconducting, layered TMDCs have band structures with similar
general features. Their band gaps widen with a decreasing number of layers, leading
to a cross-over from an indirect band gap in bulk structures to a direct band gap in
the monolayer structure [11]. This is due to quantum-mechanical confinement in the
vertical direction and the resulting change in hybridization in orbitals related to the
M and X atoms. Another reason for this band gap variation with the number of layers
is that the interlayer coupling through van der Waals forces varies with the number
of layers in TMDC materials. This band gap tuning via layer thickness in the stable,
layered TMDCs opens potential opportunities in opto-electronics. Their flatness,
relatively ultrathin structures, finite band gaps, and reasonable carrier mobilities,
make TMDCs a promising material in a range of applications, e.g., photodetectors,
solar cells, and ultrathin field-effect transistors [1].
2.5.1 Phases of TMDCs
In addition to the diverse electronic properties that can be achieved by choosing
the different combinations of M and X elements, the stacking sequences of multiple
layers of TMDC materials can elicit different electronic properties. As illustrated
in Fig. 2.5, a single-layered TMDC generally presents either an octahedral (T) or a
trigonal prismatic (H) coordination phase. In multi-layered TMDCs, a large variety
of polymorphic structures arise, as each individual layer can possess any of the two (H
or T) coordination phases. The three commonly found polymorphs for multi-layered
structures are defined as 1T, 2H (or 1H in case of monolayer) and 3R, where the digit
is indicative of the number of layers in the crystallographic unit cell and the letter
designates the type of symmetry exhibited. T stands for tetragonal (D3d group), H
represents hexagonal (D3h group), and R denotes rhombohedral (C53v group).
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Figure 2.5: Top and side views of TMDC; (A) 1H phase for monolayer, (B) 1T phase
for both monolayer and multilayer structures, (C) distorted 1T phase
(1T′ phase) for both monolayer and multilayer structures. Side view of
TMDC multilayer; (D) 2H phase and (E) 3R phase. Figure is reprinted
from Ref. [37].
In 1H phase of TMDC monolayers, the chalcogens are vertically aligned along the
z-axis, and the stacking sequence is then AbA. The capital and lower case letters
represent chalcogen and metal atoms, respectively [Fig. 2.5(A)]. The octahedral phase
has a tetragonal symmetry (D3d) and corresponds to an octahedral coordination
of the metal atoms. In the octahedral phase, conventionally referred to as the 1T
phase, one of the chalcogen layers is shifted compared to the other resulting in an
AbC stacking sequence [Fig. 2.5(B)] for monolayer TMDC structures. The capital
and lower case letters represent chalcogen and metal atoms, respectively. Here C
represents chalcogens vertically displaced from A.
In multilayer TMDCs, the 1H monolayers can be stacked in two different ways
resulting either in 2H phase (D64h symmetry group) with a stacking sequence of AbA
BaB [Fig. 2.5(D)] or the 3R phase with the stacking sequence of AbA CaC BcB
(Fig. 2.5(E)) [37]. Here B are chalcogens vertically aligned with b metal atoms but
displaced from A and C chalcogens. Similarly, a and c are metal atoms vertically
aligned with A and C chalcogens but displaced from b metal atoms [47]. Stacking
the 1T monolayers result in AbC AbC sequence for multilayer TMDC structures. In
certain cases, the 1T phase is energetically unstable, and its structure is distorted to
the 1T′ phase shown in Fig. 2.5(C) as distorted 1T phase.
Each TMDC polymorph possesses different electronic properties due to symmetry
variations. Typically in TMDCs, one of the phases is energetically more stable than
14
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(a)
(b) (c)
Figure 2.6: MoS2 monolayer: (a) side view, (b) top view, (c) and the unit cell. Green
circles are Mo atoms and yellow circles are S atoms. Figure is reprinted
from [49].
the other one. For example, MoS2 is naturally stable in trigonal prismatic (H) phase
as reported by Manzeli et al [36]. Although, it can be made stable in T phase too
[48], but in this thesis, we focus primarily on the naturally stable phases of TMDC
materials.
2.5.2 Molybdenum disulphide (MoS2)
Molybdenum disulphide is the most studied material in the TMDC family due to its
robustness and availability in the naturally occurring mineral molybdenite. In its
H phase, it belongs to the hexagonal P63/mmc space group where each S atom is
covalently bonded to three Mo atoms and each Mo atom to six S atoms forming a
trigonal prismatic coordination [50]. The symmetry group of monolayer MoS2 is D13h
which contains the discrete symmetries: C3 trigonal rotation, σh reflection by the
xy plane, σv reflection by the yz plane, and all of their products [51]. The structure
of H-MoS2 is shown in Fig. 2.6. Its in-plane lattice parameter is 3.15 Å while the
interlayer separation is 6.16 Å.
The band gap of MoS2 can be tuned via the number of layers as shown in Fig. 2.7.
It undergoes a transition from an indirect band gap of 1.14 eV in the bulk structure
to a direct band gap of 1.80 eV in its monolayer structure. In 2010, a strong
photoluminescence was reported experimentally in atomically thin MoS2 due to
indirect to direct band gap transition. This resulted in an increase of quantum
yield in monolayer by 104 as compared to its bulk counterpart [7]. Later on, similar
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Figure 2.7: MoS2 band structures for varying number of layers: (a) bulk, (b) trilayer,
(c) bilayer, and (d) monolayer. There is an indirect to direct band gap
transition from bulk to monolayer structure.
increases in yield with decreasing number of layers were reported for WS2, WSe2 etc.
[52].
Being a semiconductor, MoS2 is a potential replacement for silicon in CMOS-like
digital logic devices. The mobility of room temperature MoS2 monolayer transistor
has been reported to be 200 cm2/Vs using the hafnium-oxide gate dielectric [53].
Such a transistor has been reported to demonstrate a high current on/off ratio
of 108 and ultra-low standby power dissipation. MoS2 monolayers have also been
reported as a promising material in devices like integrated circuits and in logic
operations [54]. MoS2 monolayers can also be used to construct interband tunnel
field-effect transistors (FETs), which offer low-power consumption compared with
classical transistors [53, 55]. Monolayer MoS2 could also complement graphene in
applications that require thin transparent semiconductors, such as energy harvesting
and optoelectronics. Due to the high crystallinity and the ability to withstand
enormous strain [56], monolayer MoS2 has been demonstrated to exhibit strong
piezotronic effects, enabling applications in powering nanodevices and stretchable
optoelectronics [57].
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Table 2.1: Comparison of the properties of some of the 2D materials; graphene,
silicene, h-BN, and TMDCs.
Graphene Silicene h-BN MoS2
(TMDCs)
Structure Planar
[4, 66]
Slightly
corrugated
Planar Triatomic
layer
Band gap
(eV)
0 [4, 66] 0 4.69 [13] 1.88 [7]
Effective
mass
(mo)
0 [4, 66] 0 1.175 [13] 0.45 [13]
Mobility
(cm2/Vs)
3.39× 105
[4, 66]
2.57× 105
[15]
200 [13] 200 [53]
Conductivity Semi-
metal
[4, 66]
Semi-metal Insulator Semi-conductor
In addition to the promising electronic and optical applications of MoS2, the phase
engineering has recently inspired several interesting applications. There have been
several studies reporting phase transition of MoS2 from 2H to 1T phase [58, 59, 60].
For example, Kan et al have reported the 2H to 1T phase transition via Lithium or
Lithium compound intercalation of MoS2 [61]. Phase transition results in substantially
different electronic properties due to a change in the crystal symmetry. For example,
bulk MoS2 is a semiconductor with an indirect band gap of around 1.2 eV, while
the 1T phase is metallic [62] and has been used for hydrogen-evolution [63] and
lithium/sodium batteries [64]. There have been attempts to stabilize the 1T phase
of MoS2 and tune its electronic properties. For example, Raffone et al [48] have
proposed alloying as a method to stabilize the T phase of MoS2; Tang et al [65]
have proposed to stabilize the 1T phase of MoS2 through crossover coverage of
functionalization and have demonstrated band gap tuning from 0 to 1 eV.
A brief comparison of a few 2D material properties is shown in table 2.1. Among
these properties, graphene and silicene are zero-gap semi-metals, h-BN is a wide-gap
semiconductor while MoS2 (a TMDC), is a semi-conductor.
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2.6 Tuning the electronic properties of TMDC
materials
The atomically thin nature, dangling-bond-free interfaces, and relative ease of fab-
rication make 2D materials ideal candidates in device physics. A large number of
solid-state devices have quantum dots as their fundamental element. All quantum
dot devices have tunnel barriers, which are either fixed through device geometry
or they can be tuned in situ between opaque and highly transparent. Traditional
fabrication methods in gate-defined quantum dots do not allow the independent
control over device parameters like charge on the quantum dots or the transparency
of tunnel barriers. These traditional fabrication methods also put stringent geometric
constraints on the device design. Tunable tunnel barriers are highly desirable in
quantum dot devices as they allow an independent control of electron tunnelling rates
and transparency of the barriers. Within this context, we have chosen to explore in
situ tunable device designs using 2D materials, where their material properties are
also likely to lead to disruptive changes.
The band gap of semiconductors plays a key element in the functionality of electronic
devices and hence, band gap engineering is an important goal for device optimization.
There have been various studies reporting the tuning of band gap in TMDC materials
when either the number of layers or the lateral system size is changed. For example,
the exfoliation of bulk MoS2 leads to photoluminescence at the monolayer level [7],
while lateral confinement in WS2 nanoflakes enhances its luminescence efficiency [67].
There are a few new technologies like alloying, band gap offsets of the core-shell and
control of dopants [68] to tune the band gaps.
The quantum dot size also has a significant role in band gap engineering and photonic
properties of the quantum dot device. Various sizes of quantum dots result in
different band gaps due to quantum-confinement effects and hence, yield different
light emission colours. Wendumu et al. have explored the size-dependent optical
properties of 1.6 to 10.4 nm MoS2 nanoflakes [69] using the density-functional tight-
binding (DFTB) method. Thus to understand the lateral size-dependent band gap
variations in quantum dots, we explore the properties of MoS2 monolayer nanoflakes
in this thesis. However, the number of layers or the lateral size of quantum dots can
be varied only before the fabrication of the device. We are also concerned to achieve
an in situ control on 2D material’s device properties.
To achieve an in situ control on the device properties, we further explore the effects of
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electric field on the band structure of 2D materials. There have been several studies
reporting that the external transverse electric field can tune the band gaps in 2D
materials. For example, it has been reported in an experimental studies that external
field applied normal to bilayer graphene can open up a band gap by breaking the
inversion symmetry of bilayer graphene [70, 71]. Such a band gap is reported to be
tunable up to 250 meV. Similarly, there are several theoretical studies demonstrating
the band gap tuning in bilayer graphene [72, 73].
Theoretical studies show that an external electric field can significantly tune the band
gap in h-BN nanotubes. A transverse electric field of 0.19 VÅ has been reported to
eliminate the band gap in boron nitride nanotubes, which have intrinsic band gap
of 4.5 eV [74]. A similar effect has also been predicted for carbon nanotubes [75]
undergoing giant-Stark effect. Liu et al. [76] have reported an experimental study to
tune the band gap in electrostatically-gated, few-layers of black phosphorus.
Chu et al. [77] has demonstrated the experimental study of the band gap tuning
in bilayer MoS2 using dual-gated field effect transistor and photoluminescence spec-
troscopy. The band gap variation with electric field in a few-layered Mo and W
based dichalcogenides have been widely studied [39, 78, 79, 80]. A vital task is to
find all possible stable TMDC materials, which can undergo band gap variation with
the electric field. This motivated us to explore all possible TMDC materials and
investigate their electronic properties in this thesis. In this context, we study all
stable-layered TMDC materials in chapter 5 and investigate their band structure
responses to the electric field. This study will aid opto-electronic and device engineers
to select an optimal TMDC material according to their device requirements.
2.7 Summary
The family of two-dimensional materials comprises of layered materials with rich
physical and electronic properties. It possesses a diverse range of materials, to explore
fundamental physics and to develop novel technologies.
In this chapter, we have briefly reviewed some 2D materials. With their ultrathin
structures, dimensionality, high carrier mobility, and tunable band gaps, these 2D
materials have attracted considerable interest as alternative semiconductors for a
new generation of atomically thin electronics with unprecedented performance or
unique functions. They open vast horizons to explore a new world of science and
technology at the nanoscale.
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In this chapter, we briefly introduce the methods used in most of the research. We
begin with an introduction of the density-functional theory followed by the commonly
used functionals, basis sets, and software packages.
3.1 Density-functional theory (DFT)
Density-functional theory (DFT) is an approach to allow the modelling and inves-
tigation of the electronic structures of many-body systems. It has its roots in the
Thomas-Fermi model [81, 82], according to which the complexities of the electronic
levels of an atom are approximated using a uniformly distributed electron gas centred
around the nucleus. The total energy of the electron gas can be described as a
functional (function of a function) of electron density with the assumption that the
discretized electron density does not vary significantly within small volume elements,
4V but can change from one volume element to the other.
The Hartree-Fock method [83, 84] is an approximation method to determine the
wave function of many-body systems. It is based upon the simple approximation
to the true N -body wavefunction, that the wave function is given by a single Slater
determinant of N spin orbitals [85].
Density-functional theory was introduced in 1964 by Hohenberg and Kohn who
proposed to minimize the ground state energy of system through a universal functional
F [n(r)], where n(r) is the spatial-dependent electron density [86]. Thus the non-local
integral of 3N variables, was minimized to a system of a function of three coordinates
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making it computationally fast to solve. DFT was further developed by Kohn and
Sham in 1965 who proposed to transform a many-electron problem to a system of
non-interacting electrons moving in a self-consistent field. The ground state density
can be calculated by solving exact self-consistent one-electron Schrödinger equation.
Their Hamiltonian is given as [87]
[
− ~
2
2m∇
2 + Veff(r)
]
ψKSi = EKSi ∇KSi , (3.1)
where ψKSi is the Kohn-Sham eigenfunction, − ~
2
2m∇2 is the kinetic term, the Veff(r)
is the potential energy term defined as
Veff(r) = Vee(r) + Ven(r) + Vxc[n(r)]. (3.2)
Vee(r) is the Hartree electrostatic energy of the density interacting with itself and
Ven(r) is the interaction of density with the external potential. The key term is
the exchange-correlation Vxc[n(r)] term, which is a functional of electron density
[n(r)]. This term accounts for the energy arising from the correlative interactions
between the electrons. This treatment approximated the fully interacting system
with a non-interacting one with interactions approximated through the addition
of an exchange-correlation term. There are various functionals developed so far to
represent this exchange correlation term. All of those functionals have pros and cons
to solve any problem. Being based upon the approximations, the exchange-correlation
term can never be exact. The major challenge is to find the exchange-correlation
functional that can work universally. However, as there is no universal functional
developed so far, we need to find an approach that is the best it can be, or at least
that captures as much of the physics as possible for a particular problem. A few of
the functionals approximating the exchange-correlation term are introduced in the
next section.
Apart from the ground state DFT, the theoretical approach to model the dynamical,
quantum, many-body problem known as time-dependent DFT (TD-DFT) [88, 89]
has also been developed. TD-DFT has roots in the theory of Runge and Gross [90]
who proposed a Hohenberg-Kohn like theorem for the time-dependent Schrödinger
equation. The basic principle of TD-DFT is analogous to ground state DFT, i.e.,
to show that the time-dependent wave function is equivalent to a time-dependent
density and to derive the effective exchange-correlation term to approximate the
interactions of the system. The scope of TD-DFT is in the calculations of excited
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state properties, for example, photo-absorption spectra [88, 89, 91, 92].
3.2 Correlation functionals
The fundamental problem with modelling materials is the exponential scaling of
electronic exchange interactions compared with the linear scaling of computational
resources. Accordingly, many sophisticated and often bespoke methods of approxi-
mating electron-electron interactions are required. Kohn-Sham theory is a widely
used method in solid-state physics to investigate electronic structural properties of
materials. It possesses a hierarchy of approximations to develop exchange correlation
functional that balance sophistication and computational resources. Each functional
has different approximations that are often particularly suited for different systems.
They are usually grouped by the approximations that they employ. The exchange cor-
relation energy is usually written as the integral over all space of position dependent
exchange-correlation energy density.
Vxc[n(r)] =
∫
n(r)vxc(n(r))d3r. (3.3)
The hierarchy of approximations to exchange-correlation functional is represented by
the Jacob’s ladder shown in Fig. 3.1. Each rung of ladder is a group of functioanls
based upon approximations. The approximations become more complicated, sophis-
ticated and typically more accurate as we climb up the ladder, with a commensurate
increase in computational resources required implement them. There is a necessary
trade-off to be made in the considerations of the techniques to be employed, whether
trends or absolute accuracy are required. The groups on ladder rungs are descried in
detail as below:
1. Local spin-density approximation (LSDA) functionals
LSDA or LDA functionals comprise the lowest level of approximations in which
the exchange-correlation energy depends only on the local electron density
at a given point and is that of uniform electron gas of that density. LDA
approximations are of the form
Vxc[n(r)] =
∫
n(r)vxc(n(r))dr. (3.4)
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Figure 3.1: The Jacob’s ladder of density functional theory with successive approx-
imations to exchange-correlation functionals. It starts from Hartree
world with Vxc = 0 (weak or no interactions between electrons) and goes
to heaven of chemical accuracy. Different approximations are suitable
to solve certain types of problems and require different computational
resources. Figure is reprinted from Ref [93].
Being based upon the approximation of uniform density everywhere, the LDA
has a tendency to underestimate the exchange energy and over-estimate the
correlation energy. The errors due to the exchange and correlation parts tend
to compensate each other to a certain degree. This class of functional includes
Perdew-Zunger (PZ-81) [94], Vosko-Wilk-Nusair (VWN) [95], Cole-Perdew
(CP) [96], and Perdew-Wang (PW92) [97].
LDA or LSDA is simple and remarkably reliable. It is exact for uniform
densities and accurate for linear response of the uniform density. It accurately
predicts structure, elastic moduli and relative phase stability of solids. LDA
predicts 1-2 % short lattice constants and is less accurate for binding energies
and total surface energies.
2. Generalized-gradient approximation (GGA) functionals
GGA functionals depend on the local density like LDA group and its gradient
at each point in order to account for the non-homogeneity of the true electron
density. With this added information (and the cost of computing it), these are
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typically more accurate than LDA. Typical form of GGA functional is
Vxc[n(r)] =
∫
n(r)vxc(n(r),On(r))dr. (3.5)
Due to a scaling relation for correlation while preserving the accurate LDA
linear response to uniform density, GGA family allows for corrections based on
the changes in density away from the coordinates. Popular GGA functionals
include PW91 [98], PBE [99], BLYP [100], and PBEsol [101]. Most commonly
used GGA functional for solids is PBE. GGA functionals represent a well-
tempered balance between computational efficiency, numerical accuracy, and
reliability thus are popular in quantum chemistry and solid state physics.
PBE, which is an example of GGA functional, significantly improves the
binding energies of atoms and molecules. PBE usually over-corrects the lattice
parameters making them only slightly better than LDA functional group,
which predicts shorter lattice parameters. It also improves the exchange and
correlation separate contribution to surface energies but worsens the total.
PBEsol that is an improved version of PBE, falls between LDA and PBE.
PBEsol give accurate lattice parameters and surface energies for solids thus
widely used in many solid-state problems. It over-predicts binding energies
more than PBE but less than LDA.
3. Meta-GGA functionals
Meta GGA functionals (a natural development after the GGA group) include
density, its gradient, and its second derivative in the exchange-correlation term.
This group comprises the Minnesota series developed by the Truhlar group.
These functionals are of the form
Vxc[n(r)] =
∫
n(r)vxc(n(r), | n(r) |)τdr, (3.6)
where τ is the non-interacting kinetic energy density. Being dependent upon a
further term τ , (second derivative of the density) in the expansion, this class
further improves the accuracy and hence, increases in computational cost. The
examples are M05 [102] hybridized by 28 % of HF exchange, M052X [103]
having 56 % of HF exchange, M06 [104] having 27 % of HF, and M06-HF [105]
having 100 % of HF exchange.
Meta-GGA group being dependent upon τ , n, and On calculates accurate
lattice parameters, surface energies, as well as binding energies simultaneously.
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4. Hybrid functionals or hyper-GGA functional
Hybrid or hyper-GGA functionals [106] incorporate exact exchange from
Hartree-Fock with density-dependent correlation, thus relieving from diffi-
culties in expressing the exchange part of the energy. Hybrid functionals have
general formula
Vxc[n(r)] = (1− A)V DFAx + AV HFx + V DFAc . (3.7)
They include a constant fraction of Hartree-Fock (HF) exchange (A). Examples
of hybrid functionals are B3LYP [100, 107, 108], PBE0 or PBE1PBE [109],
PBEh1PBE [110], BHandHLYP [111], HSE06 or HSEH1PBE [112, 113, 114,
115, 116, 117], BP86 [100, 118], and B3PW91 [100, 119].
Hybrid functionals usually give binding energies, geometries and frequencies ac-
curately than semi-local functionals. Hybrid functionals overcome the problem
of GGA functionals that underestimate the band gaps.
5. Random-phase approximation (RPA)
Random-phase approximation (RPA) is a many-body approach that uses even
unoccupied Kohn-Sham orbitals. It is almost exact for the long-range part of
the exchange-correlation hole but not for its short-range part [120]. It takes
in to account the dynamic electronic screening. RPA can calculate lattice
constants, surface energies, cohesive energies, and solid-state reaction energies
very accurately.
In commercially available software packages for DFT modelling, several of these
functionals are available. Some DFT packages also offer custom designed functionals
where the user can select the exchange and correlation terms independently [85]. To
use these functionals, it is essential that the user understand the technical validity of
the functional for their specific problem.
Being based upon different approximations, various groups of functionals are suitable
to solve different types of problems and require different computational resources.
For example, the treatment of more physics in hyper-GGA or RPA group costs more
computational resources. To solve any problem in DFT, it is always required to
first choose the appropriate group according to suitability of its approximation for
that particular problem and availability of computational resources. The next step
should be to test several functionals from that particular group and compare the
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results with the known experimental or literature values where they exist and find
the correlation functional which best describes the system.
Performance of functional is highly material sensitive. Functionals performing well on
one class of material do not necessarily perform well on the other class of materials
or even on a different material within the same class. The functionals that are highly
parameterised and fitted to the properties of molecular systems usually perform
relatively poor in simulations on periodic materials. To check the validity of functional,
it is good to test it on a material and compare properties with the experimentally
available results. In our thesis, for non-periodic systems we have tested various
GGA, Hybrid and meta-GGA functionals. We compared the results with published
experimental, analytical and theoretical values and picked the appropriate functional
as described in detail in the methodology section of chapter 4.
For transition-metal dichalcogenide materials with periodic boundary conditions,
we proceeded with the PBEsol functional due to a balance between computational
efficiency and accuracy of GGA functionals. PBEsol has been tested on various groups
of solids comprising of semiconductors, simple metals, ionic solids, and transition
metals using Gaussian-type orbitals and have been found to result in least error in
the equilibrium lattice parameters of solids in contrast to LDA, PBE and meta-GGA
functionals [101]. Considering this, we tested this functional for one of representative
TMDC material, i.e., MoS2. Our calculated optimized lattice parameters for bulk
MoS2 are 3.15 and 12.32 Å. The calculated band gap for monolayer MoS2 is 1.80 eV
while for bulk structure, it is 1.16 eV. These results are in reasonably good agreement
with the experimental values of 1.88 eV [7] and 1.29 eV [121] for monolayer and bulk
structures of MoS2, respectively.
3.3 Basis sets
A basis set in DFT modelling is a set of functions used to describe the electronic
wave function to solve Kohn-Sham equations for that particular material. In DFT
many-body systems, the choice of basis set is very critical as they significantly affect
the accuracy and computational speed of the calculations. For the same model,
different basis sets generate different results. The goal is to use an optimized basis
set to approach the reality. While choosing and optimizing the basis set to solve any
problem in DFT, a balance should be maintained between the choice of accuracy
and efficiency of the problem.
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Basis sets can either be composed of the linear combination of atomic orbitals
using several functions e.g., Slater- or Gaussian-type, or they can be plane-wave
basis sets. The Slater-type orbitals are solutions to the Schrödinger equation that
use exponential decay at long range from the nucleus and the condition of "cusp"
(dicontinuous derivative) close to the nucleus, thus providing better description of
electron probability distribution. On the other hand, the Gaussian-type orbitals
which are based upon Gaussian functions do not represent the proper behaviour
of electron near the nucleus due to lack of "cusp" condition. Thus, they naturally
require more Gaussians for the given accuracy. However, due to the Gaussian product
theorem to simplify two-electron integrals at different centres, the Gaussian-type
orbitals most often result in faster convergence than the Slater-type orbitals.
To simulate very large (infinitely large) periodic structures, a set of boundary
conditions are chosen such that a unit cell periodically repeats itself after each
boundary. Thus the periodic-boundary conditions make the simulations of large
structures more efficient. Plane-wave basis sets are popular in problems where
three-dimensional periodic-boundary conditions are used. Plane-wave basis sets are
based upon a cutoff energy, which can be optimized to get the lowest energy solution
for materials having period structures. They can be systematically improved by
adding more plane waves. However, to solve the finite-sized structures, one needs to
eliminate these periodic images of the structure. This requires the addition of vacuum
padding around the structure. Unfortunately, this becomes expensive as the vacuum
space requires the extension of plane-waves in the vacuum occupied region too. For
accurate modelling, it is essential to add the adequately optimized vacuum spacing
in the model which can be achieved by the addition of vacuum in small steps until
one finds the minimum ground-state energy and further addition of vacuum space do
not change this energy. An insufficient vacuum padding can result in the interactions
between the periodic images leading to an incorrect solution. Similarly, an excessive
vacuum padding makes the model unnecessarily computationally expensive.
Basis sets usually come in hierarchies of increasing size. Larger basis sets usually have
more control on the system to obtain more accurate solutions, however at a higher
cost. Basis sets assign a group of basis functions to each atom within the molecule to
approximate the orbitals of that atom. These basis functions are composed of linear
combination of Gaussian functions. Such basis functions are referred as contracted
functions and their Gaussian function components are referred as primitives. General
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expression for Gaussian basis function is
ψi = Nie−ξr
2
, (3.8)
where Ni is normalization constant, ξ is orbital exponent that controls the width of
orbitals, and r is radius in angstroms. A few of the basis sets are described below:
1. Minimal basis sets
Minimal basis sets contain minimum number of basis functions to describe
atomic orbitals in the system. They typically employ just one function for each
orbital. For instance, minimal basis sets employ one basis function for H atom
having one orbital and five basis functions for C atom having five orbitals as
below
H: 1s
C: 1s, 2s, 2px, 2py, 2pz
Minimal basis sets use fixed size atomic type orbitals. For example, STO-3G
basis set is a minimal basis set. It uses three Gaussian primitives (3G) per
basis function thus approximating Slater orbitals with Gaussian functions.
These basis sets usually produce poor results but are computationally much
inexpensive.
2. Split valence basis sets
In most molecules, it is the valence electrons that take part in molecular bonding
and therefore cannot be accurately treated using atomic orbitals. To account
for this, with split valence basis sets, the valence electrons are described by
multiple basis functions, which increases the total size of basis set but allows
the physics of the bonding to be more accurately treated. The core electrons are
treated with atomic orbitals for computational simplicity. Each of these valence
basis functions is composed of a linear combination of primitive Gaussian
functions. In the above example, 3-21G and 6-31G split valence basis sets are
H: 1s, 1s′
C: 1s, 2s, 2s′, 2px, 2py, 2pz, 2p′x, 2p′y, 2p′z
Here the primed and unprimed orbitals differ in size. For example, valence
double-, triple-, quadruple-zeta The double zeta valence basis sets (DZV) form
molecular orbitals from the linear combinations of two sets of functions for
each atomic valence orbital. Similarly, triple split valence basis sets such as
6-311G, use three sets of contracted functions for each valence orbital type.
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3. Polarized basis sets
Split valence basis sets can be further improved by adding orbitals with different
shapes. Due to the presence of neighbouring atoms, an atom’s orbitals tend
to shift on one side or the other. An s orbital can polarize in one direction if
it is mixed with a p orbital. Similarly, p orbitals can polarize if mixed with
d orbitals. In general, to polarize a basis function with angular momentum
l, it is mixed with basis functions of angular momentum l + 1. This, thus
systematically improves the Hartree-Fock and density functional energies [122].
Polarized basis sets add d-functions to carbon atoms and some of them add
p-functions to hydrogen atoms. For example, for hydrogen atom having one
minimal basis set (1s), a simple polarized basis set adds two s- and one
p-function. This adds flexibility to the basis set, thus effectively allowing
molecular orbitals involving the hydrogen atom to be more asymmetric about
the hydrogen nucleus. Polarized basis sets are very important for modelling
chemical bonding, because the bonds are often polarized.
4. Diffuse basis sets
In chemical bonding, our main concern is with the valence electrons that
participate in the bonding. However, the tightly localized basis sets mainly
concentrate on the energy located in the inner shell electrons. Such tightly
localized basis sets do not fully represent the portion of wavefunction, which is
far away from the nucleus, typically called the ’tail’ portion. When an atom
is in an anion or in an excited state, the loosely bound electrons, which are
responsible for the energy in tail portion of the wave function, become much
more important. Diffuse basis sets are used to compensate for the tail portion
of the wavefunctions.
Diffuse functions are very shallow Gaussian functions, which more accurately
represent the tail portion of the wavefunction. Diffuse orbitals occupy a larger
region of space and are significant for systems having electrons far away from
the nucleus. Thus diffuse basis sets are a large by size version of s- and p-type
split valence basis, having additional diffuse functions. 6-311+G(d, p) basis set
is an example of diffuse basis sets.
To model any structure, it is always good to first test several basis sets and find the
appropriate one that produces the best results within the available computational
constraints. In this thesis, all of our calculations are in crystal09 or gaussian09,
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which use Gaussian-type orbitals. These basis sets are either all-electron basis sets
for light elements or effective-core basis sets for heavy elements. For example, for
MoS2 calculations in crystal09, we use an all-electron, Gaussian basis sets of
triple-zeta valence with polarization functions (TZVP) for the sulfur atoms. The
orbital exponents and contraction coefficients of this basis set has been optimized
and tested by Peintinger et al. [123] in crystal to provide robust and stable SCF
convergence. Similarly, for molybdenum, we employed a Hay-Wadt effective core
pseudopotential. This basis set has been optimized and checked by Corà et al. [124]
in crystal. A detail on the pseudopotentials and the basis sets for all materials
studied in this thesis is provided in the next section.
3.4 Pseudopotentials
For very large atoms, it becomes computationally inefficient to describe all the
electrons through basis functions. In such cases, core-electrons that do not participate
in bonding, conductivity, or excitations are not treated explicitly. We assume that
core electrons are fixed and solve the system for valence electrons only while using
the pseudopotentials to represent the core electrons. The plane-waves or local atomic
orbitals are then only used to describe the valence electrons of the material. This helps
to reduce the complexity of the problem making it computationally more efficient
to solve. Pseudopotentials are optimized for a particular correlation functional or
the type of the basis set being used. There are different pseudopotentials and each
one has different advantages but may not always be appropriate for a given problem.
For example, Hay-Wadt effective-core pseudopotentials [125, 126, 127] are used for
Gaussian-type basis sets. The procedure employed by Hay and Wadt to generate the
pseudupotentials is summarised below [125].
1. Identify the core orbitals, which are assumed to not participate in chemical
bonding, excitations or conductivity.
2. Numerical valence orbitals (φl) are obtained from self-consistent (nonrelativistic
or relativistic) Hartree-Fock calculations for l = 0, 1,..., L, where L = n − 1
and n is the principal quantum number.
3. Smooth, nodeless pseudo-orbitals are derived from the Hartree-Fock orbitals,
so that these pseudo orbitals behave as closely as possible to φl in the outer,
valence region of the atom.
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4. Numerical effective core potentials are derived for each l.
5. The numerical potentials are analytically fitted in with Gaussian functions.
6. The numerical pseudo-orbitals are also fit with Gaussian functions to obtain
the basis sets for molecular calculations.
For example, due to the large number of electrons (42) per molybdenum atom, we
use a small-core effective pseudopotential (ECP) of the Hay-Wadt type. This pseu-
dopotential replaces 28 core electrons [1s2, 2sp8, 3sp8 and 3d10] of the molybdenum
atom while the 14 valence electrons [4sp8, 5sp1, 6sp0, 4d5, 5d0] are described by
Gaussian-type atomic orbitals. We further replace the 28 core electrons by Ar18 and
3d10 for simplicity of expression. The Hay-Wadt pseudopotential that represents
the core [Ar18 + 3d10] have been tested and proven to adequately describe the
molybdenum material by Hay and Wadt.
Mo — [1s2, 2sp8, 3sp8, 3d10], 4sp8, 5sp1, 6sp0, 4d5, 5d0
Mo — [Ar18, 3d10], 4sp8, 5sp1, 6sp0, 4d5, 5d0
Mo — [Pseudopotential], 4sp8, 5sp1, 6sp0, 4d5, 5d0
The Hay-Wadt pseudpotential has been tabulated in [128] while the exponents and
contraction coefficients of valence orbitals of molybdenum atom have been tabulated
in [124].
In this thesis, we use the basis sets from the crystal basis set database. We briefly
describe here the format for both pseudopotential and all-electron basis sets according
to the crystal programme.
The format of Hay-Wadt pseudopotential basis set for molybdenum atom is given
below.
Mo_SC_HAYWSC-311(d31)G_cora_1997 [124]
242 5 [ NAT NSHL]
HAYWSC [Pseudopotential]
0 1 3 8. 1. [ITYB LAT NG CHE SCAL]
12.0795 .01275 -.01618 [EXP COE1 COE2]
2.6745 -.86046 -.30674
1.597 .77399 .65206
0 1 1 1. 1. [ITYB LAT NG CHE SCAL]
0.6300 1.000 1.000 [EXP COE1 COE2]
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0 1 1 0. 1. [ITYB LAT NG CHE SCAL]
0.190 1. 1 [EXP COE1 COE2]
0 3 3 5. 1. [ITYB LAT NG CHE SCAL]
1.6630 0.09700 [EXP COE1]
1.0830 0.24100
0.3570 0.53000
0 3 1 0. 1. [ITYB LAT NG CHE SCAL]
0.2200 1.00000 [EXP COE1 ]
1. The first line encodes the atomic number of element (NAT) followed by number
of valence shells (NSHL). For effective-core pseuodpotentials, CRYSTAL uses
atomic number of 200 + conventional atomic number of the element.
2. Second line denotes the pseudopotential being used. In above example, it is
Hay and Wadt small core pseudopotential.
3. Third line represents the information for first valence shell as below:
a) Type of the basis set (ITYB)
b) Sub-shell type (LAT)
(0, 1,2, 3, 4 are for s, sp, p, d, and f sub-shells, respectively.)
c) Number of primitive Gaussian Type Functions (GTF) in the contraction
for the basis functions (AO) in the shell (NG)
d) Formal charge on electron (CHE)
e) Scale-factor (SCAL)
4. Next block contains information about expansion (EXP) and contraction
coefficients (COE1, COE2) for first valence shell.
5. The information in 3rd and 4th steps is repeated for next four valence shells.
Further detail of these parameters is available in crystal user manual [129]. The
format of all-electron basis set for sulfur atom is given below.
S_pob_TZVP_2012 [123]
16 10 [ NAT NSHL]
0 0 7 2.0 1.0 [ITYB LAT NG CHE SCAL]
60700.928104 0.00054695944225 [EXP COE1]
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9102.6106854 0.00422972245570
2071.4166009 0.02174782415900
586.02476821 0.08510005358900
190.55395021 0.46703640406000
25.127306905 0.36434587550000
0 0 3 2.0 1.0 [ITYB LAT NG CHE SCAL]
112.57463010 0.02167004024000 [EXP COE1]
34.795554217 0.09360230176000
6.5115556215 -0.2606800142200
0 0 2 2.0 1.0 [ITYB LAT NG CHE SCAL]
3.2399032261 1.28420894350000 [EXP COE1]
1.5477160881 0.66036416584000
0 0 1 0.0 1.0 [ITYB LAT NG CHE SCAL]
0.2887335200 1.00000000000000 [EXP COE1]
0 0 1 0.0 1.0 [ITYB LAT NG CHE SCAL]
0.1153457200 1.00000000000000 [EXP COE1]
0 2 5 6.0 1.0 [ITYB LAT NG CHE SCAL]
564.36716027 0.00247967963170 [EXP COE1]
133.42624379 0.01967793025000
42.468271189 0.08998000825800
15.616527580 0.25705880575000
6.1093988469 0.43515167292000
0 2 1 4.0 1.0 [ITYB LAT NG CHE SCAL]
2.0359436000 1.00000000000000 [EXP COE1]
0 2 1 0.0 1.0 [ITYB LAT NG CHE SCAL]
0.3337928300 1.00000000000000 [EXP COE1]
0 2 1 0.0 1.0 [ITYB LAT NG CHE SCAL]
0.1155009100 1.00000000000000 [EXP COE1]
0 3 1 0.0 1 0 [ITYB LAT NG CHE
SCAL]
0.5207010100 1.00000000000000 [EXP COE1]
1. The first line gives the atomic number of element (NAT) followed by number
of all-electronic shells (NSHL). For sulfur atom, 16 is its atomic number and
10 are its number of total shells.
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2. Second line represents the information for the first shell as below:
a) Type of the basis set (ITYB)
b) Sub-shell type (LAT)
(0, 1,2, 3, 4 are for s, sp, p, d, and f sub-shells, respectively.)
c) Number of primitive Gaussian Type Functions (GTF) in the contraction
for the basis functions (AO) in the shell (NG)
d) Formal charge on electron (CHE)
e) Scale-factor (SCAL)
3. Next block contains information about expansion (EXP) and contraction
coefficients (COE1) for the first shell.
4. The information in 2nd and 3rd steps is repeated for next nine electronic shells.
Table 3.1 provides the detail of basis sets for all materials studied in this thesis. For
each materials, we describe the basis sets types that whether they are all-electron
or pseudopotential, the number of core and valence electrons, and occupancy of the
valence electrons.
3.5 Software packages
There are several software packages available to model the structures computationally
and to obtain their resulting energies or properties. These packages use various
approaches for the description of electronic structures of systems. For example:
vasp [137], abinit [138], gpaw [139, 140], and Quantum espresso [141] use plane-
waves as a basis set; gaussian [142], crystal [129, 143], and gamess [144, 145]
use linear combination of atomic orbitals; and siesta [146] and dmol3 [147] use
numerical atomic orbitals. wien2k [148] uses a combination of augmented-plane
wave and local orbitals to solve the Kohn-Sham equations. Also, siesta and vasp
use pseudopotentials, wien2k does not, while crystal and gaussian allow the
choice to use pseudopotentials [85].
Each code has a different level of control and a range of computable material
properties. Similar to the functional, the selection of the right code for any particular
problem requires user expertise and knowledge. For example, crystal and vasp
are good for the modelling of infinitely large structures where periodic-boundary
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Table 3.1: Description of the basis sets for all materials studied in this thesis ac-
companied by the detail of their core and valence electron configurations.
Core electrons column is empty for all-electron basis sets.
Material Basis set Basis setDescription Core electrons Valence electrons
Sc21 Sc_pob_TZVP_2012[130]
All electron
Trip-zeta
valence polarized
1s2, 2s2, 2p6,
3s2, 3p6, 4s2,
3d1
Ti22 Ti_pob_TZVP_2012[130]
All electron
Trip-zeta
valence polarized
1s2, 2s2, 2p6,
3s2, 3p6, 4s2,
3d2
Cr24 Cr_pob_TZVP_2012[130]
All electron
Trip-zeta
valence polarized
1s2, 2s2, 2p6,
3s2, 3p6, 4s1,
3d5
Ni28 Ni_pob_TZVP_2012[130]
All electron
Trip-zeta
valence polarized
1s2, 2s2, 2p6,
3s2, 3p6, 4s2,
3d8
Zr40
Zr_ECP_HAYWSC
_311d31G_dovesi_1998
[131]
Hay and Wadt small
core pseudopotential
with relativistic
corrections
28 core =[
Ar18
]
+
[
3d10
] 12 valence = 4sp8,
5sp2, 4d2
Mo42
Mo_SC_HAYWSC-
311(d31)G_cora_1997
[124]
Hay and Wadt small
core pseudopotential
with relativistic
corrections
28 core =[
Ar18
]
+
[
3d10
] 14 Valence = 4sp8,
5sp1, 4d5
Pd46
Pd_HAYWSC-
2111d31_kokalj_1998
_unpub [132]
Hay and Wadt small
core pseudopotential
with relativistic
corrections
28 core =[
Ar18
]
+
[
3d10
] 18 valence =
4sp8, 4d10
Hf72
Hf_ECP_Stevens_
411d31G_munoz_2007
[133]
Steven et al small
core pseudopotential
with relativistic
corrections
60 core =[
Kr36
]
+[
4d10 + 4f14
] 12 valence = 5sp8,6sp2, 5d2
W74 W_cora_1996[134]
Hay and Wadt large
core pseudopotential
with relativistic
corrections
68 core=[
Xe54
]
+
[
4f14
] 6 valence =
5d4, 6sp2
Pt78 Pt_doll_2004[135]
Doll et al
pseudopotential with
relativistic corrections
60 core =
[
Kr36
]
+[
4d10 + 4f14
] 18 valence = 5s2,
6s1, 5p6, 5d9
O8 O_pob_TZVP_2012[130]
All electron
Trip-zeta
valence polarized
1s2, 2s2, 2p4
S16 S_pob_TZVP_2012[130]
All electron
Trip-zeta
valence polarized
1s2, 2s2, 2p6,
3s2, 3p4
Se34 Se_pob_TZVP_2012[130]
All electron
Trip-zeta
valence polarized
1s2, 2s2, 2p6,
3s2, 3p6, 4s2,
3d10, 4p4
Te52
Te_m-pVDZ-
PP_Heyd_2005
[136]
Heyd et al
Pseudopotential with
relativistic corrections
28 core =[
Ar18
]
+
[
3d10
] 24 Valence = 4s2,5s2, 4p6, 5p4,
4d10
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conditions are required. On the other hand, gaussian is primarily for finite-sized
structures.
In this thesis, we have used the package crystal09 for the modelling of infinitely
large two-dimensional structures with vacuum padding along the third dimension.
We obtained the monolayer, bilayer, and trilayer structures by defining a (001) plane
from bulk models which adds a 500 Å vacuum along the direction perpendicular to
the plane. For the modelling of finite-sized structures, we have used gaussian09.
3.6 Summary
Density-functional theory is a computational modelling technique to solve electronic
structures of many-body systems. In this chapter, we have briefly introduced a few
of the functionals and basis sets developed after the invention of DFT each with
different applicability range and limitations. We have also briefly reviewed various
types of software codes to solve different types of problems.
In this thesis, for finite-sized structures, we use the BHandHLYP and M052X
functionals as we find them the best to solve such systems as discussed in detail in
chapter 4. We use gaussian09 DFT code and double-zeta, Hay-Wadt effective core
LANL2DZ basis set. For the modelling of the monolayer, bilayer, and trilayer infinitely
large structures, we use the PBEsol functional in crystal09 and linearly-combined,
Gaussian-type basis sets as detailed later in chapters 5 and 6.
37

4 Chapter 4Size-dependent properties of
MoS2 monolayer nanoflakes
In this chapter, we study the limiting small-size-dependent properties of MoS2 mono-
layer rhombic nanoflakes using density-functional theory on structures of size up
to Mo35S70 (1.74 nm). The structural and electronic properties of the passivated
and unpassivated flakes with the BHandHLYP functional are published in Scientific
Reports 7, 9775 (2017).
4.1 Introduction
The properties of transition-metal dichalcogenides (TMDCs) are often investigated
under the assumption of an infinitely large size, and real effects arising due to the
confinement and boundaries are ignored. Size-dependent effects can bring substantial
property variations leading to novel physical phenomena in ultra-small sized nano-
materials compared to the bulk structures (infinitely large and regular structures in
all three dimensions). In photoluminescence applications of finite-sized structures,
for example, quantum dot devices in nanoflakes, it is necessary to understand the
edge effects arising from the lateral size variations of the quantum dots. These edge
effects can significantly affect the device characteristics.
Nanoflakes of TMDC materials are promising due to the properties emerging from
their intra-layer bonding [149]. A nanoflake is a monolayer with spatial dimensions
less than 100 nm. Understanding the structural and electronic properties of TMDC
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nanoflakes will help to increase their potential applications in quantum dot devices
and in opto-electronics.
In this chapter, we examine the size-dependent structural, electronic, and optical
properties of MoS2 monolayer nanoflakes. We study MoS2 here, as it is a most widely
studied TMDC material but we expect the monolayer nanoflakes of other TMDC
materials to respond analogously as a function of their lateral sizes. This study
represents a fundamental step forward for tuning and engineering photoluminescence
spectra in the quantum-dot regime of 2D transition metal dichalcogenide materials.
We are interested in exploring how the HOMO-LUMO (highest-occupied molecular
orbital to lowest-unoccupied molecular orbital) gap changes with the nanoflake
size, leading to applications in HOMO-LUMO gap engineering. This is especially
important as the HOMO-LUMO gap is the first step in determining the tunable
fluorescent properties of nanoflakes. As band gap engineering has a key role in
semiconducting physics, the size-dependent HOMO-LUMO gap will explore the
potential applications of ultra-small MoS2 monolayer nanoflakes in device physics.
MoS2 is also known to be biocompatible [150]. Its nanoflakes of known size could
be useful for biolabelling applications [151]. Understanding the structural stability,
reactivity and the effects of passivation will further instigate the usage of these
small-sized nanoflakes in biomarkers and in fluorescent emitters.
There have been significant efforts to understand the size- and edge-dependent,
structural, electronic, and optical properties of MoS2 monolayer nanoflakes. For
example, quantum confinement effects in Ti, Hf, and Zr sulphide and selenide
nanoflakes have been investigated by Miró et al., both experimentally and through
density-functional theory (DFT) [149]. Wendumu et al. have presented the size-
dependent optical properties of 1.6 to 10.4 nm MoS2 nanoflakes [69] using the density-
functional tight-binding (DFTB) method. An extensive DFT edge-dependence study
on MoS2 monolayer nanoribbons has been reported by Pan et al. [152]. Ellis et al. have
studied the band gap transition in multilayered MoS2 using DFT in gaussian09
with periodic boundary conditions [153]. Recently Nguyen et al. have experimentally
studied the size-dependent properties of few-layer MoS2 nanosheets and nanodots
[80]. However, usually the experimentalists report the properties for an average size
of their sample. It is difficult to control the monodispersity of their sample. Here, we
investigate the exact properties for various sizes of the nanoflakes. Prior to our work,
there has been no complete study on the size-dependent properties of ultra-small
sized MoS2 monolayer nanoflakes. In this chapter, we present a complete study of
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Figure 4.1: Nanoflakes of MoS2 monolayer with 105 atoms before geometry opti-
mization: (a) zigzag edge configuration; (b) armchair edge configuration.
Large, green atoms are Mo and small, yellow are S. Corner labels are
defined as: a(Mo) = acute-Mo; a(S) = acute-S; o(Mo & S) = obtuse-Mo
and S.
the structural and electronic properties accompanied by a preliminary study of the
optical properties of very small single-layer MoS2 nanoflakes.
We report a zero-Kelvin DFT study of size-dependent properties of 1H MoS2 mono-
layers of a size smaller than 2 nm. We begin our discussion by choosing the optimal
methods for our DFT computational calculations in Sec. 4.2. Then we study the
relative stability of two different edge configurations: armchair and zigzag, in Sec. 4.3.
We present the geometries of the relaxed structures for different nanoflake sizes to
thoroughly understand the structural response as a function of lateral size. We report
the electronic properties: binding energy, flake formation energy, HOMO-LUMO
gap, and charge densities in Sec. 4.4. We study the passivation of the flakes in
Sec. 4.5 with a detailed comparison of the properties between the passivated and the
unpassivated flakes. We compare the relative stabilities, HOMO-LUMO gap, and
the HOMO and LUMO charge densities of both passivated and unpassivated flakes.
We also show energy-level diagrams for the passivated and unpassivated structures
of various sizes to study the size-dependence of MoS2 monolayer nanoflakes and the
effects of passivation on the electronic energy levels of the nanoflakes. We present all
the results with two different DFT functionals which we find to provide the most
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accurate descriptions of the structures and HOMO-LUMO gaps. We present the
preliminary study on the size-dependent optical properties in the appendix.
4.2 Methodology
We investigated the structural and electronic properties of neutral MoS2 monolayer
nanoflakes with stoichiometry MonS2n using DFT in gaussian09 [142]. In exper-
iments, usually triangular shaped islands of MoS2 have been reported but it has
been theoretically speculated that MoS2 islands can exist in various shapes, such
as trigonal, hexagonal, truncated hexagonal and rhombohedral [154, 155, 156, 157].
We used rhombic flakes shown in Fig. 4.1 to maintain the neutrality and MonS2n
stoichiometry of the flakes.
To choose the appropriate functional for modelling these small-sized nanoflakes,
we made a comparison of the HOMO-LUMO gap using different functionals in
gaussian09 as shown in Table 4.1. We faced an energy convergence issue when
using the BP86 [108, 118] functional and did not use it for further modelling as
we suspected that the convergence issues would be worse for larger flakes using
this functional. For HSEH1PBE [112, 113, 114, 115, 116, 117], B3LYP [107, 108],
PBE1PBE [109], B3PW91 [108, 119], PBEh1PBE [110], and M05 [102], we obtained
gaps smaller than the known experimental band gap in infinitely large sheet of MoS2
monolayer. We expect the HOMO-LUMO gap to decrease with increasing flake size
and then converge to the infinite monolayer MoS2 band gap for larger flakes. Thus
for these functionals, we expect the results to get worse with any increase in flake
Table 4.1: An analysis of the HOMO-LUMO gap in gaussian09 for a 9-atom
nanoflake under different functionals.
Functionals HOMO-LUMO gap (eV)
B3LYP 0.75
BHandHLYP 3.06
HSEH1PBE 0.25
BP86 Convergence error
B3PW91 1.44
PBE1PBE 1.73
PBEh1PBE 1.70
M05 0.67
M052X 3.27
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Table 4.2: Mean displacement, ∆R, of atoms in the central zone of an optimized
72-atom flake from the bulk experimental positions of MoS2 using several
functionals in gaussian09. All functionals except B3LYP predict mean
displacements less than 5% from the bulk values.
Functionals ∆R (Å)
PBE1PBE 0.0256
M052X 0.0330
BHandHLYP 0.0400
B3LYP 0.0565
size. The M052X [103] and BHandHLYP [111] functionals predicted reasonable gaps
for this small nanoflake and we can conjecture that they might asymptote near the
experimental value for larger flakes. This helped us to obtain a reasonable subset of
functionals to use for further modelling.
We further investigated the structural parameters using functionals listed in Table
4.2. We relaxed the nanoflakes of all sizes with BHandHLYP and M052X as they
predicted reasonable HOMO-LUMO gaps along with the commonly used B3LYP
and PBE1PBE functionals. We picked a relaxed 72-atom flake as this was the largest
size we could model with the B3LYP functional. We compared the relative atomic
positions of each atom in the central zone of the 72-atom flake with the bulk structure
[158]. The displacement ∆Ri of each atom from the bulk position is defined as
∆Ri ≡
√
(Xopti −Xbulk)2 + (Yopti − Ybulk)2 + (Zopti − Zbulk)2, (4.1)
where i indexes the atoms in the central zone of the 72-atom flake. The mean value
of ∆Ri, i.e., ∆R for each functional is given in Table 4.2. All functionals except
B3LYP [100, 107, 108] result in less than 5% average variation from the bulk atomic
positions. This indicates that the three functionals, BHandHLYP [111], PBE1PBE
[109], and M052X [103] predict similar structures at similar levels of accuracy.
We computed the HOMO-LUMO gap as function of flake size for all these functionals
as shown in Fig. 4.2(a). We expect the HOMO-LUMO gap to decrease with increasing
flake size, approaching the experimental monolayer MoS2 gap for larger flakes. This
trend is also reported by Gan et al. [159] through an analytical equation given below
for MoS2 monolayer quantum dots of size from 2 nm to 10 nm.
E∗ = Eg +
h2
8µr2 −
1.8q2e
4ε0εr
(4.2)
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Figure 4.2: Size-dependent analysis of the HOMO-LUMO gap in MoS2 monolayer
nanoflakes. (a) Our computed HOMO-LUMO gap using four different
functionals. The HOMO-LUMO gap decreases with an increase in the
size of flakes. (b) Analytical gaps calculated from the equations explained
in the main text and our DFT computed gaps using BHandHLYP and
M052X functionals as a function of nanoflakes sizes. The physical trends
of analytical and our computed results agree with each other for nanoflakes
of size up to 2 nm. The black-dashed line is the known experimental gap
in a large sheet of MoS2 monolayer [7].
Here µ is 0.16mo, the reduced mass of an exciton, mo is the free-electron mass, h is
Planck’s constant, qe is electron charge, Eg = 1.29 eV is the bulk band gap, ε = 6.8
is the relative dielectric constant [159], and r is the radius (in units of meter) of the
quantum dots. An alternative analytic prediction for the HOMO-LUMO gap of a
square-lattice is reported by Li et al. in [160], which we have re-solved for a circular
lattice while ignoring the spin-orbit coupling term (as spin-orbit term is relatively
small being of order of a tenth of an electron volt [160]). This equation is given as
Er =
√√√√a2t2 (ρo
r
)2
+
(
∆
2
)2
, (4.3)
where a = 3.193 Å is the lattice parameter of a MoS2 monolayer unit cell, t = 1.1
eV is the hopping term between the nearest neighbours, ∆ = 1.66 eV is the direct
band gap, ρo = 2.4048 is the first root of zeroth-order Bessel function, and r is the
radius of the circular lattice as defined earlier for Eq. 4.2. We have plotted the above
two analytical expressions along with our DFT modelled HOMO-LUMO gap using
BHandHLYP and M052X functionals for nanoflakes of various sizes as shown in
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Fig. 4.2(b). Although our flakes are smaller than 2 nm and we are modelling in DFT,
nevertheless we expect a similar trend of approximately decreasing band gap with
increasing flake size. We also do not expect the energies to diverge in the limit of
very small-sized nanoflakes, hence our computed values appear to be more realistic
than the analytical results. Due to the different methods involved, we only compare
the trends, not the absolute values of the HOMO-LUMO gaps.
Due to the known analytical results reported by Gan et al [159], we expect the
HOMO-LUMO gaps to decrease with the increasing flake size and converging to
the experimental values for larger flakes. As the smaller flake’s HOMO-LUMO gap
values for B3LYP and PBE1PBE functionals are well below the known experimental
gap for an infinitely large MoS2 monolayer [Fig. 4.2(a)], we expect the results to
worsen as the size of flakes will grow. Hence, we do not consider these two functionals
further. For smaller flakes, BHandHLYP and M052X both produce HOMO-LUMO
gaps well above the monolayer experimental value [7] and we can expect the band
gap with these functionals to converge close to the experimental monolayer band
gap for larger flakes. Cramer and Truhlar report that M052X is not a recommended
functional for transition metal chemistry [161]. Considering this, we therefore used
the BHandHLYP functional in our article [162], but here we present all the results
with both BHandHLYP and M052X functionals.
The hybrid DFT functional, BHandHLYP [111], includes a mixture of Hartree-Fock
exchange with the DFT exchange-correlation via the relation
BHandHLYP : 0.5EHFx + 0.5ELSDAx + 0.5∆EBecke88x + ELYPc ; (4.4)
EHFx is the Hartree-Fock exchange term, ELSDAx is the Slater local exchange term
[163], ∆EBecke88x is Becke’s 1988 [100] gradient correction to the local-spin density
approximation (LSDA) for the exchange term, and ELYPc is the Lee-Yang-Parr
correlation term [107].
M052X is a meta-GGA (generalized-gradient approximation) functional having 56%
Hartree-Fock exchange term [103].
The basis set used was an effective-core potential basis set of double-zeta quality, the
Los Alamos National Laboratory basis set, LANL2DZ [164] and developed by Hay
and Wadt [125, 126, 127]. Hay-Wadt pseudopotential has been tested and optimized
for Mo atoms and incorporate the relativistic effects. LANL2DZ basis set has been
reported to be the best known for the atoms beyond third row of the periodic table
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[165]. Further, this basis set has been tested by Zakharov et al. [166] for Mo12S24
macromolecule in gaussian programme and they found it to perform well for this
case. This basis set has also been tested by Yang et al. [167] on transition metal
complexes. LANL2DZ basis sets are widely used in the study of quantum chemistry,
particularly for heavy elements [164].
gaussian09 optimization criteria: calculations were converged to less than 4.5×10−3
Hartree/Bohr maximum force, 3×10−4 Hartree/Bohr RMS force, 1.8×10−3 Hartree
maximum displacement and 1.2×10−3 Hartree RMS displacement. All the flakes were
converged to the default SCF (self-consistent field) limit of < 10−8 RMS change in
the density matrix except those specified in the next section. The charge multiplicity
(net charge) was 0 and the spin multiplicity was 1 (singlet; spin neutral).
In the geometry optimization process, the geometry was modified until a stationary
point on the potential surface was found. Analytic gradients were used and the
optimization algorithm was the Berny algorithm using gediis [168]. We calculated
the electronic properties of the optimized structures. The charge densities were
plotted in avogadro [169, 170] from a compatible gaussian09 checkpoint file.
To investigate the optical properties, we used TD-DFT (time-dependent density-
functional theory) [88, 92] and configuration-interaction (CI) singles, CIS [171, 172,
173] in gaussian09. In the CIS approach, orbitals of Hartree-Fock solutions are
used to generate all singly-excited determinants of the configuration-interaction
expansion. TD-DFT is the most popular way to treat the excited states problem
in the framework of DFT. We compared the results of both theories and solved the
excited state problem in an ultraviolet to visible (UV-Vis) spectrum. To obtain
deep insight in the absorption spectrum, we used the programme multiwfn [174].
We used the Gaussian broadening function with full-width half maximum (FWHM)
parameter set at default value of 0.66667 eV.
4.3 Size-dependent structural properties
In this section, we study the MoS2 monolayer nanoflakes for two commonly known edge
structures, zigzag and armchair, to investigate the stable edge structure for smaller
nanoflakes. Structures before geometry relaxation without any edge termination are
shown in Fig. 4.1. Zigzag structures have double-coordinated, bridge-like S or Mo
atoms on the edges [Fig. 4.1(a)], whilst armchair have single-coordinated, antenna-like
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Figure 4.3: Ground-state energies as functions of size using the (a) BHandHLYP
and (b) M052X functionals. Blue circles represent the zigzag and red
diamonds the armchair edge configurations.
S or Mo atoms [Fig. 4.1(b)]. We relaxed both of these types of structure to the default
gaussian criteria of < 10−8 Hartree RMS change in density matrix. We encountered
SCF convergence issues for the two larger structures (72 atoms and 105 atoms).
This is due to very close-lying electronic states in the larger structures making it
difficult to identify the individual states. We succeeded in achieving convergence
of < 10−7 Hartree RMS change in the density matrix for the 72-atom structures
in both zigzag and armchair edge configurations. For the 105-atom structure, we
obtained convergence of < 10−5 Hartree RMS change in the density matrix in zigzag
edge configuration, but could not converge the 105-atom armchair edge configuration.
This therefore, sets the maximum structure size in our calculations. In gaussian09,
the energy change is not a criterion for convergence, however, the worst level of
convergence for the largest structure, i.e., < 10−5 RMS change in density matrix,
typically corresponds to < 10−10 Ha change in energy [142]. For the larger structures,
we are more confident of the trends instead of the absolute values of energy.
The ground-state energies as functions of the size of the nanoflakes are shown in
Fig. 4.3 for both BHandHLYP and M052X functionals. Assuming that the edge
width remains constant for any flake size, as the flakes get larger the ratio of number
of edge atoms to core atoms decreases significantly because the number of core atoms
increases more rapidly. (A quick circular approximation shows the core area ∝ L2,
whilst treating the edge as an annulus gives area ∝ L, where L is the radius of the
core.) The structure becomes more stable as it becomes larger predicting that flakes
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Figure 4.4: BHandHLYP functional: Relaxed structures of MoS2 monolayer
nanoflakes comprised of (a) 9 atoms, (b) 24 atoms, (c) 45 atoms, (d) 72
atoms, and (e) 105 atoms. The larger circles are Mo and the smaller are
S. The colour of the atoms (∆R given by Eq. 4.1) represents variation
of the atomic positions of relaxed structures from the bulk experimental
positions [158]. S atoms are on top of each other along the z-axis. The
colour bar in (e) and the labels from Fig. 4.1(a) apply to all subfigures
(a-e). The most distorted lengths in each flake are shown by the red-
arrowed lines, d1− d6 as reported in Table 4.3. (f) Percentage variation
of the mean Mo–S bond length in the central zone of each flake from the
bulk value [158]. Error bars are extended to the minimum and maximum
Mo–S bond lengths in each central zone. The central zones for (a) and
(c) are defined similar to that encircled red-dashed in (e), while for (b), it
is similar to encircled red-dashed in (d). The same 72-atom central zone
is used in Table 4.2.
tend to grow energetically. Fig. 4.3(a) and (b), both show that zigzag-edged structure
is more stable than the armchair configuration for nanoflakes of size less than 2 nm.
All further properties are discussed for zigzag edge configuration only because it is
the stablest.
The relaxed structures of MoS2 monolayer nanoflakes are shown in Fig. 4.4 and
Fig. 4.5 for BHandHLYP and M052X functionals respectively. We compared the
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Table 4.3: Distorted lengths shown by red-arrowed lines, d1 − d6 in Fig. 4.4 for
BHandHLYP and d1− d5 in Fig. 4.5 for M052X functionals.
Distorted lengths BHandHLYP M052X
d1 (Å) 2.66 2.69
d2 (Å) 2.50 2.96
d3 (Å) 2.50 3.42
d4 (Å) 3.29 2.96
d5 (Å) 2.60 2.58
d6 (Å) 2.60 -
atomic positions in the relaxed structures with their unrelaxed positions in the bulk
structure [158]. We do not have the bulk structural positions relaxed in gaussian09
as attempts to converge the bulk structure using periodic boundary conditions were
unsuccessful. The colour of the atoms in both these figures is proportional to the
displacement of atoms from their bulk positions, ∆Ri as defined in Eq. 4.1, with i
indexing all the atoms in the flakes.
The smaller nanoflakes are strongly distorted after relaxation compared to their
unrelaxed structures except for the 9-atom flake. For the BHandHLYP functional, in
the smallest structure having 9 atoms, all the Mo atoms are symmetrically unsaturated
and all of them show the same distortion with a mean Mo–Mo length of 2.52 Å,
while in the bulk structure this length is reported to be 3.15 Å [158]. Similarly all
the S atoms show an identical distortion with S–S lengths of 3.43 Å. For the 24-atom
structure, maximum distortion is observed at the acute-Mo [a(Mo)] corner. This
maximum Mo–Mo length is shown by red-arrowed line d1 in Fig. 4.4(b), and is 2.6 Å.
As we move to the next structure (45 atoms), this maximum distortion is shifted to
the two obtuse-Mo & S [o(Mo & S)] corners. The unsaturated Mo atoms showing
maximum distortion are displaced inwards [Fig. 4.4(c)]; for example, d2 and d3 are
shortened to 2.50 Å while in the bulk structure, they are 3.15 Å. The maximum S–S
length distortion in the same structure is d4 = 3.29 Å. As the structures get larger,
we observe that the central zones show greatly reduced variation [Fig. 4.4(f)] after the
optimization. For the two larger structures (with 72 and 105 atoms), the maximum
distortion is shifted towards the acute-S [a(S)] corner ring [Fig. 4.4(d-e)]. Both of
these structures show identical geometric behaviour and the maximum distortions are
on the Mo–Mo lengths shown by red-arrowed lines d5 = d6 = 2.60 Å (The maximum
distorted lengths d1− d6 are reported in Table 4.3.). These two structures show a
well-established core whose mean structural parameters approach the bulk structure
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Figure 4.5: M052X functional: Relaxed structures of MoS2 monolayer nanoflakes
comprised of (a) 9 atoms, (b) 24 atoms, (c) 45 atoms, (d) 72 atoms, and (e)
105 atoms. The colours and sizes of the circles have same representation
as for the BHandHLYP functional in Fig. 4.4. The most distorted lengths
(d1− d5) in each flake, shown by the red-arrowed lines are reported in
Table 4.3 similar to the BHandHLYP functional. (f) Percentage variation
of the mean Mo–S bond length in the central zone of each flake from
the bulk value [158]. The descriptions for the error bars and the central
zones are same as for Fig. 4.4.
values [158].
We have done an analysis of the Mo–S bond lengths in the central zones of our relaxed
structures and compared them with the bulk Mo–S bond lengths of 2.41 ± 0.06 Å
reported in [158]. Fig. 4.4(f) shows the percentage variation of the mean Mo–S bond
lengths in the central zone of each structure with the bulk Mo–S bond length, ∆rMo−S
defined as:
∆rMo−S ≡ r
flake
Mo−S − rbulkMo−S
rbulkMo−S
× 100%. (4.5)
The error bars show the range of the minimum and maximum bond lengths in the
central zone from the mean value. The smallest flake shows minimum mismatch
from the bulk bond lengths. The flake with 24 atoms shows a mean mismatch of 5%
from the bulk values. After that as the flake size increases, this percentage mismatch
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from the bulk values declines and then converges to a value of approximately 3%
[Fig. 4.4(f)] for the two larger structures.
Fig. 4.5 shows that the structural response for nanoflakes of various sizes using the
M052X functional are consistent with that of the BHandHLYP. The nine-atom flake
is showing symmetric distortion on all the Mo and all the S atoms similar to that
obtained with the BHandHLYP functional as all of the atoms in this flake are on
the edges. The mean Mo–Mo and S–S lengths are 2.50 Å and 3.42 Å respectively.
The 24-atom flake is slightly less distorted under M052X functional as compared to
the BHandHLYP functional. The maximum distortion on the Mo–Mo length of the
acute-S corner shown by the red-arrowed line d1 is 2.69 Å. The 45-atom flake appears
to be distorted more than the 24-atom flake, again in keeping with the result with
BHandHLYP functional. Here the maximum distorted Mo–Mo and S–S lengths on
the acute-S corner are 2.96 Å and 3.42 Å respectively. The two larger flakes with 72
and 105 atoms appear to have a well-established core approaching the bulk atomic
positions similar to the results with the BHandHLYP functional. The maximum
distorted Mo–Mo lengths are 2.96 Å and 2.58 Å in 72- and 105-atom flakes.
The mean Mo–S bond lengths in the central zones of each flake shown in Fig. 4.5(f)
also show results consistent with those obtained by the BHandHLYP functional. We
find a slightly better convergence of 2% here in contrast to 3% for BHandHLYP. As
a whole, the results with M052X are consistent with those of BHandHLYP in that
the larger flakes appear to be less distorted than the smaller ones with their cores
approaching the bulk structural positions as expected.
4.4 Size-dependent electronic properties
To indicate the stability and the tendency of flakes to grow, we calculated the
size-dependent cohesive energy (Ec) of MoS2 monolayer nanoflakes given by
Ec = Eflake(MonS2n)− nE(Mo)− 2nE(S), (4.6)
where n is the number of Mo atoms and 2n the number of S atoms in the flake,
E(Mo) is the energy of a single Mo atom, E(S) is the energy of a single S atom,
and Eflake(MonS2n) is the energy of the flake having n Mo atoms and 2n S atoms.
As defined, Ec < 0 indicates that the flake is more stable than its constituent
atoms. Figure 4.6 shows that with the increase in nanoflake size the Ec decreases
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Figure 4.6: Cohesive energy as a function of nanoflake size using (a) BHandHLYP
and (b) M052X functionals. As the size increases, the formation energy
decreases. Note that the two functionals differ by around 0.4 eV at each
size.
sharply for both BHandHLYP and M052X functionals, so more energy is released by
adding atoms in the larger flakes indicating that the flakes tend to grow energetically.
Conversely, more energy is required to break the larger flakes into their constituents.
We checked the basis-set superposition error for 9-atom flake and found it to be
0.60 and 0.68 eV using BHandHLYP and M052X functionals, respectively, which
is significantly smaller than the corresponding formation energy (-4.7 eV/atom for
BHandHLYP and -5.03 eV/atom for M052X functional) of this flake. We believe
that a slight increase in basis-set superposition error for larger flakes will not affect
the results or general trends because their formation energies are even greater than
the 9-atom flake. Ahmad and Mukherjee [175] have reported a cohesive energy of
4.979 eV/atom for infinitely large MoS2 monolayer sheet and 4.960 eV/atom for bulk
MoS2 using PW91 functional in Quantum espresso programme. Ataca and Ciraci
[176] have reported cohesive energies of 15.55 eV/MoS2 unit using PW91 functional
and 19.05 eV/MoS2 unit using LDA functional for infinitely large MoS1 monolayer
sheet in vasp.
We calculated the binding energies for all flake sizes and present them as a function
of size in Fig. 4.7. We removed a Mo or S atom from as close as possible to the centre
of the core or the edge as possible. The binding energy for the Mo atoms is given by
EBMo = E(MonS2n)− E(Mon−1S2n)− E(Mo). (4.7)
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Figure 4.7: Binding energies of: (a) Mo atoms as functions of number of atoms in
the flakes and (b) S atoms, using BHandHLYP functional; (c) Mo atoms
and (d) S atoms, using M052X functional. Binding energies of the two
functionals differ by approximately 2 eV for Mo atoms and 1 eV for S
atoms.
Similarly, the binding energy for S atoms is given by
EBS = E(MonS2n)− E(MonS2n−1)− E(S). (4.8)
Negative values of the binding energy indicate that energy is required to remove an
atom from a nanoflake. The negative dependence with size means that the cost rises
with flake size. For example, removing a Mo atom from the core of a 45-atom flake
requires ∼1.2 eV more energy than removing it from the core of a 24-atom flake.
From Fig. 4.7, we observe that significantly more energy is required to create a Mo
vacancy as compared to a S vacancy for both BHandHLYP and M052X functionals.
Figure 4.7(a) for BHandHLYP shows that there is no major difference in the energy
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required to create a Mo vacancy in the core or in the edge in smaller flakes but as
the size of the flakes increases, comparatively it becomes easier for defects to form
on the edges. In case of S atoms [Fig. 4.7(b)], approximately the same energy is
required to create a S vacancy in the core or in the edge. The results with M052X
functional are inconsistent as a function of size for the two larger flakes having 72 and
105 atoms. Hence, it is difficult to predict a simple trend here, although Fig. 4.7(c)
and (d) suggest that for most of nanoflake sizes, it is easier to create both Mo and S
vacancies from the edges than the cores.
To predict the electronic properties of ultra-small MoS2 monolayer nanoflakes, we
calculated their HOMO-LUMO gaps and charge densities of their HOMO and LUMO
(Fig. 4.8 for BHandHLYP functional and Fig. 4.9 for M052X). With an increase in
flake size, the HOMO-LUMO gap decreases for both unrelaxed and relaxed structures
which is in keeping with intuition around the increase in the HOMO-LUMO gap
with decreasing particle size as discussed in the methodology section. Mak et al.
[7] measured the band gap of 1.88 eV for an infinitely large MoS2 monolayer sheet
shown by the dashed line in Fig. 4.8 and 4.9. As our computed gap is for finite-sized
structures, we only expect the gap for the larger flakes converging to this experimental
value. For larger flakes, we have not observed the band gap converging to this value
under BHandHLYP functional but the relaxed largest flake under M052X functional
appears to be approaching this value. One possible cause for the HOMO-LUMO gap
being below the known experimental value of 1.88 eV under BHandHLYP functional
could be dangling bonds in the nanoflakes. To address this, we study passivated
structures in the next section.
To get deeper insight into the HOMO-LUMO behaviour as a function of nanoflake
size, we calculated charge-density plots (Fig. 4.8 for BHandHLYP and Fig. 4.9 for
M052X) for structures before and after the geometry relaxation. We can see that
the majority of the HOMO and the LUMO charge densities are lying on the corners
and edges in all of these structures except the 9-atom nanoflake where they are
scattered over the whole structure. No single, stand-out trend is observed across
all the structures for both BHandHLYP and M052X. In short, the charge density is
highly sensitive to the structural size for these small sized nanoflakes.
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Figure 4.8: HOMO and LUMO charge densities of (a) unrelaxed, and (b) relaxed
zigzag nanoflakes for various flake sizes at an isosurface value of 0.02
e/Bohr3 using BHandHLYP functional. (c) HOMO-LUMO gaps as func-
tions of size of the nanoflakes for both unrelaxed and relaxed structures.
As the size of the nanoflakes increases, the gaps generally decrease. The
black-dashed line indicates the known experimental band gap for a large
sheet of MoS2 monolayer [7].
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Figure 4.9: HOMO and LUMO charge densities of (a) unrelaxed, and (b) relaxed
zigzag nanoflakes for various flake sizes similar to Fig. 4.8 using M052X
functional. (c) HOMO-LUMO gaps as functions of size of the nanoflakes
for both unrelaxed and relaxed structures. Again the gaps generally
decrease with the size of flakes which is consistent with the BHandHLYP
results.
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Figure 4.10: MoS2 monolayer nanoflakes passivated with H atoms and relaxed using
BHandHLYP functional. Each Mo edge atom is passivated with two H
atoms and each S edge atom is passivated with one H atom. The top row
shows nanoflakes with H dimers not bonded to the flake (labelled). We
removed these H dimers, relaxed the nanoflakes again and the relaxed
structures are shown in the bottom row. The mean Mo–Mo, S–S lengths
and Mo–S bond lengths in the blue-encircled ring of each flake are
reported in Table 4.4.
4.5 Hydrogen passivation of molybdenum-disulphide
nanoflakes
Dangling bonds exist on the edges and corners of the nanoflakes. The smallest
structure with 9 atoms has no fully coordinated atoms. The structure with 24 atoms
possesses 5 under-coordinated Mo and 10 under-coordinated S atoms. Similarly, the
structures with 45, 72, and 105 atoms possess 7 Mo and 14 S, 9 Mo and 18 S, and 11
Mo and 22 S under-coordinated atoms respectively.
It has been reported that the edge Mo atoms with unsaturated bonds may not be
stable [156, 155]. Also in [177], Topsoe et al. have reported the presence of S–H
groups on the edges of MoS2 clusters experimentally. In [178], Loh et al. have also
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Figure 4.11: MoS2 monolayer nanoflakes passivated with H atoms using M052X
functional as described in the caption of Fig. 4.10. The mean Mo–Mo,
S–S lengths and Mo–S bond lengths in the blue-encircled ring of each
flake are reported in Table 4.4.
passivated the S with H atoms in their triangular MoS2 quantum dot on hexagonal
boron nitride substrate using DFT calculations.
To understand the effects of dangling bonds on the properties of the structures, we
passivated both Mo and S edges with H atoms. The bonding of Mo atoms with
six atoms in this particular MoS2 stoichiometry suggested to passivate each edge
Mo atom with two H atoms. We also tested single H-termination of all edge Mo
atoms and could not obtain converged, relaxed structures. This predicted that single
H-terminated structures are energetically unfavourable. Similarly, the three bonds
of all the central S atoms with their neighbouring Mo atoms suggested to passivate
each edge S atom with one H atom. These passivated structures were relaxed and we
observed that on the acute-Mo corner of all the nanoflakes, the H atoms are pushed
away and they do not appear to bond to Mo atoms (Fig. 4.10 and Fig. 4.11 for
BHandHLYP and M052X functional respectively). We investigated this non-bonding
of corner Mo atoms with H atoms by checking their bond lengths. (In this section, we
do not count the number of H atoms in the size of flakes to keep the number of atoms
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Table 4.4: A comparison of the mean lengths in the relaxed, passivated structures
with and without H dimers on the Mo corner rings, encircled by blue on
all the structures in Fig. 4.10. There is a maximum mismatch of 2% in the
S–S length with BHandHLYP and 5% in the Mo–Mo length with M052X
functional in the 9 atom flake.
Mean Mo–Mo (Å) Mean S–S (Å) Mean Mo–S (Å)
Nanoflake
size
Functional with
H
dimer
without
H
dimer
with
H
dimer
without
H
dimer
with
H
dimer
without
H
dimer
9 atoms BHandHLYP 2.41 2.40 3.65 3.74 2.60 2.60M052X 2.43 2.29 3.72 3.70 2.59 2.59
24 atoms BHandHLYP 2.73 2.69 3.48 3.52 2.53 2.54M052X 2.70 2.68 3.47 3.51 2.53 2.54
45 atoms BHandHLYP 2.72 2.69 3.51 3.55 2.53 2.53M052X 2.67 2.66 3.49 3.53 2.53 2.53
72 atoms BHandHLYP 2.73 2.70 3.52 3.54 2.53 2.53M052X 2.68 2.67 3.49 3.52 2.53 2.53
in each flake consistent with the previous discussion.) Under BHandHLYP (M052X)
functional, the average Mo–H bond length for all the edge Mo atoms is 1.665 ± 0.005
(1.665 ± 0.005) Å while on the corner it is 1.93 (1.955 ± 0.005) Å. The 9-atom flake
under M052X functional shows even bigger Mo–H bond lengths of (2.27 ± 0.005) Å.
The two H atoms on the Mo corner have an H–H bond length of 78 pm (79 pm). We
calculated the H–H bond length in a lone H dimer as 74 pm (both with BHandHLYP
and M052X functionals) which is in good agreement with the known value [179]. The
H–H bond length value, i.e., 78 pm (79 pm for M052X functional) on the acute-Mo
corner in all passivated flakes is close enough to the known H–H value that we can
believe that they are making a separate H2 molecule and are therefore not truly
bonded to the nanoflake. The two H atoms on the Mo corners of 9-atom flake with
M052X functional show a H–H bond length of 75. ± 0.05 pm showing the two H
atoms making a separate H2 molecule. All the S atoms bond well to one H atom
each with an average S–H bond length of 1.365 ± 0.005 Å for the BHandHYP and
1.375 ± 0.005 Å for the M052X functionals.
We removed the acute-Mo corner H atoms, relaxed the structures again and observed
almost the same structural parameters on the corner as with the corner H atoms.
We compare the mean Mo–Mo, S–S, and Mo–S lengths of the acute-Mo corner ring
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(encircled by blue in Fig. 4.10 and 4.11) in Table 4.4 for the relaxed structures with
and without the H dimer on the corner Mo atom both for BHandHLYP and M052X
functionals. For all the structures, there is a minimal change in the bond lengths
between 0–2% with BHandHLYP and 0–5% with M052X functional. We could not
obtain a relaxed, converged 105-atom passivated structure with either BHandHLYP
or M052X functionals.
To calculate the stability, we have compared the energies of the passivated structures
with the corresponding unpassivated ones. We found that the passivated structures
are significantly more stable than the unpassivated ones by 4.33, 5.9, 6.96, and 9.66
eV (-1.45, 8.9, 11.3, and 14.7 eV) for 9, 24, 45, and 72 atoms respectively as shown
in Fig. 4.12(a) for BHandHLYP (Fig. 4.12(b) for M052X) functional. The relative
formation energy (RFE) is given by
RFE = E(MonS2nHm)− E(MonS2n)− m2 H2, (4.9)
where m is the number of H atoms in the passivated structures, while the calculated
energy for hydrogen molecule is -31.68 eV in gaussian09. Note the anomalous value
of RFE with M052X functional for 9 atoms flake suggesting further experimental or
theoretical convergence tests.
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Figure 4.12: Energy difference between the passivated and unpassivated structures;
(a) with BHandHLYP and (b) M052X functional. The passivated struc-
tures are significantly more stable than the unpassivated ones in all cases.
Note that there is an offset of around 6 eV in the relative formation
energy between both functionals.
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Figure 4.13: (a) MoS2 monolayer, 24-atom passivated nanoflake and (b) MoS2 mono-
layer triangular quantum dot studied by Loh et al. [178]. Blue ar-
rows represent the bond distances presented in Table 4.5 and each
red-encircled S atom in (b) is passivated with one H atom by Loh at al.
Table 4.5: A comparison of the bond distance of our computed values through
BHandHLYP and M052X functionals with that reported by Loh et al.
[178] for their triangular quantum dot.
BHandHLYP M052X Loh et al.
R(Mo–Mo (A)) Å 3.10 3.10 2.17
R(Mo–Mo (B)) Å 3.22 3.22 2.07
Loh et al. [178] have reported the hydrogen passivation of MoS2 monolayer triangular
quantum dot [Fig. 4.13(b)] using PBE functional in vasp programme. They passivated
the sulfur atoms shown by red circles in Fig. 4.13(b) with the hydrogen atoms. In
Table 4.5, we present a comparison between the Mo–Mo bond distances of our
24 atoms passivated flake with their reported bond distance values. Chosen bond
distances are shown by blue arrows in Fig. 4.13.
Our BHandHLYP and M052X results have same bond distance of 3.10 and 3.22 Å for
the chosen Mo atoms in contrast to Loh et al. result of 2.17 and 2.07 Å, respectively.
It can be seen that our computed values are much close to the experimentally reported
value of 3.15 Å [158] for Mo–Mo bond distance. It is not obvious to us that whether
the difference between the results is due to different computational methods or due
to difference in the structure of our nanoflakes and quantum dot by Loh et al.
Passivation of the dangling bonds modifies the electronic structure, charge densities
and hence the HOMO-LUMO gap. In Fig. 4.14, the HOMO-LUMO gap of the
passivated structures is contrasted against the unpassivated ones. We find that the
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HOMO-LUMO gap widens with passivation both with BHandHLYP and M052X
functionals. We suspect this is because of the removal of dangling bonds. This effect
is significant in smaller nanoflakes but as the size increases, the ratio of edge to
core atoms decreases. Hence, due to fewer edge states in the larger structures, the
HOMO-LUMO gap difference (both relative and absolute) between the passivated
and the unpassivated structures becomes smaller with BHandHLYP functional. In
the case of the M052X functional, although, we do not get a clear trend between
the relative and absolute HOMO-LUMO gap difference between passivated and
unpassivated flakes but the widening of the HOMO-LUMO gap after passivation is
consistent with the results under BHandHLYP functional.
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Figure 4.14: HOMO-LUMO gap of the unpassivated structures (blue circles) versus
the passivated structures (red diamonds) with (a) BHandHLYP and (b)
M052X functional. Passivated structures have larger HOMO-LUMO
gaps. The black-dashed line indicates the known experimental band gap
of a large MoS2 monolayer sheet as reported by Mak el al. [7].
The charge densities of the passivated structures are shown in Fig. 4.15 for both
BHandHLYP and M052X functionals. These are much more distributed states in
contrast to the charge density plots for unpassivated, relaxed structures [Fig. 4.8(b)
and Fig. 4.9(b)] both with BHandHLYP and M052X functionals. Thus passivation
makes HOMO/LUMO states in these small-sized flakes more like the expected infinite
monolayer sheet.
In Fig. 4.16, we have shown ten energy levels from HOMO-4 to LUMO+4 for both
passivated and unpassivated nanoflakes. The energies are scaled such that HOMOs
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Figure 4.15: Charge densities in the HOMOs and LUMOs of the passivated structures
for various sizes of nanoflakes for an isosurface value of 0.02 e/Bohr3
both with BHandHLYP and M052X functionals as labelled. Charge
densities are very sensitive to the size of the nanoflakes.
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Figure 4.16: Energy levels from HOMO-4 to LUMO+4 in the unpassivated and
passivated nanoflakes of various sizes both with BHandHLYP and M052X
functionals as labelled. Energies are offset such that the HOMO is set
to 0 eV in each case.
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are at 0 eV for all flakes. With the BHandHLYP functional, in both passivated and
unpassivated flakes, the HOMO-LUMO gap shrinks with increasing size as discussed.
In the unpassivated structures, from 9 atoms to 72 atoms, the conduction band gets
significantly denser with increasing size, while there is no significant change in the
valence band’s level spacing. For 105 atoms, the level spacing in the conduction band
increases slightly again. In the passivated structures, the valence bands get denser
with increasing flake size while oscillating behaviour is observed in the conduction
bands, which first gets denser from 9 atoms to 24 atoms, then slightly splits again
for 45 atoms and then becomes denser again for 72 atoms. For all these structures,
the HOMO-LUMO gap gets wider after passivation which is consistent with the idea
that dangling bonds widen the band gap discussed in the main paper.
With the M052X functional, there is no clear trend between the HOMO-LUMO gap
with the size of the flakes both with the passivated and unpassivated flakes consistent
with the earlier discussion of the HOMO-LUMO gap in the unpassivated flakes.
4.6 Summary
In summary, we have investigated the size-dependent structural and electronic
properties of MoS2 monolayer nanoflakes of sizes up to 2 nm using DFT. We have
also performed a preliminary study on the size-dependent optical properties. Our
main focus has been to explore the small-sized nanoflakes that have not been
reported previously. By reporting the energetically favourable edge configuration,
size of the nanoflakes, and the trends in the energetics as functions of size, we have
provided a more-detailed analysis of these small-sized nanoflakes. We passivated
the structures to explore the effects of passivation on small-sized nanoflakes. Our
computed results suggest that passivated structures will be more stable, with wider
HOMO-LUMO gaps than unpassivated ones. We also found that the energy levels
are very sensitive to nanoflake size and that the dangling bonds play an important
role in the HOMO-LUMO gap. In short, we observe several strong size dependencies
of various properties.
The size-dependence of the HOMO-LUMO gap of these small-sized nanoflakes
holds promise for opto-electronic applications. However, due to the size-dependent
energetics involved, one must take care in the manufacture/selection of these flakes.
Due to limited computational resources, we were able to model only small-sized
nanoflakes and can predict trends for larger flakes only by extending the fit functions.
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However, an extension of the current work to nanoflakes larger than 2 nm would
be a good benchmark for the DFTB size-dependent HOMO-LUMO gaps reported
by Wendumu et al. [69]. Our study on the size-dependent properties of small-
sized MoS2 monolayer nanoflakes – a regime not yet explored – enables us to use
these nanoflakes in the same fashion as size-controlled quantum dots. Improved
computational resources will help to model flakes larger than 2 nm, nevertheless, this
is the first study of such small-sized flakes.
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5 Chapter 5Band structure and giant-Stark
effect in transition-metal
dichalcogenides
In this chapter, we present a comprehensive study of the electronic structures of 192
configurations of 39 stable, layered, transition-metal dichalcogenides using density-
functional theory. Our results show that band gap engineering by applying electric
fields can be an effective strategy to modulate the electronic properties of transition-
metal dichalcogenides for next-generation device applications. The work in this
chapter is submitted and is also reported in arXiv:1711.03236.
5.1 Band-gap engineering
The electronic band gap plays a central role in the transport and opto-electronic
properties of semiconducting materials. It is an essential key in modern device
physics and nanotechnology to control the operations of semiconducting devices,
for example, transistors, p-n junctions, photodiodes and lasers [1]. A tunable band
gap is highly desirable in device physics to allow design flexibility and to control
the properties of electronic devices [1, 180, 181, 182], tunable fluorescence, and
display technology. One possible way to tune the band gaps in transition-metal
dichalcogenides (TMDCs) is by varying their number of layers as discussed in chapter
2. However, after fabrication of the devices, the layer thickness cannot be varied to
further tune the band gap. One powerful technique to control the device properties
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after the fabrication process is to tune the band structures using external transverse
electric fields [183, 184, 185].
The band gap variations under electric field of a few layers of Molybdenum- and
tungsten-based dichalcogenides have been widely studied [39, 80, 78, 79, 186, 187,
188, 189]. Lebègue et al. [190] have reported 2D materials and their electronic
structures using ab initio calculations. The band gaps of monolayers of the stable
TMDCs have been reported by Ataca et al. in [191] and later extended by Rasmussen
et al. in [192]. However, prior to our work there has been no comprehensive study
of the band structure responses of the stable, semiconducting, few-layer TMDCs to
electric fields. In this chapter, we present the first comprehensive study of the band
structure responses for all such TMDC materials as a function of electric field.
Our aim is to explore band structure modification via electric field of as many stable,
layered, predominately semiconducting TMDCs as possible. We study the role of
transverse electric field in engineering band gaps in these TMDC materials. We
also study responses of their valence-band maxima (VBM) and conduction-band
minima (CBM) to the electric field. This is of especial significance for device design
and the optimization of atomically thin optoelectronic systems [1, 193, 180]. Our
work also explores those TMDC monolayers and multilayers which have not yet been
synthesized but have been predicted to be stable, layered, and semiconducting.
This chapter is organized as follows: In Sec. 5.2, we describe the computational
details. Then we discuss the electronic structures in Sec. 5.3, followed by the lattice
parameters and the band gap analysis at zero field in Sec. 5.3.1. We study the
variations of the band gaps under field for monolayer, bilayer, and trilayer TMDCs
in Sec. 5.3.2 followed by the discussion of the responses of the VBM and CBM to
electric field in Sec. 5.3.3.
5.2 Computational details
We studied TMDCs constructed by combining transition metals (brown-highlighted)
and chalcogens (red-highlighted) in the periodic table shown in Fig. 5.1(e). We
studied two different structures: honeycomb (H) crystal structures with hexagonal
space group P63/mmc and centred honeycomb (T) crystal structures with trigonal
space group P3m1. Both of these structures and their unit cells are shown in Fig. 5.1.
All the calculations were performed using zero-Kelvin, density-functional theory
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Figure 5.1: Bulk TMDC structures: (a) top view of the H phase, (b) top view of
the T phase, (c) side view of the H phase, (d) side view of the T phase.
Large, brown circles are metal atoms and small, red circles are chalcogens.
The unit cells have lengths a = b 6= c along the directions shown by axis
labels between the corresponding sub-figures. The interlayer separation
IS (from centre to centre of the metal atoms) between the two TMDC
layers is shown by dashed, arrowed lines. (e) The periodic table (without
lanthanides and actinides) showing the brown-highlighted transition
metals and red-highlighted chalcogens which we study in this chapter.
(DFT) in the crystal09 code [194, 195]. To choose the appropriate functional
for our calculations, we calculated the structural parameters of bulk MoS2 and its
monolayer band gap in crystal09 code using various DFT and hybrid functionals.
We compared our results with the known experimental values as shown in Table
5.1. The three hybrid functionals (B3LYP [108], BHandHLYP [111], and PBE0
[109]) predict the structural parameters in good agreement with the experimental
values, however these functionals over-estimate the band gap. Two GGA based
DFT functionals, i.e., PBE [99] and PBEsol [101] predict monolayer band gaps in
good agreement with the experimental values along with reasonably good structural
parameters. PBEsol is the revised version of PBE functional for solids and predicts
accurate lattice constants and atomization energies for solids. This led us to choose
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Table 5.1: Comparison of the bulk MoS2 structural parameters and the infinite sheet
of MoS2 monolayer band gap with the corresponding experimental results
using various functionals in crystal09. The BHandHLYP functional pre-
dicts the structural parameters in 100 % agreement with the experimental
values while PBE functional predicts the band gap in good agreement
with the experimental values.
Method Lattice parameter
a (Å)
Lattice parameter
c (Å)
Band gap of
infinite MoS2
monolayer (eV)
Experiment 3.15 [158] 12.30 [158] 1.88 [7]
B3LYP 3.17 12.39 2.70
BHandHLYP 3.15 12.30 3.93
PBE0 3.11 12.36 3.17
PBE 3.11 12.40 1.89
PBEsol 3.15 12.32 1.80
the PBEsol functional for our calculations in this chapter. The PBEsol functional
generally predicts lattice constants more accurately than PBE and LSDA (thus better
approximating the equilibrium properties of solids), and also handles the electronic
response to potentials better than most GGA functionals [101]. We compared our
computed c lattice parameter with the experimental values where available. We did
not find a difference larger than 5% between the experimental and our computed
values, indicating that the PBEsol functional is reasonably calculating this parameter.
As there are no published van der Waals correction factors for third-row transition
metals [196], we did not include these corrections to keep our calculations consistent
for all studied materials. However, later in this chapter, we provide an analysis of the
band gap variations under electric field with and without van der Waals correction
factors for a few selected materials.
In this chapter, our aim is to explore as many TMDCs as possible and to uncover
the underlying physics and trends instead of determining the precise band gaps. A
detailed study of the sensitivity of the electronic structure to the choice of exchange-
correlation functional and/or technique is well beyond the scope of this work. However,
a general idea of the trends can be anticipated. We have compared our results with
previously published experimental or computational values where available.
It is well known that semilocal (LDA and GGA) exchange-correlation functionals
typically underestimate the band gaps [197]. Hybrid functionals containing a portion
of exact Hartree-Fock exchange [198] and many body techniques such as GW method
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[199] are generally more accurate in this regard. However, the degree of improvement
can be material specific [200].
None of the theoretical method predicts accurate band gaps as they all are based
upon approximations and the exact values can only be predicted from experiments.
For example, for bulk MoS2, Marques et al. [201] reported PBE, PBE0, and HSE06
gaps of 0.87 eV, 2.09 eV, and 1.42 eV, respectively while the experimental studies
reported a band gap of 1.29 eV [121]. As expected, PBE underestimated and hybrid
functionals (PBE0 and HSE06) overestimated the band gap. Similarly, for monolayer
MoS2, Mak et al. [7] reported a direct band gap of 1.88 eV measured experimentally
via optical spectroscopy; Li et al. [202] reported a direct band gap of 1.80 eV by
using GGA PW91 functional with plane wave DFT calculations in PWscf package;
Botello-Mendez et al. [203] used LDA functional and DFT with a local basis set
and reported a band gap of 1.8 eV; Lebègue et al. [204] employed the PBE GGA
functional in vasp and obtained a direct gap of 1.78 eV; Ataca et al. [176] reported
a HSE06 band gap of 2.23 eV, GoWo band gap of 2.78 eV, and a GW band gap of
2.5 eV. In short, discrepancies between the experimental and computational estimates
of the gap still exist even when more sophisticated techniques beyond standard
LDA/GGA-based DFT are employed.
We used Gaussian basis sets; triple-zeta for valence electrons plus a polar-
ization function (TZVP) for the lighter elements (third-period metals and
all chalcogens but Te) and pseudopotential basis sets for the heavy ele-
ments as follows: Sc_pob_TZVP_2012 [130] for Sc, Ti_pob_TZVP_2012
for Ti [130], Zr_ECP_HAYWSC_311d31G_dovesi_1998 [131] for Zr,
Hf_ECP_Stevens_411d31G_munoz_2007 [133] for Hf, Cr_pob_TZVP_2012
[130] for Cr, Mo_SC_HAYWSC-311(d31)G_cora_1997 [124] for Mo,
W_cora_1996 [134] for W, Ni_pob_TZVP_2012 [130] for Ni, Pd_HAYWSC-
2111d31_kokalj_1998_unpub [132] for Pd, Pt_doll_2004 [135] for Pt,
O_pob_TZVP_2012 [130] for O, S_pob_TZVP_2012 [130] for S,
Se_pob_TZVP_2012 [130] for Se, and Te_m-pVDZ-PP_Heyd_2005 [136]
for Te. A detailed description of these basis sets, their electronic configurations, and
the format of basis sets used in crystal programme was provided in chapter 3.
The geometries were optimized to the default crystal09 convergence criteria of
less than 4.5×10−4 Hartree/Bohr maximum force, 3×10−4 Hartree/Bohr RMS force,
1.8×10−3 Hartree maximum displacement, and 1.2×10−3 Hartree RMS displacement.
We created the monolayer, bilayer, and trilayer TMDC unit slabs by defining (001)
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planes from bulk models, and including vacuum to a total cell height of c = 500 Å.
We set an 8×16×1 Monkhorst-Pack [205] k-point mesh. We optimized the geometries
of monolayer, bilayer, and trilayer TMDC unit slabs under zero electric field. We
used these zero-field-optimized geometries to study the effects of transverse electric
fields on their band structures as the influence of field-based geometric disturbances
on the band structures is negligible [79].
The applied field strength was consistently varied from 0 to ± 0.2 V/Å as discussed
later in the relevant sections. To compute the critical field (where the semiconductor-
to-metal/semimetal transition occurs), we further increased the field strength above
0.2 V/Å until we reached the field value where the band gap closed (the VBM was
above the CBM on energy axis), except for those materials that have critical fields
smaller than 0.2 V/Å.
We calculated the band structures along the high-symmetry path Γ-M-K-Γ. Band
structures were calculated for uniformly varying electric fields applied perpendicular
to the TMDC slabs.
5.3 Results and discussions
In this section, we present our electronic structure calculations. For all the TMDC
materials under investigation, we computed the relaxed bulk (three-dimensional)
structure parameters (the in-plane lattice parameters or unit-cell lengths (a) and
the unit-cell lengths (c) perpendicular to the plane), the interlayer separations IS,
and the band gaps of the bulk structures without electric field. We then computed
the band gaps of the relaxed monolayer, bilayer, and trilayer structures with and
without electric field along the ±c directions. We discuss the modulation of the band
gaps, the critical fields where the semiconductor-to-metal or similar phase transition
occurs and the responses of the VBMs and CBMs under electric field. We report
our computed parameters in Table 5.5 (which is at the end of the chapter due to its
considerable length). We also report the published values of the monolayer, bilayer,
and trilayer structures’ band gaps at zero field, band gap variations under field, and
the critical field where available. Throughout the discussion, we focus more on the
trends observed across the TMDC family, in various ways, instead of the in-depth
analysis of individual materials.
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Figure 5.2: Bulk structures’ in-plane lattice parameters; a for (a) H-phase and (b)
T-phase, perpendicular to the plane, c for (c) H-phase and (d) T-phase.
Bulk structure band gaps for (e) H-phase and (f) T-phase materials. The
colours of the rectangles represent the chalcogens; blue for oxides, red for
sulphides, green for selenides, and black for tellurides. Transition metal
group numbers are indicated below the braces.
5.3.1 Properties under zero field
For several of the materials (H-ScX2, T-ZrX2, T-NiX2, T-PdX2, and T-PtX2), we
observe increasing bulk structure lattice parameters a and c as we move down the
chalcogen group from oxides to tellurides, accompanied by decreasing band gaps
(Fig. 5.2), as reported in Table 5.5. The other materials depart from this trend in
various ways, to various extents. For example, H-MoX2 and H-WX2 follow this trend
for both their lattice parameters but their bulk band gaps from oxides to tellurides
do not. H-CrX2 follow an increasing trend in the lattice parameter a but not in
c. Also their bulk band gaps appear non-linear with respect to chalcogen element.
T-HfX2 follow the trend in a and the bulk band gaps but T-HfS2 deviates for c.
H-ZrX2, H-HfX2 and H-TiX2 show deviation from this general trend across all of the
parameters, i.e., a, c, and the bulk band gaps. A similar oxide to telluride trend in
TMDC monolayer band gaps has been reported by Rasmussen et al. [192].
Companion analyses have been carried out by instead changing the transition metal
period (3, 4, and 5), transition metal group (III, IV, VI, and X), the material phase
(H and T), or the number of layers in the model (1, 2, or 3), while holding all other
dimensions constant. The number of non-singleton, non-zero-valued, subset classes
for each dimension are: 12(×4) varying chalcogen, 12(×3) + 4(×2) varying transition-
metal period, 4(×3) + 17(×2) varying transition-metal group, 9(×2) varying material
phase, and 46(×3) varying the number of layers. Note: the numbers in parentheses
indicate the number of members of each class.
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Variable Parameter
a c Bulk Eg Eg(E = 0)
Chalcogen ↑ ↑/Xa X/↓b ↓
TM period ↑/Xc X/↑d ↑ ↑
TM group ↓ ↓ ↑/↓e ↑ / ↓f
Phase ↑ ↓ ↑ ↑
Layers F F F ↓
a 50/50%; b 50/42%; c 50/38%; d 44/38%; e 43/38%; f 47/42%
Table 5.2: Multidimensional analysis of dominant behaviour(s) within the TMDC
family for the lattice parameters a and c, the bulk band gap Eg, and
the layer-dependent band gap Eg(E = 0). F, ↑, ↓, and X respectively
indicate flat, monotonically increasing, monotonically decreasing, and
other non-monotonic behaviour with an increase to the relevant dimension.
The dimensions (with the ordering used in the analysis) are: chalcogen
(period 2, 3, 4, or 5), transition-metal period (3, 4, or 5), transition-metal
group (III, IV, VI, or X), material phase (from H to T), and number of
layers (1, 2, or 3). Single indicators are shown when >50% of the subset
classes exhibit the behaviour; pairs of indicators are shown when there
are behaviours that capture most subsets (their relative percentages are
shown as footnotes).
The results are summarised in Table 5.2, which shows the dominant behaviour (or the
two, most-prevalent, non-dominant behaviours) across all subset classes with more
than one element. The behaviours considered are: flat (F), monotonically increasing
(↑), monotonically decreasing (↓), or other non-monotonic behaviour (X) for classes
with more than two members.
Examining combinations of the trends (multi-parameter patterns), we found that
with a change of phase (from H to T) 5 of 9 subsets showed a combined increase to a,
decrease to c, and increasing band gap. With increasing transition-metal group, 10
of 21 subsets showed decreases to both a and c (but a 4/6 split between increasing
and decreasing band gap). All other combinations accounted for smaller proportions
of the subset classes and are therefore regarded as insignificant.
For most of the materials we find an increase in the band gap with the decreasing
number of layers from bulk to monolayer which is consistent with the properties of
the Mo- and W-based dichalcogenides [206]. (Note there are too many values to
show clearly in a figure, but their values are available in Table 5.5.) We observe
minor deviations from this trend by H-ZrO2, H-ZrSe2, H-HfO2, T-HfO2, H-HfSe2,
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H-CrS2, H-CrSe2, H-CrTe2, H-MoO2, H-MoSe2, H-MoTe2, H-WO2, H-WTe2, T-NiO2,
T-PdO2, and T-PtO2. For example, the band gap of H-ZrO2 increases from 1.54 eV
to 2.08 eV from bulk to its bilayer structure but the monolayer has a smaller gap of
1.62 eV.
In Table 5.5, we have included the published band gap values for mono-, bi-, and
tri-layer structures of TMDCs. The citations include experimental and theoretical
values computed through DFT or GW level of theory. This thus helps to find a band
gap renormalization factor if required. For example, [191] and [192] has computed
band gap values through both DFT and GW theories for most of the monolayer
structures. In this chapter, we have quoted their DFT based results only, however GW
values can be extracted from those references. For instance, according to [192], GW
based band gap values of monolayer structures of MoO2, MoS2, MoSe2, and MoTe2
are 2.20, 2.48, 2.18, and 1.71 eV while our DFT based computed values are 1.02, 1.80,
1.43, and 1.09 eV, respectively. Hence, the corresponding renormalization factors
are +1.18, +0.68, +0.75, and +0.62 eV, respectively. Similarly, the experimental
values of band gap have been reported in [7] for mono-, bi, and trilayer structures of
MoS2. These values are 1.88, 1.58, and 1.45 eV while our computed values are 1.80,
1.30 and 1.18 eV. Thus the corresponding band gap renormalization factors for these
structures are -0.08, -0.28, and -0.27 eV, respectively.
5.3.2 Band gap variations under electric field
An electric field can potentially be used to tailor the band gaps of layered materials.
The band structure variations with electric field arise due to the well-known Stark
effect. The Stark effect induces a potential difference between the layers which
causes splitting of energy bands belonging to different layers as well as shifting of the
VBM and CBM [79]. This splitting and shifting of the energy bands can increase
[207, 71, 208] or reduce [78, 209] the band gaps. In the case of multilayered TMDCs,
this splitting and shifting pushes both the CBM and VBM towards the Fermi level.
This results in the reduction of the band gap with applied electric field in multilayered
TMDCs.
For each material under investigation, we computed band gaps of its monolayer,
bilayer, and trilayer structures with an external electric field applied perpendicular to
the layers along the ±c directions. We consistently varied the field strength from 0 to
± 0.2 V/Å, in steps no larger than 0.02 V/Å, except for materials (H-TiO2 trilayer,
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Figure 5.3: H-TiO2 bilayer sample band structures with zero and finite field. Band
structures of: (a) H-TiO2 bilayer at zero field with an indirect band gap
of 1.09 eV (red-arrowed lines) from the CBM to the VBM, (b) H-TiO2
bilayer at an electric field of 0.1 V/Å with an indirect band gap of 0.76
eV, (c) H-TiO2 bilayer at an electric field of 0.2 V/Å with an indirect
band gap of 0.41 eV. (d) Modulation of the VBM and CBM of the H-TiO2
bilayer for various values of absolute electric field (Note, the energy zero
here is the energy of the vacuum). (e) Band gap of the H-TiO2 bilayer
for various values of the absolute electric field showing a decrease in the
band gap with the field.
H-ZrSe2 bilayer, T-ZrSe2 trilayer, H-CrO2 bilayer and trilayer, H-CrTe2 bilayer, and
H-WO2 trilayer) whose band gaps close before 0.2 V/Å. This maximum field strength
is stronger than usual device fields and is shown to more clearly illustrate the band
structure variations under electric field.
For all structures, we find that monolayer TMDCs do not respond to electric field up
to a field strength of 0.2 V/Å. However the band structures of most of the bilayer and
trilayer TMDCs do vary with electric field offering applications in band engineering.
Such results are consistent with previously reported studies of Mo- and W-based
dichalcongenides [78, 79].
Figure 5.3 shows sample band structures of H-phase TiO2 bilayers at zero field and
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Figure 5.4: Band gaps as functions of absolute electric field strength for all studied
H- and T-phase, bilayer and trilayer TMDCs (except the Sc family,
which are all metallic - see Table 1). The subfigures separate the gamut
into families of common phase and metal element, and are arranged
preserving period and group order. In each subfigure, the colours denote
the chalcogens; blue for oxides, red for sulphides, green for selenides, and
black for tellurides. Bilayers are represented by circular markers (and
= symbols in the legend for brevity), and trilayers by square markers
(and ≡ symbols in the legend). The lines (solid for H phase and dashed
for T phase) are linear fits to each data set, excluding any inconsistent
points (as discussed in the text). Most materials exhibit monotonic band
gap decrease with increasing electric field, at least to their critical fields.
Note that zero-band-gap and zero-band-gap-modulation values are not
shown for clarity, and that the vertical scales differ between subfigures.
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for two different finite values of the electric field. Increasing the electric field causes
splittings of the energy bands resulting in a reduction of the band gap from 1.09 eV
(at zero field) to 0.41 eV (at 0.2 V/Å). The responses of the VBM and CBM are
shown in Fig. 5.3(d) for electric fields varying from 0 V/Å to ±0.2 V/Å. There is
significant variation of both the VBM and the CBM with the electric field pushing
them towards the Fermi level, EF for the H-TiO2 bilayer resulting in the reduction
of the band gap under field. The band gap as a function of the absolute electric field
is shown in Fig. 5.3(e) where the solid line is a linear fit to the data. For an electric
field of 0.2 V/Å, the band gap is reduced by 686 meV. Thus band gap variation in
H-TiO2 bilayers is achievable via electric field at a rate of -3.43 eV/(V/Å) while the
corresponding VBM and CBM bendings are 1.69 and -1.73 eV/(V/Å) respectively.
We obtain qualitatively similar band structure responses to electric field for most
of the studied materials. The band gaps as functions of electric field are shown in
Fig. 5.4 for all materials. Most band gaps decrease monotonically with electric field
strength. The Ni, Pd, and Pt oxides seem to exhibit slightly quadratic behaviour at
low field which is similar to the band structure modulation via electric field reported
for few layer black phosphorus [76]. The linear fits applied across all band gap data as
functions of electric field (Fig. 5.4) are shown by solid lines for all H-phase materials
and by dashed lines for all T-phase materials. Circular and square markers represent
the bilayer and trilayer data in all the sub-figures while the blue, red, green, and
black colours represent the oxides, sulphides, selenides, and tellurides respectively.
All the materials show symmetric response to fields oriented in the ±c directions
which is due to the symmetry of the chalcogen layers around the metal layer, except
a few anomalous data points (Fig. 5.4). We have excluded these anomalous data
points from the linear fits as we believe that they do not represent the underlying
physics.
The change in the band gap with the electric field, dEg
dEF
, is given by [78]
dEg
dEF
= −eSˆ. (5.1)
Here Eg is the band gap in eV, EF is the electric field strength in V/Å, e is the
fundamental charge, and Sˆ is the GSE coefficient, calculated from the slope of the
linear fits to our data shown in Fig. 5.4. We report this GSE coefficient (Sˆ) in Table
5.5 along with 95% confidence intervals. We compare our computed GSE coefficient
with the literature where available in Table 5.5.
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Figure 5.5: Histogram of the trilayer to bilayer GSE coefficient ratios showing most
of the materials clustered around a value of 2 which might be due to the
two interlayer spacings of the trilayer as compared to the single interlayer
spacing of the bilayers.
We observe an interesting trend in Sˆ for the bilayer and trilayer structures of several
materials. We find that the Sˆ values for trilayer structures are approximately twice
those for bilayer structures, with a few anomalies. For example, trilayer H-TiO2 has
Sˆ = 6.87 Å which is twice that of 3.43 Å for H-TiO2 bilayers. Similarly, H-CrO2 and
H-CrS2 show a factor of two in Sˆ between their trilayer and bilayer structures. We
report this trilayer-bilayer Sˆ ratio (Sˆ≡/Sˆ=) in Table 5.5 and display it in histogram
form in Fig. 5.5. The symbols ≡ and = represent trilayer and bilayer structures
respectively. A group of the materials cluster around a Sˆ≡/Sˆ= ratio of two with a
few outliers. T-ZrSe2, H-HfO2, H-CrSe2, H-MoO2, H-MoSe2, H-WSe2, and T-NiO2
are outliers. The tellurides show anomalous behaviour where they have non-zero
band gaps in both bilayer and trilayer structures. Their Sˆ≡/Sˆ= ratios are smaller
than the other dichalcogenides suggesting that telluride trilayers are less sensitive to
field.
The near-double modulation of trilayer TMDCs compared to their associated bilayers
might be explained by the number of interlayer separations (IS) they have. Bilayers
have one IS, while trilayers have two. Monolayers have none, and it is well established
that they do not exhibit band gap variation (and therefore their Sˆ = 0).
To further illustrate the relation between interlayer spacing (IS) and GSE coefficient
(Sˆ), we tabulate Sˆ and IS for bi- and tri-layer structures of all studied TMDC
materials (Table 5.3).
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Table 5.3: Giant-Stark effect (GSE) coefficient and interlayer separation (IS) for bi-
and tri-layer structures of all studied TMDC materials.
Material Bilayer GSE
coefficient (Å)
Bilayer IS
(Å)
Trilayer GSE
coefficient (Å)
Trilayer IS
(Å)
H-TiO2 3.43 6.66 6.87 6.65
H-TiS2 0.60 6.16 1.29 6.16
H-TiSe2 0.12 6.05 - 6.02
H-TiTe2 0.29 6.78 0.24 6.56
T-TiO2 1.62 4.86 3.37 4.86
H-ZrO2 3.03 6.16 5.91 6.05
H-ZrS2 0.67 6.42 1.11 6.34
H-ZrSe2 3.43 8.9 - 5.94
H-ZrTe2 0.12 7.10 - 6.83
T-ZrO2 1.33 4.78 2.85 4.76
T-ZrS2 0.89 5.96 1.96 5.94
T-ZrSe2 0.41 6.31 1.90 6.30
T-ZrTe2 - 6.64 - 6.52
H-HfO2 1.91 5.40 0.96 4.53
H-HfS2 0.76 6.44 1.60 6.43
H-HfSe2 0.20 5.96 - 5.91
H-HfTe2 0.18 6.92 0.20 6.80
T-HfO2 3.14 5.87 6.39 5.88
T-HfS2 1.38 6.06 2.89 6.05
T-HfSe2 0.64 6.16 1.06 6.16
T-HfTe2 - 6.43 - 6.43
H-CrO2 3.91 7.19 7.82 7.20
H-CrS2 0.66 6.10 1.33 6.07
H-CrSe2 0.36 6.19 1.27 6.43
H-CrTe2 0.28 6.48 - 6.45
H-MoO2 1.75 5.55 4.51 5.84
H-MoS2 0.80 6.20 1.52 6.18
H-MoSe2 0.06 6.41 0.23 6.28
H-MoTe2 0.09 6.81 0.31 6.82
H-WO2 2.24 5.77 3.77 5.54
H-WS2 0.62 6.16 1.55 6.16
H-WSe2 0.23 6.34 0.77 6.35
H-WTe2 0.58 7.08 0.44 6.92
T-NiO2 0.15 4.39 0.42 4.41
T-NiS2 - 4.36 - 4.26
T-NiSe2 - 5.03 - 4.68
T-PdO2 0.25 4.30 0.63 4.30
T-PdS2 - 4.52 - 4.49
T-PdSe2 - 4.60 - 4.66
T-PdTe2 - 5.18 - 5.17
T-PtO2 0 3.96 1.30 3.94
T-PtS2 0 4.84 0 4.81
T-PtSe2 0 4.89 0 5.33
T-PtTe2 - 5.21 - 5.17
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As described earlier in detail, Sˆ decrease down the chalcogens from oxides to tellurides
for most of the transition metals except a few anomalies. This behaviour is consistent
with the previously reported studies for Zr based dichalcogenides [210], and Mo and
W based dichalcogenides [39]. Ramasubramaniam et al. [78] reported an increase in
Sˆ from sulfides to tellurides with an increase in interlayer spacing for MoS2, MoSe2,
MoTe2 and WS2.
We find an increase in interlayer spacing from oxides to tellurides for a few cases.
Bi- and tri-layer dichalcogenides of T phase Zr, T phase Hf, H phase Mo, H phase
W, T phase Pd, and T phase Pt show an increase in interlayer spacing from oxides
to tellurides. For rest of the materials, it is difficult to predict a single trend in
the interlayer spacing from oxides to tellurides. Similarly, we found no single trend
between Sˆ and interlayer spacing for all studied materials.
All studied materials’ band gap variations with field are shown in Fig. 5.6. The
length of each bar shows the change in the band gap under field. The top of each
rectangular bar shows the material’s band gap at zero field and the bottom of each
rectangular bar shows the band gap at the maximum field of 0.2 V/Å or less for
materials whose band gaps close before 0.2 V/Å. Blue, red, green, and black colours
represent the oxides, sulphides, selenides, and tellurides. Rectangular bars crossing
the zero-band-gap line indicate materials where the CBM switches below VBM at
maximum field.
Table 5.4 details a multidimensional trend analysis for Sˆ (and several other properties
which are discussed below), similar to those for bulk properties presented in Table
5.2. The numbers of subset classes change due to the separation of materials by
number of layers and subsequent exclusion of monolayer data or others whose Sˆ are
uniformly zero, along with any completely metallic or semi-metallic classes. For Sˆ
(and EFc , ∂EVBM/∂E, and ∂ECBM/∂E, discussed below), there are 19(×4) + 2(×3)
subset classes varying chalcogen, 19(×3) + 2(×2) classes varying transition-metal
period, 8(×3) + 30(×2) varying transition-metal group, 17(×2) varying phase, and
34(×2) varying layer number.
We notice an overall decrease in band gap variation under field, Sˆ, down the chalcogen
group from the oxides to tellurides with a few anomalies. This trend is also illustrated
in Fig. 5.6 where we can see a decrease in the bar lengths from oxides (blue) to
tellurides (black) for most of the transition metals, which again suggest that tellurides
are less sensitive to electric fields than other dichalcogenides.
Sˆ behaves non-monotonically with transition-metal period, but decreases with
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Figure 5.6: Band gap variations with electric field strength in H- and T-phase bilayer
and trilayer TMDCs. The top of each rectangular bar shows the band
gap at zero field while its bottom shows the band gap at a maximum
field of 0.2 V/Å or less for materials whose band gaps close before 0.2
V/Å as discussed in the main body and in Table III. These are shown
as unfilled rectangles crossing the zero-band-gap line as far as has been
calculated. To allow comparisons with non-metallic TMDCs, dotted
rectangles extrapolate the pre-critical-field data to 0.2 V/Å field to allow
rapid, direct comparison with the other (solid) rectangles as regards the
pre-critical-field behaviour. This is directly related to the giant Stark
effect coefficient, Sˆ, as explained in the main body. The colour of the bars
represents the associated chalcogen; blue for oxides, red for sulphides,
green for selenides, and black for tellurides. Metallic or semimetallic
TMDCs, which have zero band gap, are denoted by asterisks. Materials
whose non-zero band gaps do not change with electric field are denoted
by triangles.
transition-metal group. The group X TMDCs exhibit the least band gap varia-
tion under field when compared as a whole to other groups. For example, the PtO2
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Variable Parameter
Sˆ EFc EVBM
(E = 0)
EVBM
(Emax)
ECBM
(E = 0)
ECBM
(Emax)
∂EVBM
∂E
∂ECBM
∂E
Chalcogen ↓ X X X X X ↓ ↑/Xa
TM period X ↑/Xb ↑/Xc X/↑d ↑ ↑ ↑ X
TM group ↓ ↑/↓e ↑ ↑ ↑ ↑ ↓ ↑
Phase ↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑
Layers ↑ ↓ ↑ ↑ ↓ ↓ ↑ ↓
a 48/48%; b 48/39%; c 44/34%; d 41/38%; e 47/37%.
Table 5.4: Multidimensional analysis of dominant behaviour(s) within the TMDC
family for the calculated parameters: giant Stark coefficient Sˆ, critical
field for insulator-to-metal/semi-metal transition EFc , VBM and CBM
energies at zero and maximum (as defined in the main text) fields, and
the VBM and CBM bending rates with field. F (not exhibited), ↑, ↓,
and X respectively indicate flat, monotonically increasing, monotonically
decreasing, and other non-monotonic behaviour with an increase to the
relevant dimension. The dimensions (with the ordering used in the analysis)
are: chalcogen (period 2, 3, 4, or 5), transition-metal period (3, 4, or 5),
transition-metal group (III, IV, VI, or X), material phase (H or T), and
the number of atomic layers (2 or 3). Single indicators are shown when
>50% of the subset classes exhibit the behaviour; pairs of indicators are
shown when there are two behaviours that capture most subsets (their
relative percentages are shown as footnotes).
bilayer, the PtS2 and the PtSe2 bilayer and trilayer do not respond to the field
within the range of 0.2 V/Å as compared to the Hf- and W-based dichalcogenides
(Table 5.5).
The GSE coefficients increase from the H- to T-phase materials as shown in Fig. 5.6
for those materials which are stable in both H and T phases. This is mainly due
to the distinct intralayer stacking of the two phases leading to a difference in the
interplanar X–X dispersion interactions [210]. Thus selection of the material phase is
another potential pre-fabrication lever for controlling band gaps and their variations
under field.
We further reveal the critical fields (EFc), where closures of band gaps occur and
the bilayer or trilayer TMDCs undergo semiconductor-to-metal/semimetal phase
transitions. To achieve this, we increased the field strengths beyond 0.2 V/Å for
those materials whose band gaps had not yet closed. We report these computed
critical fields in Table 5.5, and summarise their trends in Table 5.4.
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Figure 5.7: Band gap variation with electric field for H-TiO2 and T-NiO2 bi- and
tri-layer structures under DFT (the PBEsol) and hybrid (the PBE0)
functionals. The = and ≡ signs represent the bi- and tri-layer structures
of corresponding material. The line is a linear fit to each data set.
The critical field strengths vary non-monotonically down the chalcogen group from
oxides to tellurides. Similarly, no dominant trends in the critical field strengths are
predicted across the transition metal periods or down the transition metal groups for
the same phase, chalcogen, and number of layers. However, EFc does increase from
H- to T-phase materials, and is generally lower for trilayer materials than the related
bilayer ones.
The converse dependencies of Sˆ and EFc on transition-metal group or layer number
are understandable; since Sˆ corresponds to the slope of the band gap with field, it
stands to reason that more responsive materials (trilayers) should become metallic
or semi-metallic at lower fields (EFc), particularly once account is taken of any
discrepancy in their zero-field band gaps. However, the behaviour with phase is
aligned, with both parameters increasing. Comparison with Table 5.2 shows that
this is explained by an evident accompanying increase in the zero-field band gaps
with phase.
We defer discussing compound trends until the rest of Table 5.4 has been explored in
Sec. 5.3.3.
It is well known that DFT functionals underestimate the band gap. To verify that the
trends are preserved under different functionals, we have performed a few calculations
with the hybrid functional PBE0 [109] for H-TiO2 and T-NiO2.
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The figure 5.7 provides insight into the band gap variation results with the electric
field under hybrid versus DFT functionals. As is expected, the band gap determined
using hybrid functionals is larger than that observed with the semi-local density
functional approach. The H phase TiO2 shows similar calculated giant-Stark effect
coefficient (Sˆ), although it is notable that the T phase NiO2 shows an increased
calculated Sˆ for hybrid functionals compared to DFT.
The zero-field band gap values for mono-, bi-, tri-layer and bulk structures of H-
TiO2 are 3.21, 3.19, 3.19, and 3.19 eV under hybrid functional, while with the
DFT functional (PBEsol), the corresponding values are 1.12, 1.09, 1.08, 1.08 eV,
respectively. Similarly, the zero-field band gaps for mono-, bi-, tri-layer and bulk
structures of T-NiO2 are 3.29, 3.02, 2.94, and 2.76 eV under hybrid functional while
with the DFT functional, these values are 1.18, 0.88, 0.80, and 0.89 eV, respectively.
Thus the trend that band gap increases with the decreasing number of layers from
bulk to monolayer structures remains the same.
The responses to electric field for bi- and tri-layer structures of H-TiO2 are similar
under DFT and hybrid functionals. For example, Sˆ is 3.55 and 7.13 Å under hybrid
functional in contrast to 3.43 and 6.87 Å under DFT for bi- and tri-layer structure
of H-TiO2, respectively. However, there is a notable increase in the value of Sˆ
for T-NiO2 under hybrid functional compared to DFT. The calculated values are
1.25 and 2.55 Å under hybrid functional compared to 0.15 and 0.42 Å for bi- and
tri-layer structures of T-NiO2, respectively. The trend that Sˆ for trilayer structures is
approximately twice than for bilayer structures remains same under hybrid functional.
Hence, the general features remain same under DFT and hybrid functionals, although
clearly more research into the physics underpinning these effects is required.
The PBEsol functional lacks the van der Waals interactions. To incorporate the
effects of these interactions, we employ the Grimme correction parameters [196] in
the PBEsol functional for bi- and tri-layer structures of H-CrS2 and H-MoS2. We
compare the results with and without these corrections.
Figure 5.8 shows the band gap variation under electric field with and without the
van der Waals interactions for H-CrS2 and H-MoS2. Zero-field band gap values for
bi- and tri-layer structures of MoS2 are 1.09 and 0.97 eV by including van der Waals
interactions in contrast to 1.29 and 1.18 eV, respectively without incorporating these
interactions. The corresponding Sˆ coefficients with van der Waals interactions are
0.54 and 1.07 Å in contrast to the values of 0.80 and 1.52 Å without such interactions
for bi- and tri-layer structures, respectively. Similarly, for CrS2 bi- and tri-layer
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Figure 5.8: Band gap variation with electric field for H-CrS2 and H-MoS2 bi- and
tri-layer structures under the PBEsol functional without and with van
der Waals (vdW) corrections. The = and ≡ signs represent the bi- and
tri-layer structures of corresponding material. The line is a linear fit to
each data set.
structures, zero-field band gap values are 0.33 and 0.27 eV in contrast to 1.04 and
0.96 eV without van der Waals corrections. The corresponding Sˆ coefficients with van
der Waals corrections are 0.51 and 1.10 Å in contrast to the values of 0.66 and 1.33 Å
without doing these corrections for bi- and tri-layer structures, respectively. There is
a notable decrease in the zero-field band gap values and Sˆ coefficient for both these
materials. The variation is between 15-30 % for zero-field band gap values of both
MoS2 and CrS2 structures and for the Sˆ coefficients of MoS2 structures. However, the
Sˆ coefficient of CrS2 decreases by around 68 % for both bi- and tri-layered structures.
The trend however, that the trilayer structures have smaller zero-field band gap
values and larger band gap variations under electric field than the corresponding
bilayer structures remains preserved after adding van der Waals corrections to the
PBEsol functional. The trend that Sˆ for trilayer structures is approximately twice
than for bilayer structures also remains same.
Our general findings are that: trilayer band gaps respond more to field than bilayer
gaps; T-phase materials respond more than H-phase ones; band gap modulations
decrease from oxides to tellurides; and the response to the electric field decreases
from left to right across the transition metals when compared within the same period
and for the same chalcogens. These findings reveal the whole range of TMDC band
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gap responses under field. They enable one to select the appropriate material(s) to
engineer devices in according to one’s application’s requirements.
5.3.3 Valence and conduction band absolute positions and
variations under field
For many applications, the energies of the valence and conduction bands with
respect to the vacuum level are important. For example, in the construction of
2D heterostructure materials, knowledge of absolute VBM and CBM energies is
required to predict behaviour. For device design, such as a single-electron transistor
(in chapter 6 and [180, 181]), where we require control over its transport properties,
study of the VBMs’ and CBMs’ responses to electric fields is essential.
In Fig. 5.9, we show the computed energies of all studied TMDCs VBMs, and CBMs
with respect to the vacuum – at zero field (left rectangular bar) and for the maximum
field of 0.2 V/Å or less for those materials whose band gaps close before 0.2 V/Å
(right rectangular bar). The lengths of the rectangular bars show the band gaps. The
blue, red, green, and black colours show oxides, sulphides, selenides, and tellurides
respectively.
We also summarise any trends in Table 5.4. Here, for the absolute energies, we
have 20(×4) + 2(×3) subset classes when varying chalcogen, 24(×3) + 8(×2) varying
transition-metal period, 42(×2) varying transition-metal group, 18(×2) varying phase,
and 44(×2) varying layer number. The rates of change of the VBM and CBM have
the same numbers and types of subset classes as Sˆ and EFc , described in Sec. 5.3.2.
The absolute VBM and CBM energies behave non-monotonically as the chalcogen
period increases. However, they largely increase with transition-metal period and
group, and with changing from H to T phase. Whilst the zero-field extrema energies
increase with the number of layers, the maximum-field extrema energies both decrease
with layer number, consistent with the increased Sˆ also exhibited by trilayer materials.
When changing transition metal period, 11 of 32 subset classes show an overall
increases in all four reported VBM and CBM energies (Fig. 5.9 top panels). This
behaviour is particularly prominent in the oxides. 28 of 42 subset classes show
the same behaviour when transition-metal group is changed (i.e., comparing same-
coloured bars between left and right groups in subfigures of Fig. 5.9). However, while
increasing the number of layers 16 of 44 subset classes show increases to the zero-field
extrema with decreases to the high-field extrema.
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Figure 5.9: Positions of the valence band maxima (VBMs) and conduction band
minima (CBMs) with respect to the vacuum level (0 eV) in H- and
T-phase, bilayer and trilayer TMDCs as labelled. The bottom of each
rectangular bar shows the VBM and the top the CBM; its length shows
the band gap. The colour of the bars represents the chalcogens; blue
for oxides, red for sulphides, green for selenides, and black for tellurides.
The double bars show the band positions at zero field (left) and at the
maximum field of 0.2 V/Å or less (as discussed in the main text and in
Table 5.5) for the materials where the band gap closes before 0.2 V/Å
(right). Asterisks denote the Fermi levels of zero-band gap materials
at their critical fields (or at zero field for materials which are naturally
metallic or semimetallic). Note: the critical fields can be found in Table
5.5. Dashed lines show the energies 0.1 eV above the hydrogen evolution
potential, i.e., -4.03 eV and 0.1 eV below the oxygen evolution potential,
i.e., -5.23 eV.
For almost all of these materials, we find significant bending in the CBM under field
(as reported in Table 5.5 and shown in Fig. 5.9) except for a few materials, e.g., WSe2
bilayers and PdO2 trilayers show anomalous behaviour; their CBMs increase with
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the field. The VBMs for all the materials show increasing energy shifts under electric
field except TiTe2 bilayers, H-HfTe2 bilayers, CrTe2 bilayers, and MoS2 bilayers,
which show a negative bending in their VBMs (Table 5.5).
Looking broadly across all parameters reported in Table 5.4, we identify the following
large-scale compound behaviours: when varying transition-metal group, 10 of 42
subset classes show consistent behaviour across all eight parameters – increases to
all absolute energies plus ∂ECBM/∂E combined with decreases to the other three
parameters; when increasing the number of layers, 19 of 44 subsets show increasing
Sˆ and ∂EVBM/∂E with decreasing EFc and ∂ECBM/∂E , 15 of 44 show increased Sˆ
and VBM energies (both fields) with decreased EFc , and 23 of 44 show decreased EFc
with increased VBM energies (both fields). Other compound behaviours are only
exhibited by small fractions of the subset classes.
It has been reported in [192] that materials with CBMs above the standard hydrogen
electrode (SHE), i.e. -4.03 eV relative to vacuum at pH 7, can be used at the
cathode of photocatalytic water splitting devices to evolve hydrogen. Similarly
materials with VBMs below the oxygen evolution potential (1.23 eV below the SHE)
can be used as photoanodes in water splitting devices. It has been suggested that
the CBM/VBM should lie a few tenths of an electron volt above/below the redox
potentials [211] to account for the intrinsic energy barriers of the water splitting
reactions [212, 213]. Any material with a CBM a few tenths of an electron volt above
-4.03 eV or VBM a few tenths of an electron volt below -5.26 eV is desirable for water
splitting applications.
In Fig. 5.9, the CBMs of Mo- and W-based, bilayer and trilayer sulphides lie ≥ 0.1 eV
above -4.03 eV at zero and low fields. For example, MoS2 bilayers have a useful CBM
for water splitting applications in electric fields ranging from 0 to 0.14 V/Å. Similarly,
MoS2 trilayers, WS2 bilayers, and WS2 trilayers are useful for this application in
fields ranging from 0 to 0.04, 0.1, and 0.04 V/Å, respectively. The T-phase, Zr and
Hf, bilayer and trilayer oxides have CBMs well above the SHE potential for both
zero and maximum field and could be useful for water splitting applications under
any field strength from 0 to 0.2 V/Å.
Most of the materials have their VBM below the oxygen redox potential except for
the bilayers and trilayers of CrS2, CrTe2, MoS2, MoTe2, WS2, WTe2, PtS2, and
PtSe2, and the zero band gap materials (Fig. 5.9). The TMDCs therefore appear to
be a highly useful class of materials for water splitting.
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5.4 Summary
We have presented a comprehensive density-functional theory study of the electronic
structures of 192 configurations of 39 stable, two-dimensional, transition-metal
dichalcogenides. Our calculations show the band gaps of few-layer TMDCs along
with variation of the band structures by electric fields. The data has been analysed
across five dimensions: chalcogen period, transition-metal period, transition-metal
group, phase, and number of layers.
Band gaps generally decrease down the chalcogen group from oxides to tellurides,
increase across the transition metals from left to right, are larger for T-phase materials
than corresponding H-phase ones, and decrease with more layers. The responses to
the electric field decrease down the chalcogens and across transition metals in the
same period, are larger for T-phase materials than H-phase ones, and increase with
increasing number of layers. We generally found that the CBMs decrease with higher
fields while the VBMs increase, narrowing the band gap from both sides. We also
have suggested materials which could be useful for water splitting applications under
zero and low fields.
By presenting the field-modulated behaviour of monolayer, bilayer, and trilayer
structures of 39 different materials, this work supports the advance of 2D materials
from fundamental research to real applications. In particular, it will aid band-gap and
opto-electronic engineers to select the optimal TMDC for specific device applications.
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6 Chapter 6Surface-gate-defined
single-electron transistor in a
MoS2 bilayer
In this chapter, we report the multi-scale modelling and design of a gate-defined single-
electron transistor in a MoS2 bilayer. We combine density-functional theory and
finite-element analysis to design a surface gate structure by electrostatically defining
and tuning a quantum dot and its associated tunnel barriers in the MoS2 bilayer. Our
approach suggests new pathways for the creation of novel quantum electronic devices
in two-dimensional materials. The work in this chapter from Sec. 6.2 onwards has
been published in Nanotechnology 28, 125203 (2017).
The atomically thin nature and dangling-bond-free interfaces of two-dimensional
(2D) materials make them good candidates to integrate on various substrates [223].
The incredible range of properties of 2D materials, including high mobility, controlled
band gap and relative ease of fabrication, make them extremely attractive for nano-
electronic applications [224, 225, 226]. The tunability of the band gaps in 2D materials
from insulators to metals by a variety of techniques, for example, layer thickness
or by applying electric field as discussed in chapter 5 in detail, makes them ideal
candidates for electronic applications [227, 228]. Within this context, we have chosen
to explore the potential for 2D MoS2 to impact quantum electronics, where their
material properties are also likely to lead to disruptive changes.
97
6 Surface-gate-defined single-electron transistor in a MoS2 bilayer
6.1 Fabrication of single-electron transistors (SETs)
Tunnel barriers are an important part of many quantum electronic devices. The
resistivity of these barriers can be made either fixed during fabrication or tunable in
situ. Tunable tunnel barriers are highly desirable in quantum dot devices to control
the tunnelling rates across the tunnel barriers and hence the device characteristics.
Many different techniques are used to fabricate single-electron transistors (SETs)
based in materials such as Si [229, 230, 231], GaAs [232], aluminum [233], and carbon
nanotubes [234]. For example: Thelander et. al. have designed gold-nanoparticle SETs
using carbon nanotubes as leads that operate at 200 K [235], Klein et. al. reported
a colloidal chemistry technique to create cadmium-selenide nanocrystals of varying
sizes [236], and Kim et. al. used a focused-ion-beam technique to fabricate aluminum
naoparticles and designed SETs operating at room temperature [237].
Surface gates have been used to create tunable tunnel barriers in Si interfaces
[238]. Recently, there has been extensive work to define quantum-dot devices
using surface gates in 2D materials including graphene [239] and transition-metal
dichalcogenides (TMDCs) [240]. Recently, a more conventional gate design has been
used to demonstrate quantum confined structures on a few layers of WSe2 with tunnel
barriers defined by electric fields at a temperature of 240 mK [240]. In this chapter,
we present a first ever reported design of electrostatically tunable tunnel barriers and
quantum dots in 2D MoS2 using a surface-gate approach. We have chosen bilayer
MoS2 for the modelling of our device as MoS2 is the most widely known material
among the TMDCs.
It is known that monolayers of all studied TMDCs show no response to applied electric
fields [78]. In contrast, bilayers and trilayers exhibit a significant band-structure
modification under transverse electric field as reported in chapter 5 for all known
stable, layered, and semiconducting TMDCs.
We describe the fundamental operation and basic electrostatics of SET in the appendix.
Here we present a design for a bilayer MoS2 SET, followed by details of our modelling.
We show our analytic analysis of the electric field across the bilayer plane, the
response of the MoS2 bilayer band structure to electric fields, the spatial behaviour
of the lowest-unoccupied molecular orbital (LUMO) under different gate voltages,
and details of our calculations of the resistance of (and current through) the SET.
This approach can be scaled up to more complicated systems, e.g., double-island
SETs and integrated systems. This approach is also applicable to any of the bilayer
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G1
G2G3 G4
Substrate
Cap layer
Vs Vd
Vg
Island
Cig
R(Vg)Cis R(Vg)Cid
(a)
(b) (c)
Figure 6.1: (a) Schematic showing a MoS2 bilayer sandwiched between HfO2 cap layer
and substrate, with metallic surface gates above the cap layer. Gates
G3 and G4 are shown separated from G1 for visibility, but are actually
collinear and electrically isolated. (b) Perspective view of the black layer
in (a) showing A-A′ stacked, 2H MoS2 bilayer, Mo (large, green) atoms,
S (small, yellow) atoms. (c) Equivalent circuit diagram of SET showing
the capacitance/resistance between the island and the source/drain and
capacitance between the island and the top gates.
or trilayer TMDC materials (reported in chapter 5) which show LUMO modification
under electric field.
6.2 Design of MoS2 bilayer SET
Here we present a lithographically appealing design of a surface-gate-defined SET in
a MoS2 bilayer, and model its physical characteristics. The structure of our proposed
device is a MoS2 bilayer sandwiched between a HfO2 substrate and cap layer, with
metallic surface gates, as shown in Fig. 6.1(a). We use the surface-gate electric fields
to modify the local band structure in the MoS2 bilayer. We present a design of the
device obtained through multi-scale modelling.
In the design of our proposed MoS2 bilayer SET, there are two longer surface gates
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G1 and G2, perpendicular to each other. Two shorter gates, G3 and G4, are collinear
with the G1 gate as shown in Fig. 6.1(a). All of these surface gates are electrostatically
insulated from each other; this can be done by thermally growing a thin oxide layer
between them.
We used A-A′ stacked (Mo atoms in the top monolayer above the S atoms of the
bottom monolayer), 2H-phase MoS2 bilayer for our device design. A-A′ is the most-
reported stacking order for bulk MoS2 as this is usually the default crystal structure
obtained in theoretical calculations and require no transformations in the atomic
positions as for other stacking orders. A-A′ is also very close in energy to the
theoretically reported most stable stacking order A-B [241]. A perspective view of
the MoS2 bilayer is shown in Fig. 6.1(b).
The equivalent electrical circuit diagram is shown in Fig. 6.1(c), where R(Vg) is
the tunnel resistance between the island and the source/drain. This resistance is a
function of the gate voltage Vg applied to the surface gates. Vs and Vd are the source
and drain potentials applied directly to the buried source and drain in the MoS2
bilayer plane (created by the surface gates).
We modelled a MoS2 bilayer using density-functional theory (DFT) to study the
effects of electric field on the band structure of MoS2 bilayers as discussed in chapter 5
in detail. We performed numerical simulations to calculate the potential at the MoS2
bilayer due to the surface gates and used this potential to study the modification in
the LUMO of the MoS2 bilayer. We modelled our device geometry (obtained from
LUMO bending in the MoS2 bilayer) with the commercial finite-element analysis
simulation tool comsol [242] to obtain the self-capacitance of the SET island and
the capacitances between the island and each of the electrodes. We used these
capacitances in numerical transport simulations through the SET at a temperature of
1 K and studied its physical characteristics. We solved the whole problem through a
multi-scale strategy by iteratively cycling through comsol and numerical simulations
while changing the parameters to obtain a consistent set of the operating parameters.
A flow chart diagram of the our multi-scale strategy used for the design and modelling
of the MoS2 bilayer SET is shown in Fig. 6.2. Beginning with an initial guessed
geometry and charge density as an input to potential simulations, we obtained the
device geometry, i.e., the island size and the width and height of tunnel barriers
defined by the LUMO modification via the surface-gates. We modified the initial
geometry until the height of tunnel barriers achieved was at least an order of
magnitude larger than the thermal energy. We used this device geometry in comsol
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Figure 6.2: Flow chart diagram of the multi-scale strategy used for modelling of our
MoS2 bilayer SET device. We keep on modifying the initial geometry
until we achieve the barrier height at least an order of magnitude larger
than the thermal energy and a measurable current through the SET
device.
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modelling to obtain the capacitances which were further used in the transport
simulations. We achieved a successful design of the SET device when the output
characteristics, i.e., current through the device was in a measurable range and the
effects of Coulomb blockade discernible.
6.3 Lithographic structure of our SET device
The most important feature of the gate design shown here, as opposed to more
conventional gate-defined quantum dot designs (such as, for example, [240]) is that
the creation of potential wells directly underneath and in the near field of the metallic
surface gates should allow a more precise lithographic definition of the quantum
features in the active layer. In the conventional approach to creating sub-surface
quantum dots, the relatively large distance from the gate layer to the active layer gives
rise to a complicated potential landscape that must be solved for self-consistently
with Schrödinger-Poisson solvers. Conversely, as our active layer is in the near field of
the surface gates, the potential should more precisely follow the metallisation on the
surface layer. This in turn means that more complicated integrated circuits should be
realisable, for example multi-island dot structures or integrated qubit/readout type
circuits. This design ethos is exemplified by the surface gate defined SETs induced
at a silicon/silica interface by Angus et al. [238].
Our SET device has an MoS2 bilayer as an active layer sandwiched between HfO2
insulating layers as shown in Fig. 6.1(a). The top metallization layer comprises four
gates G1, G2, G3 and G4. Gates G1 and G2 of Fig. 6.3(a) are approximated as
infinitely long lines of charge, the intersection of which defines our island via the
doubly-strong steep potential in the active layer at depth (MoS2 bilayer). To establish
source and drain leads in the active layer at depth, we use gates G3 and G4 to create
similarly strong potential landscapes directly underneath gate G1. These source and
drain leads are separately connected to external voltage controllers, enabling direct
modification of their chemical potential(s), µ and bias, Vsd.
For convenience, gates G3 and G4 are approximated as one infinite line of charge
with a missing, finite segment centred on the intersection of gates G1 and G2. For
our treatment, this dictates V3 = V4, but that condition is not necessary if the
semi-infinite gates G3 and G4 are treated separately and identical source and drain
behaviour is not required. It should also be noted that V2 ≈ V3 = V4 achieves
comparable island and lead depths below the barrier peaks; however V2 = V3 = V4
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is not a constraint. Gate G1 is therefore effectively a plunger gate controlling the
depth of all components, which could in principle be operated in isolation from the
rest (although V1 + V3 > V2 is required to avoid an unintended perpendicular lead
under gate G2). For simplicity here, however, we set the general gate voltage as
V1 = V2 = V3 = V4 = Vg.
6.4 DFT modelling of molybdenum-disulphide bilayer
structures
Although the effects of electric field on the band structure of MoS2 bilayers are
available in the literature, the focus has either been on behaviour over extreme field
strength ranges (with sampling too coarse for our device) [78] or on the band-gap
response without specific discussion of the LUMO physics [241]. We also have
discussed the effects of electric field on band structure of MoS2 bilayers at various
field strengths in chapter 5. Fig. 6.3(a) and (b) shows two sample band structures of
a MoS2 bilayer under zero and finite field. To achieve the insight necessary to design
our device, we explore only the LUMO physics here directly in the target operating
regime.
The responses of the LUMO and the highest occupied molecular orbital (HOMO)
of the MoS2 bilayer to applied electric fields are shown in Fig. 6.3(c). The HOMO
remains static with electric fields of up to ±0.2 V/Å (in agreement with [78]) while
there is a significant response in the LUMO. Fig. 6.3(c) also shows some inconsistent
points in the LUMO and HOMO under electric field. We excluded these points from
further calculations as the band structure at these points is qualitatively different
and we believe that these inconsistent points do not represent the underlying physics.
We applied a linear fit to the filtered LUMO and HOMO data, and set zero energy
at the LUMO intercept (at zero field). As an electric field is applied up to ±0.2 V/Å,
the LUMO bends through 138 meV. Thus electron confinement is achievable via
electric-field modification of the LUMO. For a MoS2 bilayer, this LUMO modification
occurs at a rate of 690 meV / (V/Å).
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Figure 6.3: (a) Band structure of MoS2 bilayer under zero electric field. There is
an indirect band gap of 1.30 eV. (b) Band structure of MoS2 bilayer
under finite electric field. There is an indirect band gap of 1.23 eV.
(c) Responses of the MoS2 bilayer LUMO (grey circles) and HOMO
(blue squares) to applied electric field, with first-order fits to LUMO
(red line) and HOMO (black line) data. Negative electric-field values
are folded over to the positive axis. Note: This field is stronger than
the expected device operation conditions, and is shown to more clearly
illustrate band-structure modification.
6.5 Circuit simulations in comsol
We modelled our device geometry in comsol [242] to obtain the capacitances between
all device components. The geometry (obtained through potential simulations and
optimized by iteratively cycling through numerical potential and transport simulations
as discussed earlier in Sec. 6.2) used for comsol modelling is an island of diameter
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12 nm and the same thickness as the MoS2 bilayer. There are 16 nm wide MoS2
barriers between the island and in-plane source and drain. The surface gates are
modelled as two intersecting wires each of 5 nm radius sitting atop the 7 nm HfO2
cap layer. We excluded gates G3 and G4 of Fig. 6.1 (a) from our comsol modelling
as they are collinear with gate G1 and do not contribute significantly to the total
capacitance of the island. The ground plane is 11 nm (thickness of the HfO2 substrate)
below the island. The capacitances were calculated using the COMSOL AC/DC
module user manual [243].
Y (nm)
X (nm)
Z (nm)
Figure 6.4: 3D view of the geometry used in the comsol modeling. The (blue)
highlighted regions are the source, island and drain in the MoS2 bilayer
plane. Lengths are in nm.
The wire-frame rendering of the geometry used in comsol modelling is shown in
Fig. 6.4, where all the lengths are in nanometer. For our optimized island of 12 nm
diameter, the self-capacitance is CiΣ = 8.45 aF which corresponds to a charging
energy of q2e/CiΣ = 18.9 meV, where CiΣ is defined as
CiΣ = Cis + Cid + CiG1 + CiG2 + Cigp. (6.1)
Here Cis = 0.252 aF is the capacitance between the island and the buried source,
Cid = 0.253 aF is the capacitance between the island and the buried drain, CiG1 =
2.2 aF is the capacitance between the island and gate G1, CiG2 = 2.38 aF is the
capacitance between the island and gate G2, and Cigp = 3.35 aF is the capacitance
between the island and the ground plane. The full capacitance matrix, C which
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represents the capacitances between all the device components, is given as:
C =

CiΣ −Cis −CiG1 −CiG2 −Cid −Cigp
−Csi CsΣ −CsG1 −CsG2 −Csd −Csgp
−CG1i −CG1s CG1Σ −CG1G2 −CG1d −CG1gp
−CG2i −CG2s −CG2G1 CG2Σ −CG2d −CG2gp
−Cdi −Cds −CdG1 −CdG2 CdΣ −Cdgp
−Cgpi −Cgps −CgpG1 −CgpG2 −Cgpd CgpΣ

. (6.2)
6.6 Numerical potential simulations
Defining x as the distance in the bilayer plane transverse to gate G1 (with x = 0
directly underneath G1), (y similarly with reference to G2), and z as the bilayer-
ground plane separation, the electric potential difference created across the MoS2
bilayers is the sum effect from all gates, which is analytic. For example, the potential
due to gate G1 is [244]:
V1 =
λ
2pior
log
[
x2 + (z − d)2
x2 + (z + d)2
]
, (6.3)
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Figure 6.5: (a) Colour plot of the electric potential created on the MoS2 bilayer
sheet due to an infinitely-long charged wire (gate G1). A well-confined
potential well is created in the region directly underneath the charged
wire. (b) A slice of the potential along Y = 0 showing the creation of
potential well underneath the charged wire.
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where λ is the linear charge density of gate G1, which is calculated by
λ = Q
LG
= CV1
LG
(6.4)
where Q = CV1 is the charge stored on gate G1, C is the self-capacitance of the gate
G1, V1 is the potential applied to gate G1, and LG is the length of gate G1 which we
have assumed to be 400 nm as modelled in our comsol and numerical simulations.
In Eq. 6.5, r is the dielectric constant of HfO2 [245] and d is the distance of gate
G1 from the ground plane. The 2D map of the potential created due to gate G1 on
the MoS2 sheet is shown in Fig. 6.5. A well-defined potential well is achievable in
the region below the charged wire as shown in Fig. 6.5. We extended this approach
and used the wiring configuration discussed in Sec. 6.3 to obtain a structure of SET
device.
The potential due to gate G2 is given by
VG2 =
λ
2pior
log
[
y2 + (z − d)2
y2 + (z + d)2
]
. (6.5)
The potentials due to all other gates are similarly derived, and the full potential
is the superposition of all gates. The finite difference between the top and bottom
edges of the bilayer is evaluated to provide the field strength across the bilayer.
Having obtained a 2D map of the potential difference across the bilayer plane – e.g.,
Fig. 6.6(b) – we then consider its effect on the MoS2 band structure at fields from 0
to 0.2 V/Å in steps no larger than 0.01 V/Å, and smaller as required to verify linear
behaviour.
We are particularly interested in the constraint of the field strength within the
breakdown limit of the device. Therefore, without loss of generality in the method,
we explicitly consider the high charging energy case, when the classical occupancy
of the SET island can change by at most one electron at a time. Due to small
barrier height of our device, there is only ever at most one unoccupied level on the
island. Higher lying unoccupied levels would exceed the barrier height, and hence be
unbound. Thus, the extent of the LUMO bending created must match well to the
charging energy of the system.
The top view of the potential created in the MoS2 bilayer plane due to the surface
gates is shown in Fig. 6.6(d). The intersection of gates G1 and G2 generates a
well-defined island in the MoS2 bilayer plane. Gates G1, G3, and G4 define the
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Figure 6.6: (a) Schematic showing the design of our MoS2 bilayer SET. (b) Top view
of the potential created at the MoS2 bilayer sheet, showing the creation of
well-defined source, island and drain regions in the active layer within the
MoS2 bilayer. (c) Potential slice along bilayer directly underneath gates
G1, G3, and G4, showing source, island, and drain for a surface-gate
voltage of 0.27 V.
108
6.6 Numerical potential simulations
source/drain wiring configuration and tunable tunnel barriers in the MoS2 bilayer
plane. Fig. 6.6(c) shows a slice of the potential on top of the MoS2 bilayer plane and
underneath gates G1, G3, and G4.
The potential difference across the MoS2 bilayer is proportional to the electric field
(Fig. 6.7(b)). Note that there is a small local minima in the potential (and the
electric field) before the barriers. The maximum electric field created across the MoS2
bilayer (for Vg = 0.34 V) is approximately 4.6 mV/Å, which is comparable to fields
applied across MoS2 bilayer devices in [246], and well exceeded by the breakdown
field strength of HfO2 [247]. We used the linear fit to Fig. 6.7(a) to obtain the LUMO
bending at fields shown in Fig. 6.7(b). This LUMO bending as a function of the
position across the MoS2 bilayer plane is shown in Fig. 6.7(b). The constraints of
achieving a useful device and consequent constraints on the geometry lead us to place
the Fermi level at 0.15 meV. With this placement of the Fermi level and the above
dimensions of the device, a 12 nm diameter island and 16 nm wide tunnel barriers
are created in the MoS2 bilayer plane. The main steps used to feed DFT results in
the modelling of SET device are summarized below.
1. We evaluated the LUMO band response to electric field through DFT calcula-
tions.
2. We used a linear fitting function to calculate the slope of LUMO bending via
the electric field.
3. We calculated the potential on top and bottom of MoS2 bilayer sheet using
the surface gate geometry and gate voltage through Eq. 6.5 in the numerical
potential simulations.
4. Using the potential created in step 3 on top and bottom of MoS2 bilayer sheet
and thickness of the MoS2 bilayer, we used the finite difference method to
calculate the electric field on the MoS2 bilayer sheet. This electric field on
MoS2 bilayer sheet is shown by the blue solid line in Fig. 6.7(b).
5. We fed the line fit parameters obtained from step 2 into numerical simulations
of the electric field values of step 4 and evaluated the corresponding LUMO
bending in MoS2 bilayer sheet due to the electric field of surface gates. This
LUMO bending is shown by red-dashed line in Fig. 6.7(b). This LUMO bending
(red-dashed line) defines the source, island, and drain regions on the MoS2
bilayer sheet.
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Figure 6.7: (a) Responses of MoS2 bilayer to electric fields: (a) effect of uniform
electric fields on LUMO (grey circles) and HOMO (blue squares), with
first-order fits to LUMO (red line) and HOMO (black line) data. Negative
electric field values are folded over to the positive axis. (b) Electric field
across bilayer due to gate structures (blue line) with general gate voltage
Vg = 0.27 V. Modulations are shown from a baseline field corresponding
to the dashed line in (a). LUMO bending (dashed red line) extracted
via the line-fit parameters of (a) from the modulated electric field values,
together with the Fermi level (dashed black line) show definite source,
barrier, island, and drain regions (labelled). Boundaries between regions
are marked with solid black lines.
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The dimensions of the SET are comparable with experimental structures in GaAs/
AlGaAs [248]. The size of the island and the width of the tunnel barriers can be
controlled through the substrate and the cap layer thicknesses. The LUMO bending
is used as an input to numerical transport simulation.
6.7 Single-electron transport simulations
To study the characteristics of the single island SET, we solved the single electron tun-
nelling problem through finite potential barriers and calculated the tunnel resistance
which we used further to obtain the current through the SET.
6.7.1 WKB approximation
TheWKB approximation is a standard approach to solve time-independent Schrödinger
equation for tunnel-barrier problems where the potential varies slowly. The WKB
approximation is not directly applicable at the classical turning points where the
incoming energy of the electron matches the barrier energy. In fact, not only does the
approximation not hold at those points, but also in their vicinities. The connection
formulas, using an Airy function ansatz to patch difficult regions, are the standard
way to circumvent this issue. However, we have to check whether the conditions for
their use are met or not by this barrier. The transmission coefficient by the WKB
approximation is given by [249]:
T = e−2γ, (6.6)
where
γ = 1
~
a∫
0
√
2m(Lpeak − ε)dx, (6.7)
~ = h/2pi is the reduced Planck’s constant, m = 0.38mo is the effective mass of
electrons in the MoS2 bilayer [250], a is the width of the tunnel barrier, and ε is the
energy of an incoming electron in the MoS2 bilayer.
The Airy function in the patching regions is applied by assuming that the potential
is linear in the patching regions and that the error between the linear potential and
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actual potential is less than 10%. This linearized potential is given by
V (x) ∼= E + V ′(0)x (6.8)
Here V (x) is the potential created due to the surface gates across the MoS2 bilayer
plane. By solving the Schrödinger equation for linearized potential as described by
Griffiths [249] (chapter 8, Eqs. 33 - 36), we obtain an independent variable z defined
by
z ≡ αx. (6.9)
Here
α ≡
[2m
~2
V ′(0)
] 1
3
. (6.10)
The second condition for the applicability of the Airy function is that the z-factor
should be large in the vicinity of turning points where the error in the linear potential
approximation should be small. In case of our potential barriers, we obtain a
linearized potential approximation error of 1.1% in a region of 1 nm on both sides of
turning point 1 [Fig. 6.8(c)]. The z-factor is also of order of 104 [Fig. 6.8(e)] at this
turning point. Thus the Airy function becomes valid in a 1 nm region on both sides
of the turning point 1. At the turning point 2 (right-side in the left barrier of the
LUMO bending curve in Fig. 6.7(b)), we obtain a linearized-potential approximation
error of less than 10% in the region only 0.1 nm on both sides of this turning point as
shown in Fig. 6.8(d). Although, the z-factor is large in a 1 nm region on both sides
of turning point 2 [Fig. 6.8(f)], the validity of the linearized potential approximation
in just 0.1 nm region makes the Airy function applicable only in the 0.1 nm region
on both sides of turning point 2. As a resolution of 0.1 nm is extremely small on our
numerical grid of potential simulations which is currently 1 nm, it is not feasible to
apply the Airy function on the second turning point of our potential barrier.
To avoid the issues with the Airy function matching, we make the approximation
that the barrier is finite and rectangular, with the identical width (16 nm) and height
equal to the peak value of LUMO bending, called Lpeak while setting L(−200) = 0.
Since such a barrier is definitively larger, and no thinner, than the original barrier,
its transmission coefficient is guaranteed to be lower than that for the experimental
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device. The transmission coefficient of a finite square barrier is [249]:
T = e−2γ, (6.11)
where
γ = 1
~
a∫
0
√
2m(Lpeak − ε)dx = a~
√
2m (Lpeak − ε). (6.12)
Here ε can also be regarded as ε = Vsd + Eth + µ, where Vsd is the source-drain bias,
Eth is the thermal energy described by the Fermi smearing incorporated below, and
µ is the chemical potential of the electron which is set by the absolute source and
drain voltages Vs and Vd. (Recall Vsd = Vs − Vd; modifying the absolute value of
each in tandem has no effect on Vsd.) We assume that the incoming electron has
µ such that ε ≈ 0.38 [Lpeak − L (−200)] = 0.38Lpeak; this defines the points where
L = ε (the region boundaries) at consistent locations in space – enforcing the desired
geometry with large charging energy. (The left edge of L has been set as zero energy,
the absolute value of µ is somewhat different to the marked ε.) Fig. 6.9 shows L (x)
for several values of Vg, together with the constant region boundaries. In principle,
this assumption could be relaxed as needed to describe a particular physical device.
As an example, Fig. 6.7(b) shows the particular case of the optimised structure under
Vg = 0.27 V, where µ is set such that ε is equal to the black-dashed line. At this
chemical potential, the island has 12 nm diameter and 16 nm wide tunnel barriers.
L is the barrier height created by LUMO bending due to surface gate potentials.
The tunnel resistance is given by [251]
R−1T =
2pie2
~
ρ1ρ2 | T (ε) |2, (6.13)
where | T (ε) | is the transmission co-efficient, ρ1 is the density of states in source/drain
electrodes and ρ2 is the density of states in the island. We approximate the density
of states by assuming constant band bending over the leads (and island), giving:
ρ =
εf∫
εo
D(ε) dε = D(ε− εo)× (ε− εo); (6.14)
Here εf is the Fermi level and εo is the energy of the lowest level in the source/drain
leads of MoS2 bilayer plane. (This corresponds to making the assumption that
electron-hole recombination is negligibly slow compared to the tunnelling rate). D(ε)
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is the density of states per unit energy in a 2D solid, given by
D(ε) = 4pim
h2
A, (6.15)
where A is the area. Hence,
ρ1 =
4pim
h2
(ε− εo)As for ε > εo, and
ρ2 =
4pim
h2
(ε− εo)Ai for ε > εo
(6.16)
Here, As and Ai are the areas for the source and island respectively. The island and
lead in-plane areas were estimated as pi (6 nm)2 and 400×20 nm2, respectively which
leads to tunnel resistances of 270 kΩ to 360 kΩ for 0.2 V ≤ Vg ≤ 0.34 V , using this
idealised design in perfect bilayer MoS2 in HfO2. Practically, many factors involved
in experiment (e.g., fabrication imprecision, defects, etc.) often accumulate to affect
resistances by several orders of magnitude.
Although we use a semiconductor material (MoS2 bilayer) in the design of our SET,
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after connecting it with the external batteries the Fermi level rises into the conduction
band in the source/island/drain regions while sitting below the conduction band in the
tunnel barrier regions. Thus, the SET behaves effectively like a metal-insulator-metal
junction and all the standard approximations for metallic SETs are still applicable
to our SET.
Fig. 6.10(a) shows the variation of tunnel resistance with Vg. Increases to the gate
voltage cause the barrier height to rise, reducing the transmission coefficient. Due to
scaling of input electron energy, there is a minimal change in transmission coefficient
with gate voltage but density of states in both source/drain and island increases
pre-dominantly and that leads to the observed decrease in tunnel resistance.
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Figure 6.10: Transport characteristics of the SET device (a) Variation of the barrier
tunnel resistance with the general gate voltage, Vg. (b) Characteristic
Coulomb blockade peaks for a source/drain bias voltage of 100 µV and
at a temperature of 1 K, showing an increasing current through the
MoS2 bilayer SET. This increase in current is due to the drop in tunnel
resistance with the gate voltage.
To determine the current through the SET, we need the tunnelling rates on and off
the island for different charge configurations of the SET. These tunnelling rates and
SET current are calculated by following the Eqs. B.9-B.18 in the appendix.
The characteristics of the SET can be described by varying Vg. Fig. 6.10(b) shows
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the current passing through the SET at a temperature of 1 K and a bias voltage of
100 µV (Here we are only considering the low-bias regime.) By varying the surface
gate voltage, the overall potential landscape through the MoS2 bilayer changes, thus
modifying the barrier height and alignment between incoming electron energy and
island states. When the energy of an incoming electron resonates with an unoccupied
energy level in the island, that electron tunnels to the island and current flows
through the SET, which is shown by the peaks in Fig. 6.10(b). On the other hand,
when none of the island states are available to the incoming electron, it cannot
tunnel to the island and the current through the SET drops to zero, defining the
Coulomb-blockade region between the peaks. The height variation between the
current peaks arises from the changing response of the MoS2-bilayer density of states
in the source/drain and island, in contrast to an ideal metallic SET.
The output characteristics, i.e., current of order of pA in our MoS2 bilayer SET is
comparable with the previously reported SET in WSe2 by Song et al. [240]. Angus
et al. [180] reported a design of SET in silicon using a similar surface-gate approach
as in our SET device. However, the reported charging energy of their SET device
is 2.5 meV in contrast 18.9 meV in our MoS2 bilayer SET device. A higher value
of charging energy results in our SET device to operate at a temperature of 1K
– an order of magnitude higher than the operating temperature of SET reported
by Angus et al. Moreover, it also takes advantages of the ultra thin geometry of
2D material. Our SET design allows an independent control on the size of island
and the tunnel barriers through surface gate voltages. The creation of quantum
dot directly underneath the top metallization layer, which is conceptually similar to
that of Angus et al. [180], allows more-precise potential calculations in the active
layer in contrast to conventional designs (e.g. Song et al. [240]). The electrostatic
formation of quantum dot and tunnel barriers also eliminates the edge states induced
by etching, which commonly appear through traditional patterning techniques.
6.8 Summary
The surface gate approach to quantum devices is quite flexible and amenable to
scalable integrated devices. With identical gate voltages, we already have significant
control over barrier height, the energy states in the island and hence, electron
tunnelling. One could achieve further independent control of the incoming electron
energy or island states by applying different voltages to each gate. Moreover, due to
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the small size of the island, our preliminary modelling holds promise for relatively
high-temperature single-electron devices.
The electric-field based tunability of the HOMO and the LUMO of the MoS2 bilayers
opens possibilities for the surface gate approach to be used for potential future opto-
electronic devices. For example, one could consider electrically controlling the band
gap to create electrically tunable emission from quantum dot regions, where both
the quantum dot geometry and emission wavelength is controlled by the surface-gate
potentials.
Here we have studied an embedded MoS2 bilayer system. However, we would expect
our results to be easily applicable to all other bilayer and trilayer two-dimensional
materials discussed in chapter 5, that exhibit a LUMO response to electric field (e.g.,
MoSe2, MoTe2 and WS2 [78]).
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The unique properties of two-dimensional (2D) materials including their high mobil-
ity and layered-structure, makes them promising candidates in the modern era of
nanotechnology and opto-electronics. The compelling demand for higher performance
and lower power consumption in electronic systems is the main driving force of
the electronics industry quest for devices and architectures based on new materi-
als. Among these two-dimensional materials, the transition-metal dichalcogenides
(TMDCs) comprise a family of materials spanning a wide range of electronic proper-
ties with metals, semiconductors, and insulators. Additionally, some members have
biocompatible properties e.g., MoS2 which offers novel opportunities. In this thesis,
we have explored a few of the potential applications of two-dimensional TMDCs.
Band gap engineering is a powerful technique and an essential part of nano-electronic
device optimization. A large number of electronic devices have quantum dots as their
fundamental element. Lateral size of the quantum dots plays an important role in
device properties, as different sizes of the quantum dots have different band gaps and
charging energies. Similarly, edge effects of these quantum dots modify the device
properties significantly. Within this context, we explored the electronic properties
and edge effects of various sizes of the nanoflakes in chapter 4. However, lateral
size of quantum dots can only be chosen before the fabrication of device. Once the
device is fabricated, we can not further vary the dot size to tune the properties of
device. Tunable quantum dots and tunnel barriers are highly desirable in quantum
dot devices as they allow an independent control of electron tunnelling rates and
transparency of the barriers. To achieve an in situ control on device characteristics,
we have explored the band structure responses under electric field for all stable-layered
TMDCs in chapter 5. We further presented a design of single-electron transistor in
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chapter 6 using surface-gate structure in one of the representative TMDC material,
i.e., MoS2 bilayer. However, this design methodology is applicable to any of the
TMDC material showing band structure modifications via the electric field studied
in chapter 5.
We have studied the lateral size-dependent properties in the nanoflakes of MoS2
monolayer upto sizes of 2 nm in chapter 4. We discussed the relative stability of the
flakes by comparing their energetics and found that the structures with zigzag edges
are more stable than the armchair ones. The energetics, we predicted, guide the
experimentalists in the synthesis of these small sized nanoflakes. The energetics of the
passivated flakes predict a realistic picture of the flake formation possibilities. The
HOMO-LUMO gap as a function of the flake sizes suggests opportunities to choose
the optimal flake size for particular photoluminescence applications in the small-sized
MoS2 flakes. This is also helpful to those looking for biolabelling applications for
in-vivo studies.
We further discussed an effective method to tune the band gaps by applying a
transverse electric field to the layered structures of TMDCs in this thesis. We
reported a detailed survey of the band structure modulation via electric field in the
known stable-layered TMDCs. The band gaps of the TMDC structures decrease
monotonically with increasing electric bias, eventually resulting in the closure of
the band gap. We also reported the critical fields where the semiconductor-to-
metal/semimetal phase transition occurs. We reported a whole range of the materials
having various responses to the field. This work will help researchers to choose the
right material according to their application requirements. This work will promote
the applications of few-layered TMDCs in next-generation nanoelectronic devices.
We designed a single-electron transistor in a MoS2 bilayer using the electric field based
band structure modification. The surface gate approach in quantum devices is quite
flexible and amenable to scalable integrated devices in contrast to conventional devices
in two-dimensional electron gas [252]. Our SET device operates at a temperature
of 1K, an order of magnitude higher than the SET in silicon reported by Angus
et al [238] using similar surface-gate geometry. Due to small size of the island
in a two-dimensional material, there is potential to further increase the operating
temperature of such an SET. The design of this device using surface-gate structures
creates the quantum dot directly underneath the top metallization layer, allowing
more-precise potential calculations in the active layer in contrast to conventional
designs [240, 253]. Such a gate-defined SET allows an independent control on the
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size of island and the tunnel barriers through surface gate voltages. Moreover, it also
takes advantages of the ultra thin geometry of 2D material.
The tunable tunnel barriers defined and controlled by electric fields eliminates the
edge states induced by etching steps, which commonly appear through traditional
patterning techniques. In nano-devices fabricated through traditional techniques,
the presence of such edge states and charges inhomogeneities limit their performance
[254, 255]. Further, due to strong spin-orbit coupling in TMDCs, there is potential
to use TMDC quantum dots as quantum bits [256].
7.1 Future work
There are many directions in which this work may proceed in the future.
The field of 2D materials is huge and many of these materials are relatively unexplored.
Our current survey enables the researchers to enhance the usage of viable 2D materials
in device engineering and in electronics. There is still space to study the change in
charge density for various orbitals as a function of electric field. This study requires
wave function calculations in crystal09 code and then doing further coding and
simulations in matlab. This study can provide further insights in to the mechanism
of band structure variation under electric field for TMDCs. There is also space
to study the mechanical properties of TMDCs in our current survey. TMDCs are
expected to have a great potential for piezoelectric device applications due to their
noncentrosymmetric and 2D crystal structure. Mechanical properties can be explored
in any of the computational density-functional code for periodic structure calculations
such as crystal, vasp. Strain can be applied by defining supercell of the crystal
structure and compressing the lattice parameters as per the amount of strain to be
applied. Such a study is desirable to further explore the TMDC materials in future
atomically thin piezoelectric applications such as sensors, transducers, and energy
harvesting applications.
The critical shortage of rare-earth elements which are central to modern era and
future technologies is a concern for many industrialists. A world-wide long-standing
effort and challenge exists in the search of materials which can mimic the physics
and valuable properties of the rare-earth elements. TMDCs with fewer number of
elements may be a viable alternative to these precious rare-earth elements. The
major extension of our current survey is to study the scope and fitness of TMDCs as
121
7 Conclusions
(a)
(b) (c)
Figure 7.1: (a) A concept diagram for the design of single-photon source showing
TMDC islands on top of the substrate. The injection of electrons and
holes in the islands will generate single photons from their recombination.
(b) Energy level diagram showing the tunnelling of a single electron
and a hole in the islands and (c) emission of a single photon from the
recombination of an electron and a hole.
a potential substitute of rare-earth elements and to investigate their role for economic,
industrial, and environmental applications.
The potential advantage of ultrathin geometry, impurity-free, defect-free, and po-
tentially isotopic spin-zero TMDC materials in device designs in contrast to the
conventional two-deimensional electron gas motivates us to further explore their
applications in device physics. We are interested to extend our current work on
the design of single-electron transistors in the future. The development of efficient
and perfect single-photon emission is a major challenge in the context of quantum
communication and optical-quantum information processing. We can use our current
design of the single-electron transistor to pump a single-photon source. Through
a controlled injection of holes in the island a of single-electron transistor, a single-
photon can be achieved via electron-hole recombination as shown in Fig. 7.1. To
investigate the electron-hole recombination rates and transition-dipole moments, we
require to perform excited state calculations using time-dependent density-functional
theory or methods like CCSD(T). Such a single-photon source can be designed in
either MoS2 bilayer SET which we have designed in this thesis or any of other TMDC
materials reported in chapter 5, which have a reasonable band gap response to the
electric field.
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Figure 7.2: Concept diagram of the design of a multi-island quantum dot array. There
is a TMDC layer sandwiched between a cap layer and a substrate. The
pattern of surface gates shown here generates four islands underneath
each intersection of the longer wires. The short wires generate tunnel
barriers as discussed earlier in chapter 6 for the design of single-electron
transistor. This pattern is extendable to generate as many number of
islands as required.
We are also interested to design a multi-island quantum dot arrays by modifying the
current gating structure of our single-electron transistor reported in chapter 6. In
Fig. 7.2, we have shown a design to generate a quantum-dot array of four islands.
Such a quantum dot-array requires further matlab simulations to model the effects
of electric field due to the surface-gate geometry shown in Fig. 7.2 and comsol
simulations to calculate the capacitances of these surface-gates. The technique of
combining density-functional computations and multi-scale strategy explained for
the single-island SET work in chapter 6 should apply in these more complicated
structures. This design is extendable to generate any required pattern and number
of islands and is useful for applications like quantum-dot cellular automata. Due
to close proximity of the top gates and the quantum-dots layer, such a structure
enables more precise control on the potential landscape which can not be achieved in
conventional two-dimensional electron gas features as discussed earlier in chapter 6.
Along with the advantageous geometry of 2D materials, such a device is promising
in applications such as quantum and classical computation.
Finally, the fabrication of the designs reported in this thesis and proposed in this
section with the experimentalists is the eventual goal to provide a comparison of this
theoretical work.
123

Appendix
A Size-dependent optical properties
To understand the size-dependent fluorescent properties in the small-sized MoS2
monolayer nanoflakes, we investigated excitation spectra using time-dependent
density-functional theory (TD-DFT) and configuration-interaction singles (CIS).
The functional used for TD-DFT calculations was BHandHLYP. The work in this
section is preliminary and requires further research and analysis. For the optimized
structures, our task was to calculate the transition energies from the HOMO to all
possible excited states in the UV-Vis range. The excited state energy levels for all
the nanoflake sizes are shown in Fig. A.1 with black vertical lines having oscillator
strength on the right y-axis and absorption coefficient on the left y-axis. As we move
away from the Fermi level, the energy states becomes highly dense and the spectrum
becomes almost continuous as shown in Fig. A.1. Consequently calculations become
computationally very expensive and it becomes hard to calculate all the states in the
UV-Vis spectrum especially for larger flakes.
The blue curve corresponds to the convolution function on all of the black-line data
with Gaussian broadening function (which is set by default). We truncated the
absorption curves at 2σ before the last data peak, i.e., E − 2σ, shown by red-dashed
lines in Fig. A.1. Here σ is the standard deviation for the absorption curves and E
is the energy of last data peak which we could compute shown in Fig. A.1 for each
flake. For Gaussian broadening functions, σ is defined as
σ = FWHM√
8ln2
. (7.1)
Here FWHM (full-width half maximum) is 0.66667 eV as defined earlier in the
methodology section. The data for the red-dashed lines in Fig. A.1 where the curves
are truncated, i.e., (E− 2σ) = (E− 0.5662) eV is given in the Table A.1. In Fig. A.2,
we have shown the absorption coefficients curves for varying sizes of the nanoflakes.
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Figure A.1: Excited state energy levels for nanoflakes of various sizes using CIS and
TD-DFT theories as labelled with absorption coefficient and oscillator
strength on left and right y-axes respectively.
Table A.1: Energies (both in eV and wavelength units) corresponding to the red-
dashed lines in Fig. A.1, where we have truncated the absorption coefficient
curves for all the nanoflakes.
Size of nanoflakes Last computed
data peak
E (eV)
(E − 2σ)
CIS
9-atoms 8.82 8.25 eV = 150 nm
24-atoms 7.53 6.96 eV = 178 nm
45-atoms 5.68 5.11 eV = 242 nm
72-atoms 4.40 3.83 eV = 323 nm
TD-DFT
9-atoms 12.07 11.50 eV = 108 nm
24-atoms 8.37 7.80 eV = 159 nm
45-atoms 5.09 4.52 eV = 274 nm
72-atoms 3.09 2.52 eV = 492 nm
We compared the results for CIS and TD-DFT and found them in good agreement
with each other.
It has been shown by Wendumu et al. [69], that a shift to the blue in absorption
peak occurs with decreasing flake sizes from 6.5 nm to 3.6 nm. As our nanoflakes are
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Figure A.2: Absorption-coefficient plots for nanoflakes of various sizes with CIS and
TD-DFT theories. Both theories agree well with each other above the
main resonance features. The TDDFT method is unable to access the
full spectral range of CIS due to computational limits. There is a shift
of the main absorption peak to the blue with decreasing size of the
nanoflakes which is expected.
significantly smaller than their flakes and we are applying a qualitatively different
modelling technique, we do not expect our results to exactly match with theirs.
The tail-like behaviour in the excited state calculations appears to be in agreement
with the results of Wendumu et al. [69] that also show a pronounced tail in the
near-infrared region.
Our work on the size-dependent optical properties is still incomplete and more
research and computational resources are required to completely understand the
size-dependent optical properties of MoS2 monolayer nanoflakes.
B Introduction to the single-electron transistor
In this section, we introduce the fundamental electrostatics and operation of a single-
electron device, i.e., a single-electron transistor. We define frequently used notations
and discuss the metallic physics of the single-electron transistor to develop basic
understandings for chapter 6.
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B.1 Quantum-electronic devices
There has been tremendous growth in the research efforts for device physics in the
last several years. Complementary metal-oxide semiconductor (CMOS) technology
has been facing many significant limitations (e.g., performance, energy and material
limitations) in the modern electronics industry [257]. This has intensified the quest
to look for more viable device technology, for example, single-electron devices because
of their capability of manipulating just one electron. Along with the improvement in
power dissipation, single-electron devices also allow to scale the device sizes down to
the sub-10 nm regime [258].
In this appendix, we briefly discuss the basic principle and operation of a single-
electron transistor (SET) in Sec. A.2. We describe the electrostatics for an ideal
settings of a metallic single-island SET in Sec. A.2.1 followed by the description of a
metallic double-island SET in Sec. A.2.2.
B.2 Single-electron transistor (SET)
Single-electron transistor is a very interesting device in classical and quantum com-
putation. SET has capability to act as a very sensitive electrometer, allowing the
precise control and measurement of an absolute charge for a small metallic island.
They can measure sub-electron charge variations to 10−6qe/
√
Hz [259] which is close
to the quantum limit. SETs have many applications in single-electron logic circuits
[260], single-photon detectors [261], and spintronics [262]. They are also suggested
as a readout mechanisms for quantum scale devices such as cellular automata and
quantum computers [263].
Single-electron transistor is a three terminal device, i.e., a source, a gate, and a drain.
There is an isolated island between the source and drain leads as shown in Fig. B.3(a).
There is capacitive-resistive coupling between the source/drain and the island and
capacitive coupling between the gate and the island. The electric potential on the
island can be controlled through gate electrode. The circuit diagram of a SET is
shown in Fig. B.3(b). Here Cis, Cid, and Cig are the capacitances between the island
and the source, drain, and gate terminals respectively. Ris and Rid are the tunnel
resistances between the island and the source and drain leads respectively. Vs, Vg,
and Vd are the applied voltages on the source, gate, and drain terminals respectively.
The basic principle of a SET is the Coulomb blockade that leads to a controlled
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(a)
(b)
Figure B.3: (a) Schematic of a SET showing source, drain and gate leads with an
isolated island between source and drain leads. (b) Circuit diagram of
the SET showing capacitive-resistive coupling between the source/drain
and the island and capacitive coupling between the gate and the island.
The rectangles represent the tunnel junctions and the square represents
the source of charge configurations.
tunnelling of single electron through it. As the size of island is in nanometer regime,
the sea of continuous energy levels normally present in the metals becomes discrete.
When this happens, the passage of a single electron through the tunnel barrier can
be controlled by tuning the energy levels of the island. The energy levels in the
island can be tuned by varying the gate voltage. When a positive voltage is applied
to the gate electrode, the energy levels of the gate electrode are lowered. When the
energy of an electron in the source lead is resonant with an unoccupied energy level
in the island, the electron tunnels to the island as shown in Fig. B.4. The same
phenomenon happens on the tunnel barrier between the island and the drain, and
electron tunnels off the island to the drain. This tunnelling of electron from source to
island and from island to drain leads to a resultant current flowing through the SET.
In the Coulomb blockade regime, when none of the island states becomes available
to incoming electron, electrons can not tunnel to the island and current through the
SET drops to zero.
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Figure B.4: (a) Block diagram showing source, drain regions and discrete energy
levels in the island with potential barrier between the island and the
source/drain regions. (b) Tunnelling of an electron from source to an
available state in the island.
The charging energy of the island is given by [264]
Ec =
q2e
CiΣ
, (B.2)
where qe is the electronic charge and CiΣ is the self-capacitance of the island which
is given by
CiΣ = Cis + Cig + Cid. (B.3)
Here Cis, Cig, and Cid are the capacitances between the island and the source, gate,
and drain leads respectively as defined earlier.
Three criteria have to be met in order for SET to work.
1. The bias voltage, i.e., Vsd (= Vs − Vd) must be less than the charging energy of
the island.
2. The thermal energy should be less than the charging energy, i.e., Ec  kBT ,
otherwise incoming electrons will pass the island via the thermal excitation
instead of tunnelling. Here kB is Boltzmann constant and T is the temperature.
3. The tunnelling resistance should be greater than h
q2e
, which is the quantum
resistance.
Fabrication techniques play a significant role in order to build SETs for real applica-
tions. Extensive research has to be continued to achieve SETs operational at room
temperature and with better controllability.
130
B Introduction to the single-electron transistor
B.2.1 Ideal metallic single-island SET
We start with the metallic physics of a SET in which the influence of quantum
states is not taken into account yet. Consider a SET having N components. The
capacitance between any of the two components j and k having potential difference
Vjk is Cjk. The total charge on a component j is given by the sum of the charges on
all of the capacitors connected to component j.
Qj =
N∑
k=1
qjk =
N∑
k=1
Cjk(Vj − Vk) (B.4)
The electrostatic energy of this system is given by
U = 12V Q =
1
2CV
2 (B.5)
Using Eq. B.4, the charge on each component of SET is given by
 Qc
Qv
 =
 Ccc Ccv
Cvc Cvv
 Vc
Vv
 . (B.6)
Here Qc and Qv are the sub-matrices defining charge on the charge nodes and
the voltage sources respectively. In case of SETs having a single island i and a
single gate electrode, Qc = Qi and Qv = (Qs Qg Qd)′. Similarly, Vc = Vi and
Vv = (Vs Vg Vd)′ are the sub-matrices defining voltage on the charge nodes and
the voltage sources respectively. Ccc is the sub-matrix defining the capacitances
between all the charge nodes. In the case of single-island SET, Ccc = Ci. Ccv(= C ′vc)
is the sub-matrix defining capacitances between the charge nodes and the voltage
sources; i.e., the source, gate, and drain terminals and is given by
Ccv = C ′vc =
(
Ccs Ccg Ccd
)
. (B.7)
Similarly, Cvv is the sub-matrix defining voltages between all the voltage sources and
is given by
Cvv =

CsΣ Csg Csd
Cgs CgΣ Cgd
Cds Cdg CdΣ
 . (B.8)
We determined the charging energy of a single-island SET having source, gate, and
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drain terminals as voltage sources. We calculated the energy for different charge
configurations on the island using Eq. B.5. Figure B.5(a) shows the charging energy
diagram for an ideal metallic SET with the island’s charge configurations varying
from N − 2 to N + 2. By varying the gate voltage, when energies of the two charge
configurations on the island become degenerate, an electron tunnels on or off the
island resulting in the charge transport through SET.
Current through SET is determined by the rates at which electrons tunnel across the
voltage terminals, i.e., from source through the island to drain. These tunnelling rates
are functions of the energy difference between two different charge configurations on
the island. For an island at a temperature of T , in a charge configuration with n
excess electrons, the tunnelling rates are given by [265]
Γnχi =
1
q2eRT
∆Enχi
exp(∆E
n
χi
kBT
)− 1
. (B.9)
Here χ denotes the source or drain and i the island. RT is the tunnel resistance.
∆Enχi is the energy difference between different charge configurations of the SET.
The energy difference is the work done on or by the system in moving an electron
through the barrier. This energy is determined by the charging energy of the system.
For example, the energy difference between two charge configurations n and n− 1
on the island is given by
∆Enχi = E(n− 1)− E(n) + Vχqe, (B.10)
where Vχ is the chemical potential of the source/drain lead. For simplicity, we have
assumed that there are no co-tunnelling events occurring in our case. The net current
flowing through the SET is sum of the probabilities for all possible tunnelling rates
on or off the island. This current is given by
I = qe
∞∑
n=−∞
∑
χ=s,d
pn(Γnχi − Γniχ), (B.11)
where pn is the probability that island is in a state with n excess electrons. These
probabilities are calculated by the master equation given by [264]
p˙n = (Γn−1is + Γn−1id )pn−1 − (Γnis + Γnsi + Γndi + Γnid)pn + (Γn+1si + Γn+1di )pn+1. (B.12)
According to Eq. B.12, the rate of change of occupation number on the island is the
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Figure B.5: (a) Charging diagram for an ideal settings of metallic SET and gate
voltage in units of sub-electronic charge. The island’s charge configuration
is varying from N − 2 to N + 2. At the point of intersection of the
two curves, energies of the corresponding two charge configurations
become degenerate and current flows through the SET as shown in
(b) by Coulomb blockade peaks on top of energy curves. (c) Coulomb
blockade peaks showing current flowing through the SET.
difference of the rates at which electrons are entering and leaving the island. We set
the island charge configuration range over ±N , where N = 7. Eq. B.12 becomes a
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system of 2N + 1 equations. We assume
An = Γn−1is + Γn−1id , (B.13)
Bn = Γnis + Γnsi + Γnid + Γndi, (B.14)
and
Cn = Γn+1si + Γn+1di . (B.15)
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Figure B.6: Current through an ideal metallic SET at a temperature of 5 K (blue-
solid line), 10 K (red dashed line), 15 K (green dotted line) and 20 K
(black dot-dashed line). There is a monotonic increase in current with
the temperature.
Here A−N means probability for the −N − 1 state, and CN for N + 1 state. We have
to make further approximation that A−N =0 and CN=0. The problem is further
simplified by assuming that we are after the steady state current and the pn are
probabilities, hence
p˙n = 0 (B.16)
and ∑
n
pn = 1. (B.17)
The matrix equation, can therefore be written as (replacing the final equation with
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the normalization condition of Eq. B.17)

0
0
0
0
0
0
1

=

−B−N C−N 0 · · · · · · · · · 0
A−N+1 −B−N+1 C−N+1 · · · · · · · · · 0
... ... ... ... ... ... ...
0 · · · An −Bn Cn · · · 0
... ... ... ... ... ... ...
0 · · · · · · · · · AN−1 −BN−1 CN−1
1 1 1 1 1 1 1


p−N
p−N+1
...
pn
...
pN−1
pN

.
(B.18)
We solve Eq. B.18 to give all of the occupation probabilities. By putting Eq. B.18 in
Eq. B.11, we obtain the current through the SET where the energy of neighbouring
charge configurations becomes degenerate as shown in Fig. B.5(b) and (c). In between
these regions of degeneracy, where energy of two charge configurations become non-
degenerate, the system exhibits the Coulomb blockade regime and current through
the SET drops to zero.
By varying the temperature, we can tune the magnitude of the current through SET
as shown in Fig. B.6. By increasing the temperature from 5 K to 20 K, the current
through the SET increases monotonically.
B.2.2 Ideal metallic double-island SET
A double-island SET comprises of two islands whose energy levels are controlled by
the two gate electrodes as shown in Fig. B.7(a). The two islands are labelled as i
and j as shown in the circuit diagram in Fig. B.7(b), with their corresponding gate
leads as g1 and g2.
To obtain the charging energy and the current through double-island SET, we followed
the mechanism which we used for single-island SET with addition of another island j.
The charge and voltage on each component of the double-island SET are related by
sub-matrices as defined in Eq. B.6 with Qc = (Qi Qj)′, Qv = (Qs Qg1 Qg2 Qd)′.
The capacitance sub-matrices are given by
Ccc =
 CiΣ Cij
Cji CjΣ
 , (B.19)
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Figure B.7: (a) Schematic showing the structure of a double-island SET. (b) Circuit
diagram showing capacitive/resistive or capacitive coupling between all
the components of the SET as described in the main text.
Ccv = C ′vc =
 Cis Cig1 Cig2 Cid
Cjs Cjg1 Cjg2 Cjd
 , (B.20)
and
Cvv =

CsΣ Csg1 Csg2 Csd
Cg1s Cg1Σ Cg1g2 Cg1d
Cg2s Cg2g1 Cg2Σ Cg2d
Cds Cdg1 Cdg2 CdΣ
 . (B.21)
Similar to case of single-island SET, each element of the capacitance sub-matrices
represent the capacitance between the two components denoted by their subscripts.
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For example, Cij is the capacitance between the islands i and j. The voltage
sub-matrices are given by Vc = (Vi Vj)′, Vv = (Vs Vg1 Vg2 Vd)′.
The current through the double-island SET is then given by
I = qe
∞∑
n=−∞
pn[(Γnsi − Γnis) + (Γnij − Γnji) + (Γndj − Γnjd)]. (B.22)
The master equation becomes
p˙n = (Γn−1is + Γn−1ij + Γn−1jd )pn−1
− (Γnis + Γnsi + Γnij + Γnji + Γndj + Γnjd)pn
+ (Γn+1si + Γnji + Γn+1di )pn+1.
(B.23)
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Figure B.8: (a) Charging diagram for a double-island SET showing regions of different
charge configurations on both the islands. (b) Colour diagram of the
current flowing through double-island SET showing maximum current
at the triple points.
According to Eq. B.23, the rate of change of occupation number on the islands is the
difference of the rates at which electrons are entering and leaving the islands.
We set the charge configurations of the islands to range over N = (±K1,±K2). By
taking all the possible combinations of K1 and K2, Eq. B.23 becomes a system of
(2K1 + 1)2 equations. For example, by varying N over (±1,±1), we get 9 possible
combinations of the charge configurations on the islands i and j as shown in table
137
Appendix
Table B.2: Charge configuartions on a double-island SET with N varying over (±1,
±1) generating a nine different charging states on the islands i and j.
S1
(-1,1)
S2
(0,1)
S3
(1,1)
S4
(-1,0)
S5
(0,0)
S6
(1,0)
S7
(-1,-1)
S8
(0,-1)
S9
(1,-1)
B.2. By assuming that system is initially in the state S1 with -1 excess charge on the
island i and 1 excess charge on the island j. When energy of the states in island i
becomes degenerate with an unoccupied state in the source lead, an electron tunnels
off the island i, leaving 0 excess charge on it. As a result, the system moves form
state S1 (-1,1) to S2 (0,1) with the corresponding tunnelling rate Γis. Similarly when
another electron tunnels off the island i to source lead, system moves form S2 (0,1)
to S3 (1,1) state leaving a +1 excess charge on the island i. When an electron from
island i finds an available state in the island j, it tunnels to island j and system
moves from state S1 (-1,1) to S5 (0,0) with the corresponding tunnelling rate Γij . As
co-tunnelling events are ignored, so system can not move from state S1 to S3 directly
which requires tunnelling of two electrons from island i to source lead resulting in
the corresponding tunnelling rate to be zero. Similarly, by repeating this over the
whole table B.2 for all possible combinations of (±1,±1), we obtain the transition
matrix for the double-island SET as
−1 0 1−1
0
1
Vg1 (δqe)
V
g
2
(δ
q e
)
0
10
20
30
C
u
rr
en
t
(a
rb
.
u
n
it
s)
−1 0 1−1
0
1
Vg1 (δqe)
V
g
2
(δ
q e
)
0
20
40
60
80
C
u
rr
en
t
(a
rb
.
u
n
it
s)
(a) (b)T = 10 K T = 30 K
Figure B.9: Current flowing through double-island SET at a temperature of (a) 10
K and (b) 30 K. Current through SET increases with the temperature.
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S1 S2 S3 S4 S5 S6 S7 S8 S9

S1 −B Γis 0 Γdj Γij 0 0 0 0
S2 Γsi −B Γis 0 Γdj Γij 0 0 0
S3 0 Γsi −B 0 0 Γdj 0 0 0
S4 Γjd 0 0 −B Γis 0 Γdj Γij 0
S5 Γji Γjd 0 Γsi −B Γis 0 Γdj Γij
S6 0 Γji Γjd 0 Γsi −B 0 0 Γdj
S7 0 0 0 Γjd 0 0 −B Γis 0
S8 0 0 0 Γji Γjd 0 Γsi −B Γis
S9 0 0 0 0 Γji Γjd 0 Γsi −B
,
where
Bn = Γnis + Γnsi + Γnij + Γnji + Γnjd + Γndj. (B.24)
For an ideal settings of a double-island SET, the charging and current diagrams are
shown in Fig. B.8(a) and (b) respectively. At the triple points, where boundaries of
three charging regions meet with each other, there is a maximum probability of the
tunnelling and current is maximum at these triple points.
Similar to single-island SET, the current through double-island SET can be tuned
by varying the temperature. By increasing the temperature from 10 K to 30 K, the
current through double-island SET increases significantly as shown in Fig. B.9.
B.3 Summary
Single-electron devices are emerging as a potential alternatives to the conventional
CMOS technology in the modern era of nanotechnology. This is mainly due to their
nanoscale size regime and the low-power dissipation. Single-electron transistor is an
example of such devices exhibiting the manipulation of a single electron.
In this appendix, we have briefly introduced the basic physics behind the operation
of a single-electron transistor. We have discussed the characteristics of an ideal
single- and double-island SET. This helps to understand the basic operation and
electrostatics of an ideal metallic SET, hence developing a base for complex design
discussed in chapter 6.
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Abstract
We report the multi-scale modeling and design of a gate-deﬁned single-electron transistor in a
MoS2 bilayer. By combining density-functional theory and ﬁnite-element analysis, we design a
surface gate structure to electrostatically deﬁne and tune a quantum dot and its associated tunnel
barriers in the MoS2 bilayer. Our approach suggests new pathways for the creation of novel
quantum electronic devices in two-dimensional materials.
Keywords: MoS2 bilayer, single-electron transistor, transition-metal dichalcogenides, ab initio,
quantum dot, ﬁnite-element modeling, transport simulations
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1. Introduction
Novel two-dimensional (2D) materials such as graphene and
transition-metal dichalcogenides (TMDCs) have attracted
signiﬁcant interest due to their unique electronic and optical
properties [1–3]. The ultrathin geometry and dangling-bond-
free interfaces of 2D materials make them good candidates to
integrate on various substrates [4].
The incredible range of properties of 2D materials,
including high mobility, controlled bandgap and relative ease
of fabrication, make them extremely attractive for nano-
electronic applications [5]. 2D materials are actively being
explored for potential post-silicon applications, leading to a
new era in integrated technology based on layered 2D
materials [5–7]. One key factor of 2D materials is the tun-
ability of their bandgaps in the range from insulators to metals
via layer thickness, which makes them ideal candidates for
photonic applications [8, 9]. Within this context, we have
chosen to explore the potential for 2D materials to impact
quantum electronics, where their materials properties are also
likely to lead to disruptive change.
Among these 2D materials, MoS2 (a TMDC) is
promising for quantum electronics; it possesses interesting
layer-dependent properties. For example, by decreasing the
thickness of MoS2 from bulk to a single layer, its bandgap
switches from indirect to direct and increases by more than
0.6eV, leading to strong photoluminescence from a single
layer [2, 10].
The single-electron transistor (SET) is a device where
electrons tunnel one by one to and from a small island
through tunnel barriers [11]. The tunneling of an electron and
the quantization of charge are controlled by gate electrodes.
SETs have extensive applications in nano-electronic devices
[12]. They have been proposed as a future alternative to
conventional CMOS transistors [13], and have been used as
nano-scale electrometers [14], capable of measuring sub-
electron charge variations to - q10 Hze6 . They also have
many applications in single-electron logic circuits [15] and
single-electron turnstile devices [16].
Many different techniques are used to fabricate SETs
based in materials such as Si [17–19], GaAs [20] and carbon
nanotubes [21]. There is a signiﬁcant body of literature on
fabricating SETs. For example: Thelander et alhave designed
gold-nanoparticle SETs using carbon nanotubes as leads at
200K [22], Klein et alreported a colloidal chemistry tech-
nique to create cadmium-selenide nanocrystals of varying
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sizes [23], and Kim et alused a focused-ion-beam technique
to fabricate SETs operating at room temperature [24].
Recently, there has been extensive work to deﬁne quantum-
dot devices in 2D materials including graphene [25] and
TMDCs [26]. Surface gates have been used to create tunable
tunnel barriers in Si interfaces [27], but to date there have
been no reported designs of electrostatically tunable tunnel
barriers and tunable quantum dots in 2D MoS2.
It is known that the MoS2 monolayer band structure
shows no response to applied electric ﬁelds [28]. In contrast,
MoS2 bilayers exhibit signiﬁcant band-structure modiﬁcation
under perpendicular electric ﬁeld [28, 29].
Here we present a lithographically appealing design of a
surface-gate-deﬁned SET in a MoS2 bilayer, and model its
physical characteristics. The structure of our proposed device
is a MoS2 bilayer sandwiched between a HfO2 substrate and
cap layer, with metallic surface gates, as shown in ﬁgure 1(a).
We use the surface-gate electric ﬁelds to modify the local
band structure in the MoS2 bilayer. We present a design of the
device obtained through multi-scale modeling. Recently, a
more conventional gate design has been used to demonstrate
quantum conﬁned structures on a few layers of WSe2 with
tunnel barriers deﬁned by electric ﬁelds at a temperature of
240 mK [26].
We modeled a MoS2 bilayer using density-functional
theory (DFT) to study the effects of electric ﬁeld on the band
structure of MoS2 bilayers. We performed numerical simu-
lations to calculate the potential at the MoS2 bilayer due to the
surface gates and used this potential to study the modiﬁcation
of the lowest unoccupied molecular orbital (LUMO) of the
MoS2 bilayer. We modeled our device geometry (obtained
from the LUMO bending of the MoS2 bilayer) with the
commercial ﬁnite-element analysis simulation tool COMSOL
[30] to obtain the self-capacitance of the SET island and the
capacitances between the island and each of the electrodes.
We used these capacitances in numerical simulations of
transport through the SET at a temperature of 1 K and studied
its physical characteristics. We iteratively cycled through
COMSOL and numerical simulations to obtain a consistent
picture of the device.
This paper is organized as follows: we begin our dis-
cussion with the structure of our device geometry followed by
DFT modeling of the MoS2 bilayer and the COMSOL model-
ing. Then we present the inﬂuence of the potential due to
surface gates in the MoS2 bilayer plane and numerical
transport simulations of the resulting SET device.
2. Lithographic structure of our SET device
The most important feature of the gate design shown here, as
opposed to more conventional gate-deﬁned quantum dot
designs (such as, for example, [26]) is that the creation of
potential wells directly underneath and in the near ﬁeld of the
metallic surface gates should allow more-precise lithographic
deﬁnition of the quantum features in the active layer. In the
conventional approach to creating sub-surface quantum dots,
the relatively large distance from the gate layer to the active
layer gives rise to a complicated potential landscape that must
be solved for self-consistently with Schrödinger–Poisson
solvers. Conversely, as our active layer is in the near ﬁeld of
the surface gates, the potential should more precisely follow
the metallization on the surface layer. This in turn means that
more complicated integrated circuits should be realizable, for
example multi-island dot structures or integrated qubit/read-
out type circuits. This design ethos is exempliﬁed by the
surface gate deﬁned SETs induced at a silicon/silica interface
by Angus et al [27].
Figure 1. MoS2 bilayer SET device. (a) Schematic showing a MoS2
bilayer sandwiched between HfO2 cap layer and substrate, with
metallic surface gates above the cap layer. Gates G3 and G4 are
shown separated from G1 for visibility, but are actually collinear. (b)
Perspective view of the black layer in (a) showing A–A¢ stacked, 2H
MoS2 bilayer; Mo (large, green) atoms, S (small, yellow) atoms. (c)
Equivalent circuit diagram of SET showing the capacitance/
resistance between the island and the source/drain and capacitance
between the island and the top gates. (d) Top view of the potential
created at the the MoS2 bilayer sheet, showing the creation of well-
deﬁned source, drain, and island regions in the active layer within
the MoS2 bilayer. (e) Potential slice along bilayer directly under-
neath gates G1, G3, and G4, showing source, island, and drain for
surface-gate voltages of 0.27 V on each gate.
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Our SET device has an MoS2 bilayer as an active layer
sandwiched between HfO2 insulating layers as shown in
ﬁgure 1(a). The top metallization layer comprises four gates
G1–G4. Gates G1 and G2 of ﬁgure 1(a) are approximated as
inﬁnitely long lines of charge, the intersection of which
deﬁnes our island via the doubly strong steep potential in the
active layer at depth (MoS2 bilayer). To establish source and
drain leads in the active layer at depth, we use gates G3 and
G4 to create similarly strong potential landscapes directly
underneath gate G1. These source and drain leads are sepa-
rately connected to external voltage controllers, enabling
direct modiﬁcation of their chemical potential(s), μ and
bias, Vsd.
For convenience, gates G3 and G4 are approximated as
one inﬁnite line of charge with a missing, ﬁnite segment
centered on the intersection of gates G1 and G2. For our
treatment, this dictates =V V3 4, but that condition is not
necessary if the semi-inﬁnite gates G3 and G4 are treated
separately and identical source and drain behavior is not
required. It should also be noted that » =V V V2 3 4 achieves
comparable island and lead depths below the barrier peaks;
= =V V V2 3 4 is not a constraint. Gate G1 is therefore effec-
tively a plunger gate controlling the depth of all components,
which could in principle be operated in isolation from the rest
(although + >V V V1 3 2 is required to avoid an unintended
perpendicular lead under gate G2). For simplicity here,
however, we set the general gate voltage as = =V V1 2
= =V V V3 4 g.
3. DFT modeling of molybdenum-disulphide bilayer
structures
Although the effects of electric ﬁeld on the band structure of
MoS2 bilayers are available in the literature, the focus has
either been on behavior over extreme ﬁeld strength ranges
(with sampling too coarse for our device) [28] or on the
bandgap response without speciﬁc discussion of the LUMO
physics [29]. Thus, to achieve the insight necessary to design
our device, we explore the LUMO physics directly in the
target operating regime.
We investigated the band structure of an optimized, A–A¢
stacked (Mo atoms in the top monolayer above the S atoms of
the bottom monolayer), 2H-phase MoS2 bilayer for varying
electric ﬁelds. A–A¢ is the most-reported stacking order for
bulk MoS2 and it is very close in energy to the most stable
stacking order A–B [29]. A perspective view of the MoS2
bilayer is shown in ﬁgure 1(b).
To model the effects of electric ﬁeld on the MoS2
bilayers, we used DFT in CRYSTAL09 [31, 32]. MoS2 has
hexagonal symmetry and belongs to the P mmc63 space
group, with lattice parameters =a 3.17 Å and =c 12.324 Å
[33]. We created the bilayer unit slab by cutting a (001) plane
from a bulk MoS2 model, and including vacuum to a total cell
height of c=500Å. The exchange and correlation terms
were described via the PBEsol functional [34], which gen-
erally predicts lattice constants more accurately than PBE and
LSDA (thus improving the equilibrium properties of solids),
and also handles the electronic response to potentials better
than most GGA functionals [34]. We used Gaussian basis
sets; Mo_SC_HAYWSC311(d31)G_cora_1997 [35] for Mo
atoms (a Hay-Wadt effective-core pseudopotential [36]
combined with a valence-electron basis set) and
S_pob_TZVP_2012 [37] for S atoms (an all-electron basis
set). We set a 8×16×1 Monkhorst–Pack [38] k-point
mesh. We have ignored the effect of spin–orbit coupling
(SOC) in our calculations, as SOC has been shown to not
cause any splitting in the conduction band minima of MoS2
bilayers [39, 40].
We optimized the geometry of a MoS2 bilayer unit slab
under zero electric ﬁeld and then used this optimized geo-
metry to study the effects of electric ﬁeld on the band struc-
ture of MoS2 bilayers. We calculated the band structure along
the high-symmetry path Γ–M–K–Γ. Band structures were
calculated for varying electric ﬁelds applied perpendicular to
Figure 2. Calculated band structures with zero and ﬁnite electric
ﬁeld. (a) Band structure of MoS2 bilayer under zero electric ﬁeld.
There is an indirect bandgap of 1.30 eV shown by the red, arrowed
line from the conduction band minimum to the valence band
maximum (VBM). (b) Band structure of MoS2 bilayer under ﬁnite
electric ﬁeld. There is an indirect bandgap of 1.23 eV. Note: this ﬁeld
is stronger than the expected device operation conditions, and is
shown to more clearly illustrate band-structure modiﬁcation.
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the MoS2 bilayers. Figure 2 shows two sample band struc-
tures of zero ﬁeld and 0.1 VÅ–1ﬁeld.
The responses of the LUMO and the highest occupied
molecular orbital (HOMO) of the MoS2 bilayer to applied
electric ﬁelds are shown in ﬁgure 3(a). The HOMO remains
static with electric ﬁelds of up to±0.2VÅ–1(in agreement
with [28]) while there is a signiﬁcant response in the LUMO.
It is well known that DFT using GGA functionals typically
underestimates the HOMO–LUMO gap. In this case using
PBEsol, the theoretically predicted gap was 1.3 eV compared
to the experiential value of 1.58 eV [2], an underestimate of
approximately 20%. However in this paper we are principally
concerned with the relative shift in the LUMO band with the
applied electric ﬁeld and this shift would not be signiﬁcantly
affected by the underestimation of the HOMO–LUMO gap.
Figure 3(a) also shows some inconsistent points in the LUMO
and HOMO under electric ﬁeld. We excluded these points
from further calculations as their band structures are quali-
tatively different and we believe that these inconsistent points
do not represent the underlying physics.
We applied a linear ﬁt to the ﬁltered LUMO and HOMO
data, and set zero energy at the LUMO intercept (at zero
ﬁeld). As an electric ﬁeld is applied up to±0.2VÅ–1, the
LUMO bends through 138meV. Thus electron conﬁnement
is achievable in a MoS2 bilayer via electric-ﬁeld modiﬁcation
of the LUMO, which occurs at a rate of 690meV (VÅ–1)–1.
4. Circuit simulations in COMSOL
We modeled our device geometry in COMSOL [30] to get the
capacitances between all the device components. The geo-
metry (obtained through potential simulations discussed later
and converged by iteratively cycling through numerical
potential and transport simulations and COMSOL) used for
COMSOL modeling is an island of diameter 12nm and the
same thickness as the MoS2 bilayer. There are 16nm wide
MoS2 barriers between the island and in-plane source and
drain. The surface gates are modeled as two intersecting wires
each of 5nm radius sitting atop the 7nm HfO2 cap layer. We
excluded gates G3 and G4 of ﬁgure 1(a) from our COMSOL
modeling as they are collinear with gate G1 and do not
contribute signiﬁcantly to the total capacitance of the island.
The ground plane is 11nm (thickness of the HfO2 substrate)
below the island. The capacitances were calculated following
the COMSOL AC/DC module user manual [41].
For an island of diameter 12nm, the self-capacitance is
SCi =8.45aF which corresponds to a charging energy of
=Sq C 18.9e2 i meV, where SCi is deﬁned as
= + + + +SC C C C C C 1i is id iG1 iG2 igp ( )
Here Cis=0.252aF is the capacitance between the island
and the buried source, Cid=0.253aF is the capacitance
between the island and the buried drain, CiG1=2.2aF is the
capacitance between the island and gate G1, CiG2=2.38aF
is the capacitance between the island and gate G2, and
Cigp=3.35aF is the capacitance between the island and the
ground plane.
5. Single-electron transport simulations
In our proposed MoS2 SET design, we stress that the surface
gates deﬁne and electrostatically control the essential ele-
ments of the SET, namely the source, island and drain, which
are all in the MoS2 bilayer. There are two longer surface gates
G1 and G2, perpendicular to each other. Two shorter gates,
G3 and G4, are collinear with the G1 gate as shown in
ﬁgure 1(a). All of these surface gates are electrostatically
insulated from each other; this can be done by thermally
growing a thin oxide layer between them. The equivalent
electrical circuit diagram is shown in ﬁgure 1(c), where R(Vg)
is the tunnel resistance between the island and the source/
Figure 3. Responses of MoS2 bilayer to electric ﬁelds: (a) effect of
uniform electric ﬁelds on LUMO (gray circles) and HOMO (blue
squares), with ﬁrst-order ﬁts to LUMO (red line) and HOMO (black
line) data. Negative electric ﬁeld values are folded over to the
positive axis. (b) Electric ﬁeld across bilayer due to gate structures
(blue line) with general gate voltage =V 0.27 Vg . Modulations are
shown from a baseline ﬁeld corresponding to the dashed line in (a).
LUMO bending (dashed red line) extracted via the line-ﬁt
parameters of (a) from the modulated electric ﬁeld values, together
with the Fermi level (dashed black line), show deﬁnite source,
barrier, island, and drain regions (labeled). Boundaries between
regions are marked with solid black lines.
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drain. This resistance is a function of the gate voltage Vg
applied to the surface gates. Vs and Vd are the source and drain
potentials applied directly to the source and drain in the MoS2
bilayer plane (created by the surface gates).
We modeled our device design through in-house num-
erical simulations. Gates G3 and G4 were placed on top of
gate G1, with their ﬁnite edges 32 nm apart from each other.
The thicknesses of the cap layer and the substrate were 7 nm
and 11 nm respectively. A varying DC potential of 0.2–0.34
V was applied to all surface gates. All of these parameters and
the DC potential range were ﬁnalized through iterations
between the COMSOL modeling and the numerical simula-
tions. The top view of the potential created in the MoS2
bilayer plane due to the surface gates is shown in ﬁgure 1(d).
The intersection of gates G1 and G2 generates a well-deﬁned
island in the MoS2 bilayer plane. Gates G1, G3, and G4
deﬁne the source/drain wiring conﬁguration and tunable
tunnel barriers in the MoS2 bilayer plane. An analytical
expression for the potential created due to one of the surface
gates is given in the appendix.
Figure 1(e) shows a slice of the potential on top of the
MoS2 bilayer plane and underneath gates G1, G3, and G4.
Note that there are small local minima in the potential (and
the electric ﬁeld) outside the barriers. The potential difference
across the MoS2 bilayer is proportional to the electric ﬁeld
(ﬁgure 3(b)). The maximum electric ﬁeld created across the
MoS2 bilayer (for =V 0.34g V) is approximately 4.6 mV Å–1
which is comparable to ﬁelds applied across MoS2 bilayer
devices in [42], and well exceeded by the breakdown ﬁeld
strength of HfO2 [43]. We used the linear ﬁt to ﬁgure 3(a) to
obtain the LUMO bending at ﬁelds shown in ﬁgure 3(b). This
LUMO bending as a function of the position across the MoS2
bilayer plane is shown in ﬁgure 3(b). The constraints of
achieving a useful device and consequent constraints on the
geometry lead us to place the Fermi level at 0.15meV. This
placement of the Fermi level corresponds to a 12nm diameter
island and 16nm wide tunnel barriers in the MoS2 bilayer
plane. The dimensions of the SET are comparable with
experimental structures in GaAs/AlGaAs [44]. The size of
the island and the width of the tunnel barriers can be con-
trolled through the substrate and the cap layer thicknesses.
The LUMO bending is used as an input to numerical transport
simulation.
Increases to the general gate voltage, Vg, cause the barrier
height to rise, reducing the transmission coefﬁcient. Figure 4
shows the LUMO bending for several values of Vg, together
with constant region boundaries. Figure 5(a) shows the var-
iation of tunnel resistance with Vg. While the transmission
coefﬁcient decreases with higher Vg, this effect is minimal
due to the small barrier height and width. The dominant
components of the resistance are the densities of states of the
source/drain and the island, which both increase considerably
with higher Vg and the constraint of modifying μ to maintain
the device geometry. (For details of the tunnel resistance and
transport calculations, see the appendix.)
The behavior of the SET can be observed by varying Vg.
Figure 5(b) shows the characteristic current passing through
the SET at a temperature of 1K and a bias voltage of 100μV
Figure 4. LUMO bending as function of position along the source-
island-drain axis for varying gate voltages within the device target
operating regime. The barrier function behaves linearly with the
general gate voltage, Vg. Vertical marks show the boundaries of the
labeled regions (black, dashed lines with arrow heads). ε is not
shown since it varies with Vg, but its value for each Vg can be
identiﬁed as the intersections of the corresponding LUMO data
traces with the region boundaries.
Figure 5. Transport characteristics of the SET device: (a) variation of
the barrier tunnel resistance with the general gate voltage, Vg; (b)
Characteristic Coulomb blockade peaks for a source/drain bias
voltage of 100μV and at a temperature of 1K, showing a variable
current through the MoS2 bilayer SET.
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(in this paper, we are only considering the low-bias regime).
By varying the surface gate voltage, the overall potential
landscape through the MoS2 bilayer changes, thus modifying
the barrier heights and the alignment between incoming
electron energy and island states. We explicitly consider the
high charging energy case, when the classical occupancy of
the SET island can change by at most one electron at a time.
Hence, effects due to the addition energy have negligible
effects upon this SET. When the energy of an incoming
electron resonates with the unoccupied energy level in the
island, that electron tunnels to the island and current ﬂows
through the SET which is shown by the peaks in ﬁgure 5(b).
On the other hand, when none of the island states are avail-
able to the incoming electron, it cannot tunnel to the island
and the current through the SET drops to zero, deﬁning the
Coulomb-blockade region between the peaks. The height
variation between the current peaks arises from the changing
response of the MoS2-bilayer density of states in the source/
drain and island, in contrast to an ideal metallic SET.
6. Conclusions
The surface gate approach to quantum devices is quite ﬂexible
and amenable to scalable integrated devices. With identical
gate voltages, we already have signiﬁcant control over barrier
height, the energy states in the island and hence, electron
tunneling. One could achieve further independent control of
the incoming electron energy or island states by applying
different voltages to each gate. Moreover, due to the small
size of the island, our preliminary modeling holds promise for
relatively high-temperature single-electron devices.
The electric-ﬁeld-based tunability of the HOMO and the
LUMO of the MoS2 bilayers opens possibilities for the sur-
face gate approach to be used for potential future opto-elec-
tronic devices. For example, one could consider electrically
controlling the band gap to create electrically tunable emis-
sion from quantum dot regions, where both the quantum dot
geometry and emission wavelength are controlled by the
surface-gate potentials.
Here we have studied an embedded MoS2 bilayer system.
However, we would expect our results to be easily applicable
to other bilayer 2D materials that exhibit a LUMO response to
electric ﬁeld (e.g., MoSe2, MoTe2 and WS2 [28]), with only
minimal modiﬁcation of the applied surface potentials.
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Appendix
Here we present a brief overview of the methods and tech-
niques used to design and model the MoS2 bilayer SET. We
show our analytical and/or numerical treatment of the
potential across the bilayer plane, capacitance of the device,
and details of our calculations of the resistance of (and current
through) the SET.
Deﬁning x as the distance transverse to gate G1 in the
bilayer plane (with zero value directly underneath G1), y
similarly with reference to G2, and z as the bilayer-ground
plane separation, the electric potential difference created
across the MoS2 bilayers is the summed effect from all gates,
which is analytic. For example, the potential due to gate G1 is
[45]
⎡
⎣⎢
⎤
⎦⎥ 
l
p=
+ -
+ +V
x z d
x z d2
log , A1
o r
2 2
2 2
( )
( ) ( )
where λ is the linear charge density of gate G1, r is the
dielectric constant of HfO2 [46] and d is the distance of gate
G1 from the ground plane. The other potentials are similarly
derived. The ﬁnite difference between the top and bottom
edges of the bilayer is evaluated to provide the ﬁeld strength
across the bilayer.
Having obtained a 2D map of the potential difference
across the bilayer plane—e.g., ﬁgure 1(d) in the main paper—
we then consider its effect on the MoS2 band structure at
ﬁelds from 0 to 0.2V Å–1 in steps no larger than 0.01V Å–1
and smaller as required to verify linear behavior.
We are particularly interested in a minimal substrate
footprint, and the constraint of reasonable applied ﬁeld
strength. Therefore in the main paper, without loss of gen-
erality in the method, we explicitly consider the high charging
energy case, when the classical occupancy of the SET island
can change by at most one electron at a time. Due to the small
barrier height of our device, there is only ever at most one
unoccupied level on the island. Higher lying unoccupied
levels would exceed the barrier height, and hence be
unbound. Thus, the extent of the LUMO bending (DL,
measured from the left asymptotic value to the peak), created
must match well to the charging energy of the system [47];
D » = -L E Q C Q1
2
, A2T 1 ( )
where Q is the charge on the SET, deﬁned by Q=[QiQsQG1
QG2 QdQgp]
T. C is the capacitance matrix between all the
device components and is deﬁned as:
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the terms of which are obtained via COMSOL modeling as
described in the main paper. The boundary conditions used
follow [41].
The tunnel resistance cannot be evaluated exactly. The
usual approach to an arbitrary barrier, the WKB approx-
imation, is not directly applicable if the incoming energy of
the electron matches the barrier energy at any point. In fact,
not only does the approximation not hold at those points, but
also in their vicinities. The connection formulas, using an
Airy function ansatz to patch difﬁcult regions, are the stan-
dard way to circumvent this issue; however, the conditions for
their use are not met by this barrier. Accordingly, we make
the approximation that the barrier is ﬁnite and rectangular,
with the identical width (16 nm) and height equal to the peak
value of LUMO bending, called Lpeak while setting
-L 200( )=0. Since such a barrier is deﬁnitively larger, and
no thinner, than the original barrier, its transmission coefﬁ-
cient is guaranteed to be lower than any experimental device.
The transmission coefﬁcient of a ﬁnite square barrier is [48]:
= g-T e , A42 ( )
where
 òg e e= - = -m L x a m L1 2 d 2 ,
A5
a
0
peak peak( ) ( )
( )
 p= h 2 is the reduced Planck’s constant, =m m0.38 o is
the effective mass of electrons in the MoS2 bilayer [49], a is
the width of the tunnel barrier, and ε is the energy of an
incoming electron in the MoS2 bilayer.
Here ε can also be regarded as e m= + +V Esd th , where
Vsd is the source-drain bias, Eth is the thermal energy described
by the Fermi smearing incorporated below, and μ is the che-
mical potential of the electron which is set by the absolute
source and drain voltages Vs and Vd. (Recall = -V V V ;sd s d
modifying the absolute value of each in tandem has no effect
on Vsd.) We assume that the incoming electron has μ such that
e » - -L L0.38 200peak[ ( )]=0.38L ;peak this deﬁnes the
points where e=L (the region boundaries) at consistent
locations in space—enforcing the desired geometry with large
charging energy. The left edge of L has been set as zero energy;
the absolute value of μ is somewhat different to the ε marked
by the dashed line in ﬁgure 3(b). Figure 4 shows L x( ) for
several values of Vg, together with the constant region
boundaries. In principle, this assumption could be relaxed as
needed to describe a particular physical device.
As an example, ﬁgure 3(b) in the main text shows the
particular case of the optimized structure under Vg=0.27V,
where μ is set such that ε is equal to the black-dashed line.
There, the island has 12nm diameter and 16nm wide tunnel
barriers. L is the barrier height created by LUMO bending due
to general gate voltage Vg.
The barrier tunnel resistance is given by [50]

p r r e=-R q T2 , A6T e1
2
1 2
2∣ ( )∣ ( )
where eT∣ ( )∣ is the transmission coefﬁcient, r1 is the density
of states in the source/drain electrodes and r2 is the density of
states in the island. We approximate the density of states by
assuming constant band bending over the leads (and island),
giving:
òr e e e e e e= = - ´ -
e
e
D Dd ; A7o o
o
f
( ) ( ) ( ) ( )
here ef is the Fermi level and eo is the energy of the lowest
level in the source/drain leads of MoS2 bilayer plane. (This
corresponds to making the assumption that electron-hole
recombination is negligibly slow compared to the tunneling
rate.) eD ( ) is the density of states per unit energy in a 2D
solid, given by
e p= ´D m
h
A
4
, A8
2
( ) ( )
where A is the area. Hence,
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Here, As and Ai are the areas for the source and island
respectively. The island and lead in-plane areas were estimated
as p 6 nm 2( ) and ´400 20 nm2, respectively which leads to
tunnel resistances of 270 to 360kΩ for  V V V0.2 0.34g ,
using this idealized design in perfect bilayer MoS2 in HfO2.
Practically, many factors involved in experiment (e.g., fabri-
cation imprecision, defects, etc.) often accumulate to affect
resistances by several orders of magnitude.
Although we use a semiconductor material (MoS2
bilayer) in the design of our SET, after connecting it with the
external batteries the Fermi level rises into the conduction
band in the source/island/drain regions while sitting below
the conduction band in the tunnel barrier regions. Thus, the
SET behaves effectively like a metal-insulator-metal junction
and all the standard approximations for metallic SETs are still
applicable to our SET.
To determine the current through the SET, we need the
tunneling rates on and off the island for different charge
conﬁgurations of the SET. These tunneling rates are given by
[12]
G = D
-c
c
D cq R
E1
exp 1
, A10n
e T
n
E
k T
i 2
i
n
B
i( )
( )
where χ denotes the source or drain and i the island. D cE ni is
the energy difference between different charge conﬁgurations
of the SET and is given by
D = - - +c cE E n E n V q1 A11n ei ( ) ( ) ( )
Here cV is the chemical potential applied to the source/
drain lead.
The current through the SET is sum of the probabilities
for all possible tunneling rates on and off the island. This
current is given by
å å= G - G
c
c c
=-¥
¥
=
I q p , A12e
n
n
n n
s,d
i i( ) ( )
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where pn is the probability that island is in a state with n
excess electrons. These probabilities are calculated by the
master equation as described in [47].
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A study of size-dependent 
properties of MoS2 monolayer 
nanoflakes using density-functional 
theory
M. Javaid 1,2, Daniel W. Drumm  2, Salvy P. Russo 1,3 & Andrew D. Greentree 1,2
Novel physical phenomena emerge in ultra-small sized nanomaterials. We study the limiting small-
size-dependent properties of MoS2 monolayer rhombic nanoflakes using density-functional theory 
on structures of size up to Mo35S70 (1.74 nm). We investigate the structural and electronic properties 
as functions of the lateral size of the nanoflakes, finding zigzag is the most stable edge configuration, 
and that increasing size is accompanied by greater stability. We also investigate passivation of the 
structures to explore realistic settings, finding increased HOMO-LUMO gaps and energetic stability. 
Understanding the size-dependent properties will inform efforts to engineer electronic structures at the 
nano-scale.
Recently two-dimensional (2D) materials have drawn significant interest due to their unique structural, elec-
tronic, and optical properties1–3. The existence of 2D materials had been a highly debated issue until the successful 
exfoliation of graphene from graphite, the first experimentally stable 2D material4. After this revolutionary dis-
covery, many other 2D materials such as silicene, hexagonal boron nitride, and transition-metal dichalcogenides 
(TMDCs) have also been exfoliated5. These 2D materials are now a widely growing field with a diverse range of 
applications in nano-electronics3.
Transition-metal dichalcogenides belong to a family of layered materials where each layer is connected 
through weak Van der Waals forces. They have a general formula of MX2, where M is a transition metal (M = Mo, 
W, Zr, Hf, etc.) and X is a chalcogen (X = S, Se, Te, etc.). Each layer is three atoms thick with the metal in the 
centre and the chalcogen atoms above and below the metal6. Nanoflakes of these materials are promising due to 
the properties emerging from their inter-layer or intra-layer bonding7. Property variations emerge by changing 
the number of layers or the lateral size within a layer. For example, bulk MoS2 has an indirect band gap of 1.2 eV 
but when it is thinned down to a single layer, its band gap switches to a direct band gap of 1.88 eV which makes it 
promising for electronic applications8, 9.
Molybdenum disulphide is a compound which belongs to the hexagonal P63/mmc space group. In its layered 
structure, each S atom is covalently bonded to three Mo atoms and each Mo atom to six S atoms forming a trigo-
nal prismatic coordination10. The symmetry group of monolayer MoS2 is D h3
1  which contains the discrete symme-
tries: C3 trigonal rotation, σh reflection by the xy plane, σv reflection by the yz plane, and all of their products11.
There have been significant efforts to understand the size- and edge-dependent, structural and electronic 
properties of MoS2 monolayer nanoflakes. For example, quantum confinement effects in TMDC nanoflakes have 
been investigated by Miró et al., both experimentally and through density-functional theory (DFT)7. Wendumu 
et al. have presented the size-dependent optical properties of 1.6 to 10.4 nm MoS2 nanoflakes12 using the 
density-functional tight-binding (DFTB) method. An extensive DFT edge-dependence study on MoS2 monolayer 
nanoribbons has been reported by Pan et al.13. Ellis et al. have studied the band gap tranistion in multilayered 
MoS2 using DFT in gaussian09 with periodic boundary conditions14. Recently Nguyen et al. have experimentally 
studied the size-dependent properties of few-layer MoS2 nanosheets and nanodots15 but a complete study of the 
structural and electronic properties of very small single-layer MoS2 nanoflakes has not yet been presented.
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Here we report a DFT study of the 0 K size-dependent properties of 1H MoS2 monolayers of size smaller than 
2 nm. We begin our discussion by studying the relative stability of the armchair and zigzag configurations shown 
in Fig. 1. We present the geometries of the relaxed structures for different nanoflake sizes to thoroughly under-
stand the structural response as a function of lateral size. We report the electronic properties: binding energy, 
flake formation energy, HOMO-LUMO (highest-occupied molecular orbital to lowest-unoccupied molecular 
orbital) gap, charge densities; and the passivation of the flakes. We are particularly interested in exploring how the 
HOMO-LUMO gap changes with the nanoflake size, leading to applications in HOMO-LUMO gap engineering. 
This is especially important as the HOMO-LUMO gap is the first step in determining the tunable fluorescent 
properties of nanoflakes, and as MoS2 is known to be biocompatible16, nanoflakes of known size could be useful 
for biolabelling applications17.
This paper is organized as follows: first we discuss all the required methods and techniques. Then we study two 
different edge configurations for MoS2 monolayers and find the most stable one, following with a discussion of 
structural stability as a function of size, the electronic properties and the properties of the passivated structures.
Methods
We investigated the structural and electronic properties of neutral MoS2 monolayer nanoflakes with stoichiom-
etry Mon S2n using DFT in gaussian0918. In experiments, usually triangular shaped islands of MoS2 have been 
reported but it has been theoretically speculated that MoS2 islands can exist in various shapes, such as trigonal, 
hexagonal, truncated hexagonal and rhombohedral19–22. We used rhombic flakes to maintain the neutrality and 
Mon S2n stoichiometry of the flakes. Also, we experienced convergence issues with triangular flakes.
To choose an appropriate functional for our modelling, we conducted an in-depth analysis of the functionals 
listed in Table 1. We picked a relaxed 72-atom flake as this was the largest size we could model with the B3LYP 
functional. We compared the relative atomic positions of each atom in the central zone of the 72-atom flake with 
the bulk structure (infinitely large and regular structure in all three dimensions)23. The displacement ΔRi of each 
atom from the bulk position is defined as
∆ ≡ − + − + −R X X Y Y Z Z( ) ( ) ( ) , (1)i opt bulk
2
opt bulk
2
opt bulk
2
i i i
where i indexes the atoms in the central zone of the 72-atom flake. The mean value of ΔRi, i.e., ΔR for each func-
tional is given in Table 1. All functionals except B3LYP24–26 result in less than 5% variation from the bulk atomic 
positions. This indicates that the three functionals, BHandHLYP27, PBE1PBE28, and M052X29 predict similar 
structures at similar levels of accuracy.
We also calculated the HOMO-LUMO gap as function of flake size for all these functionals as shown in Fig. 2. 
We expect the HOMO-LUMO gap to decrease with increasing flake size, approaching the experimental mon-
olayer MoS2 gap for larger flakes, as reported by Gan et al.30 through an analytical equation for MoS2 monolayer 
Figure 1. Nanoflakes of MoS2 monolayer having 105 atoms before geometry optimization: (a) zigzag edge 
configuration; (b) armchair edge configuration. Large, green atoms are Mo and small, yellow are S. Corner 
labels are defined as: a(Mo) = acute-Mo; a(S) = acute-S; o(Mo & S) = obtuse-Mo and S.
Functionals ΔR(Å)
PBE1PBE 0.0256
B3LYP 0.0565
BHandHLYP 0.0400
M052X 0.0330
Table 1. Mean displacement, ΔR, of atoms in the central zone of an optimized 72-atom flake from the bulk 
experimental positions of MoS2 using several functionals in gaussian09. All functionals except B3LYP predict 
mean displacements less than 5% from the bulk values.
www.nature.com/scientificreports/
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quantum dots of size from 2 nm to 10 nm. Although our flakes are smaller than 2 nm and we are modelling in 
DFT, nevertheless we expect a similar trend of approximately decreasing bandgap with increasing flake size. Due 
to the different methods involved, we only compare the trends, not the absolute values of the HOMO-LUMO 
gaps. B3LYP and PBE1PBE produce HOMO-LUMO gaps well below the known experimental gap for a large 
MoS2 monolayer (Fig. 2). Hence, we do not consider these two functionals further. For smaller flakes, BH and 
HLYP and M052X both produce HOMO-LUMO gaps well above the monolayer experimental value9 and we can 
expect the band gap with these functionals to converge close to the experimental monolayer band gap for larger 
flakes. Cramer and Truhlar report that M052X is not a recommended functional for transition metal chem-
istry31. Considering this, we therefore used the BHandHLYP functional for this article, although we have also 
performed all the calculations with M052X functional and did not find any major difference in the results. A table 
showing the HOMO-LUMO responses of the smallest MoS2 monolayer nanoflake for several functionals (in the 
Supplementary information) also provided us with guidance for the optimal choice of functional for our DFT 
modelling.
The hybrid DFT functional, BHandHLYP27, includes a mixture of Hartree-Fock exchange with the DFT 
exchange-correlation via the relation
. + . + . ∆ +E E E EBHandHLYP: 0 5 0 5 0 5 ; (2)x x x c
HF LSDA Becke88 LYP
Ex
HF is the Hartree-Fock exchange term, Ex
LSDA is the Slater local exchange term32, ∆Ex
Becke88 is Becke’s 198824 gra-
dient correction to the local-spin density approximation (LSDA) for the exchange term, and Ec
LYP is the 
Lee-Yang-Parr correlation term25.
The basis set used was an effective-core potential basis set of double-zeta quality, the Los Alamos National 
Laboratory basis set also known as LANL2DZ33 and developed by Hay and Wadt34–36. These basis sets are widely 
used in the study of quantum chemistry, particularly for heavy elements33.
gaussian09 optimization criteria: calculations were converged to less than 4.5 × 10−3 Hartree/Bohr maximum 
force, 3 × 10−4 Hartree/Bohr RMS force, 1.8 × 10−3 Hartree maximum displacement, and 1.2 × 10−3 Hartree RMS 
displacement. All the flakes were converged to the default SCF (self-consistent field) limit of <10−8 RMS change 
in the density matrix except those specified in the next section. The charge multiplicity (net charge) was 0 and the 
spin multiplicity was 1 (singlet; spin neutral).
In the geometry optimization process, the geometry was modified until a stationary point on the potential 
surface was found. Analytic gradients were used and the optimization algorithm was the Berny algorithm using 
GEDIIS37. We calculated the electronic properties of the optimized structures. The charge densities were plotted 
in avogadro38, 39 from a compatible gaussian09 checkpoint file.
Data availability. The datasets generated and/or analysed during the current study are available from the 
corresponding author on reasonable request.
Size-dependent structural properties. The properties of MoS2 monolayers are often investigated under 
the assumption of an infinite slab and real effects arising due to the confinement and boundaries are ignored. A 
nanoflake is a monolayer with spatial dimensions less than 100 nm. The structural, electronic and optical proper-
ties of such nanoflakes will be strongly influenced by varying their lateral size.
We study the MoS2 monolayer nanoflakes for two commonly known edge structures, zigzag and armchair, to 
investigate the stable edge structure for smaller nanoflakes. Structures before geometry relaxation without any 
edge termination are shown in Fig. 1. Zigzag structures have double-coordinated, bridge-like S or Mo atoms on 
the edges [Fig. 1(a)], whilst armchair have single-coordinated, antenna-like S or Mo atoms [Fig. 1(b)]. We relaxed 
Figure 2. Size-dependent analysis of the HOMO-LUMO gap in MoS2 monolayer nanoflakes using four 
different functionals. The black-dashed line is the known experimental gap in a large sheet of the MoS2 
monolayer9.
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both of these types of structure, encountering convergence issues for the two larger structures (72 atoms and 105 
atoms). We succeeded in getting convergence of <10−7 RMS change in the density matrix for the 72-atom struc-
tures in both zigzag and armchair edge configurations. For the 105-atom structure, we obtained convergence of 
<10−5 RMS change in the density matrix in zigzag edge configuration, but could not converge the 105-atom arm-
chair edge configuration at all. This therefore, sets the maximum structure size in our calculations. In gaussian09, 
the energy change is not a criterion for convergence, however, the worst level of convergence for the largest struc-
ture, i.e., <10−5 RMS change in density matrix, typically corresponds to <10−10 Ha change in energy18. For the 
larger structures, we are more confident of the trends instead of the absolute values of energy.
The ground-state energies as functions of the size of the nanoflakes are shown in Fig. 3. Assuming that the 
edge width remains constant for any flake size, as the flakes get larger the ratio of number of edge atoms to core 
atoms decreases significantly because the number of core atoms increases more rapidly. (A quick circular approx-
imation shows the core area ∝L2, whilst treating the edge as an annulus gives area ∝L, where L is the radius of the 
core.) The structure becomes more stable as it becomes larger. Figure 3 shows that zigzag-edged structure is more 
stable than the armchair configuration for nanoflakes of size less than 2 nm. All further properties are discussed 
for the zigzag edge configuration only because it is the stablest.
The relaxed structures of MoS2 monolayer nanoflakes are shown in Fig. 4. We compared the atomic positions 
in the relaxed structures with their unrelaxed positions in the bulk structure23. The colour of the atoms in this 
figure is proportional to the displacement of atoms from their bulk positions, ΔRi as defined in Eq. (1), with i 
indexing all the atoms in the flakes.
The smaller nanoflakes are strongly distorted after relaxation compared to their unrelaxed structures except 
for the 9-atom flake. In the smallest structure having 9 atoms, all the Mo atoms are unsaturated symmetrically 
and all of them show the same distortion with a mean Mo–Mo length of 2.52 Å, while in the bulk structure this 
length is reported to be 3.15 Å23. Similarly all the S atoms show the identical distortion with S–S lengths of 3.43 Å. 
For the 24-atom structure, maximum distortion is observed at the acute-Mo [a(Mo)] corner. This maximum 
Mo–Mo length is shown by red-arrowed line d1 in Fig. 4(b), and is 2.66 Å. As we move to the next structure (45 
atoms), this maximum distortion is shifted to the two obtuse-Mo & S [o(Mo & S)] corners. The unsaturated Mo 
atoms showing maximum distortion are displaced inwards [Fig. 4(c)]; for example, d2 and d3 are shortened to 
2.50 Å while in the bulk structure, they are 3.15 Å. The maximum S–S length distortion in the same structure 
is d4 = 3.29 Å. As the structures get larger, we observe that the central zones show greatly reduced variation 
[Fig. 4(f)] after the optimization. For the two larger structures (with 72 and 105 atoms), the maximum distortion 
is shifted towards the acute-S [a(S)] corner ring [Fig. 4(d,e)]. Both of these structures show identical geometric 
behaviour and the maximum distortions are on the Mo–Mo lengths shown by red-arrowed lines d5 = d6 = 2.60 Å. 
These two structures show a well-established core whose mean structural parameters approach the bulk structure 
values23.
We have done an analysis of the Mo–S bond lengths in the central zones of our relaxed structures and com-
pared them with the bulk Mo–S bond lengths of 2.41 ± 0.06 Å reported in23. Figure 4(f) shows the percentage 
variation of the mean Mo–S bond lengths in the central zone of each structure with the bulk Mo–S bond length, 
ΔrMo−S defined as:
∆ ≡
−
× .−
− −
−
r r r
r
100%
(3)
Mo S
Mo S
flake
Mo S
bulk
Mo S
bulk
The error bars show the range of the minimum and maximum bond lengths in the central zone from the mean 
value. The smallest flake shows minimum mismatch from the bulk bond lengths. The flake with 24 atoms shows a 
mean mismatch of 5% from the bulk values. After that as the flake size increases, this percentage mismatch from 
the bulk values declines and then converges to a value of 2% [Fig. 4(f)] for the two larger structures.
Figure 3. Ground-state energies as functions of size. Blue circles represent the zigzag edge configuration and 
red diamonds the armchair configuration.
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Size-dependent electronic properties. To indicate the stability and the tendency of flakes to grow, we 
calculated the size-dependent flake-formation energy (FFE) of MoS2 monolayer nanoflakes given by
= − −E nE nEFFE (Mo S ) (Mo) 2 (S), (4)n nflake 2
where n is the number of Mo atoms and 2n the number of S atoms in the flake, E(Mo) is the energy of a single Mo 
atom, E(S) is the energy of a single S atom, and E (Mo S )n nflake 2  is the energy of the flake having n Mo atoms and 2n 
S atoms. As defined, FFE < 0 indicates that the flake is more stable than its constituent atoms. Figure 5 shows that 
with the increase in nanoflake size the FFE decreases sharply, so more energy is released by adding atoms in the 
Figure 4. Relaxed structures of MoS2 monolayer nanoflakes comprised of: (a) 9 atoms, (b) 24 atoms, (c) 
45 atoms, (d) 72 atoms, and (e) 105 atoms. The larger circles are Mo and the smaller are S. The colour of the 
atoms (ΔR given by Eq. (1)) represents variation of the atomic positions of relaxed structures from the bulk 
experimental positions23. S atoms are on top of each other along z-axis. The colour bar in (e) and the labels from 
Fig. 1(a) apply to all subfigures (a–e). The most distorted lengths in each flake are shown by the red-arrowed 
lines, d1–d6. (f) Percentage variation of the mean Mo–S bond length in the central zone of each flake from the 
bulk value23. Error bars are extended to the minimum and maximum Mo–S bond lengths in each central zone. 
The central zones are for (a) and (c) defined similar to that encircled red-dashed in (e), while for (b), it is similar 
to that encircled red-dashed in (d) as used previously in Table 1.
Figure 5. Flake formation energy as a function of nanoflake size. As the size increases, the formation energy 
decreases.
www.nature.com/scientificreports/
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larger flakes indicating that the flakes tend to grow energetically. Conversely, more energy is required to break the 
larger flakes into their constituents.
We calculated the binding energies for all flake sizes and present them as a function of size in Fig. 6. We 
removed a Mo or S atom from as close as possible to the centre of the core or the edge as possible. The binding 
energy for the Mo atoms is given by
= − − .−E E E E(Mo S ) (Mo S ) (Mo) (5)B n n n n2 1 2Mo
Similarly, the binding energy for S atoms is given by
= − − .−E E E E(Mo S ) (Mo S ) (S) (6)B n n n n2 2 1S
Negative values of the binding energy indicate that energy is required to remove an atom from a nanoflake. 
The negative dependence with size means that the cost rises with flake size. For example, removing a Mo atom 
from the core of a 45-atom flake requires ~1.2 eV more energy than removing it from the core of a 24-atom flake. 
= −E EB Dform, where EDform is the defect-formation energy so we can also calculate the energy required to create a Mo or S vacancy in the core or on the edge of the nanoflakes. From Fig. 6, significantly more energy is required to 
create a Mo vacancy as compared to a S vacancy. Also there is no major difference in the energy required to create 
a Mo vacancy in the core or in the edge in smaller flakes but as the size of the flakes increases, comparatively it 
becomes easier for defects to form on the edges. In case of S atoms, approximately the same energy is required to 
create a S vacancy in the core or in the edge as shown in Fig. 6(b).
To predict the electronic properties of ultra-small MoS2 monolayer nanoflakes, we calculated their 
HOMO-LUMO gaps and charge densities of their HOMO and the LUMO (Fig. 7). With an increase in flake size, 
the HOMO-LUMO gap decreases for both unrelaxed and relaxed structures which is in keeping with intuition 
around the increase in the HOMO-LUMO gap with decreasing particle size as discussed in the methods section. 
Mak et al.9 measured the band gap of 1.88 eV for a large MoS2 monolayer sheet as shown by the dashed line in 
Fig. 7. For larger flakes, we have not observed the band gap converging to this value. One possible cause could be 
dangling bonds in the nanoflakes. To address this, we study passivated structures in the next section.
To get deeper insight into the HOMO-LUMO behaviour as a function of nanoflake size, we calculated 
charge-density plots (Fig. 7) for structures before and after the geometry relaxation. We can see that the majority 
of the HOMO and the LUMO charge densities are lying on the corners and edges in all of these structures except 
the 9-atom nanoflake where they are scattered over the whole structure. No single, stand-out trend is observed 
across all the structures. In short, the charge density is highly sensitive to the structural size for these small sized 
nanoflakes.
Figure 6. (a) Binding energies of Mo atoms as functions of number of atoms in the flakes. (b) Binding energies 
of S atoms as functions of number of atoms in the flakes.
Nanoflake size
Mean Mo–Mo (Å) Mean S–S (Å) Mean Mo–S (Å)
with H 
dimer
without H 
dimer
with H 
dimer
without H 
dimer
with H 
dimer
without H 
dimer
9 atoms 2.41 2.40 3.65 3.74 2.60 2.60
24 atoms 2.73 2.69 3.48 3.52 2.53 2.54
45 atoms 2.72 2.69 3.51 3.55 2.53 2.53
72 atoms 2.73 2.70 3.52 3.54 2.53 2.53
Table 2. A comparison of the mean lengths in the relaxed, passivated structures with and without H dimers on 
the Mo corner rings, encircled by green on all the structures in Fig. 8. There is a maximum mismatch of 2% in 
the S–S length in the 9 atom structure.
www.nature.com/scientificreports/
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Hydrogen passivation of molybdenum-disulphide nanoflakes. Dangling bonds exist on the edges 
and corners of the nanoflakes. The smallest structure with 9 atoms has no fully coordinated atoms. The structure 
with 24 atoms possesses 5 under-coordinated Mo and 10 under-coordinated S atoms. Similarly, the structures 
with 45, 72, and 105 atoms possess 7 Mo and 14 S, 9 Mo and 18 S, and 11 Mo and 22 S under-coordinated atoms 
respectively.
It has been reported that the edge Mo atoms with unsaturated bonds may not be stable20, 21. Also in40, Topsoe 
et al. have reported the presence of S–H groups on the edges of MoS2 clusters experimentally. In ref. 41, Loh et 
al. have also passivated the S with H atoms in their triangular MoS2 quantum dot on hexagonal boron nitride 
substrate.
To understand the effects of dangling bonds on the properties of the structures, we passivated both Mo and S 
edges with H atoms. We passivated each edge Mo atom with two H atoms as we expect Mo atoms to be bonded 
Figure 7. HOMO and LUMO charge densities of (a) unrelaxed, and (b) relaxed zigzag nanoflakes for various 
flake sizes at an isosurface value of 0.02 e/Bohr3. (c) HOMO-LUMO gaps as functions of size of the nanoflakes 
for both unrelaxed and relaxed structures. As the size of the nanoflakes increases, the gaps generally decrease. 
The black-dashed line indicates the known experimental band gap for a large sheet of MoS2 monolayer9.
www.nature.com/scientificreports/
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with six atoms in this particular MoS2 stoichiometry. We also tested single H-termination of all edge Mo atoms 
and could not obtain converged, relaxed structures. We suspect this means that such structures are energetically 
unfavourable. We terminated each edge S atom with one H atom as all the central S atoms form three bonds with 
their neighbouring Mo atoms. We relaxed these passivated structures and observed that on the acute-Mo corner 
of all the nanoflakes, the H atoms are pushed away and they do not appear to bond to Mo atoms (Fig. 8). We inves-
tigated this non-bonding of corner Mo atoms with H atoms by checking their bond lengths. The average Mo–H 
bond length for all the edge Mo atoms is 1.665 ± 0.005 Å while on the corner it is 1.94 Å. The two H atoms on the 
Figure 8. MoS2 monolayer nanoflakes passivated with H atoms and relaxed. Each Mo edge atom is passivated 
with two H atoms and each S edge atom is passivated with one H atom. The top row shows nanoflakes with H 
dimers not bonded to the flake (labelled). We removed these H dimers, relaxed the nanoflakes again and the 
relaxed structures are shown in the bottom row. The mean Mo–Mo, S–S lengths and Mo–S bond lengths in the 
green-encircled ring of each flake are reported in Table 2.
Figure 9. Energy difference between the passivated and unpassivated structures. The passivated structures are 
significantly more stable than the unpassivated ones in all cases.
www.nature.com/scientificreports/
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Mo corner have an H–H bond length of 78 pm. We calculated the H–H bond length in a lone H dimer as 74 pm 
which is in good agreement with the known value42. The H–H bond length value, i.e., 78 pm on the acute-Mo 
corner in all passivated flakes is close enough to the known H–H value that we can believe that they are making 
a separate H2 molecule.
We removed the acute-Mo corner H atoms, relaxed the structures again and observed almost the same struc-
tural parameters on the corner as with the corner H atoms. We compared the mean Mo–Mo, S–S, and Mo–S 
lengths of the acute-Mo corner ring (encircled by green in Fig. 8) in Table 2 for the relaxed structures with and 
without the H dimer on the corner Mo atom. For all the structures, there is a minimal change in the bond lengths 
between 0–2%. All the S atoms bond well to one H atom each with an average S–H bond length of 1.365 ± 0.005 Å. 
We could not obtain a relaxed, converged 105-atom (we are not counting the number of H atoms to keep the 
number of atoms in each flake consistent with the previous discussion) passivated structure.
To calculate the stability, we have compared the energies of the passivated structures with the corresponding 
unpassivated ones. We found that the passivated structures are significantly more stable than the unpassivated 
ones by 4.33, 5.9, 6.96, and 9.66 eV for 9, 24, 45, and 72 atoms respectively as shown in Fig. 9 where the relative 
formation energy (RFE) is:
Figure 10. HOMO-LUMO gap of the unpassivated structures (blue circles) versus the passivated structures 
(red diamonds). Passivated structures have larger HOMO-LUMO gaps. The black-dashed line indicates the 
known experimental band gap of a large MoS2 monolayer sheet as reported by Mak et al.9.
Figure 11. Charge densities in the HOMOs and LUMOs of the passivated structures for various sizes 
of nanoflakes for an isosurface value of 0.02 e/Bohr3. Charge densities are very sensitive to the size of the 
nanoflakes.
www.nature.com/scientificreports/
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= − −E E mRFE (Mo S H ) (Mo S )
2
H , (7)n n m n n2 2 2
where m is the number of H atoms in the passivated structures.
Passivation of the dangling bonds modifies the electronic structure, charge densities, and hence the 
HOMO-LUMO gap. In Fig. 10, the HOMO-LUMO gap of the passivated structures is contrasted against the 
unpassivated ones. We find that the HOMO-LUMO gap widens with passivation. We suspect this is because of 
the removal of dangling bonds. This effect is significant in smaller nanoflakes but as the size increases, the ratio 
of edge to core atoms decreases. Hence, due to fewer edge states in the larger structures, the HOMO-LUMO gap 
difference (both relative and absolute) between the passivated and the unpassivated structures becomes smaller. 
The energy level diagram for the unpassivated and passivated flakes is shown in the Supplementary information.
The charge densities of the passivated structures are shown in Fig. 11. These are much more distributed states 
in contrast to the charge density plots for unpassivated, relaxed structures [Fig. 7(b)]. Thus passivation makes 
HOMO/LUMO states in these small-sized flakes more like the expected infinite monolayer.
Conclusions
In summary, we have investigated the size-dependent structural and electronic properties of MoS2 monolayer 
nanoflakes of sizes up to 2 nm using DFT. Our main focus has been to explore the small-sized nanoflakes. We pro-
vide more-detailed information for engineering small-sized nanoflakes by reporting the energetically favourable 
edge configuration and size of the nanoflakes. We predicted the trends in the energetics as functions of size. We 
passivated the structures to explore the effects of passivation on small-sized nanoflakes. We found the passivated 
structures to be more stable, with wider HOMO-LUMO gaps than unpassivated ones. We observe several strong 
size dependencies of various properties.
The size-dependence of the HOMO-LUMO gap of these small-sized nanoflakes holds promise for 
opto-electronic applications. However, due to the size-dependent energetics involved, one must take care in 
the manufacture/selection of these flakes. Due to limited computational resources, we were able to model only 
small-sized nanoflakes and can predict trends for larger flakes only by extending the fit functions. However, 
an extension of the current work to nanoflakes larger than 2 nm would be a good benchmark for the DFTB 
size-dependent HOMO-LUMO gaps reported by Wendumu et al.12.
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A study of size-dependent properties of MoS2
monolayer nanoflakes using density-functional theory
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Here we present a brief overview of the analysis of different functionals on a small MoS2 monolayer nanoflake
having 9 atoms. We also show energy-level diagrams for the passivated and unpassivated structures of various sizes
to study the size-dependence of MoS2 monolayer nanoflakes and the effects of passivation on the electronic energy
levels of the nanoflakes.
To choose the appropriate functional for modelling these small-sized nanoflakes, we made a comparison of
the HOMO-LUMO gap using different functionals in gaussian09 as shown in Table 1. We faced an energy
convergence issue when using the BP861,2 functional and did not use it for further modelling as we suspected that
the convergence issues would be worse for larger flakes using this functional. For HSEH1PBE3–8, B3LYP1,9, 10,
PBE1PBE11, B3PW911,12, PBEh1PBE13, and M0514, we obtained gaps smaller than the known experimental band
gap in infinitely large sheet of MoS2 monolayer. We expect the HOMO-LUMO gap to decrease with increasing flake
size and then converge to the infinite monolayer MoS2 band gap for larger flakes as discussed in the main paper.
Thus for these functionals, we expect the results to get worse with any increase in flake size. The M052X15 and
BHandHLYP16 functionals predicted reasonable gaps for this small nanoflake and we can conjecture that they might
asymptote near the experimental value for larger flakes.
Table 1. An analysis of the HOMO-LUMO gap in gaussian09 for a 9-atom nanoflake under different functionals.
Functionals HOMO-LUMO gap(eV)
B3LYP 0.75
BHandHLYP 3.06
HSEH1PBE 0.25
BP86 Convergence error
B3PW91 1.44
PBE1PBE 1.73
PBEh1PBE 1.70
M05 0.67
M052X 3.27
In Fig. 1, we have shown the several energy levels from HOMO-4 to LUMO+4 for both passivated and unpassivated
nanoflakes. The HOMO is scaled to zero on the energy axes for all flakes. In both passivated and unpassivated
flakes, the HOMO-LUMO gap shrinks with increasing size as discussed in the main paper. In the unpassivated
structures, from 9 atoms to 72 atoms, the conduction band gets significantly denser with increasing size, while there
is no significant change in the valence band’s level spacing. For 105 atoms, the level spacing in the conduction band
increases slightly again.
In the passivated structures, the valence bands get denser with increasing flake size while oscillating behaviour is
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Figure 1. Energy levels from HOMO-4 to LUMO+4 in the unpassivated and passivated nanoflakes of various sizes.
The HOMOs are scaled to zero on the energy axes.
observed in the conduction bands, which first gets denser from 9 atoms to 24 atoms, then slightly splits again for 45
atoms and then becomes denser again for 72 atoms. For all these structures, the HOMO-LUMO gap gets wider after
passivation which is consistent with the idea that dangling bonds widen the band gap discussed in the main paper.
In summary, we obtained a reasonable subset of functionals to use for further modelling. We also found that the
energy levels are very sensitive to the nanoflake sizes and that the dangling bonds play an important role in the
HOMO-LUMO gap.
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We present a comprehensive study of the electronic structures of 192 configurations of 39 stable,
layered, transition-metal dichalcogenides using density-functional theory. We show detailed investi-
gations of their monolayer, bilayer, and trilayer structures’ valence-band maxima, conduction-band
minima, and band gap responses to transverse electric fields. We also report the critical fields
where semiconductor-to-metal phase transitions occur. Our results show that band gap engineer-
ing by applying electric fields can be an effective strategy to modulate the electronic properties of
transition-metal dichalcogenides for next-generation device applications.
I. INTRODUCTION
Recent advances in the development of atomically-
thin materials have opened up new possibilities to ex-
plore a two-dimensional (2D) semiconducting era [1–8].
Among 2D materials, transition-metal dichalcogenides
(TMDCs) are an interesting family with a diverse range
of material properties varying from metals to insula-
tors [9]. TMDCs have general formula MX2, where
M ∈ {Mo,W,Hf,Zr,Sc, etc.} is a transition metal and
X ∈ {O,S,Se,Te} is a chalcogen. (In this article, we in-
clude oxygen in the chalcogens for brevity of expression.)
In MX2, there is a layer of metal atoms sandwiched be-
tween two layers of chalcogen atoms in a X–M–X pattern
[10, 11].
Many of the semiconducting, layered TMDCs have
similar general features. Their band gaps widen with
decreasing number of layers. For example, by reducing
the number of layers from bulk down to a single layer,
the band gap of MoS2 switches from an indirect band
gap of 1.28 eV to a direct band gap of 1.80 eV [2, 12]
due to the stronger quantum confinement in the vertical
direction. This band gap tunability via the layer thick-
ness provides further avenues for novel nanoelectronics
and nanophotonics applications [2, 12].
A tunable band gap is highly desirable to allow design
flexibility and to control the properties of electronic de-
vices, e.g., single-electron transistors [13–15], to achieve
tunable fluorescence, display technology, and in changing
electrical conductivity applications etc. [16]. However,
after fabrication the layer thickness cannot be varied to
further tune the band gap. One possible way to control
the device properties after the fabrication process is to
tune the band structure using external transverse electric
∗ maria.javaid@rmit.edu.au
fields [17–19].
Two-dimensional semiconductors are also good candi-
dates for photocatalytic water applications due to their
large specific surface area, excellent light absorption, and
tunable electronic properties [20, 21]. It has been re-
ported in [22] that many of the TMDCs qualify for water-
splitting applications.
In the present work, our goal is to explore the band
structure modification via electric field of as many sta-
ble, layered, predominately semiconducting TMDCs as
possible. Around 40 of the layered TMDCs were re-
ported by Wilson et al. in the 1960s [23] and reviewed
recently by Kuc et al. [24]. They reported the bulk
structures and electrical characteristics of the H and/or
T phases of ScS2, ScSe2, ScTe2, TiS2, TiSe2, TiTe2, ZrS2,
HfS2, HfSe2, VS2, VSe2, VTe2, NbS2, NbSe2, NbTe2,
TaS2, TaSe2, TaTe2, CrS2, CrSe2, CrTe2, MoS2, MoSe2,
MoTe2, WS2, WSe2, WTe2, MnS2, MnSe2, MnTe2, ReS2,
ReSe2, ReTe2, FeS2, FeSe2, FeTe2, NiS2, NiSe2, NiTe2,
and PdS2. There have been significant efforts to synthe-
size single and multilayer nanosheets from bulk struc-
tures, e.g., TiS2, ZrS2, NbSe2, TaS2, TaSe2, MoS2,
MoSe2, MoTe2, WS2, WSe2, WTe2, ReS2, ReSe2, and
NiTe2 have been grown by various methods [25–49] and
discussed in recent reviews of TMDCs [50–52]. Our cur-
rent work also explores those TMDC monolayers and
multilayers which have not yet been synthesized but have
been predicted to be stable, layered, and semiconducting.
Molybdenum- and tungsten-based dichalcogenides
have been intensively investigated. The band gap varia-
tion of a few layers of these materials under electric field
have been widely studied [24, 53–59]. Lebe`gue et al. [60]
have reported 2D materials by data filtering from their
known bulk structures. The band gaps of monolayers of
the stable, layered TMDCs have been reported by Ataca
et al. in [61] and later by Rasmussen et al. in [22]. How-
ever, to date there has been no comprehensive study of
the band structure responses of the stable, semiconduct-
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FIG. 1. Bulk TMDC structures; (a) top view of the H phase,
(b) top view of the T phase, (c) side view of the H phase, (d)
side view of the T phase. Large, brown circles are metal atoms
and small, red circles are chalcogens. The unit cells have
lengths a = b and c along the directions shown by axes labels
between the corresponding sub-figures. The interlayer sepa-
ration IS (from centre to centre of the metal atoms) between
the two TMDC layers is shown by dashed, arrowed lines. (e)
Periodic table (without lanthanides and actinides) showing
the brown-highlighted transition metals and red-highlighted
chalcogens which we have studied in this article.
ing, few-layer TMDCs to electric fields.
In this article, we study the role of transverse electric
field in engineering band gaps in the known, stable, pre-
dominately semiconducting, few-layer TMDCs. We also
study responses of their valence-band maxima (VBM)
and the conduction-band minima (CBM) with electric
field. This is of especial significance for device design
and the optimization of atomically thin optoelectronic
systems [13, 16, 62].
This paper is organized as follows: In Section II, we
describe the computational details. Then we discuss the
electronic structures in Sec. III, followed by the lattice pa-
rameters and the band gap analysis at zero field in Sec. III
A. Then we discuss the variations of the band gaps un-
der field for monolayer, bilayer, and trilayer TMDCs in
Sec. III B followed by the discussion of the responses of
the VBM and CBM to the electric field in Sec. III C.
II. COMPUTATIONAL DETAILS
We studied TMDCs constructed by combining tran-
sition metals (brown-highlighted) and chalcogens (red-
highlighted) in the periodic table as shown in Fig. 1(e).
We studied two different structures: honeycomb (H) crys-
tal structures with hexagonal space group P63/mmc and
centred honeycomb (T) crystal structures with trigonal
space group P3m1. Both of these structures and their
unit cells are shown in Fig. 1.
All the calculations were performed using zero-Kelvin,
density-functional theory (DFT) in the crystal09 code
[63, 64]. The lattice constants of the bulk structures were
determined by structure relaxation using the PBEsol
functional [65] for both exchange and correlation terms.
The PBEsol functional generally predicts lattice con-
stants more accurately than PBE and LSDA (thus better
approximating the equilibrium properties of solids), and
also handles the electronic response to potentials better
than most GGA functionals [65]. We compared our com-
puted c lattice parameter with the experimental values
where available. We did not find a difference larger than
5% between the experimental and our computed values,
indicating that the PBEsol functional is reasonably calcu-
lating this parameter. As there are no published van der
Waals correction factors for third-row transition metals
[66], we ignored these corrections to keep our calculations
consistent for all studied materials.
The geometries were optimized to the default crys-
tal09 convergence criteria of less than 4.5×10−4
Hartree/Bohr maximum force, 3×10−4 Hartree/Bohr
RMS force, 1.8×10−3 Hartree maximum displacement,
and 1.2×10−3 Hartree RMS displacement.
We used Gaussian basis sets; triple-zeta for
valence electrons plus a polarization function
(TZVP) for the lighter elements (third-period met-
als and all chalcogens but Te) and pseudopoten-
tial basis sets for the heavy elements as follows:
Sc pob TZVP 2012 [67] for Sc, Ti pob TZVP 2012 for
Ti [67], Zr ECP HAYWSC 311d31G dovesi 1998 [68]
for Zr, Hf ECP Stevens 411d31G munoz 2007 [69] for
Hf, Cr pob TZVP 2012 [67] for Cr, Mo SC HAYWSC-
311(d31)G cora 1997 [70] for Mo, W cora 1996 [71]
for W, Ni pob TZVP 2012 [67] for Ni, Pd HAYWSC-
2111d31 kokalj 1998 unpub [72] for Pd, Pt doll 2004 [73]
for Pt, O pob TZVP 2012 [67] for O, S pob TZVP 2012
[67] for S, Se pob TZVP 2012 [67] for Se, and Te m-
pVDZ-PP Heyd 2005 [74] for Te.
We created the monolayer, bilayer, and trilayer TMDC
unit slabs by defining (001) planes from bulk models, and
including vacuum to a total cell height of c = 500 A˚. We
set an 8×16×1 Monkhorst-Pack [75] k-point mesh. We
optimized the geometries of monolayer, bilayer, and tri-
layer TMDC unit slabs under zero electric field. We used
these zero-field-optimized geometries to study the effects
of transverse electric fields on their band structures as
the influence of field-based geometric disturbances on the
band structures is negligible [54]. We also checked the
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effects of electric field on the interlayer separation in H-
TiO2 and H-MoS2 bilayer structures and found that the
electric fields used do not modify the optimal interlayer
separations of these structures.
The applied field strength was consistently varied from
0 to ± 0.2 V/A˚ as discussed later in the relevant sections.
To compute the critical field (where the semiconductor-
to-metal phase transition occurs), we further increased
the field strength above 0.2 V/A˚ until we reached the
field value where the band gap closed, except for those
materials that have critical fields smaller than 0.2 V/A˚.
We calculated the band structures along the high-
symmetry path Γ-M-K-Γ. Band structures were cal-
culated for uniformly varying electric fields applied per-
pendicular to the TMDC slabs.
III. RESULTS AND DISCUSSION
In this section, we present our electronic structure cal-
culations. For all the TMDC materials under investiga-
tion, we computed the relaxed bulk (three-dimensional)
structure parameters (the in-plane lattice parameters or
unit-cell lengths (a) and the unit-cell lengths (c) per-
pendicular to the plane), the interlayer separations IS ,
and band gaps of the bulk structures without electric
field. We then computed the band gaps of the relaxed
monolayer, bilayer, and trilayer structures with and with-
out electric field along the ±c directions. We discuss
the band gaps’ modulation, the critical fields where the
semiconductor-to-metal phase transition occurs and the
responses of the VBMs and CBMs under electric field.
We report our computed parameters in Table III (which
is at the end of the document due to its considerable
length). We also report the published values of the mono-
layer, bilayer, and trilayer structures’ band gaps at zero
field, band gap variations under field, and the critical
field where available. Throughout the discussion, we fo-
cus more on the trends observed across the TMDC fam-
ily, in various ways, instead of the in-depth analysis of
individual materials.
A. Properties under zero field
For several of the materials (H-ScX2, T-ZrX2, T-NiX2,
T-PdX2, and T-PtX2), we observe increasing bulk struc-
ture lattice parameters a and c as we move down the
chalcogen group from oxides to tellurides, accompanied
by decreasing band gaps (Fig. 2), as reported in Table
III. The other materials depart from this trend in vari-
ous ways, to various extents. For example, H-MoX2 and
H-WX2 follow this trend for both their lattice parameters
but their bulk band gaps from oxides to tellurides do not.
H-CrX2 follow an increasing trend in the lattice param-
eter a but not in c. Also their bulk band gaps appear
non-linear with respect to chalcogen element. T-HfX2
follow the trend in a and the bulk band gaps but T-HfS2
deviates for c. H-ZrX2, H-HfX2 and H-TiX2 show devia-
tion from this general trend across all of the parameters,
i.e., a, c, and the bulk band gaps. A similar oxide to
telluride trend in TMDC monolayer band gaps has been
reported by Rasmussen et al. [22]. No major trends in the
lattice parameters or bulk band gaps are observed either
across the periods or down the groups in the transition
metals (Fig. 2).
Companion analyses have been carried out by instead
changing the transition metal period (3, 4, and 5), transi-
tion metal group (III, IV, VI, and X), the material phase
(H and T), or the number of layers in the model (1,
2, or 3), while holding all other dimensions constant.
The number of non-singleton, non-zero-valued, subset
classes for each dimension are: 12(×4) varying chalco-
gen, 12(×3) + 4(×2) varying transition-metal period,
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4(×3) + 17(×2) varying transition-metal group, 9(×2)
varying material phase, and 46(×3) varying the number
of layers. Note: the numbers in parentheses indicate the
number of members of each class.
The results are summarised in Table I, which shows
the dominant behavior (or the two, most-prevalent, non-
dominant behaviors) across all subset classes with more
than one element. The behaviors considered are: flat (F),
monotonically increasing (↑), monotonically decreasing
(↓), or other non-monotonic behavior (X) for classes with
more than two members.
Examining combinations of the trends (multi-
parameter patterns), we found that with a change of
phase (from H to T) 5 of 9 subsets showed a combined
increase to a, decrease to c, and increasing band gap.
With increasing transition-metal group, 10 of 21 subsets
showed decreases to both a and c (but a 4/6 split be-
tween increasing and decreasing band gap). All other
combinations accounted for smaller proportions of the
subset classes and are therefore regarded as insignificant.
For most of the materials we find an increase in the
band gap with the decreasing number of layers from bulk
to monolayer which is consistent with the properties of
the Mo- and W-based dichalcogenides [76]. (Note there
are too many values to show clearly in a figure, but their
values are available in Table III.) We observe minor devi-
ations from this trend by H-ZrO2, H-ZrSe2, H-HfO2, T-
HfO2, H-HfSe2, H-CrS2, H-CrSe2, H-CrTe2, H-MoO2, H-
MoSe2, H-MoTe2, H-WO2, H-WTe2, T-NiO2, T-PdO2,
and T-PtO2. For example, the band gap of H-ZrO2 in-
creases from 1.54 eV to 2.08 eV from bulk to its bilayer
structure but the monolayer has a smaller gap of 1.62 eV.
B. Band gap variations under electric field
An electric field can potentially be used to tailor the
band gaps of layered materials. The band structure vari-
ations with electric field arise due to the well-known Stark
effect. The Stark effect induces a potential difference be-
tween the layers which causes splitting of energy bands
belonging to different layers as well as shifting of the
VBM and CBM [54]. This splitting and shifting of the
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FIG. 4. Band gaps as functions of absolute electric field strength for all studied H- and T-phase, bilayer and trilayer TMDCs
(except the Sc family, which are all metallic - see Table 1). The subfigures separate the gamut into families of common phase
and metal element, and are arranged preserving period and group order. In each subfigure, the colors denote the chalcogens;
blue for oxides, red for sulphides, green for selenides, and black for tellurides. Bilayers are represented by circular markers
(and = symbols in the legend for brevity), and trilayers by square markers (and ≡ symbols in the legend). The lines (solid
for H phase and dashed for T phase) are linear fits to each data set, excluding any inconsistent points (as discussed in the
text). Most materials exhibit monotonic band gap decrease with increasing electric field, at least to their critical fields. Note
that zero-band-gap and zero-band-gap-modulation values are not shown for clarity, and that the vertical scales differ between
subfigures.
6Variable Parameter
a c Bulk Eg Eg(E = 0)
Chalcogen ↑ ↑/Xa X/↓b ↓
TM period ↑/Xc X/↑d ↑ ↑
TM group ↓ ↓ ↑/↓e ↑ / ↓f
Phase ↑ ↓ ↑ ↑
Layers F F F ↓
a 50/50%; b 50/42%; c 50/38%; d 44/38%; e 43/38%; f 47/42%
TABLE I. Multidimensional analysis of dominant be-
haviour(s) within the TMDC family for the lattice param-
eters a and c, the bulk band gap Eg, and the layer-dependent
band gap Eg(E = 0). F, ↑, ↓, and X respectively indicate
flat, monotonically increasing, monotonically decreasing, and
other non-monotonic behaviour with an increase to the rele-
vant dimension. The dimensions (with the ordering used in
the analysis) are: chalcogen (period 2, 3, 4, or 5), transition-
metal period (3, 4, or 5), transition-metal group (III, IV, VI,
or X), material phase (from H to T), and number of layers (1,
2, or 3). Single indicators are shown when >50% of the sub-
set classes exhibit the behavior; pairs of indicators are shown
when there are behaviors that capture most subsets (their
relative percentages are shown as footnotes).
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FIG. 5. Histogram of the trilayer to bilayer GSE coefficient
ratios showing most of the materials clustered around a value
of 2 which might be due to the two interlayer spacings of the
trilayer as compared to the bilayer structures.
energy bands can increase [77–79] or reduce [53, 80] the
band gaps. In the case of multilayered TMDCs, this
splitting and shifting pushes both the CBM and VBM
towards the Fermi level. This results in the reduction of
the band gap with applied electric field in multilayered
TMDCs.
For each material under investigation, we computed
band gaps of its monolayer, bilayer, and trilayer struc-
tures with an external electric field applied perpendicu-
lar to the layers along the ±c directions. We consistently
varied the field strength from 0 to ± 0.2 V/A˚, in steps
no larger than 0.02 V/A˚, except for materials (H-TiO2
trilayer, H-ZrSe2 bilayer, T-ZrSe2 trilayer, H-CrO2 bi-
layer and trilayer, H-CrTe2 bilayer, and H-WO2 trilayer)
whose band gaps close before 0.2 V/A˚. This maximum
field strength is stronger than usual device fields and is
shown to more clearly illustrate the band structure vari-
ations under electric field.
For all structures, we find that monolayer TMDCs do
not respond to electric field up to a field strength of 0.2
V/A˚. However the band structures of most of the bilayer
and trilayer TMDCs do vary with electric field offering
applications in band engineering. Such results are con-
sistent with previously reported studies of Mo- and W-
based dichalcongenides.
Figure 3 shows sample band structures of H-phase
TiO2 bilayers at zero field and for two different finite
values of the electric field. Increasing the electric field
causes splittings of the energy bands resulting in a reduc-
tion of the band gap from 1.09 eV (at zero field) to 0.41
eV (at 0.2 V/A˚). The responses of the VBM and CBM
are shown in Fig. 3(d) for electric fields varying from 0
V/A˚ to ±0.2 V/A˚. There is significant variation of both
the VBM and the CBM with the electric field pushing
them towards the Fermi level, EF for the H-TiO2 bilayer
resulting in the reduction of the band gap under field.
The band gap as a function of the absolute electric field
is shown in Fig. 3(e) where the solid line is a linear fit
to the data. For an electric field of 0.2 V/A˚, the band
gap is reduced by 686 meV. Thus band gap variation in
H-TiO2 bilayers is achievable via electric field at a rate of
-3.43 eV/(V/A˚) while the corresponding VBM and CBM
bendings are 1.69 and -1.73 eV/(V/A˚) respectively.
We obtain qualitatively similar band structure re-
sponses to electric field for most of the studied materials.
The band gaps as functions of electric field are shown in
Fig. 4 for all materials. Most band gaps decrease mono-
tonically with electric field strength. The Ni, Pd, and Pt
oxides seem to exhibit slightly quadratic behavior at low
field which is similar to the band structure modulation
via electric field reported for few layer black phosphorus
[81]. The linear fits applied across all band gap data as
functions of electric field (Fig. 4) are shown by solid lines
for all H-phase materials and by dashed lines for all T-
phase materials. Circular and square markers represent
the bilayer and trilayer data in all the sub-figures while
the blue, red, green, and black colors represent the ox-
ides, sulphides, selenides, and tellurides respectively. All
the materials show symmetric response to fields oriented
in the ±c directions which is due to the symmetry of the
chalcogen layers around the metal layer, except a few odd
data points (Fig. 4). We have excluded these odd data
points from the linear fits as we believe that they do not
represent the underlying physics.
The change in the band gap with the electric field,
dEg
dEF
,
is given by [53]
dEg
dEF
= −eSˆ. (1)
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FIG. 6. Band gap variations with electric field strength in H- and T-phase bilayer and trilayer TMDCs. The top of each
rectangular bar shows the band gap at zero field while its bottom shows the band gap at a maximum field of 0.2 V/A˚ or
less for materials whose band gaps close before 0.2 V/A˚ as discussed in the main body and in Table III. These are shown
as unfilled rectangles crossing the zero-band-gap line as far as has been calculated. To allow comparisons with non-metallic
TMDCs, dotted rectangles extrapolate the pre-critical-field data to 0.2 V/A˚ field to allow rapid, direct comparison with the
other (solid) rectangles as regards the pre-critical-field behavior. This is directly related to the giant Stark effect coefficient,
Sˆ, as explained in the main body. The color of the bars represents the associated chalcogen; blue for oxides, red for sulphides,
green for selenides, and black for tellurides. Metallic or semimetallic TMDCs, which have zero band gap, are denoted by
asterisks. Materials whose non-zero band gaps do not change with electric field are denoted by triangles.
Here Eg is the band gap in eV, EF is the electric field
strength in V/A˚, e is the fundamental charge, and Sˆ is
the GSE coefficient, calculated from the slope of the lin-
ear fits to our data shown in Fig. 4. We report this GSE
coefficient (Sˆ) in Table III along with 95% confidence in-
tervals. We compare our computed GSE coefficient with
the literature where available in Table III.
We observe an interesting trend in Sˆ for the bilayer and
trilayer structures of several materials. We find that the
Sˆ values for trilayer structures are approximately twice
those for bilayer structures, with a few anomalies. For
example, H-TiO2 trilayers has Sˆ = 6.87 A˚ which is twice
that of 3.43 A˚ for H-TiO2 bilayers. Similarly, H-CrO2
and H-CrS2 show a factor of two in Sˆ between their
trilayer and bilayer structures. We report this trilayer-
bilayer Sˆ ratio (Sˆ≡/Sˆ=) in Table III and display it in
histogram form in Fig. 5. The symbols ≡ and = repre-
sent trilayer and bilayer structures respectively. A group
8of the materials cluster around a Sˆ≡/Sˆ= ratio of two with
a few outliers. T-ZrSe2, H-HfO2, H-CrSe2, H-MoO2, H-
MoSe2, H-WSe2, and T-NiO2 are outliers. The tellurides
show anomalous behavior where they have non-zero band
gaps in both bilayer and trilayer structures. Their Sˆ≡/Sˆ=
ratios are smaller than the other dichalcogenides suggest-
ing that telluride trilayers are less sensitive to field.
The near-double modulation of trilayer TMDCs com-
pared to their associated bilayers might be explained by
the number of interlayer separations (IS) they have. Bi-
layers have one IS , while trilayers have two. Monolayers
have none, and it is well established that they do not
exhibit band gap variation (and therefore their Sˆ = 0).
All studied materials’ band gap variations with field
are shown in Fig. 6. The length of each bar shows the
change in the band gap under field. The top of each
rectangular bar shows the material’s band gap at zero
field and the bottom of each rectangular bar shows the
band gap at the maximum field of 0.2 V/A˚ or less for
materials whose band gaps close before 0.2 V/A˚. Blue,
red, green, and black colors represent the oxides, sul-
phides, selenides, and tellurides. Rectangular bars cross-
ing the zero-band-gap line indicate materials where the
CBM switches below VBM at maximum field.
Table II details a multidimensional trend analysis for
Sˆ (and several other properties which are discussed be-
low), similar to those for bulk properties presented in
Table I. The numbers of subset classes change due to
the separation of materials by number of layers and sub-
sequent exclusion of monolayer data or others whose Sˆ
are uniformly zero, along with any completely metallic or
semi-metallic classes. For Sˆ (and EFc , ∂EVBM/∂E, and
∂ECBM/∂E, discussed below), there are 19(×4) + 2(×3)
subset classes varying chalcogen, 19(×3) + 2(×2) classes
varying transition-metal period, 8(×3) + 30(×2) vary-
ing transition-metal group, 17(×2) varying phase, and
34(×2) varying layer number.
We notice an overall decrease in band gap variation
under field, Sˆ, down the chalcogen group from the oxides
to tellurides with a few anomalies. This trend is also
illustrated in Fig. 6 where we can see a decrease in the
bar lengths from oxides (blue) to tellurides (black) for
most of the transition metals, which again suggest that
tellurides are less sensitive to electric fields than other
dichalcogenides.
Sˆ behaves non-monotonically with transition-metal pe-
riod, but decreases with transition-metal group. The
group X TMDCs exhibit the least band gap variation
under field when compared as a whole to other groups.
For example, the PtO2 bilayer, the PtS2 and the PtSe2
bilayer and trilayer do not respond to the field within the
range of 0.2 V/A˚ as compared to the Hf- and W-based
dichalcogenides (Table III).
The GSE coefficients increase from the H- to T-phase
materials as shown in Fig. 6 for those materials which
are stable in both H and T phases. This is mainly due to
the distinct intralayer stacking of the two phases leading
to a difference in the interplanar X–X dispersion interac-
tions [82]. Thus selection of the material phase is another
potential pre-fabrication lever for controlling band gaps
and their variations under field.
We further reveal the critical fields (EFc), where clo-
sures of band gaps occur and the bilayer or trilayer
TMDCs undergo semiconductor-to-metal phase transi-
tions. To achieve this, we increased the field strengths
beyond 0.2 V/A˚ for those materials whose band gaps
had not yet closed. We report these computed critical
fields in Table III, and summarise their trends in Table
II.
The critical field strengths vary non-monotonically
down the chalcogen group from oxides to tellurides. Sim-
ilarly, no dominant trends in the critical field strengths
are predicted across the transition metal periods or down
the transition metal groups for the same phase, chalco-
gen, and number of layers. However, EFc does increase
from H- to T-phase materials, and and is generally lower
for trilayer materials than the related bilayer ones.
The converse dependencies of Sˆ and EFc on transition-
metal group or layer number are understandable; since
Sˆ corresponds to the slope of the band gap with field,
it stands to reason that more responsive materials (tri-
layers) should become metallic or semi-metallic at lower
fields (EFc), particularly once account is taken of any
discrepancy in their zero-field band gaps. However, the
behavior with phase is aligned, with both parameters in-
creasing. Comparison with Table I shows that this is
explained by an evident accompanying increase in the
zero-field band gaps with phase.
We defer discussing compound trends until the rest of
Table II has been explored in Sec. III C.
Our general findings are that: trilayer band gaps re-
spond more to field than bilayer gaps; T-phase materials
respond more than H-phase ones; band gap modulations
decrease from oxides to tellurides; and the response to the
electric field decreases from left to right across the tran-
sition metals when compared within the same period and
for the same chalcogens. These findings reveal the whole
range of TMDC band gap responses under field. They en-
able one to select the appropriate material(s) to engineer
devices in according to one’s application’s requirements.
C. Valence and conduction band absolute positions
and variations under field
For many applications, the energies of the valence and
conduction bands with respect to the vacuum level are
important. For example, in the construction of 2D het-
erostructure materials, knowledge of absolute VBM and
CBM energies is required to predict behavior. For device
design, such as a single-electron transistor [13, 14], where
we require control over its transport properties, study of
the VBMs’ and CBMs’ responses to electric fields is es-
sential.
In Fig. 7, we show the computed energies of all studied
TMDCs VBMs, and CBMs with respect to the vacuum –
9Variable Parameter
Sˆ EFc EVBM(E = 0) EVBM(Emax) ECBM(E = 0) ECBM(Emax)
∂EVBM
∂E
∂ECBM
∂E
Chalcogen ↓ X X X X X ↓ ↑/Xa
TM period X ↑/Xb ↑/Xc X/↑d ↑ ↑ ↑ X
TM group ↓ ↑/↓e ↑ ↑ ↑ ↑ ↓ ↑
Phase ↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑
Layers ↑ ↓ ↑ ↑ ↓ ↓ ↑ ↓
a 48/48%; b 48/39%; c 44/34%; d 41/38%; e 47/37%.
TABLE II. Multidimensional analysis of dominant behaviour(s) within the TMDC family for the calculated parameters: giant
Stark coefficient Sˆ, critical field for insulator-to-metal/semi-metal transition EFc , VBM and CBM energies at zero and maximum
(as defined in the main text) fields, and the VBM and CBM bending rates with field. F (not exhibited), ↑, ↓, and X respectively
indicate flat, monotonically increasing, monotonically decreasing, and other non-monotonic behaviour with an increase to the
relevant dimension. The dimensions (with the ordering used in the analysis) are: chalcogen (period 2, 3, 4, or 5), transition-
metal period (3, 4, or 5), transition-metal group (III, IV, VI, or X), material phase (H or T), and the number of atomic layers
(2 or 3). Single indicators are shown when >50% of the subset classes exhibit the behavior; pairs of indicators are shown when
there are two behaviors that capture most subsets (their relative percentages are shown as footnotes).
at zero field (left rectangular bar) and for the maximum
field of 0.2 V/A˚ or less for those materials whose band
gaps close before 0.2 V/A˚ (right rectangular bar). The
lengths of the rectangular bars show the band gaps. The
blue, red, green, and black colors show oxides, sulphides,
selenides, and tellurides respectively.
We also summarise any trends in Table II. Here, for
the absolute energies, we have 20(×4) + 2(×3) subset
classes when varying chalcogen, 24(×3) + 8(×2) varying
transition-metal period, 42(×2) varying transition-metal
group, 18(×2) varying phase, and 44(×2) varying layer
number. The rates of change of the VBM and CBM have
the same numbers and types of subset classes as Sˆ and
EFc , described in Sec. III B.
The absolute VBM and CBM energies behave non-
monotonically as the chalcogen period increases. How-
ever, they largely increase with transition-metal period
and group, and with changing from H to T phase. Whilst
the zero-field extrema energies increase with the number
of layers, the maximum-field extrema energies both de-
crease with layer number, consistent with the increased
Sˆ also exhibited by trilayer materials.
When changing transition metal period, 11 of 32 sub-
set classes show an overall increases in all four reported
VBM and CBM energies (Fig. 7 top panels). This behav-
ior is particularly prominent in the oxides. 28 of 42 subset
classes show the same behaviour when transition-metal
group is changed (i.e., comparing same-colored bars be-
tween left and right groups in subfigures of Fig. 7). How-
ever, while increasing the number of layers 16 of 44 sub-
set classes show increases to the zero-field extrema with
decreases to the high-field extrema.
For almost all of these materials, we find significant
bending in the CBM under field (as reported in Table
III and shown in Fig. 7) except for a few materials, e.g.,
WSe2 bilayers and PdO2 trilayers show anomalous be-
havior; their CBMs increase with the field. The VBMs
for all the materials show increasing energy shifts un-
der electric field except TiTe2 bilayers, H-HfTe2 bilayers,
CrTe2 bilayers, and MoS2 bilayers, which show a negative
bending in their VBMs (Table III).
Looking broadly across all parameters reported in Ta-
ble II, we identify the following large-scale compound
behaviours: when varying transition-metal group, 10
of 42 subset classes show consistent behavior across all
eight parameters – increases to all absolute energies plus
∂ECBM/∂E combined with decreases to the other three
parameters; when increasing the number of layers, 19 of
44 subsets show increasing Sˆ and ∂EVBM/∂E with de-
creasing EFc and ∂ECBM/∂E , 15 of 44 show increased Sˆ
and VBM energies (both fields) with decreased EFc , and
23 of 44 show decreased EFc with increased VBM ener-
gies (both fields). Other compound behaviours are only
exhibited by small fractions of the subset classes.
It has been reported in [22] that materials with CBMs
above the standard hydrogen electrode (SHE), i.e. -4.03
eV relative to vacuum at pH 7, can be used at the cathode
of photocatalytic water splitting devices to evolve hydro-
gen. Similarly materials with VBMs below the oxygen
evolution potential (1.23 eV below the SHE) can be used
as photoanodes in water splitting devices. It has been
suggested that the CBM/VBM should lie a few tenths
of an electron volt above/below the redox potentials [83]
to account for the intrinsic energy barriers of the water
splitting reactions [84, 85]. Any material with a CBM a
few tenths of an electron volt above -4.03 eV or VBM a
few tenths of an electron volt below -5.26 eV is desirable
for water splitting applications.
In Fig. 7, the CBMs of Mo- and W-based, bilayer and
trilayer sulphides lie ≥ 0.1 eV above -4.03 eV at zero
and low fields. For example, MoS2 bilayers have a use-
ful CBM for water splitting applications in electric fields
ranging from 0 to 0.14 V/A˚. Similarly, MoS2 trilayers,
WS2 bilayers, and WS2 trilayers are useful for this ap-
plication in fields ranging from 0 to 0.04, 0.1, and 0.04
V/A˚, respectively. The T-phase, Zr and Hf, bilayer and
trilayer oxides have CBMs well above the SHE potential
for both zero and maximum field and could be useful for
water splitting applications under any field strength from
0 to 0.2 V/A˚.
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FIG. 7. Positions of the valence band maxima (VBMs) and conduction band minima (CBMs) with respect to the vacuum level
(0 eV) in H- and T-phase, bilayer and trilayer TMDCs as labeled. The bottom of each rectangular bar shows the VBM and the
top the CBM; its length shows the band gap. The color of the bars represent the chalcogens; blue for oxides, red for sulphides,
green for selenides, and black for tellurides. The double bars show the band positions at zero field (left) and at the maximum
field of 0.2 V/A˚ or less (as discussed in the main text and in Table III) for the materials where the band gap closes before 0.2
V/A˚ (right). Asterisks denote the Fermi levels of zero-band gap materials at their critical fields (or at zero field for materials
which are naturally metallic or semimetallic). Note: the critical fields can be found in Table III. Dashed lines show the energies
0.1 eV above the hydrogen evolution potential, i.e., -4.03 eV and 0.1 eV below the oxygen evolution potential, i.e., -5.23 eV.
Most of the materials have their VBM below the oxy-
gen redox potential except for the bilayers and trilayers
of CrS2, CrTe2, MoS2, MoTe2, WS2, WTe2, PtS2, and
PtSe2, and the zero band gap materials (Fig. 7). The
TMDCs therefore appear to be a highly useful class of
materials for water splitting.
IV. CONCLUSIONS
We have presented a comprehensive density-functional
theory study of the electronic structures of 192 config-
urations of 39 stable, two-dimensional, transition-metal
dichalcogenides. Our calculations show the band gaps of
few-layer TMDCs along with variation of the band struc-
tures by electric fields. The data has been analysed across
five dimensions: chalcogen period, transition-metal pe-
riod, transition-metal group, phase, and number of lay-
ers.
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Band gaps generally decrease down the chalcogen
group from oxides to tellurides, increase across the tran-
sition metals from left to right, are larger for T-phase
materials than corresponding H-phase ones, and decrease
with more layers. The responses to the electric field de-
crease down the chalcogens and across transition met-
als in the same period, are larger for T-phase materials
than H-phase ones, and increase with increasing number
of layers. We generally found that the CBMs decrease
with higher fields while the VBMs increase, narrowing
the band gap from both sides. We also have suggested
materials which could be useful for water splitting appli-
cations under zero and low fields.
By presenting the field-modulated behavior of mono-
layer, bilayer, and trilayer structures of 39 different ma-
terials, this work supports the advance of 2D materials
from fundamental research to real applications. In partic-
ular, it will aid band-gap and opto-electronic engineers to
select the optimal TMDC for their device requirements.
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