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Abstract
Many combinatorial structures can be constructed from simpler components. For example,
a permutation can be constructed from cycles, or a Motzkin word from a Dyck word and a
combination. In this paper we present a constructor for combinatorial structures, called shu)e
on trajectories (de0ned previously in a non-combinatorial context), and we show how this
constructor enables us to obtain a new loopless generating algorithm for multiset permutations
from similar results for simpler objects.
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1. Introduction
Let n0; n1; : : : ; nk be k + 1 integers. The set of multiset permutations (permutations
with repetitions) of type n0n1 : : : nk , denoted by S(n0; n1; : : : ; nk), is the set of integer
sequences in which there are ni occurrences of i, 06i6k, and multiset permutations
simultaneously generalize permutations and combinations. A Gray code for a class of
combinatorial objects is a list for the class so that successive objects di:er in some pre-
speci0ed small way [14]. In particular, a Gray code for the set S(n0; n1; : : : ; nk) is a list
for this set where successive sequences di:er by a transposition of two items. A gen-
erating algorithm is loopless if after the initial sequence is generated, each succeeding
sequence may be obtained by at most a 0xed number of operations.
Many algorithms for generating Gray codes for multiset permutations, looplessly
[2,8,15] or otherwise [3,7,13], have been published. We present here a new loopless
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generating algorithm for this combinatorial class. Our approach is the following: we
express multiset permutations in terms of shu)e on trajectories (shu)e for short, in
this paper), then we apply it to rede0ne a known Gray code (implemented, but not
looplessly at [12]) and to obtain a new loopless generating algorithm for multiset
permutations.
The remainder of this paper is organized as follows. At the end of the present
section we introduce the notations we adopt throughout this paper. In Section 2 we
recall basic results and present the shu7e on trajectories constructor for combinatorial
objects. The Gray code for multiset permutations based on this constructor and some of
its properties are presented in Section 3. In Section 4 we discuss two known loopless
generating algorithms for product set and combinations, and a loopless algorithm for
multiset permutations is developed. Some concluding remarks are o:ered in the 0nal
section.
If L is an (ordered) list for a set of integer sequences then ;rst(L) is the 0rst
element and last(L) the last element on the list L; EL is the list obtained by reversing
L, and obviously ;rst(L)= last( EL) and ;rst( EL)= last(L); L(i) is the list L if i is
even, and EL if i is odd; if L1;L2; : : : ;Lm are m lists then L1◦L2◦ · · · ◦Lm =©mi=1Li
denotes the concatenation of these lists; if x is an integer or an integer sequence then
xn is the sequence which consists of n copies of x; and L · x (x ·L, respectively)
is the list obtained by appending x to each sequence of L (each sequence of L
to x, respectively). The rank of a sequence x in a list L, denoted rankL(x) (or
rank(x) for short, if the list L is understood), is the number of sequences preceding x
in L.
2. Preliminaries
For k integers r1; r2; : : : ; rk let V (r1; r2; : : : ; rk) be the Cartesian product set
∏k
i=1 {0; 1;
: : : ; ri − 1}. The natural extension of the binary reGected Gray code to the set V (r1; r2;
: : : ; rk) was proposed in [6,20] and elsewhere, and it is given by the lemma below.
Lemma 1. The list de;ned recursively by
V(r1; r2; : : : ; rk) =


∅ if k = 0;
r1−1©
i=0
i ·V(i)(r2; : : : ; rk) if k ¿ 0
(1)
is a Gray code for V (r1; r2; : : : ; rk) where two consecutive sequences di?er in a single
position and by +1 or −1 in this position.
For k + 1 integers, n0; n1; : : : ; nk , the set S(n0; n1; : : : ; nk) of multiset permutations of
type n0n1; : : : nk is the set of integer sequences in which there are ni occurrences of
i, 06i6k. The cardinality of the set S(n0; n1; : : : ; nk) is the multinomial coe@cient,
given in (2), and we denote it by c(n0; n1; : : : ; nk).
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For k =1, the sequences in S(n0; n1) are a common representation of the combina-
tions of n1 objects chosen from n0 + n1, and c(n0; n1)= (
n0+n1
n1
). In general,
c(n0; c1; : : : ; nk) =
(n0 + n1 + · · ·+ nk)!
n0!× n1!× · · · × nk ! ; (2)
or recursively, if k =0 then c(n0)= 1 and for k¿0
c(n0; c1; : : : ; nk) = c(n0; n1; : : : ; nk−1)×
(
n0 + n1 + · · ·+ nk
nk
)
(3)
=
(
n0 + n1
n1
)
×
(
n0 + n1 + n2
n2
)
: : :
(
n0 + n1 + · · ·+ nk
nk
)
: (4)
A 1-homogeneous Gray code for S(n0; n1), is a list for S(n0; n1), where successive
sequences di:er by a transposition of two bits and the bits between those transposed
are ones. The Gray code de0ned in the lemma below is a slight variation of Eades’
and McKay’s code de0ned in [4].
Lemma 2 (Ruskey [11]). The list de;ned recursively by
E(n0; n1)
=


0n0 if n1 = 0;
1n1 if n0 = 0;
01n1 ◦ 101n1−1 ◦ · · · ◦ 1n10 if n0 = 1 and n1 ¿ 0;
00 · E(n0 − 2; n1) ◦ 01 · EE(n0 − 1; n1 − 1)
◦1 · E(n0; n1 − 1) if n0 ¿ 1 and n1 ¿ 0
(5)
satis;es the following properties:
(1) ;rst(E(n0; n1))= 0n01n1 ,
(2) last(E(n0; n1))= 1n10n0 ,
(3) E(n0; n1) is a 1-homogeneous Gray code list for S(n0; n1).
It is easy to see that E(n0; n1) and V(r1; r2; : : : ; rk) are pre;x-partitioned lists, i.e. all
the sequences with a given pre0x form a contiguous sublist; in [18] Walsh presents a
very general technique for looplessly generating lists with this property. In Section 4 we
present two generating algorithms for the lists de0ned by relations (1) and (5) based
on this technique. Note also that the Gray code for multiset permutations described in
the next section is not pre0x partitioned.
The following de0nition was initially given in [10], in a very di:erent, non-combin-
atorial context.
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Denition 3. For two integers n0 and n1, the shu)e of the sequence v= v1v2 : : : vn0
by the sequence w=w1w2 : : : wn1 on the binary sequence t= t1t2 : : : tn0+n1 ∈ S(n0; n1) is
the n0 + n1 length sequence u= u1u2 : : : un0+n1 , denoted by v t w, where for each i,
16i6n0 + n1, ui is de0ned as
ui =
{
vt[i]0 if ti = 0;
wt[i]1 if ti = 1
with t[i]0 and t[i]1 being the number of occurrences of 0’s and 1’s, respectively, in the
length-i pre0x of the binary sequence t, and t is called the trajectory of the shu7e.
For example, if v= aab, w=1234 and the trajectory t=0101011 then v t w= a1a
2b34; and if v=001, w=22 and t=10100 then v t w=20201. We extend the shu7e
operation in a natural way to sets and lists of trajectories.
Denition 4. Let v and w be two sequences as above.
(1) If L= {t; s; : : :} ⊂ S(n0; n1) is a set of binary sequences, then v L w is the set of
sequences {v t w; v s w; : : :}.
(2) If L=(t; s; : : :) is a list of sequences in S(n0; n1), then v L w is the list of
sequences (v t w; v s w; : : :).
Remark 5. With the notations above:
(1) If v′ is another length-n0 sequence which di:ers from v by the transposition of
two items, then v t w di:ers from v′ t w by the transposition of two items.
(2) If x is an item not belonging to v, then two consecutive sequences in the lists
v E(n0 ;n1) x
n1 and v EE(n0 ;n1) x
n1 di:er by the transposition of an x with an element
in v, and all items between the transposed ones are x’s.
(3) v L w, the reverse of v L w, is equal to v EL w.
(4)
S(n0; n1; : : : ; nk) =


{0n0} if k = 0;⋃
v∈S(n0 ;n1 ;:::;nk−1)
{v S knk} if k ¿ 0 (6)
with S being the set of binary sequences S(n0 + n1 + · · · + nk−1; nk).
(5) For any list L of binary sequences in S(n0; n1) we have the obvious relation
L = 0n0 L 1n1 :
3. The Gray code
Relation (5) gives a Gray code for the set S(n0; n1; : : : ; nk) when k =1. In this
section we extend it to all k¿1 and show some of its properties. The obtained Gray
code already exists in a slightly di:erent version [12].
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Theorem 6. The following recursive de;nition gives a Gray code list for the set
S(n0; n1; : : : ; nk):
S(n0; n1; : : : ; nk) =


0n0 if k = 0;
E(n0; n1) if k = 1;
c(n0 ;n1 ;:::;nk−1)−1
©
i=0
(vi E(i) k
nk ) if k ¿ 1;
(7)
where vi is the sequence of rank i in S(n0; n1; : : : ; nk−1), and E is the list E(n0 +n1 +
· · · + nk−1; nk) given by relation (5).
Proof. We say that a list is transposition-successive (t.-s. for short) if two consecutive
sequences in the list di:er by the transposition of two elements. Obviously, the single
element list S(n0) and S(n0; n1) are t.-s.; we will prove that S(n0; n1; : : : ; nk) is also
t.-s. for k¿1.
According to point (2) of Remark 5, for each i the sublist vi E(i) knk in relation (7)
is t.-s. Thus it is enough to prove that last(vi E(i) knk ) di:ers from ;rst(vi+1 E(i+1) knk )
by the transposition of two elements for all 06i¡c(n0; n1; : : : ; nk−1) − 1. However,
last(vi E(i) knk )= vi t knk and ;rst(vi+1 E(i+1) knk )= vi+1 t knk with t= last(E(i))=
first(E(i+1)) and vi+1 being the successor of vi in the list S(n0; n1; : : : ;
nk−1). By point (1) of Remark 5, if vi and vi+1 di:er by the transposition of two
items, then so do vi t knk and vi+1 t knk . Induction on k completes the proof.
The Gray code de0ned above is the expression of (6) in terms of list, and both
relations mirror the recursive counting relation (2) for the set S(n0; n1; : : : ; nk). Note
that this Gray code is based on Eades’ and McKay’s Gray code for combinations (5)
and generalizes it. See Fig. 1 for an example. Theorem 10 gives the shape of the
0rst and last sequence in S(n0; n1; : : : ; nk), but it needs some additional results, which
follow.
Denition 7. For two integers a and b we say that a and b are bitwise disjoint, denoted
by a ∼ b, if no position has a 1 in both a and b.
Obviously a∼ b i: a + b= a⊕ b, where ⊕ means bitwise addition, and we denote
a ∼ b if a and b are not bitwise disjoint. The following result is traditionally attributed
to NEdouard Lucas at the end of the 19th century [9].
Theorem 8. The binomial coe@cient ( a+ba ) is odd i? a∼ b.
Corollary 9. Let n0; n1; : : : ; nk be k + 1 non-negative integers.
(1) The followings are equivalent:
(a) the multinomial coe@cient c(n0; n1; : : : ; nk) is odd,
(b) the binomial coe@cient ( n0+n1+ ···+nini ) is odd for all 16i6k,
(c) ni∼ n0 + n1 + · · · + ni−1 for all 16i6k.
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Fig. 1. The lists S(2; 1), S=S(3; 2), and S(2; 1; 2)= (001 S22) ◦ (010 ES22) ◦ (100 S22).
(2) If there exists an integer a, 16a6k such that na ∼ n0 + n1 + · · · + na−1 and
ni∼ n0 + n1 + · · · + ni−1 for all i, 16i¡a, then the multinomial coe@cient
c(n0; n1; : : : ; ni−1; ni) is odd for 16i¡a and even for a6i6k.
Proof. The integer a in point (2) is the smallest i for which the binomial coeOcient
( n0+n1+ ···+nini ) is even. The statements result from equality (3) and Theorem 8.
Theorem 10. (1) ;rst(S(n0; n1; : : : ; nk))= 0n01n1 : : : knk .
(2) Let a be as in point (2) of Corollary 9; more formally,
a =
{
min{j | 16j6k; nj ∼ n0 + n1 + · · ·+ nj−1} if it exists;
k otherwise:
(8)
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Then
last(S(n0; n1; : : : ; nk)) = ana(a− 1)na−1 : : : 1n10n0 (a+ 1)na+1(a+ 2)na+2 : : : knk ;
(9)
where (a+ 1)na+1(a+ 2)na+2 : : : knk is the empty sequence if a= k.
Proof. (1) By relation (7), for k¿1, ;rst(S(n0; n1; : : : ; nk))= v t knk with v=first
(S(n0; n1; : : : ; nk−1)) and t=first(E(n0+n1+ · · · +nk−1; nk))= 0n0+n1+ ···+nk−11nk . The
proof of 1 follows by induction on k.
(2) If k =1 then a=1 and last(S(n0; n1))= last(E(n0; n1))= 1n10n0 ; so (9) is true
for k =1. Suppose (9) is true for a given k; in order to prove it for k+1 we consider
the value of nk+1 and de0ne b in a similar manner to a:
b =
{
min{j | 16 j 6 k + 1; nj ∼ n0 + n1 + · · ·+ nj−1} if it exists;
k + 1 otherwise:
(10)
Then a and b de0ned in (8) and (10) are either a¡b or a= b, and we will prove
point (2) in both these cases.
• If a¡b then a= k, b= k + 1, and nj ∼ n0 + n1 + · · ·+ nj−1 for all 16j6k. In this
case (9) becomes
last(S(n0; n1; : : : ; nk))= knk (k − 1)nk−1 : : : 1n10n0
and the last sublist in de0nition (7) of S(n0; n1; : : : ; nk+1) is
(knk (k − 1)nk−1 : : : 1n10n0 ) E (k + 1)nk+1
with E=E(n0 + n1 + · · · + nk ; nk+1) since c(n0; n1; : : : ; nk) is odd.
Thus
last(S(n0; n1; : : : ; nk+1))= (knk (k − 1)nk−1 : : : 1n10n0 ) t (k + 1)nk+1
with t= last(E(n0 + n1 + · · · + nk ; nk+1))= 1nk+10n0+n1+ ···+nk , and
last(S(n0; n1; : : : ; nk+1)) = (k + 1)nk+1knk : : : 1n10n0 = bnb(b− 1)nb−1 : : : 1n10n0 :
• If a= b then, by point (3) of Corollary 9, c(n0; n1; : : : ; nk) is even, and the last sublist
in de0nition (7) of S(n0; n1; : : : ; nk+1) is
last(S(n0; n1; : : : ; nk)) EE (k + 1)
nk+1
with E=E(n0 + n1 + · · · + nk ; nk+1); thus
last(S(n0; n1; : : : ; nk+1))
= (ana(a− 1)na−1 : : : 1n10n0 (a+ 1)na+1(a+ 2)na+2 : : : knk ) t (k + 1)nk+1
with t= last( EE(n0 + n1 + · · · + nk ; nk+1))= 0n0+n1+ ···+nk1nk+1 , and thus
last(S(n0; n1; : : : ; nk+1))
= bnb(b− 1)nb−1 : : : 1n10n0 (b+ 1)nb+1(b+ 2)nb+2 : : : knk (k + 1)nk+1 :
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Denition 11. Let i be an integer, 06i6k, and v∈ S(n0; n1; : : : ; nk).
• The ith projection of v, denoted by i(v), is the sequence w belonging to S(n0; n1;
: : : ; ni) obtained from v by erasing all items greater than i.
• The ith trace of v, denoted by i(v), is the binary sequence belonging to E(n0+n1+
· · · + ni−1; ni) obtained from w= i(v) by replacing all occurrences of j, 06j¡i,
by 0 and each occurrence of i by 1.
The list E(n0; n1) is pre0x-partitioned, and the next lemma, which results from the
recursive de0nition (7), says that S(n0; n1; : : : ; nk) inherits in some way this property.
Lemma 12. Let w be a sequence in S(n0; n1; : : : ; ni), 16i6k. The set of all sequences
v in S(n0; n1; : : : ; nk) with i(v)=w forms a contiguous sublist of S(n0; n1; : : : ; nk),
and we denote this list by S(n0; n1; : : : ; nk)|w.
For an integer sequence n0n1 : : : nk , k¿1, we de0ne the sequence a= a1a2 : : : ak as
follows:
ai =
{
min{j | i 6 j 6 k; nj ∼ n0 + n1 + · · ·+ nj−1} if it exists;
k otherwise:
(11)
In other words, ai is the smallest j greater than or equal to i such that (
n0+n1+ ···+nj
nj
)
is even, if such a j exists, and k otherwise. Note that a1a2 : : : ak is a non-decreasing
sequence with i6ai6k.
Corollary 13. Let w be a sequence in S(n0; n1; : : : ; ni), 16i¡k, and = ai+1. Then
last(S(n0; n1; : : : ; nk)|w)
=
{
w(i + 1)ni+1(i + 2)ni+2 : : : knk if rank(w) is odd;
n(− 1)n−1 : : : (i + 1)ni+1w(+ 1)n+1 : : : knk if rank(w) is even;
(12)
where rank(w) is the rank of w in the list S(n0; n1; : : : ; ni), and ( + 1)n+1( +
2)n+2 : : : knk is the empty sequence if = k.
Proof. Let  :S(n0; n1; : : : ; nk)|w→S(n′0; n′1; : : : ; n′k) with
n′0 = n0 + n1 + · · ·+ ni;
n′1 = n
′
2 = · · · = n′i = 0;
n′j = nj for i ¡ j 6 k
de0ned by  (v)= v′ where
v′‘ =
{
0 if 06 v‘ 6 i;
v‘ if i ¡ v‘ 6 k;
(13)
for all 16‘6n0 + n1 + · · · + nk .
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In other words,  replaces in v each item belonging to w by 0 and leaves un-
changed all the other items.  is an ordered bijection between S(n0; n1; : : : ; nk)|w and
S(n′0; n
′
1; : : : ; n
′
k) (S(n0; n1; : : : ; nk)|w and ES(n′0; n′1; : : : ; n′k)) if rank(w) is even (rank(w)
is odd), and the result follows from Theorem 10.
The result below is critical to our construction of the generating algorithm for mul-
tiset permutations given in the next section.
Theorem 14. Let s and s′ be two sequences in S(n0; n1; : : : ; nk) with s′ the successor
of s. Then:
(1) there exists a unique j, 16j6k, such that j(s) = j(s′) and i(s)= i(s′) for all
i = j, 16i6k. In addition, j(s) and j(s′) are adjacent in E(n0 + n1 + · · · +
nj−1; nj) (one is the successor of the other), and
(2) if j(s′) is obtained from j(s) by transposing the bits in positions pos1 and pos2,
then s′ is obtained from s by transposing the items in positions
• pos1 and pos2 if rank(j(s)) is odd
• pos1 + #j+1 and pos2 + #j+1 if rank(j(s)) is even
where #i = ni + ni+1 + · · · + nai with ai de;ned in (11).
Proof. (1) Let rj = c(n0 + n1 + · · · + nj−1; nj) for j=1; 2 : : : ; k. De0ne the function
 :V(r1; r2; : : : ; rk)→S(n0; n1; : : : ; nk)
by
v1v2 : : : vk
 → 0n0 t1 1n1 t2 : : : tk knk ;
where the shu7e operations are performed from left to right and tj is the binary string
in E(n0+n1+ · · · +nj−1; nj) with rank vj. From de0nition (7) it is easy to see that  is
a list-ordered bijection; thus each s in S(n0; n1; : : : ; nk) admits a unique representation
as 0n0 t1 1
n1
t2 : : : tk k
nk , where ti is just i(s), 16i6k. For example, in the list
S(212) we have 22001=02 001 11 11000 22 and 22010=02 010 11 11000 22; see
Fig. 1. Thus, if
s′=0n0 t′1 : : : t′1−1 ( j − 1)nj−1 t′j jnj t′j+1 : : : knk
is the successor of
s=0n0 t1 : : : t1−1 ( j − 1)nj−1 tj jnj tj+1 : : : knk ;
then there exists a unique j such that tj = t′j and ti = t′i for all i = j, 16i6k. Moreover,
the rank of tj and t′j are consecutive in E(n0 + n1 + · · · + nj−1; nj) and so are tj
and t′j.
(2) The statement follows from Corollary 13 by considering w= j(s) and #j+1, the
length of the pre0x n(− 1)n−1 : : : ( j + 1)nj+1 .
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4. Loopless generating algorithms
In this section we present a new loopless generating algorithm for a Gray code for
multiset permutations. It produces the list de0ned by (7) and is obtained by the shu7e
operator from two other loopless generating algorithms: one for the product set and
the other for combinations. We begin by presenting these two algorithms; then we
show how the shu7e constructor enables us to combine the two to obtain the loopless
generating algorithm for multiset permutations.
4.1. Generating product set
Here we present Williamson’s algorithm [20, p. 112] for product sets. It is an applica-
tion of Ehrlich’s technique [5] and in turn was generalized by Walsh in [18] for a large
class of combinatorial Gray codes. This algorithm produces the list V(r1; r2; : : : ; rk) de-
0ned by relation (1), with ri¿1 for all 16i6k. The iterative call of the procedure
succ V generates, in Gray code order, all sequences v= v1v2 · · · vk with vi belonging
to {0; 1; : : : ; ri − 1}. Initially, the algorithm starts with vi =0, di = up, and ei = i − 1
for i=1; 2; : : : ; k; so v is the lexicographically smallest sequence. The initial value of
ek+1 is assigned in the 0rst call of succ V . At each computational step the changed
item is in position j, where initially j= k and after each step j= ek+1. The algorithm
terminates when it tries to change the item in position zero, i.e., when j=0. See for
instance [17] for more details.
procedure succ V (v; d; e; j);
if dj = up
then vj := vj + 1;
else vj := vj − 1;
endif
ek+1 := k;
if vj =0 or vj = rj − 1
then if dj = up then dj :=down else dj := up; endif
ej+1 := ej;
ej := j − 1;
rankj := rankj ⊕ 1;
endif
rankj := rankj ⊕ 1;
j := ek+1;
end.
After the execution of this procedure, rankj is such that v1v2 : : : vj, the length-j pre0x
of the obtained sequence has an even rank (odd rank) in the list V(r1; r2; : : : ; rj) if
rankj is 0 (rankj is 1). Or, equivalently, the length-j pre0x of the current sequence is
preceded by p di:erent pre0xes with rankj =pmod 2, and initially rankj =0 for all
16j6k.
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4.2. Generating combinations
Instead of directly generating the Gray code list E(n0; n1), we generate looplessly
the integer sequence list P(n0; n1) which gives the positions of zeros in each binary
sequence in E(n0; n1). This algorithm computes the next such integer sequence and
also the two positions which will be permuted in its corresponding binary sequence in
order to obtain its successor. P(n0; n1) is also a Gray code and Corollary 18 shows
how it is partitioned according to the pre0x of each sequence. Corollary 19 gives the
successive values of the items in position i, if we suppose the length-(i − 1) pre0x is
0xed. Finally, applying this result and Walsh’s general technique we obtain a loopless
algorithm for P(n0; n1), which is easily transformed into a loopless generating algorithm
for EP(n0; n1), E(n0; n1) and EE(n0; n1).
For a binary string the position sequence associated with it is the integer sequence
giving the position of each 0 entry in the binary string. More formally, let n0; n1¿0 and
P(n0; n1) be the set of length-n0 integer sequences p=p1p2 : : : pn0 with i6pi¡pi+1
6n0 +n1 for all i=1; 2 : : : n0−1. P(n0; n1) is the set of all combinations of n0 objects
chosen from n0 + n1 in customary representation, and the list de0ned below is Eades’
and McKay’s Gray code for P(n0; n1), see [4].
P(n0; n1)
=


∅ if n0 = 0;
12 : : : n0 if n1 = 0 and n0 ¿ 0;
1; 2; : : : ; n1 + 112 · 2P(n0 − 2; n1) if n1 ¿ 0 and n0 = 1;
◦1 · 2P(n0 − 1; n1 − 1)
◦1P(n0; n1 − 1) if n1 ¿ 0 and n0 ¿ 1;
(14)
where kP(n0; n1) is the integer sequence list obtained by adding k to each entry of
each sequence in the list P(n0; n1), the position sequence list associated with E(n0; n1).
Remark 15.
• The transformation
p1p2p3 : : : pn0 → 1p1−101p2−p1−101p3−p2−10 : : : 1pn0−pn0−1−101n1+n0−pn0
(15)
is an ordered bijection between the lists P(n0; n1) and S(n0; n1)=E(n0; n1),
• ;rst(P(n0; n1))= 12 : : : n0,
• last(P(n0; n1))= (n1 + 1)(n1 + 2) : : : (n1 + n0).
If in the list P(n0; n1) we reverse each string, reverse the whole list, and subtract
each number from n0 + n1 + 1, we obtain the list c(n0 + n1; n0) de0ned and generated
looplessly in [19]. For the completeness of our purposes we present here a loopless
generating algorithm for P(n0; n1) instead of modifying the one in [19]. This algorithm
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can easily be modi0ed in order to generate E(n0; n1), and for this we need additional
constructions. One may easily prove the following two lemmata.
Lemma 16. For n0; n1¿0 let Q(n0; n1) be the list de;ned by
Q(n0; n1) =


∅ if n0 = 0;
12 : : : n0 if n0 ¿ 0 and n1 = 0;
1P(n0; n1 − 1) ◦ 1 · 1P(n0 − 1; n1) if n0 ¿ 0 and n1 ¿ 0:
(16)
Then
• the list Q(n0; n1) is a Gray code for the set P(n0; n1),
• if n1¿0 then ;rst(Q(n0; n1))= 23 : : : (n0 + 1),
• last(Q(n0; n1))= 12 : : : n0.
Lemma 17. If kQ(n0; n1) is the list obtained from Q(n0; n1) by adding k to each entry
in each sequence in the list Q(n0; n1), then P(n0; n1) can be expressed as
P(n0; n1) =


∅ if n0 = 0;
12 : : : n0 if n0 ¿ 0 and n1 = 0;
1 · 1Q(n0 − 1; n1) ◦ 1P(n0; n1 − 1) if n0 ¿ 0 and n1 ¿ 0:
(17)
The next corollary shows how the lists P(n0; n1) and Q(n0; n1) are partitioned ac-
cording to the 0rst element of each sequence.
Corollary 18. If n0 ¿ 0 then
(1)
P(n0; n1) = 1 · 1Q(n0 − 1; n1)◦
2 · 2Q(n0 − 1; n1 − 1)◦
...
(n1 + 1) · (n1+1)Q(n0 − 1; 0);
(18)
(2)
Q(n0; n1) = 2 · 2Q(n0 − 1; n1 − 1)◦
3 · 3Q(n0 − 1; n1 − 2)◦
...
(n1 + 1) · (n1+1)Q(n0 − 1; 0)◦
1 · 1P(n0 − 1; n1):
(19)
Proof. Expand relations (16) and (17).
This corollary says also that the list P(n0; n1) inherits the pre0x-partitioned property
from the list E(n0; n1), i.e., for a given pre0x p1 : : : pi−1, 1¡i6n0, all sequences
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in P(n0; n1) with this pre0x form a contiguous sublist. More precisely, the items in
position i in the sequences belonging to this sublist take all the values in the interval
(pi−1 + 1) : : : (n1 + i) if i¿1, or in the interval 1 : : : (n1 + 1) if i=1; we call this
interval the range of pi (relative to pi−1 and n1). Corollary 19 below shows that pi
covers its range in a particular order.
For the ith item pi in a sequence p in P(n0; n1) let inc(pi) and dec(pi) be the
circular incrementation and the circular decrementation, respectively, de0ned as
for 16 i 6 n0; inc(pi) =
{
pi + 1 if pi ¡ n1 + i;
pi−1 + 1 if 1 ¡ i and pi = n1 + i
(20)
and
for 1 ¡ i 6 n0; dec(pi) =
{
pi − 1 if pi ¿ pi−1 + 1;
n1 + i if pi = pi−1 + 1:
(21)
For example, if p=1579 then inc(p3)= 8, and if p=1578 then inc(p3)= 6. Remark
that if i¿1 then dec(inc(pi))= inc(dec(pi))=pi. Also, note that if in a position
sequence we replace item pi by inc(pi) or by dec(pi) then the obtained sequence is
not necessarily a position sequence: for p=15 679, inc(p3)= 7, but 15 779 is not a
position sequence. Moreover, in some cases, inc(pi)=dec(pi)=pi which is the case
for p=4678 and n1 = 4: inc(p3)=dec(p3)= 7.
If p is a sequence in P(n0; n1) and 16i6n0, we denote by P(n0; n1)|(p; i) the (con-
tiguous) sublist of P(n0; n1) which contains all sequences with the pre0x p1 : : : pi−1.
Obviously, p is a sequence in P(n0; n1)|(p; i), and when i=1, P(n0; n1)|(p; i) becomes
the entire list P(n0; n1). By the observation which follows the Corollary 18, P(n0; n1)
|(p; i) is the concatenation of ‘ lists, namely
P(n0; n1)|(p;i) = p1 : : : pi−1q1 ·R1◦
p1 : : : pi−1q2 ·R2◦
...
p1 : : : pi−1qj ·Rj◦
...
p1 : : : pi−1q‘ ·R‘;
(22)
where the set {q1; q2; : : : ; q‘} equals the range of pi; qj are pairwise di:erent, and
R1; : : : ;R‘ are length-(n0−i) sequence lists. Thus, ‘= n1+i−pi−1 if i¿1, or ‘= n1+1
if i=1, and for some j, 16j6‘, we have qj =pi.
Corollary 19. With the notations above, we say that in a sequence p=p1 : : : pi : : : pn0
the item pi is increasing in p if qj+1 = inc(qj), and pi is decreasing if qj+1 =dec(qj)
for all j, 16j¡‘. In a sequence p=p1 : : : pi : : : pn0 in P(n0; n1), pi is increasing
if i is odd, and pi is decreasing if i is even.
Proof. Iterate relations (18) and (19) in Corollary 18.
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The iterative call of the procedure succ P below generates all sequences p=p1p2
· · ·pn0 in P(n0; n1). Unlike the algorithm given in the beginning of this section as
procedure succ V , in succ P the direction of each item is given by the parity of its
position (by Corollary 19); and the rightmost index i such that pi−1 has at least two
di:erent values in the list P(n0; n1), supposing p1p2 · · ·pi−2 are 0xed, is denoted here
by right. ‘i stores the number of remaining values of the item in position i, minus
one, and ‘i =0 if the current sequence p is the 0rst or the last one in P(n0; n1)(p; i),
i.e., pi reaches its extremal value. Array f and index m play the same roll as e and
j in succ V : at each computational step the changed item is in position m, and after
each iteration m=fright . Initially the algorithm starts with m= n0, right= n0 + 1, and
pi = i, fi = i − 1, ‘i =0 for i=1; 2; : : : ; n0.
Calling succ P while m¿0 produces the list P(n0; n1), and the algorithm terminates
when it tries to change the item in position zero, in other words, when the entire of
list P(n0; n1) has been produced. In addition, the algorithm returns pos1 and pos2,
the old and the new value of the changed item in the current sequence p, which are
the positions where items must be transposed to obtain the binary sequence associated
with p from its predecessor, see relation (15).
procedure succ P(p; ‘; f; right; m; n0; n1);
pos1 :=pm;
if ‘m =0
then if m¿1
then ‘m := n1 + m− pm−1 − 1;
else ‘m := n1;
endif
endif
if pm = n1 + m and right6n0
then right := right + 1
endif
if m is odd
then pm := inc(pm);
else pm :=dec(pm);
endif
pos2 :=pm;
‘m := ‘m − 1;
fright := right − 1;
if ‘m =0
then if pm = n1 + m
then right := right − 1;
else fm+1 :=fm;
endif
fm :=m− 1;
endif
m :=fright ;
end.
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Let pred P the procedure obtained from succ P by replacing the call of inc by dec
and vice versa. If we initialize arrays ‘ and f as above, arrays p by pi = i + n1 for
i=1 : : : n0, right=2 and m=1, then the call of pred P(p; ‘; f; right; m; n0; n1) while
m¿0 produces the list EP(n0; n1). Remark that, except for right and m, the values of
the variables after the last call of succ P are their initial values before the 0rst call of
pred P, and conversely.
4.3. Generating multiset permutations
The following algorithm computes the successor of a sequence s in S(n0; n1; : : : ; nk)
and imitates the generating algorithm succ V for the list V(r1; r2; : : : ; rk), with ri = c(n0
+ n1 + · · · + ni−1; ni), as in the proof of Theorem 14. Instead of updating the item
in position j in the current sequence in V(r1; r2; : : : ; rk)—which needs arithmetic over
large integers—the algorithm computes pos1 and pos2 where j(s) di:ers from its
successor, then updates s as in point 2 of the same theorem.
procedure succ S;
if dj = up
then succ P(pj; ‘j; fj; rightj; mj;
∑j−1
i=0 ni; nj);
else pred P(pj; ‘j; fj; rightj; mj;
∑j−1
i=0 ni; nj);
endif
if rankj =0 and j = k
then transpose in s items in positions pos1 + #j+1 and pos2 + #j+1;
else transpose in s items in positions pos1 and pos2;
endif
fk+1 := k;
if mj =0
then if dj = up
then dj :=down;
mj := 1;
else dj := up;
mj :=
∑j−1
i=0 nj;
endif
rightj :=m+ 1;
fj+1 :=fj;
fj := j − 1;
rankj := rankj ⊕ 1;
endif
rankj := rankj ⊕ 1;
j :=fk+1;
end.
Variables pj, ‘j, fj, rightj, and mj are the variables p, ‘, f, right, and m
associated with the jth trace of the current sequence in S(n0; n1; : : : ; nk), and all
of them are initialized as in algorithm succ P. Remark that ai, 16i6k, —de0ned
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in (11)—can be initialized in a precomputational step by covering n0n1 : : : nk once
from left to right. With the observation that if q¡r then aq¡r or aq = ar; #i,
16i6k, in turn can be initialized in a second cover of n0n1 : : : nk from right to
left.
5. Concluding remarks
We have presented a loopless generating algorithm for the permutations of a multiset
S(n0; n1; : : : ; nk). This algorithm needs O(
∑k−1
i=0 ni× (k − i)) extra space, and is based
both on Walsh’s technique for generating pre0x partitioned lists [18] and a combinato-
rial constructor called shu7e on trajectories. The Gray code generated by this algorithm
is not new: reading from right to left all the permutations generated by our Gray code
and replacing each item by its complement with respect to k+1 one obtains Ruskey’s
Gray code [12]. When n0 = n1 = · · ·= nk =1, our algorithm produces as a particular
case Trotter’s Gray code for permutations [16], and when k =1 it produces Eades’
and McKay’s Gray code for combinations [4]. Also, the Gray code in [12,13] and its
variation presented here are homogeneous in the sense that two consecutive sequences
di:er by the transposition of two values, say i¡j, and all the items between those
transposed are j. A Gray code with the same property is presented in [3].
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