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1. Introduction
Let Cn×m denote the set of n × m matrices over the complex field C, and let Hn, Hn, and Hn>
denote, respectively, the set of Hermitian, nonnegative definite, and positive definitematrices of order
n × n. Given C ∈ Cn×m, let C∗, C+, R(C), N(C), tr(C), and r(C) stand for the conjugate transpose,
Moore–Penrose inverse, range, null space, trace, and rank, respectively, of C, and let R⊥(C) stand for
the orthocomplement ofR(C)w.r.t. the standard inner product (x|y) = y∗x, x, y ∈ Cn. ForH, K ∈ Hn,
write H  K (or K  H) if H − K ∈ Hn; this is the natural (Löwner) partial ordering ofHn, induced
by the closed convex coneHn.
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It iswell known that, on the set of positive definitematrices, the inverse is a convexmatrix function,
i.e., for every choice A, B ∈ Hn> and for every λ ∈ ]0, 1[,
(λA + λB)−1  λA−1 + λB−1, (1.1)
with λ := 1 − λ.
The result (1.1) was presumably known to Löwner and followers working in the area of convex
matrix (operator) functions and perhaps also more generally. In print a special case of (1.1) can in
essence be traced back to Elfving [14] in the context of a statistical design problem. Indeed, considering
(in our notation) the function λ → gx(λ) := x∗(λA + λB)−1x for arbitrary x ∈ Cn and A, B ∈ Hn>
with common eigenstructure, Elfving [14, Proof of Theorem 1] showed that d2gx(λ)/dλ
2  0, a result
which is clearly equivalent to the convexity (1.1). More generally, the result (1.1) can be traced back
to Olkin and Pratt [31] and to Whittle [38]. Indeed, Whittle [38, Lemma 1] established (1.1) and noted
that equality holds in (1.1) only if A = B. Independently Olkin and Pratt [31, Theorem 3.4] proved that
the function C → tr(C−1D) is convex in C ∈ Hn> for every D ∈ Hn (cf. also Whittle [38, Lemma 2]),
a result which again is clearly equivalent to the convexity (1.1).
A more general result was established by Kiefer [23, Lemma 3.2], who showed (in our notation)
that
⎛
⎝
k∑
i=1
λiFi
⎞
⎠
∗ ⎛
⎝
k∑
i=1
λiAi
⎞
⎠
−1 ⎛
⎝
k∑
i=1
λiFi
⎞
⎠ 
k∑
i=1
λiF
∗
i A
−1
i Fi, (1.2)
with equality holding in (1.2) if and only if
F∗1A
−1
1 = · · · = F∗k A−1k , (1.3)
where Fi ∈ Cn×m, Ai ∈ Hn>, λi ∈ ]0, 1[, i = 1, . . . , k,
∑k
i=1 λi = 1, and k  2.
Kiefer’s inequality (1.2), which yields (1.1) as a special case and shows the (joint) convexity of the
map (F, A) → F∗A−1F , has often been rediscovered in various forms. The particular case k = 2,
m = 1, and λ1 = 1/2 of (1.2) is the inequality
(x + y)∗(A + B)−1(x + y)  x∗A−1x + y∗B−1y, (1.4)
with x, y ∈ Cn andA, B ∈ Hn>, given byMarcus [27, Theorem2]. The inequality (1.4)was subsequently
extended by Haynsworth [20, Theorem 1] to the form (with F, G ∈ Cn×m)
(F + G)∗(A + B)−1(F + G)  F∗A−1F + G∗B−1G, (1.5)
which again is a special case of (1.2). The inequality (1.5) was also given by Lieb and Ruskai [26,
Theorem1], who rediscovered the convexity of themap (F, A) → F∗A−1F using (1.5) (cf. alsoMarshall
andOlkin [28, 16.E.7.f]). Lieb andRuskai formulate their result for bounded linear operators on aHilbert
space, but in this case that is a technically straightforward extension.
Several results have also appeared in the literature dealingwith the extension of the above inequali-
ties to the set of nonnegative definitematrices using theMoore–Penrose inverse. Carlson, Haynsworth,
and Markham [11, Theorem 5] showed that, if the range inclusions
R(F) ⊂ R(A) and R(G) ⊂ R(B) (1.6)
hold (with A, B ∈ Hn), then (1.5) generalizes to
(F + G)∗(A + B)+(F + G)  F∗A+F + G∗B+G. (1.7)
Since themap (F, A) → F∗A+F is (real-)homogeneous, its convexity for pairs (F, A) satisfyingR(F) ⊂
R(A) follows from the subadditivity (1.7). Such a convexity result was indeed given by Gaffke and
Krafft [16, Theorem 4.2], who proved that, if the matrices Fi ∈ Cn×m and Ai ∈ Hn satisfy
R(Fi) ⊂ R(Ai), i = 1, . . . , k, (1.8)
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then Kiefer’s inequality (1.2) generalizes to
⎛
⎝
k∑
i=1
λiFi
⎞
⎠
∗ ⎛
⎝
k∑
i=1
λiAi
⎞
⎠
+ ⎛
⎝
k∑
i=1
λiFi
⎞
⎠ 
k∑
i=1
λiF
∗
i A
+
i Fi, (1.9)
with equality holding in (1.9) if and only if
Fi = AiC for some C ∈ Cn×m, i = 1, . . . , k. (1.10)
The particular case F1 = F2 = F of (1.9) (with k = 2) has received special attention because of its
importance in the theory of optimum experimental design. For this case Silvey [37, A.1, p. 69] showed
that, if F ∈ Cn×m and A, B ∈ Hn satisfy
R(F) ⊂ R(A) ∩ R(B), (1.11)
then
F∗(λA + λB)+F  λF∗A+F + λF∗B+F (1.12)
for every λ ∈ ]0, 1[. This result was also given by Pukelsheim and Styan [33, Theorem 2 (ii)], who
further proved that equality holds in (1.12) if and only if
F∗(λA + λB)+F = F∗A+F = F∗B+F. (1.13)
Pukelsheim and Styan actually used arbitrary generalized inverses, but, in view of the inclusion (1.11),
all matrices in (1.12) are invariant to the choice of generalized inverse. For a scholarly account of the
fascinating interplay between optimum experimental design, matrix theory, and convex analysis, see
Pukelsheim [32].
While (1.9) and (1.12) arebothof a formsimilar to (1.2), anextensionof thebasic convexity inequality
(1.1) to the case of nonnegative definite A and B is also available. Indeed, Giovagnoli and Wynn [17, p.
129] showed that
(λA + λB)+  λA+ + λB+ for every λ ∈ ]0, 1[ (1.14)
obtains when R(A) = R(B), and the necessity of this condition has been established by Kaffes et
al. [22, Theorem 1].
It is remarkable that the results surveyed above occurred for themost part first inwork on problems
in probability and statistics such as multivariate probability (Chebyshev-type) inequalities and the
theory of optimum experimental design.
The purpose of this article is to re-examine the above convexity results for the inverse of positive
definite matrices, and the Moore–Penrose inverse of nonnegative definite matrices. As conventional
strict convexity cannot be applied as such to the Moore–Penrose inverse, a rank property is first used
in Section 2 to define a more general concept of strong convexity. In addition to broadening the class
of matrix functions to which it applies, the concept of strong convexity provides also additional in-
formation on the convexity behavior and geometry of matrix functions known to be strictly convex.
Examples of amatrix functionwhich is known to be strictly convex but fails to be strongly convex, and
of strictly convex matrix functions which satisfy the requirement for strong convexity are identified
(Theorems 1 and 3).
In Section 3 versions of the convexity results (1.1) and (1.2) which include characterizations of the
null spaces are stated and proved (Theorem 2 with corollaries). Somewhat surprisingly this aspect
appears not to have been exploited, earlier work focusing on the extreme special case of equality of
the matrices. These results are then used in Section 4 to obtain short proofs of a basic property on
sums of reproducing kernels (Theorem 4), and to derive a number of matrix-mean-type inequalities.
A quasilinear extremal representation of a weighted harmonic matrix mean is derived from these
inequalities (Theorem 5).
The main part of this article (Section 5) comprises a detailed study of convexity properties of
the Moore–Penrose inverse of nonnegative definite matrices. A general result is derived which re-
veals some of the changes that take place when convexity results for the inverse are extended to the
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Moore–Penrose inverse (Theorem 6). One consequence of this result is a non-trivial generalization
of the convexity result (1.14) (Corollary 6.1), leading to the strong convexity of the Moore–Penrose
inverse function (Theorem 7). The special role of the convexity parameter λ is studied in some detail,
and connections to the theory of indefinite inner product spaces are briefly indicated. The convex-
ity result (1.9) is then generalized by modifying the condition (1.8) so as to become necessary, and
by deriving a characterization of the null space (Theorem 8 and Corollary 8.1). A number of further
corollaries follow from this result, including a similar generalization of (1.12) (Corollary 8.2). Finally,
replacing some of the matrices in Theorem 8 with orthogonal projectors, or more generally, with
matrices involving contractions, is seen to lead to a simplified convexity inequality (Corollary 8.5 and
Theorem 9).
Manyof the results in this articledoextendstraightforwardly to thecaseofbounded linearoperators
acting on an infinite-dimensionalHilbert space. In addition, the convexity statements in this article are,
of course, special cases of corresponding general results in terms of suitable integrals. However, these
extensions will not be pursued here, and all the results are formulated for matrices (linear operators)
in a finite-dimensional unitary space.
2. Strongly convex matrix functions
Let C be a convex subset of Cp×q, and let φ be a function φ : C→ Hn. Then φ is a convex matrix
function if
φ(λC + λD)  λφ(C) + λφ(D) (2.1)
holds for allλ ∈ ]0, 1[ and for all C,D ∈ C. This is a natural definition of convexity involving the partial
ordering ofHn, induced by the closed convex coneHn. The corresponding notion of strict convexity
involves the interiorHn> ofH
n
 in the sense that φ : C → Hn is defined to be strictly convex if φ is
convex and if the positive definiteness condition
φ(λC + λD) < λφ(C) + λφ(D) (2.2)
holds for all λ ∈ ]0, 1[ and for all C,D ∈ C such that C − D has full rank (= p ∧ q); see, e.g., Marshall
and Olkin [28, p. 467]) or Horn and Johnson [21, Definition 6.6.44]. As usual the function φ is defined
to be (strictly) concave if −φ is (strictly) convex.
The material in this section is motivated by the fact that the above definition of strict convexity is
inapplicable e.g. to the case of the Moore–Penrose inverse when the matrices are square and singular.
Indeed, with C in this case a convex subset of Hn, the Moore–Penrose inverse is a convex matrix
function if and only if all matrices in its domain C have the same range [see (1.14) and also Section 5
for further details]. Hence, if C contains a singular matrix, all matrices in Cmust be singular and must
have the same range, and thus no twomatrices C,D ∈ Ccan be found such that r(C −D) is full (= n).
This raises the question whether the ordinary definition of strict convexity can somehow be ex-
tended so as to apply also to this situation. To this end, observe that for the inverse matrix function
and for A, B ∈ Hn>, we have the identity
λA−1 + λB−1 − (λA + λB)−1 = λλ(A−1 − B−1)(λB−1 + λA−1)−1(A−1 − B−1), (2.3)
which can be verified by straightforward computation. On the other hand,
r(A−1 − B−1) = r(A − B) (2.4)
(see Section 3 for a quick proof), which combined with (2.3) yields
r
[
λA−1 + λB−1 − (λA + λB)−1] = r(A − B). (2.5)
This suggests directly the following extension of strict convexity of matrix-valued functions:
Definition. Let Cbe a convex subset ofCp×q. The matrix function φ : C→ Hn is strongly convex (on
C) if φ is convex and if
r
[
λφ(C) + λφ(D) − φ(λC + λD)] = r(C − D) (2.6)
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holds for all λ ∈ ]0, 1[ and for all C,D ∈ C. The matrix function φ : C→ Hn is strongly concave (on C)
if −φ is strongly convex.
It is easily checked that r(A− B) defines a metric between twomatrices A and B of the same order.
Thus (2.4)–(2.6) can all be interpreted as statements on distances between matrices. Indeed, (2.4)
expresses the isometry of the inverse matrix function w.r.t. this metric. (This property can, in fact, be
used tomotivate an analogous extension of strict monotonicity of matrix functions, but this extension
will not be pursued here.) On the other hand, defining the epigraph of the matrix function φ in the
obvious manner by
epiφ := {(G,H) ∈ C×Hn : φ(G)  H} , (2.7)
it is seen that (C, φ(C))and (D, φ(D))both lieon theboundaryof epi φ, asdoes (λC+λD, φ(λC+λD)).
The rank on the left-hand side of (2.6) thus expresses the distance in theHn-coordinate between the
boundary point (λC + λD, φ(λC + λD)) and the corresponding point on the line segment between
(C, φ(C)) and (D, φ(D)). According to (2.6) this distance must be constant along the whole line seg-
ment, and must equal the distance between C and D.
The proposed notion of strong convexity provides a twofold extension of conventional strict con-
vexity for matrix-valued functions. Firstly, when the convex subset C ⊂ Cn×n is such that matrices
C,D ∈ C satisfying r(C − D) = n can be found, then the requirement of strong convexity singles
out a subclass of strictly convex matrix functions satisfying the stronger condition (2.6). Clearly, if a
convex φ satisfies (2.6), it satisfies also the positive definiteness condition (2.2) for C,D ∈ C such that
r(C − D) = n. However, the converse is not generally true. Consider the matrix function C → C1/2,
known to be strictly concave onHn> (see, e.g.,Marshall andOlkin [28, 16.E.7.d] orHorn and Johnson [21,
pp. 549–550]), and e.g. the positive definite matrices
C =
⎛
⎝2 1
1 1
⎞
⎠ and D =
⎛
⎝ 5 −2
−2 4
⎞
⎠ .
Although r(C − D) = 1, we now have positive definiteness
(λC + λD)1/2 > λC1/2 + λD1/2 for all λ ∈ ]0, 1[. (2.8)
Indeed, the smaller of the eigenvalues of (λC + λD)1/2 − λC1/2 − λD1/2 is a strictly concave function
of λ, vanishing at both endpoints of [0, 1]. Hence, C → C1/2 is strictly concave, but fails to be strongly
concave in the sense of the above Definition. Taking inverses on both sides of (2.8), and using the strict
antitonicity of the inverse [strict version of (3.20)], shows that the strictly convex matrix function
C → C−1/2 fails to be strongly convex (cf. Marshall and Olkin [28, 16.E.7.e]).
On the other hand, some known strictly convex matrix functions turn out to satisfy the condition
for strong convexity as well. Examples of such functions are the inverse and the square. The strong
convexity of A → A−1 follows directly from (1.1) and (2.5) (see also Theorem 3). The strong convexity
of C → C2 onHn follows from the strong convexity of themore generalmatrix functionφL : C→ Hm,
φL(C) := C∗LC, with C⊂ Cn×m and L ∈ Hn. Indeed, rewriting the convexity condition for φL as
λλ(C − D)∗L(C − D)  0, (2.9)
and choosing L ∈ Hn>, the functionφL is seen to be strongly convex. The special choices n = m, L = In,
and C⊂ Hn show the strong convexity of the function C → C2.
Secondly, the notion of strong convexity provides considerably more insight into the convexity
behavior and geometry of a matrix function φ than ordinary strict convexity, for it shows precisely
what kind of strictness holds on convex subsetsCwhere no pair C,D can be found such that C−D is of
full rank. This yields new insight both in the case of a strictly convexmatrix function such as A → A−1
onHn>, in terms of its behavior on convex subsets of its domain [cf. Theorem 3 and also Theorem 1(ii)
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for the case of the square], as well as in the case of a matrix function such as A → A+ for which the
conventional definition fails altogether.
The possible strong convexity of other matrix functions known to be strictly convex will be studied
more systematically elsewhere. Here we content ourselves with summarizing the above findings (for
the inverse, see Theorem 3).
Theorem 1
(i) The matrix function C → C1/2 is strictly concave, but not strongly concave, onHn>;
(ii) the matrix function C → C−1/2 is strictly convex, but not strongly convex, onHn>;
(iii) the matrix function C → C∗LC, with L positive definite, is strongly convex on convex subsets ofCn×m;
(iv) the matrix function C → C2 is strongly convex on convex subsets ofHn (in particular, onHn).
3. Positive definite results
In this section we state and prove versions of the convexity results (1.1) and (1.2), which include
characterizations of the null spaces involved, and which form a natural point of reference with which
to compare the nonnegative definite extensions derived in Section 5.
Theorem2. Let F, G ∈ Cn×m, A, B ∈ Hn>, letφ : Cn×m×Hn> → Hm be defined byφ(F, A) := F∗A−1F,
and let
K(λ) := λF∗A−1F + λG∗B−1G − (λF + λG)∗(λA + λB)−1(λF + λG), λ ∈ ]0, 1[.
Then
(i) φ is convex on its domainCn×m ×Hn>, i.e., K(λ)  0 for every λ ∈ ]0, 1[;
(ii) the null space (and hence also the rank) of K(λ) is independent of λ, and
N
[
K(λ)
] = N(A−1F − B−1G), (3.1)
r
[
K(λ)
] = r(F − AB−1G) = r(A−1F − B−1G); (3.2)
(iii) K(λ) = 0 for some (and hence all) λ ∈ ]0, 1[ if and only if
A−1F = B−1G, (3.3)
i.e., φ is affine on the line segments inCn×m ×Hn> whose endpoints (F, A) and (G, B) satisfy (3.3).
Parts (i) and (iii) abovewere established by Kiefer [23] [cf. (1.2) and (1.3)]. Belowwe give a different
proof which reveals readily the null space of K(λ).
Proof. We consider first the corresponding subadditivity inequality
(F + G)∗(A + B)−1(F + G)  F∗A−1F + G∗B−1G, (1.5)
and derive the related null space. Clearly, (1.5) is equivalent to the nonnegative definiteness of
⎛
⎝F
G
⎞
⎠
∗ ⎛
⎝A
−1 − (A + B)−1 −(A + B)−1
−(A + B)−1 B−1 − (A + B)−1
⎞
⎠
⎛
⎝F
G
⎞
⎠ . (3.4)
Using the identity
(R + USV)−1 = R−1 − R−1U(VR−1U + S−1)−1VR−1, (3.5)
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straightforward computations show that (3.4) can be rewritten as
⎛
⎝F
G
⎞
⎠
∗ ⎛
⎝ (A + AB−1A)−1 −(A + AB−1A)−1AB−1
−B−1A(A + AB−1A)−1 B−1A(A + AB−1A)−1AB−1
⎞
⎠
⎛
⎝F
G
⎞
⎠ ,
or equivalently as
(F − AB−1G)∗(A + AB−1A)−1(F − AB−1G), (3.6)
which is plainly nonnegative definite with null space equal toN(F − AB−1G).
Now, since φ is (real-)homogeneous, its convexity follows from (1.5) upon substituting F → λF ,
G → λG, A → λA, and B → λB, and from (3.6) it is then seen that
N
[
K(λ)
] = N[λF − λA(λB)−1λG] = N(F − AB−1G) = N(A−1F − B−1G) (3.7)
for every λ ∈ ]0, 1[. Also, by the same argument [or directly from (3.7)], the rank expressions (3.2) are
verified, completing the proof of parts (i) and (ii).
The extreme case (iii) follows at once from (ii). 
Remark 1. In the case of positive definite matrices, the null spaces (and ranks) involved are indepen-
dent of the parameter λ, essentially due to the continuity of the inverse matrix function. Therefore
the results are stated throughout the rest of this section without reference to this general fact. Note,
however, that this is in marked contrast to the case of nonnegative definite matrices, where the role
of the convexity parameter λ requires due attention (see Section 5).
Corollary 2.1. Let x, y ∈ Cn and let A, B ∈ Hn>. The function φ : Cn × Hn> → [0,∞[, φ(x, A) :=
x∗A−1x, is convex onCn ×Hn>:
(λx + λy)∗(λA + λB)−1(λx + λy)  λx∗A−1x + λy∗B−1y (3.8)
for every λ ∈ ]0, 1[, and equality holds in (3.8) if and only if x = AB−1y.
Corollary 2.2. Let A, B ∈ Hn> and let the function ψ : Hn> → Hn> be defined by ψ(A) := A−1. Then
(i) ψ is convex onHn>:
(λA + λB)−1  λA−1 + λB−1 for every λ ∈ ]0, 1[; (3.9)
(ii) the equality
x∗(λA + λB)−1x = λx∗A−1x + λx∗B−1x (3.10)
holds if and only if x ∈ N(A−1 − B−1), in particular, (3.10) holds for all x ∈ Cn if and only if A = B;
(iii) the rank of the difference in (3.9) satisfies
r
[
λA−1 + λB−1 − (λA + λB)−1] = r(A − B). (2.5)
Proof. Parts (i) and (ii) follow directly from Theorem 2, sinceψ(A) = φ(I, A). For the rank part, (3.2)
(and the independence of rank on λ, see Remark 1) shows that
r
[
λA−1 + λB−1 − (λA + λB)−1] = r(A−1 − B−1).
On the other hand, computing both Schur complements of
⎛
⎝A I
I B−1
⎞
⎠
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and using the additivity of rank on the Schur complement, it is seen that
r(A−1 − B−1) = r(A − B), (2.4)
a rank equality which is valid for any conformable nonsingular matrices A and B. [Using (2.4), part (iii)
follows also directly from (2.3).] 
In view of (2.5), the convexity property in part (i) of Corollary 2.2 can be made more precise in the
following sense:
Theorem 3. The function ψ : Hn> → Hn>, ψ(A) = A−1, is strongly convex on convex subsets ofHn> (in
particular, onHn>).
Remark 2. In the proof of Theorem 2, the convexity of φ : (F, A) → F∗A−1F was proved by showing
subadditivity and using the (real-)homogeneity of φ. A variant of this proof uses the fact that the
subadditivity inequality (1.5) is equivalent to the midpoint-convexity of φ, i.e.,
φ
[ 1
2
(F, A) + 1
2
(G, B)
]  1
2
φ(F, A) + 1
2
φ(G, B). (3.11)
The convexity ofφ follows then by continuity. This argument goes through also for the inverse function
ψ (which is not homogeneous). In this case, the midpoint-convexity takes the form
2(A + B)−1  1
2
(A−1 + B−1), (3.12)
which is thewell-knownmatrix analogue of the arithmetic-mean–harmonic-mean inequality, applied
to A−1 and B−1 (cf. Section 4.2). The specific choice of themidpoint λ = 1/2, as in (3.11), is customary
(and convenient), but clearly any fixed λ ∈ ]0, 1[ would work equally well (see, e.g., Hardy et al. [18,
Theorem 88]).
Remark 3. In connection with results on the convexity of some matrix function φ, several authors
have also considered the problem of deriving conditions for the matrix equality
λφ(C) + λφ(D) − φ(λC + λD) = 0, (3.13)
i.e., have identified the line segments in the domain of φ along which the matrix function φ is affine;
for some examples, see Section 1. However, the possibility of characterizing, more generally, the null
space of the matrix on the l.h.s. of (3.13), as done in Theorem 2 (ii) and Corollary 2.2 (ii), appears not
to have been exploited systematically in the literature on convex matrix functions. The sole exception
seems to be a result by Kwong [25, Theorem 3] dealing with the inverse function, where it is shown
that (3.10) holds (with λ = 1/2) if and only if
(A + B)−1x ∈ N(A − B). (3.14)
This condition may be contrasted with the simpler and more explicit condition
x ∈ N(A−1 − B−1), (3.15)
given in Corollary 2.2 (ii). To see that the two conditions describe indeed the same subspace, rewrite
(3.14) as A(A + B)−1x = B(A + B)−1x, and apply (3.5) to both sides to obtain
[
I − (A−1 + B−1)−1A−1]x = [I − (A−1 + B−1)−1B−1]x. (3.16)
The equivalence with (3.15) is thus seen upon premultiplying both sides of (3.16) by A−1 + B−1.
Remark 4. Denoting
H(λ) := λA−1 + λB−1 − (λA + λB)−1, λ ∈ ]0, 1[, (3.17)
Corollary 2.2 says that H(λ) is nonnegative definite and thatN
[
H(λ)
] ≡ N(A−1 − B−1). Suppose that
the matrices A and B in (3.17) are not positive definite, but assumed only to belong to a convex set of
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nonsingular Hermitianmatrices. Then it is readily seen that the null spaceN
[
H(λ)
]
coincides with the
null space of
λ2(2In − AB−1 − BA−1) − λ(2In − AB−1 − BA−1), (3.18)
i.e., H(λ)x = 0 if and only if λ(λ − 1)(2In − AB−1 − BA−1)x = 0. Hence,
N
[
H(λ)
] ≡ N(2In − AB−1 − BA−1), (3.19)
which strictly contains N(A−1 − B−1), in general (unless A, B ∈ Hn>). On the other hand, the set of
vectors x ∈ Cn satisfying (3.10), i.e., satisfying x∗H(λ)x = 0, is in this case not given byN[H(λ)], but
comprise the larger set of neutral vectors w.r.t. the indefinite inner product defined by H(λ) (see, e.g.,
Bognár [10] and also Section 5). Indeed, the convexity of the inverse does not extend naturally beyond
Hn> to convex subsets of invertible matrices inH
n, implying H(λ) is in general Hermitian only. This is
in contrast to the antitonicity property
A  B ⇒ A−1  B−1, (3.20)
which does extend to certain subsets of Hn, as shown in [30, p. 4474] (see also [36, Theorem 5]).
It is interesting to note that convex subsets of invertible Hermitian matrices (and, more generally,
boundedly invertible selfadjoint operators) enter naturally into the study of the antitonicity problem
(3.20), as shown by Hassi and Nordström [19, Theorem 3.5].
By induction, Theorem 2, Corollary 2.1, and Corollary 2.2 extend straightforwardly to more than
two summands.
Corollary 2.3. Let Fi ∈ Cn×m, Ai ∈ Hn>, and λi > 0, i = 1, . . . , k, with
∑k
i=1 λi = 1 and k  2. Then
⎛
⎝
k∑
i=1
λiFi
⎞
⎠
∗ ⎛
⎝
k∑
i=1
λiAi
⎞
⎠
−1 ⎛
⎝
k∑
i=1
λiFi
⎞
⎠ 
k∑
i=1
λiF
∗
i A
−1
i Fi, (1.2)
and
x∗
⎛
⎝
k∑
i=1
λiFi
⎞
⎠
∗ ⎛
⎝
k∑
i=1
λiAi
⎞
⎠
−1 ⎛
⎝
k∑
i=1
λiFi
⎞
⎠ x =
k∑
i=1
λix
∗F∗i A
−1
i Fix (3.21)
holds if and only if
x ∈
k−1⋂
i=1
N(A−1i Fi − A−1i+1Fi+1). (3.22)
Observe that if it is required that the equality (3.21) hold for all x ∈ Cn, then (3.22) yields, in
particular, Kiefer’s condition (1.3).
Corollary 2.4. Let Ai ∈ Hn> and λi > 0, i = 1, . . . , k, with
∑k
i=1 λi = 1 and k  2. Then
⎛
⎝
k∑
i=1
λiAi
⎞
⎠
−1

k∑
i=1
λiA
−1
i , (3.23)
and
x∗
⎛
⎝
k∑
i=1
λiAi
⎞
⎠
−1
x =
k∑
i=1
λix
∗A−1i x (3.24)
1498 K. Nordström / Linear Algebra and its Applications 434 (2011) 1489–1512
holds if and only if
x ∈
k−1⋂
i=1
N(A−1i − A−1i+1). (3.25)
4. Applications of positive definite results
In this sectionwe shall briefly illustrate how the preceding results can be used to derive and extend
a number of seemingly unrelated inequalities in a unified manner.
4.1. Sums of reproducing kernels
In Saitoh [34] it was argued that results from the theory of reproducing kernels underlie some
inequalities and identities involving positive definite matrices, and examples of this were presented.
Hereweshall turn theargument around, andwill showbyexample that a result on sumsof reproducing
kernels is obtained directly from the convexity results of the preceding section.
It is well known that, to every positive definite matrix A ∈ Hn>, there exists an inner product space
with corresponding reproducing kernel. Indeed, viewingCn as the vector space of all complex-valued
functions defined on the set E = {1, . . . , n}, and defining K: E× E → C by K(ν, μ) = [A−1]νμ,
the element (ν, μ) of the complex conjugate of A−1, it is easily checked that Cn equipped with
the inner product (x|y)A := y∗Ax becomes a (finite-dimensional) reproducing kernel Hilbert space,
with K(·, ·) as reproducing kernel (see, e.g., Donoghue [13, Chapter X] and Saitoh [34,35] for further
details).
Given positive definite matrices Ai ∈ Hn>, i = 1, . . . , k, let Ki(·, ·) be the reproducing kernel for
C
n with inner product (·|·)Ai , i = 1, . . . , k. Then the sum K(ν, μ) :=
∑k
i=1 Ki(ν, μ) defines the
reproducing kernel forCn with inner product (·|·)S , S := (∑ki=1 A−1i )−1, and according to a result on
sums of reproducing kernels
‖x‖2S = min
⎧⎨
⎩
k∑
i=1
‖xi‖2Ai : x1, . . . , xk ∈ Cn,
k∑
i=1
xi = x
⎫⎬
⎭ ; (4.1)
see, e.g., Aronszajn [7, Theorem p. 353]. From (4.1) Saitoh [34] derived the first part of the following
result:
Theorem 4 (Saitoh [34, Theorem 1.1]). For an arbitrary vector x ∈ Cn,
x∗
⎛
⎝
k∑
i=1
A
−1
i
⎞
⎠
−1
x = min
⎧⎨
⎩
k∑
i=1
x∗i Aixi : x1, . . . , xk ∈ Cn,
k∑
i=1
xi = x
⎫⎬
⎭ , (4.2)
and, for given x ∈ Cn, {x1, . . . , xk} attains the minimum in (4.2) if and only if
xj = A−1j
⎛
⎝
k∑
i=1
A
−1
i
⎞
⎠
−1
x, j = 1, . . . , k. (4.3)
However, (4.2) is clearly obtained from a special case of Corollary 2.3, according to which
⎛
⎝
k∑
i=1
λixi
⎞
⎠
∗ ⎛
⎝
k∑
i=1
λiAi
⎞
⎠
−1 ⎛
⎝
k∑
i=1
λixi
⎞
⎠ 
k∑
i=1
λix
∗
i A
−1
i xi. (4.4)
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Indeed, choosing equal weights λi ≡ 1/k and substituting Ai → A−1i , (4.4) yields
⎛
⎝
k∑
i=1
xi
⎞
⎠
∗ ⎛
⎝
k∑
i=1
A
−1
i
⎞
⎠
−1 ⎛
⎝
k∑
i=1
xi
⎞
⎠ 
k∑
i=1
x∗i Aixi, (4.5)
with equality holding if and only if
A1x1 = · · · = Akxk, (4.6)
in view of (3.22).
From (4.5) the result (4.2) and the (finite-dimensional) result (4.1) follow at once. Also, (4.6) is
obtained as a necessary and sufficient condition for the minimum in (4.2) to be attained. It is plain
that Saitoh’s condition (4.3) implies (4.6). Conversely, (4.6) gives xi = A−1i Ajxj for i = 1, . . . , k, i = j,
and hence
x =
k∑
i=1
xi =
⎛
⎝In +
∑
i =j
A
−1
i Aj
⎞
⎠ xj,
implying
xj =
⎛
⎝In +
∑
i =j
A
−1
i Aj
⎞
⎠
−1
x, j = 1, . . . , k. (4.7)
But ⎛
⎝
k∑
i=1
A
−1
i
⎞
⎠ Aj = In +
∑
i =j
A
−1
i Aj,
showing that (4.7), and thus also (4.6), implies (4.3). Hence, the alternative condition (4.6) for equality,
which follows directly fromCorollary 2.3, suggests also a very shortmatrix proof of (4.3) (cf. Saitoh [34,
pp. 121–123]). Note that the condition (1.17) in Saitoh [34, Corollary 1.1] is (4.6)written coordinatewise.
4.2. Matrix-mean inequalities
As in the previous subsection, we show here briefly how suitable choices of thematrices appearing
in Corollaries 2.3 and 2.4 yield directly a number of matrix-mean-type inequalities. Although the con-
nection between such inequalities andmatrix-convexity is by nomeans new, some novel observations
do emerge.
Substituting Ai → A−1i in Corollary 2.4 yields
⎛
⎝
k∑
i=1
λiA
−1
i
⎞
⎠
−1

k∑
i=1
λiAi, (4.8)
which is theweightedarithmetic-mean–harmonic-mean inequality forpositivedefinitematrices,with
the unweighted (λi ≡ 1/k) version
k
⎛
⎝
k∑
i=1
A
−1
i
⎞
⎠
−1
 1
k
k∑
i=1
Ai (4.9)
obtained as a further special case. The inequality (4.9) was apparently first discovered by Anderson
and Duffin [2, Corollary 23] in their work on matrix operations in circuit/network theory, where (4.9)
is derived from a series–parallel inequality for operators on a finite-dimensional inner-product space.
For the case of strictly positive bounded operators acting on a Hilbert space, the inequality (4.9) was
derived independently by Bhagwat and Subramanian [9, Section 3]; see also Ando [4,5].
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The inequality (4.9) was also considered by Saitoh [34, Corollary 1.2], who further gave
A1 = · · · = Ak (4.10)
as a necessary and sufficient condition for equality of the matrices in (4.9) (see also Bhagwat and
Subramanian [9, p. 395]). From Corollary 2.4 we obtain, however, the more general null-space charac-
terization
N
⎡
⎢⎣
k∑
i=1
λiAi −
⎛
⎝
k∑
i=1
λiA
−1
i
⎞
⎠
−1⎤
⎥⎦ =
k−1⋂
i=1
N(Ai − Ai+1), (4.11)
from which (4.10) follows at once.
Substituting Ai → A−1i in Corollary 2.3, and subject to
∑k
i=1 λiFi = In, one obtains⎛
⎝
k∑
i=1
λiA
−1
i
⎞
⎠
−1

k∑
i=1
λiF
∗
i AiFi, (4.12)
with corresponding unweighted version
k
⎛
⎝
k∑
i=1
A
−1
i
⎞
⎠
−1
 1
k
k∑
i=1
F∗i AiFi. (4.13)
These inequalities yield directly the following quasilinear extremal representation of the (weighted)
harmonic matrix mean:
Theorem 5. Let Fi ∈ Cn×n, Ai ∈ Hn>, and λi > 0, i = 1, . . . , k, with
∑k
i=1 λi = 1 and k  2. Then⎛
⎝
k∑
i=1
λiA
−1
i
⎞
⎠
−1
= min{Fi}∑
i λiFi=In
k∑
i=1
λiF
∗
i AiFi, (4.14)
i.e., the weighted harmonic mean WHM(A1, . . . , Ak) admits a representation as a minimum of weighted
arithmetic meansWAM(F∗1A1F1, . . . , F∗k AkFk);
k
⎛
⎝
k∑
i=1
A
−1
i
⎞
⎠
−1
= min{Fi}
1
k
∑
i Fi=In
1
k
k∑
i=1
F∗i AiFi, (4.15)
i.e., the harmonic mean HM(A1, . . . , Ak) is a minimum of arithmetic means AM(F
∗
1A1F1, . . . , F
∗
k AkFk).
It is easily checked that the minima in (4.14) and (4.15) are attained at
Fj ≡ A−1j
⎛
⎝
k∑
i=1
λiA
−1
i
⎞
⎠
−1
(4.16)
and
Fj ≡ A−1j
⎛
⎝
k∑
i=1
A
−1
i
⎞
⎠
−1
, (4.17)
respectively.
Combining (4.14) with (4.8), we have
⎛
⎝
k∑
i=1
λiA
−1
i
⎞
⎠
−1
= min{Fi}∑
i λiFi=In
k∑
i=1
λiF
∗
i AiFi 
k∑
i=1
λiAi. (4.18)
From (4.18) it is seen howmuch smaller WHM(A1, . . . , Ak) is vis-à-vis WAM(A1, . . . , Ak), in the sense
that WAM(A1, . . . , Ak) corresponds to the fixed choices Fi ≡ In.
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Choosing the quantities in Corollary 2.3 to be scalars yields
⎛
⎝
k∑
i=1
λia
−1
i
⎞
⎠
−1 ∣∣∣∣∣∣
k∑
i=1
λixi
∣∣∣∣∣∣
2

k∑
i=1
λiai|xi|2, xi ∈ C, ai > 0, (4.19)
from which one can deduce that
⎛
⎝
k∑
i=1
λia
−1
i
⎞
⎠
−1
= min
xi0∑
i λixi=1
k∑
i=1
λiaix
2
i , (4.20)
which is the weighted version of
⎛
⎝
k∑
i=1
1/ai
⎞
⎠
−1
= min
xi0∑
i xi=1
k∑
i=1
aix
2
i ,
given, e.g., in Beckenbach and Bellman [8, p. 52].
It is interesting to contrast the minimum representation of the harmonic mean HM(A1, . . . , Ak),
contained in Theorem 5, with the maximum representation
HM(A1, A2) = max
⎧⎨
⎩C ∈ Hn : 2
⎛
⎝A1 0
0 A2
⎞
⎠ 
⎛
⎝C C
C C
⎞
⎠
⎫⎬
⎭ ,
given by Ando [4, Theorem I.3] (see also Ando [5, p. 208]).
It is also interesting to note that, in view of the extremal representations in Theorem 5, e.g. the
weighted harmonic meanWHM(A1, . . . , Ak) admits a quasilinear representation as a lower envelope
of affine matrix functions (A1, . . . , Ak) → ∑ki=1 λiF∗i AiFi. An immediate consequence of this is the
following concavity result (cf. Anderson and Duffin [2, Theorem 24] and Ando [5, Corollary 1.1]):
Corollary 5.1. The weighted harmonic matrix mean (A1, . . . , Ak) → WHM(A1, . . . , Ak) is a concave
matrix function.
SubstitutingAi → A−1i and choosing equalweights (λi ≡ 1/k) in Corollary 2.3, one can also deduce
the matrix variational characterization
F∗
⎛
⎝
k∏
i=1
:Ai
⎞
⎠ F = min{Fi}∑
i Fi=F
k∑
i=1
F∗i AiFi (4.21)
for the parallel sum
∏k
i=1 :Ai :=
(∑k
i=1 A−1i
)−1
; cf. Anderson and Duffin [2, Lemma 18] and Anderson
and Trapp [3, Theorem 9] for the operator version (with the minimum replaced by infimum). This
characterization is sometimes used as the definition of the parallel sum of operators; see, e.g., Eriksson
and Leutwiler [15].
There ismuchmore to this subject thandiscussedhere, includinganelegant axiomaticdevelopment
ofmatrix (operator)means, initiated by Kubo andAndo [24]. For a comprehensive and scholarly survey
of this fascinating area of matrix (operator) theory, we refer to Ando [6].
5. Nonnegative definite results
5.1. Auxiliary results
The following well-known results will be used repeatedly in the sequel. The result in Lemma 1 can
be found e.g. in Albert [1, Theorem 1], and Lemma 2 was given by Newcomb [29, Theorem].
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Lemma 1. Let C ∈ Hn, D ∈ Hm, E ∈ Cn×m, and let
M :=
⎛
⎝ C E
E∗ D
⎞
⎠ .
Then M  0 if and only if C  0,R(E) ⊂ R(C), and D  E∗C+E.
Note that Lemma 1 yields directly the extremal representation (cf. Ando [5, Theorem 1])
E∗C+E = min{D ∈ Hm : M  0}.
Lemma 2. Let A, B ∈ Hn, with r(A) = a, r(B) = b, and suppose that dimR(A) ∩R(B) = r. Then there
exists a nonsingular matrix T and a diagonal matrix D ∈ Hr> such that
A = T diag(Ir : Ia−r : 0 : 0) T∗
and
B = T diag(D : 0 : Ib−r : 0) T∗.
Partitioning T in Lemma 2 conformably as T = (T1 : T2 : T3 : T4), we clearly haveR(T1) = R(A) ∩
R(B), while the columns of T2 and T3 span, respectively, direct complements of R(A) ∩ R(B) in R(A)
andR(B). Note also that choosing
A− = T∗−1diag(Ir : Ia−r : 0 : 0)T−1, (A.1)
B− = T∗−1diag(D−1 : 0 : Ib−r : 0)T−1, (A.2)
and
(λA + λB)− = T∗−1diag
(
(λIr + λD)−1 : λ−1Ia−r : λ−1Ib−r : 0
)
T−1, (A.3)
yields nonnegative definite reflexive generalized inverses of A, B, and λA + λB.
5.2. Main results
We begin by proving a result which extends Corollary 2.1 to nonnegative definite matrices A and
B, and which will indicate the sort of changes that take place when convexity results are extended to
the Moore–Penrose inverse of nonnegative definite matrices.
Theorem 6. Let x, y ∈ Cn and A, B ∈ Hn. Then
(i)
(λx + λy)∗(λA + λB)+(λx + λy)  λx∗A+x + λy∗B+y (5.1)
holds for every λ ∈ ]0, 1[ if and only if
x ∈ R(A) +N(A) ∩N(B) and y ∈ R(B) +N(A) ∩N(B); (5.2)
(ii) equality holds in (5.1) for every λ ∈ ]0, 1[ if and only if x and y satisfy (5.2) and
A+x − B+y ∈ N(A) +N(B). (5.3)
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Proof. Since all the quadratic forms in (5.1) are unaffected by the components of x and y lying in
N(A) ∩ N(B), we may assume, without loss of generality, that x, y ∈ R(A) + R(B) and replace (5.2)
correspondingly by
x ∈ R(A) and y ∈ R(B). (5.2′)
(i) Consider the partitioned matrices
K :=
⎛
⎝ A x
x∗ x∗A+x
⎞
⎠ and L :=
⎛
⎝ B y
y∗ y∗B+y
⎞
⎠ .
In view of Lemma 1, (5.2′) is equivalent to
K  0 and L  0, (5.4)
and by the same token, (5.1) holds for every λ ∈ ]0, 1[ if and only if
λK + λL  0 for every λ ∈ ]0, 1[. (5.5)
Hence, the claim has been reduced to showing the equivalence of (5.4) and (5.5). The part (5.4) ⇒
(5.5) being obvious, we show the converse.
Suppose that (5.5) holds and let λp := (p + 1)−1, p ∈ N. Then λpK + λpL  0 for every p ∈ N.
On the other hand, λpK + λpL −→ L (elementwise), as p −→ ∞. SinceHn+1 is closed, we must also
have L  0 (similarly K  0).
(ii) Diagonalize A and B as in Lemma 2, and decompose x, y ∈ R(A) + R(B) as x = x1 + x2 + x3
and y = y1 + y2 + y3, with
xi = Tiui and yi = Tivi, i = 1, 2, 3. (5.6)
Upon regrouping, (5.1) can be written as
(λx+λy)∗(λA+λB)+(λx+λy)−λ(x1+x2)∗A+(x1+x2)−λ(y1+y3)∗B+(y1+y3)  g(λ),
(5.7)
where
g(λ) := λ
[
2(x1 + x2)∗A+x3 + x∗3A+x3
]
+ λ
[
2(y1 + y3)∗B+y2 + y∗2B+y2
]
.
Now, using the representations (5.6) and replacing theMoore–Penrose inverses on the l.h.s. of (5.7)
by the generalized inverses given in (A.1)–(A.3), straightforward computations show that (5.7) can be
rewritten as
(λu1 + λv1)∗(λIr + λD)−1(λu1 + λv1) − (λu∗1u1 + λv∗1D−1v1)
+ 1
λ
‖λu2 + λv2‖2 − λ‖u2‖2 + 1
λ
‖λu3 + λv3‖2 − λ‖v3‖2  g(λ). (5.8)
Thus equality holds in (5.1) for every λ ∈ ]0, 1[ if and only if
1
λ
‖λu2 + λv2‖2 − λ‖u2‖2 + 1
λ
‖λu3 + λv3‖2 − λ‖v3‖2
= (λu∗1u1 + λv∗1D−1v1) − (λu1 + λv1)∗(λIr + λD)−1(λu1 + λv1) + g(λ) (5.9)
holds for every λ ∈ ]0, 1[.
Assume that equality holds in (5.9) for all λ ∈ ]0, 1[. Then letting λ ↓ 0, the first term on the l.h.s.
of (5.9) can bemade arbitrarily large while the remaining expression on the l.h.s. of (5.9) tends to zero.
On the other hand, the difference of the first two terms on the r.h.s. of (5.9) tends to zero (by continuity
of the inverse) while g(λ) is bounded as a function of λ. Therefore we must have v2 = 0 for (5.9) to
hold for small enough positive λ. Similarly, letting λ ↑ 1, it is seen that we must have u3 = 0 for (5.9)
to hold for large enough λ (< 1). But then g(λ) ≡λ 0, and hence (5.9) yields
λu∗1u1 + λv∗1D−1v1 = (λu1 + λv1)∗(λIr + λD)−1(λu1 + λv1),
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which, in view of Corollary 2.1, holds (if and) only if u1 = D−1v1. Letting S := T1T∗1 , and replacing A+
and B+ by A− and B− as given in (A.1) and (A.2), respectively, a straightforward computation yields
S∗(A+x − B+y) = T1(u1 − D−1v1) = 0, (5.10)
from which (5.3) follows as the columns of S spanR(A) ∩ R(B).
That conditions (5.2′) and (5.3) imply equality in (5.9), and hence in (5.1), for all λ ∈ ]0, 1[ is seen
similarly. 
In the special case x = y, Theorem 6 yields the following result.
Corollary 6.1. Let x ∈ Cn and A, B ∈ Hn. Then
(i)
x∗(λA + λB)+x  λx∗A+x + λx∗B+x (5.11)
holds for every λ ∈ ]0, 1[ if and only if
x ∈ R(A) ∩ R(B) +N(A) ∩N(B); (5.12)
(ii) equality holds in (5.11) for every λ ∈ ]0, 1[ if and only if x satisfies (5.12) and
(A+ − B+)x ∈ N(A) +N(B), (5.13)
or equivalently, if and only if
x ∈
{
R(S) ∩ R⊥
[
(A+ − B+)S
]}
+N(A) ∩N(B), (5.14)
where S is a matrix such thatR(S) = R(A) ∩ R(B).
Proof. (i) From Theorem 6 it follows that (5.11) holds for every λ ∈ ]0, 1[ if and only if x belongs to
the intersection ofR(A) +N(A) ∩N(B) andR(B) +N(A) ∩N(B), i.e., if and only if x satisfies (5.12).
(ii) In view of the equality condition in Theorem 6, it suffices to show that (5.12) and (5.13) are
equivalent to (5.14). Choose a matrix S such thatR(S) = R(A) ∩R(B), and rewrite condition (5.13) as
S∗(A+ − B+)x = 0. (5.15)
Now, decomposing x corresponding to (5.12), it is clear that (5.15) imposes a condition only on the
component of x lying in R(A) ∩ R(B), say x1, namely, x1 ⊥ R[(A+ − B+)S]. Hence, condition (5.14)
obtains. 
Remark 5. Part (i) of Corollary 6.1 provides a non-trivial generalization of the convexity result by
Giovagnoli and Wynn [17] and Kaffes et al. [22] [see (1.14) and Corollary 6.2 below], for it shows that
even whenR(A) = R(B), it is indeed possible to find a subspace, viz.
R(A) ∩ R(B) +N(A) ∩N(B), (5.16)
on which the Moore–Penrose inverse is convex. The only exception is when R(A) and R(B) yield a
direct-sumdecompositionR(A)⊕R(B) = Cn, inwhich case the convexity subspace (5.16) degenerates
into {0}. The subspace N(A) ∩ N(B), appearing in (5.16) (and in various contexts throughout this
section), is essentially an uninteresting artifact which, however, must be included if R(A) + R(B) is
allowed to be a proper subspace ofCn. In this sense,R(A) ∩R(B) is the effective convexity subspace of
the Moore–Penrose inverse.
Remark 6. A comparison of Theorem 6 and Corollary 6.1 with Corollaries 2.1 and 2.2 reveals some
of the striking changes which take place when convexity results for positive definite matrices are
extended to arbitrary nonnegative definite matrices. Thus, in Corollaries 2.1 and 2.2 the conditions for
equality in (3.8) and for the validity of (3.10) were seen to be independent of λ (see also Remark 1).
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This is indeed no longer the case in Theorem 6 and Corollary 6.1, where the corresponding conditions
are conditions for equality in (5.1) and in (5.11) simultaneously for all λ ∈ ]0, 1[. (This requirement
can be slightly relaxed, however, see the Scholium below.)
Also, if x ∈ Cn does not satisfy condition (5.12), then it is possible to find a subset of λ’s for which
x∗(λA + λB)+x > λx∗A+x + λx∗B+x, (5.17)
and conversely. Depending on the location of x ∈ Cn, we either have
x∗(λA + λB)+x  λx∗A+x + λx∗B+x
for every λ ∈ ]0, 1[, or (5.17) holds for some λ’s while (5.11) holds for other choices of λ. A similar
comment applies also to the more general Theorem 6.
The following example illustrates the points made above, and shows explicitly that if (5.11), or
equality therein, holds for an arbitrary but fixed λ ∈ ]0, 1[ only, then it need not hold for all λ ∈ ]0, 1[.
This is in marked contrast to the case of positive definite A and B; cf. Remark 1.
Example. Take
A =
⎛
⎝2 0
0 1
⎞
⎠ and B =
⎛
⎝1 0
0 0
⎞
⎠ ,
and letH(λ) := λA−1 +λB+ − (λA+λB)−1 and x = (x1, x2)∗ ∈ R2. A straightforward computation
then shows that
H(λ) =
⎛
⎜⎜⎜⎝
λλ
2(1 + λ) 0
0 − (1 + λ)λ
λ
⎞
⎟⎟⎟⎠ ;
hence, x∗H(λ)x  0 if and only if
x22  [c(λ)x1]2, where c(λ) := λ/
√
2(1 + λ). (5.18)
For given λ0 ∈ ]0, 1[, the set of vectors x ∈ R2 satisfying (5.11) is determined from (5.18) (with
λ = λ0), and comprises two closed convex cones symmetrical about and containing the respective
halfs of the x1-axis, with the origin as vertex and bounded by the straight lines x2 = ±c(λ0)x1. Also,
equality obtains in (5.11) for the vectors x lying on these bounding lines. Notice that c(·) is a strictly
monotone function of λ, with c(λ) ↓ 0 as λ ↓ 0, and c(λ) ↑ 8−1/2 as λ ↑ 1. Hence, the “width” of the
cones decreases with λ, and only those vectors which lie on the x1-axis satisfy (5.11) for all λ ∈ ]0, 1[.
Similarly, x = 0 is the only vector for which equality holds in (5.11) simultaneously for all λ ∈ ]0, 1[.
These observations check with the conditions (5.12) and (5.14) in Corollary 6.1.
The results in Corollary 6.1 admit an interesting interpretation in terms of concepts from the theory
of indefinite inner product spaces, which may also be of independent interest. For the background
explaining concepts and the geometry of indefinite inner product spaces, consult e.g. Bognár [10].
As before, let
H(λ) := λA+ + λB+ − (λA + λB)+, λ ∈ ]0, 1[,
and let
H(λ) := {x ∈ Cn : x∗H(λ)x  0},
H(λ)0 := {x ∈ Cn : x∗H(λ)x = 0}.
For given λ, H(λ) is in general a Hermitian matrix, defining an indefinite inner product on Cn (cf.
Remark 4). The sets H(λ) and H(λ)0 comprise, respectively, the nonnegative and neutral vectors
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in Cn w.r.t. H(λ). It is well known that neither one of these sets forms a subspace unless H(λ) is
nonnegative definite (cf. [10, Corollary 2.7]). Corollary 6.1 shows, however, that
⋂
λ∈ ]0,1[
H(λ) = R(A) ∩ R(B) +N(A) ∩N(B) (5.19)
and that
⋂
λ∈ ]0,1[
H(λ)0 =
{
R(S) ∩ R⊥
[
(A+ − B+)S
]}
+N(A) ∩N(B), (5.20)
i.e., the intersections of these sets are indeed subspaces. It is interesting to note that the subspace
appearingwithin curly braces in (5.20) is the set of vectors inR(A)∩R(B) [= R(S)] which are isotropic
w.r.t. the indefinite inner product definedbyA+−B+. DenotingbyH(λ) the set of nonpositive vectors
in Cn w.r.t. H(λ), it is also seen from the preceding Example that the corresponding intersection
∩λ H(λ) fails to be a subspace in general, contrary to (5.19) and (5.20).
One may well ask whether the whole continuum of λ’s is needed in (5.19) and (5.20), or equiva-
lently, whether (5.11) or equality therein must hold for all λ ∈ ]0, 1[ in order to imply (5.12) or (5.14),
respectively [cf. also Remark 6]. Inspection of the proof of Theorem 6 shows that we can indeed make
do with fewer λ’s as follows.
Scholium. In Theorem 6 and Corollary 6.1 it is sufficient that (5.1) and (5.11), or equality in these, hold
for a countable subset of λ’s only having 0 and 1 as limit points. Although we do not explicitly insert this
qualification in the sequel, it applies, ipso facto, to all the subsequent results which are based on these
results.
If (5.11) is required to hold for all x ∈ Cn, then we have the problem considered by Giovagnoli and
Wynn [17] and by Kaffes et al. [22]. For this case, part (i) of Corollary 6.1 yields directly the convexity
result contained in [22, Theorem 1]:
Corollary 6.2. Let A, B ∈ Hn. Then
(λA + λB)+  λA+ + λB+ (5.21)
holds for every λ ∈ ]0, 1[ if and only ifR(A) = R(B).
Proof. From Corollary 6.1 (i) it follows that (5.21) holds for every λ ∈ ]0, 1[ if and only if
R(A) ∩ R(B) +N(A) ∩N(B) = Cn,
which is clearly possible if and only ifR(A) = R(B). 
Requiring that (5.21) hold for a countable subset of λ’s only, having 0 and 1 as limit points, is
sufficient to implyR(A) = R(B), as pointed out in Scholium. In contrast to the case of positive definite
A and B, it appears not to be possible, however, to weaken this to one arbitrary but fixed λ. However,
it is easily checked that replacing the Moore–Penrose inverses in (5.21) with the nonnegative definite
reflexive generalized inverses given by (A.1)–(A.3), one arbitrary but fixed λ is, indeed, sufficient to
implyR(A) = R(B).
As in the case of positive definite A and B (cf. Corollary 2.2), it is of interest to derive also the null
space and rank of the matrix
H(λ) = λA+ + λB+ − (λA + λB)+, λ ∈ ]0, 1[, (5.22)
appearing in Corollary 6.2.
Proposition. Let A, B ∈ Hn, let H(λ), λ ∈ ]0, 1[, be defined by (5.22), and suppose that R(A) = R(B).
Then the null space (and hence also the rank) of H(λ) is independent of λ, and
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N[H(λ)] = N(A+ − B+), (5.23)
r[H(λ)] = r(A − B) (5.24)
= r(A) − dimN(I − AB+). (5.25)
Proof. To show thatN[H(λ)] is independent of λ and given by (5.23) observe that, under the assump-
tionR(A) = R(B), the matrix H(λ) admits the representation
λλ(A+ − B+)(λB+ + λA+)+(A+ − B+). (5.26)
This is proved e.g. by first computing the Moore–Penrose inverse of the partitioned matrix
⎛
⎝ λA λ
1/2
AA+
λ
1/2
AA+ −B+
⎞
⎠
using the twowell-known alternative formulas, and then equating the off-diagonal blocks. This yields
the equality
(λA + λB)+B = A+(λB+ + λA+)+,
which, together with some elementary properties of the Moore–Penrose inverse, is used to derive
(5.26) by straightforward computation; cf. (2.3).
Now, for an arbitrary but fixed λ ∈ ]0, 1[, the null space of H(λ) comprises precisely those vectors
x ∈ Cn for which
(λB+ + λA+)+(A+ − B+)x = 0, (5.27)
in view of (5.26). But x clearly satisfies (5.27) if and only if (A+ − B+)x = 0, which proves the part
concerning the null space of H(λ).
For the rank part, it follows from (5.23) that r[H(λ)] = r(A+ − B+). On the other hand, it is easily
checked that r(A+ − B+) = r(A − B) when R(A) = R(B) (cf. [30, Lemma 1]), proving (5.24). To
show (5.25), note thatN(A) ⊂ N(A+ − B+), and furtherR(A) ∩N(A+ − B+) = N(I − AB+), so that
N(A+ − B+) may be decomposed orthogonally as
N(A+ − B+) = N(A)N(I − AB+). (5.28)
Hence, (5.25) follows from (5.23) and (5.28). 
Remark 7. The statement about the null space of H(λ), given in the Proposition, does not follow
directly from Corollary 6.1 (ii) and Corollary 6.2, which yield only the weaker statement
⋂
λ
N[H(λ)] = N(A+ − B+).
Remark 8. It might be of interest to know when strict inequality holds in (5.21) for all x = 0 in the
effective rangeR(A) + R(B) = R(A) [assumingR(A) = R(B)], or equivalently, when
r[H(λ)] = r(A). (5.29)
This question can be answered directly using the rank expression (5.25), which shows that (5.29) holds
if and only if
det(I − AB+) = 0, (5.30)
or equivalently, if and only if
r(A − B) = r(A), (5.31)
a condition which occurs naturally in the perturbation analysis of the Moore-Penrose inverse and
least squares solutions. Indeed, the connection to perturbation theory is plain upon noting that, under
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the assumption R(A) = R(B), (5.31) is a necessary and sufficient condition for the validity of the
modification formula
(B − A)+ = B+(I − AB+)−1;
see, e.g., Corollary 4.3 in Cline and Funderlic [12].
In view of (5.24) and Corollary 6.2, the classical result on the strict convexity of the map A → A−1
can be extended, and Remark 1 in Kaffes et al. [22] can be made more precise as follows (cf. also
Giovagnoli and Wynn [17, Remark, p. 129]):
Theorem 7. The function ψ : Hn → Hn, ψ(A) := A+, is strongly convex on and only on subsets of
Hn with constant range.
For the case of nonnegative definite matrices, Theorem 2 takes the following form; cf. also (1.9).
The result follows directly from Theorem 6 and the proof is hence omitted, but we formulate it as a
separate theorem with its own corollaries.
Theorem 8. Let F, G ∈ Cn×m, A, B ∈ Hn, and let φ : Cn×m ×Hn → Hm be defined by φ(F, A) :=
F∗A+F. Then
(i)
(λF + λG)∗(λA + λB)+(λF + λG)  λF∗A+F + λG∗B+G (5.32)
holds for every λ ∈ ]0, 1[ if and only if
R(F) ⊂ R(A) +N(A) ∩N(B) and R(G) ⊂ R(B) +N(A) ∩N(B), (5.33)
i.e., φ is convex along the line segments in Cn×m ×Hn whose endpoints (F, A) and (G, B) satisfy
(5.33);
(ii) for pairs of matrices (F, A) and (G, B) satisfying (5.33), the equality
x∗(λF + λG)∗(λA + λB)+(λF + λG)x = λx∗F∗A+Fx + λx∗G∗B+Gx (5.34)
holds for every λ ∈ ]0, 1[ if and only if x ∈ N [S∗(A+F − B+G)], where S is a matrix such that
R(S) = R(A)∩R(B). In particular, the equality (5.34) holds for every x ∈ Cm and every λ ∈ ]0, 1[
if and only if S∗A+F = S∗B+G.
Corollary 8.1. Let F ∈ Cn×m and Ai ∈ Hn, i = 1, . . . , k, k  2. Then
⎛
⎝
k∑
i=1
λiFi
⎞
⎠
∗ ⎛
⎝
k∑
i=1
λiAi
⎞
⎠
+ ⎛
⎝
k∑
i=1
λiFi
⎞
⎠ 
k∑
i=1
λiF
∗
i A
+
i Fi (1.9)
holds for every convex combination (λi > 0,
∑k
i=1 λi = 1) if and only if
R(Fi) ⊂ R(Ai) +
k⋂
i=1
N(Ai) for i = 1, . . . , k, (5.35)
and then the equality
x∗
⎛
⎝
k∑
i=1
λiFi
⎞
⎠
∗ ⎛
⎝
k∑
i=1
λiAi
⎞
⎠
+ ⎛
⎝
k∑
i=1
λiFi
⎞
⎠ x =
k∑
i=1
λix
∗F∗i A
+
i Fix (5.36)
K. Nordström / Linear Algebra and its Applications 434 (2011) 1489–1512 1509
holds for every convex combination if and only if
x ∈
k−1⋂
i=1
N
[
S∗(A+i Fi − A+i+1Fi+1)
]
, (5.37)
where S is a matrix such thatR(S) = ⋂ki=1 R(Ai). In particular, the equality (5.36) holds for every x ∈ Cm
and every convex combination if and only if
S∗A+1 F1 = · · · = S∗A+k Fk. (5.38)
Corollary 8.2. Let F ∈ Cn×m and A, B ∈ Hn. Then
F∗(λA + λB)+F  λF∗A+F + λF∗B+F (1.12)
holds for every λ ∈ ]0, 1[ if and only if
R(F) ⊂ R(A) ∩ R(B) +N(A) ∩N(B), (5.39)
and then the equality
x∗F∗
(
λA + λB
)+
Fx = λx∗F∗A+Fx + λx∗F∗B+Fx (5.40)
holds for every λ ∈ ]0, 1[ if and only if x ∈ N [S∗(A+ − B+)F], where S is a matrix such that R(S) =
R(A) ∩ R(B). In particular, the equality (5.40) holds for every x ∈ Cm and every λ ∈ ]0, 1[ if and only if
the matrices F, A, and B satisfy (5.39) and S∗A+F = S∗B+F, or equivalently, if and only if
R(F) ⊂
{
R(S) ∩ R⊥
[
(A+ − B+)S
]}
+N(A) ∩N(B). (5.41)
Corollary 8.3. Let F ∈ Cn×m and Ai ∈ Hn, i = 1, . . . , k, k  2. Then
F∗
⎛
⎝
k∑
i=1
λiAi
⎞
⎠
+
F 
k∑
i=1
λiF
∗A+i F (5.42)
holds for every convex combination (λi > 0,
∑k
i=1 λi = 1) if and only if
R(F) ⊂
k⋂
i=1
R(Ai) +
k⋂
i=1
N(Ai), (5.43)
and then the equality
x∗F∗
⎛
⎝
k∑
i=1
λiAi
⎞
⎠
+
Fx =
k∑
i=1
λix
∗F∗A+i Fx (5.44)
holds for every convex combination if and only if
x ∈
k−1⋂
i=1
N
[
S∗
(
A
+
i − A+i+1
)
F
]
, (5.45)
where S is a matrix such thatR(S) = ⋂ki=1 R(Ai). In particular, the equality (5.44) holds for every x ∈ Cm
and every convex combination if and only if
S∗A+1 F = · · · = S∗A+k F. (5.46)
Corollary 8.4. Let Ai ∈ Hn, i = 1, . . . , k, k  2. Then
⎛
⎝
k∑
i=1
λiAi
⎞
⎠
+

k∑
i=1
λiA
+
i (5.47)
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holds for every convex combination (λi > 0,
∑k
i=1 λi = 1) if and only if
R(A1) = · · · = R(Ak), (5.48)
and then the equality
x∗
⎛
⎝
k∑
i=1
λiAi
⎞
⎠
+
x =
k∑
i=1
λix
∗A+i x (5.49)
holds for every convex combination if and only if
x ∈
k−1⋂
i=1
N
(
A
+
i − A+i+1
)
. (5.50)
In particular, the equality (5.49) holds for every x ∈ Cn and every convex combination if and only if
A1 = · · · = Ak. (5.51)
Remark 9. (a) Corollary 8.1 provides a twofold extension of the main convexity result in Gaffke and
Krafft [16, Theorem 4.2]. Firstly, it shows that adding the subspace
⋂k
i=1N(Ai), the condition (1.8)
becomes necessary for (1.9).
Secondly, by deriving more generally the null space of the difference of the matrices in (1.9), the
extreme case for equality follows at once. Note that our condition (5.38) for equality of the matrices
in (1.9) is verifiable, involving only matrices appearing directly in the convexity problem, contrary to
the condition
Fi = AiC for some C ∈ Cn×m, i = 1, . . . , k, (1.10)
given by Gaffke and Krafft [16]. Note also that a matrix S whose columns span
⋂k
i=1 R(Ai) is easily
found e.g. by repeated use of the fact that
N(I − P1P2) = R(A1) ∩ R(A2),
where P1 and P2 are the orthogonal projectors onto R(A1) andR(A2), respectively.
(b) Corollary 8.2 provides a similar twofold extension of the convexity result by Silvey [37, A.1, p. 69]
and Pukelsheim and Styan [33, Theorem 2 (ii)]. It is interesting to compare the necessary and sufficient
condition
F∗(λA + λB)+F = F∗A+F = F∗B+F (1.13)
for equality in (1.12), given by Pukelsheim and Styan [33], with the corresponding conditions in Corol-
lary 8.2. The latter show that a condition for equality in (1.12) can be given which does not involve the
convexity parameter λ.
(c) Corollary 8.4 extends Corollary 6.2 and the null space part of the Proposition to more than
two summands. In fact, Corollary 8.4 can be obtained from a corresponding extension of Corollary 6.1
according to which
x∗
⎛
⎝
k∑
i=1
λiAi
⎞
⎠
+
x 
k∑
i=1
λix
∗A+i x (5.52)
holds for every convex combination (λi > 0,
∑k
i=1 λi = 1) if and only if
x ∈
k⋂
i=1
R(Ai) +
k⋂
i=1
N(Ai). (5.53)
Indeed, the subspace in (5.53) is the whole space Cn if and only if (5.48) is satisfied (cf. the proof of
Corollary 6.2). In the form presented, Corollary 8.4 complements Corollary 1 in Kaffes et al. [22] by
providing the null-space characterization.
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Choosing the matrices F and G in Theorem 8 to be the orthogonal projectors onto R(A) and R(B),
yields the following result.
Corollary 8.5. Let A, B ∈ Hn and let PA and PB be the orthogonal projectors projecting onto R(A) and
R(B), respectively. Then
(λPA + λPB)(λA + λB)+(λPA + λPB)  λA+ + λB+ (5.54)
holds for every λ ∈ ]0, 1[, and the equality
x∗(λPA + λPB)(λA + λB)+(λPA + λPB)x = λx∗A+x + x∗λB+x (5.55)
holds for every λ ∈ ]0, 1[ if and only if x ∈ N [S∗(A+ − B+)], where S is a matrix such that R(S) =
R(A) ∩ R(B). In particular, equality holds in (5.55) for every x ∈ Cn and every λ ∈ ]0, 1[ if and only if
S∗A+ = S∗B+.
It is interesting to compare the above resultwith Corollary 6.2. It transpires that, evenwhenR(A) =
R(B), one canfindamatrix shrinking (λA+λB)+ on the l.h.s. of (5.54) so as to force it belowλA++λB+.
In Corollary 8.5 this shrinking is carried out by a specially tailored nonnegative definite contraction
λPA + λPB ( In). The following result shows that there is, in fact, considerably more freedom in the
choice of the shrinking matrix.
Theorem 9. Let U, V ∈ Cn×n and let A, B ∈ Hn. Then
(λU + λV)∗(λA + λB)+(λU + λV)  λA+ + λB+ (5.56)
holds for every λ ∈ ]0, 1[ if and only if
U = A1/2CU(A+)1/2 and V = B1/2CV (B+)1/2 (5.57)
for CU, CV ∈ Cn×n contractions (i.e., with maximal singular values 1).
Observe that the extreme choices CU = CV = In yield U = PA and V = PB, the case appearing in
Corollary 8.5.
Proof. Let
K :=
⎛
⎝ A U
U∗ A+
⎞
⎠ and L :=
⎛
⎝ B V
V∗ B+
⎞
⎠ . (5.58)
In view of awell-known contraction criterion for the nonnegative definiteness of partitionedmatrices,
K and L are nonnegative definite if and only ifU andV satisfy (5.57). But (5.56) holds for everyλ ∈ ]0, 1[
if and only if λK + λL  0 for every λ ∈ ]0, 1[, and thus the claim follows from the closedness ofHn
[cf. the proof of Theorem 6]. 
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