On a new integrable generalization of the Toda lattice and a discrete
  Yajima-Oikawa system by Tsuchida, Takayuki
ar
X
iv
:1
80
8.
03
26
1v
4 
 [n
lin
.SI
]  
15
 Se
p 2
01
8
On a new integrable generalization of the Toda
lattice and a discrete Yajima–Oikawa system
Takayuki Tsuchida
September 18, 2018
Abstract
We propose a new integrable generalization of the Toda lattice
wherein the original Flaschka–Manakov variables are coupled to newly
introduced dependent variables; the general case wherein the addi-
tional dependent variables are vector-valued is considered. This gen-
eralization admits a Lax pair based on an extension of the Jacobi
operator, an infinite number of conservation laws and, in a special
case, a simple Hamiltonian structure. In fact, the second flow of this
generalized Toda hierarchy reduces to the usual Toda lattice when the
additional dependent variables vanish; the first flow of the hierarchy
reduces to a long wave–short wave interaction model, known as the
Yajima–Oikawa system, in a suitable continuous limit. This integrable
discretization of the Yajima–Oikawa system is essentially different
from the discrete Yajima–Oikawa system proposed in arXiv:1509.06996
(also see https://link.aps.org/doi/10.1103/PhysRevE.91.062902) and
studied in arXiv:1804.10224. Two integrable discretizations of the
nonlinear Schro¨dinger hierarchy, the Ablowitz–Ladik hierarchy and
the Konopelchenko–Chudnovsky hierarchy, are contained in the gen-
eralized Toda hierarchy as special cases.
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1 Introduction
The first and most prominent example of a discrete integrable system is the
Toda lattice discovered half a century ago [1, 2]. The Newtonian equations
of motion of the Toda lattice are given by
xn,tt = e
xn+1−xn − exn−xn−1, n ∈ Z. (1.1)
A simple but remarkable change of variables un :=
1
2
e
1
2
(xn−xn−1), wn :=
1
2
xn,t,
called the Flaschka–Manakov variables [3–5], recast the Toda lattice (1.1) in
a more convenient form:
un,t = un(wn − wn−1), (1.2a)
wn,t = 2
(
u2n+1 − u
2
n
)
. (1.2b)
Indeed, the Toda lattice in Flaschka–Manakov variables (1.2) is known to
have much richer structure than the original Newtonian equations of motion
(1.1) [6]. The complete integrability of the Toda lattice [3–5, 7] is based
on the fact that (1.2) is equivalent to the compatibility condition for the
overdetermined linear system, generally called the Lax pair [8]:
unψn−1 + wnψn + un+1ψn+1 = λψn, (1.3a)
ψn,t = un+1ψn+1 − unψn−1, (1.3b)
where λ is a constant spectral parameter. In mathematical terms, the spatial
part of the Lax pair (1.3a) is the eigenvalue problem for a symmetric tridi-
agonal matrix (Jacobi operator), so the Toda lattice defines an isospectral
deformation of the Jacobi operator. In fact, (1.2) is the first nontrivial flow of
an infinite hierarchy of isospectral flows associated with the spectral problem
(1.3a).
In this paper, we consider an interesting extension of the Lax pair (1.3)
to propose a nontrivial generalization of the Toda lattice hierarchy. This
generalization provides a discrete analog of the generalization of the KdV
hierarchy to a long wave–short wave interaction hierarchy, called the Yajima–
Oikawa hierarchy [9, 10], in the continuous case. A space discretization of
the Yajima–Oikawa system was already proposed in the recent paper [11]
(also see [12]) and its Lax pair as well as the next higher symmetry was
presented in [13]. The first flow of the generalized Toda hierarchy proposed
in this paper provides, in a special case, a new integrable discretization of
the Yajima–Oikawa system, which is essentially different from the discrete
Yajima–Oikawa system studied in [11, 13] and has its own advantages; in
particular, the discrete Yajima–Oikawa system in this paper possesses not
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only a Lax pair and an infinite number of conservation laws but also a simple
Hamiltonian structure, so the higher flows of the hierarchy can easily be
constructed.
This paper is organized as follows. In section 2, we present an extension
of the spectral problem (1.3a) to a two-component spectral problem for ψn
and φn, which can also be rewritten as a nonlocal spectral problem for the
single component ψn. Then, we associate two isospectral time-evolutionary
systems for ψn and φn, and obtain from the compatibility conditions the first
two isospectral flows of the generalized Toda hierarchy. We also show that
the first flow can be reduced to the Yajima–Oikawa system in a suitable con-
tinuous limit. In section 3, we prove that in some special (or limiting) cases,
the first and second flows of the generalized Toda hierarchy can be reduced
to the elementary flows of two discrete nonlinear Schro¨dinger hierarchies,
the Ablowitz–Ladik hierarchy [14] and the Konopelchenko–Chudnovsky hi-
erarchy [15–17], or linear equations. In section 4, we demonstrate that the
generalized Toda hierarchy possesses two infinite sets of conservation laws
and, in a special case, a simple Hamiltonian structure; explicit expressions
for the higher flows of the hierarchy can be constructed in a recursive manner.
Section 5 is devoted to concluding remarks.
2 The generalized Toda hierarchy
2.1 Two-component spectral problem
As a generalization of the eigenvalue problem for the Jacobi operator in
(1.3a), we consider the following two-component spectral problem for ψn and
φn: {
αuγnψn−1 + βu
δ
n+1ψn+1 + wnψn + an (γφn + δφn+1) = λψn, (2.1a)
φn+1 − φn = bnψn. (2.1b)
Here, λ is a constant spectral parameter; α, β, γ and δ are arbitrary scalar
constants except that they should satisfy the conditions (αγ, βδ) 6= (0, 0) and
γ + δ 6= 0. When the additional dependent variables an and bn vanish, we
recover the original eigenvalue problem (1.3a) by setting α = β = γ = δ = 1.
We consider the general case where un, wn and ψn are scalar-valued functions
and an, bn and φn are vector-valued functions; that is, an is a row vector and
bn and φn are column vectors. Note that using (2.1b), we can express φn
as a nonlocal function of ψn, so we can rewrite (2.1a) as a nonlocal spectral
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problem for the single component ψn, e.g.,
αuγnψn−1 + βu
δ
n+1ψn+1 + (wn + δanbn)ψn + (γ + δ) an
n−1∑
j=−∞
bjψj = λψn,
or
αuγnψn−1 + βu
δ
n+1ψn+1 + wnψn + an
(
γ
n−1∑
j=−∞
bjψj − δ
∞∑
j=n+1
bjψj
)
= λψn.
However, such nonlocal forms of the spectral problem are not convenient for
later computations, so in this paper we focus on the original two-component
form (2.1).
2.2 Isospectral flows
As a trivial isospectral deformation of the two-component spectral problem
(2.1), we can consider the following:{
ψn,t0 = cψn, (2.2a)
φn,t0 = dφn. (2.2b)
Here, c and d are arbitrary scalar constants. The compatibility conditions for
the overdetermined linear systems (2.1) and (2.2) provide the trivial zeroth
flow of the generalized Toda hierarchy:
an,t0 − (c− d) an = 0,
bn,t0 + (c− d) bn = 0,
un,t0 = 0,
wn,t0 = 0.
(2.3)
As a nontrivial isospectral deformation of the two-component spectral
problem (2.1), we first consider the following:{
ψn,t1 = αu
γ
nψn−1 + βu
δ
n+1ψn+1 + wnψn, (2.4a)
φn,t1 = −αu
γ
nbnψn−1 + βu
δ
nbn−1ψn. (2.4b)
The compatibility conditions for the overdetermined linear systems (2.1) and
(2.4) provide the first flow of the generalized Toda hierarchy:
an,t1 − αu
γ
nan−1 − βu
δ
n+1an+1 − wnan = 0,
bn,t1 + βu
δ
nbn−1 + αu
γ
n+1bn+1 + bnwn = 0,
un,t1 + un (an−1bn−1 − anbn) = 0,
wn,t1 + αδ
(
uγnan−1bn − u
γ
n+1anbn+1
)
+ βγ
(
uδnanbn−1 − u
δ
n+1an+1bn
)
= 0.
(2.5)
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Next, as another nontrivial isospectral deformation of the two-component
spectral problem (2.1), we consider the following:{
ψn,t2 = −αγu
γ
nψn−1 + βδu
δ
n+1ψn+1 + γδanbnψn, (2.6a)
φn,t2 = αγu
γ
nbnψn−1 + βδu
δ
nbn−1ψn. (2.6b)
The compatibility conditions for the overdetermined linear systems (2.1) and
(2.6) provide the second flow of the generalized Toda hierarchy:
an,t2 + αγu
γ
nan−1 − βδu
δ
n+1an+1 − γδanbnan = 0,
bn,t2 + βδu
δ
nbn−1 − αγu
γ
n+1bn+1 + γδbnanbn = 0,
un,t2 + un (wn−1 − wn)− (γ − δ) un (an−1bn−1 − anbn) = 0,
wn,t2 + αβ (γ + δ)
(
uγ+δn − u
γ+δ
n+1
)
− αγδ
(
uγnan−1bn − u
γ
n+1anbn+1
)
+ βγδ
(
uδnanbn−1 − u
δ
n+1an+1bn
)
= 0.
(2.7)
Clearly, (2.7) is a generalization of the Toda lattice in Flaschka–Manakov
variables (1.2), wherein an and bn are newly added dependent variables.
Note that the second flow (2.7) can be simplified by a change of variables
wn − (γ − δ) anbn =: ŵn.
Remark. We call (2.5) and (2.7) the first flow and the second flow, re-
spectively, just for convenience. In fact, one can call any linear combination
of (2.5) and (2.7) the first (or second) flow.
Remark. We required the condition (αγ, βδ) 6= (0, 0) for the spectral
problem (2.1) to depend on the variable un. However, the above compu-
tation is valid even if this condition is removed; that is, in the special case
(αγ, βδ) = (0, 0), we obtain the isospectral flows (2.3), (2.5) and (2.7) with-
out the equation of motion for un.
2.3 Gauge transformation
By applying the gauge transformation:
ψn = ψ̂n
n∏
j=−∞
uγj , an = ân
n∏
j=−∞
uγj , bn = b̂n
n∏
j=−∞
u−γj , (2.8)
to the two-component spectral problem (2.1), we obtainαψ̂n−1 + βu
γ+δ
n+1ψ̂n+1 +
(
wn − γ ânb̂n
)
ψ̂n + (γ + δ) ânφn+1 = λψ̂n, (2.9a)
φn+1 − φn = b̂nψ̂n. (2.9b)
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Thus, the condition γ + δ 6= 0 is indeed crucial for the Lax pair to be unfake;
otherwise, un is gauged away and the spectral problem does not involve the
other dependent variables in a truly meaningful manner. By a redefinition
of the dependent variables,
kuγ+δn =: u˜n, wn − γ ânb̂n =: w˜n, (γ + δ) ân =: a˜n,
we can fully remove the parameters γ and δ from the spectral problem.
Moreover, for nonzero values of α and β, we can apply a simple gauge trans-
formation:
ψ̂n =: α
nψ˜n, a˜n =: α
n˜˜an, b̂n =: α−nb˜n;
then, by choosing the constant k as k = αβ, we can remove the remaining
parameters α and β from the spectral problem, which results in the repre-
sentative case α = β = 1, γ = 0 and δ = 1 in (2.1). Alternatively, we can
consider the symmetric case α = β = γ = δ = 1 as the representative of the
spectral problem (2.1).
However, in the following, we mainly consider the original general form
(2.1), because it encompasses some non-generic (say, α = 0) or limiting (say,
γ + δ → 0) cases.
2.4 Symmetry properties
The spectral problem (2.1) and the isospectral flows (2.5) and (2.7) have two
important symmetry properties:
(i) The spectral problem (2.1), the first flow (2.5) and the second flow (2.7)
are invariant under the following transformation:
α↔ β, γ ↔ δ, ψn → ψ−n, φn → φ−n+1, wn → w−n, un → u−n+1,
an → a−n, bn → −b−n, t2 → −t2.
(ii) The first flow (2.5) and the second flow (2.7) are invariant under the
following transformation:
α↔ β, γ ↔ δ, an → ±b
T
n and bn → ∓a
T
n (double sign in same order;
the superscript T denotes the transpose of a vector), t1 → −t1.
2.5 Complex conjugation reduction
Reductions of an integrable system often result in more interesting systems
than the original system from the point of view of physical or mathematical
applications. For the generalized Toda hierarchy, we can impose a complex
(or Hermitian) conjugation reduction on the additional dependent variables
an and bn, so the number of dependent variables can be diminished.
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We first rescale the time variable in the first flow (2.5) as
∂t1 =: i∂τ .
Then, in the simple case of scalar un, wn, an and bn under the parametric
conditions
β = α∗, γ = δ ∈ R,
we can impose the complex conjugation reduction:
bn = iσa
∗
n, u
∗
n = un, w
∗
n = wn,
where σ is an arbitrary real constant. For simplicity, we set α = β = γ = δ = 1
and σ = 1. Then, this reduction simplifies the first flow (2.5) to
ian,τ = un+1an+1 + wnan + unan−1,
un,τ = un
(
|an|
2 − |an−1|
2) ,
wn,τ = un+1
(
ana
∗
n+1 + an+1a
∗
n
)
− un
(
an−1a
∗
n + ana
∗
n−1
)
,
(2.10)
and the second flow (2.7) to
an,t2 = un+1an+1 − unan−1 + i |an|
2 an,
un,t2 = un (wn − wn−1) ,
wn,t2 = 2
(
u2n+1 − u
2
n
)
− iun+1
(
ana
∗
n+1 − an+1a
∗
n
)
+ iun
(
an−1a
∗
n − ana
∗
n−1
)
,
(2.11)
respectively, where an ∈ C and un, wn ∈ R. Note that (2.11) reduces to the
Toda lattice in Flaschka–Manakov variables (1.2) by setting an = 0.
In the general case of scalar un and wn, row-vector an and column-vector
bn, the generalized Toda hierarchy under the parametric conditions
β = α∗, γ = δ ∈ R,
admits the Hermitian conjugation reduction:
bn = iΣa
†
n, u
∗
n = un, w
∗
n = wn,
where Σ is an arbitrary constant Hermitian matrix. With the aid of linear
transformations acting on the vector components of an, we can recast Σ in
the canonical form: Σ = diag (1, . . . , 1, 0, . . . , 0,−1, . . . ,−1). Moreover, if we
exclude the uninteresting case of triangular (i.e., not truly coupled) systems,
the diagonal elements of Σ must be either +1 or −1. Note that the first
example of an integrable system with a cubic nonlinearity of mixed signs is
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the vector nonlinear Schro¨dinger equation with both focusing and defocusing
components [18–21].
In the simplest case of α = β = γ = δ = 1 and Σ = I, this reduction sim-
plifies the first flow (2.5) (with ∂t1 = i∂τ ) to
ian,τ = un+1an+1 + wnan + unan−1,
un,τ = un
(
〈an, a
∗
n〉 − 〈an−1, a
∗
n−1〉
)
,
wn,τ = un+1
(
〈an, a
∗
n+1〉+ 〈an+1, a
∗
n〉
)
− un
(
〈an−1, a
∗
n〉+ 〈an, a
∗
n−1〉
)
,
(2.12)
and the second flow (2.7) to
an,t2 = un+1an+1 − unan−1 + i〈an, a
∗
n〉an,
un,t2 = un (wn − wn−1) ,
wn,t2 = 2
(
u2n+1 − u
2
n
)
− iun+1
(
〈an, a
∗
n+1〉 − 〈an+1, a
∗
n〉
)
+ iun
(
〈an−1, a
∗
n〉 − 〈an, a
∗
n−1〉
)
,
(2.13)
respectively, where an ∈ C
M and un, wn ∈ R.
2.6 Continuous limit to the Yajima–Oikawa system
The first flow of the generalized Toda hierarchy can be reduced to the long
wave–short wave interaction model, called the Yajima–Oikawa system [9], in
a suitable continuous limit. To see this, we first rescale the dependent variable
an in (2.10) as an → ∆
1
2an, where ∆ is a lattice parameter, to obtain
ian,τ = un+1an+1 + wnan + unan−1,
un,τ = ∆un
(
|an|
2 − |an−1|
2) ,
wn,τ = ∆
[
un+1
(
ana
∗
n+1 + an+1a
∗
n
)
− un
(
an−1a
∗
n + ana
∗
n−1
)]
.
(2.14)
Alternatively, (2.14) can be directly obtained from (2.5) in the scalar case
by setting ∂t1 = i∂τ , α = β = γ = δ = 1, bn = i∆a
∗
n, u
∗
n = un and w
∗
n = wn.
Then, by further setting
an = a(n∆, τ), un =
1
∆2
+
1
2
u(n∆, τ), wn = −
2
∆2
+ w(n∆, τ),
and taking the continuous limit ∆→ 0, (2.14) reduces to{
iaτ = axx + (u+ w) a,
uτ = wτ = 2
(
|a|2
)
x
,
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where x := n∆. This is indeed the Yajima–Oikawa system [9] for the pair of
dependent variables (a, u+ w), up to a trivial rescaling and Galilean trans-
formation. The Lax-pair representation for this Yajima–Oikawa system can
be obtained from (2.1) and (2.4) by taking the same continuous limit and
thus is given by 
ψxx + (u+ w)ψ + 2aφ = λψ,
φx = ia
∗ψ,
iψτ = ψxx + (u+ w)ψ,
φτ = a
∗ψx − a
∗
xψ.
In the same manner, (2.12) can be reduced to the vector generalization
of the Yajima–Oikawa system studied in [22–25].
3 Special cases: discrete nonlinear Schro¨dinger
hierarchies and linearization
3.1 Reductions
A salient feature of the generalized Toda hierarchy is that one can equate
the original Flaschka–Manakov variables un and wn to some functions of
the newly introduced variables an and bn. This can be checked by a direct
calculation for the simpler case of γ = 0 or δ = 0. In view of the symmetry
property (i) with respect to the space reflection as described in subsection 2.4,
we consider the case γ = 0.
In the case γ = 0, the two-component spectral problem (2.1) reads{
αψn−1 + βu
δ
n+1ψn+1 + wnψn + δanφn+1 = λψn, (3.1a)
φn+1 − φn = bnψn, (3.1b)
while the first flow (2.5) and the second flow (2.7) read
an,t1 − αan−1 − βu
δ
n+1an+1 − wnan = 0,
bn,t1 + βu
δ
nbn−1 + αbn+1 + bnwn = 0,
un,t1 + un (an−1bn−1 − anbn) = 0,
wn,t1 + αδ (an−1bn − anbn+1) = 0,
(3.2)
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and 
an,t2 − βδu
δ
n+1an+1 = 0,
bn,t2 + βδu
δ
nbn−1 = 0,
un,t2 + un (wn−1 − wn) + δun (an−1bn−1 − anbn) = 0,
wn,t2 + αβδ
(
uδn − u
δ
n+1
)
= 0,
(3.3)
respectively.
A direct calculation shows that the following proposition holds true.
Proposition 3.1. Both (3.2) and (3.3), as well as any linear combination
of them generated by ∂T := µ∂t1 + ν∂t2 , admit the reduction that u
δ
n and wn
can be expressed as power series in α of the form:
βuδn = k + δan−1bn + α
δ
k
an−2
(
I +
δ
k
bnan−1
)
bn+1
+ α2u(2)n + α
3u(3)n + · · · , (3.4a)
wn = α
δ
k
an−1bn+1 + α
2 δ
k2
an−2
(
I +
δ
k
bnan−1
)(
I +
δ
k
bn+1an
)
bn+2
+ α3w(3)n + α
4w(4)n + · · · . (3.4b)
Here, k is an arbitrary nonzero constant and I is the identity matrix of the
same size as bnan−1.
We conjecture that the power series expansion (3.4) is common to all
the isospectral flows associated with the spectral problem (3.1) and all the
coefficients in the power series are local functions of an and bn.
Let us recall that the gauge transformation (2.8) changes the spectral
problem (2.1) to the spectral problem (2.9). Thus, by comparing (3.1) with
(2.9), we find that the replacement:
δ → γ + δ, an → an
n∏
j=−∞
u−γj , bn → bn
n∏
j=−∞
uγj , wn → wn − γanbn,
converts the reduction (3.4) in the special case γ = 0 to the reduction in the
general case γ 6= 0.
Proposition 3.2. The first flow (2.5) and the second flow (2.7), as well as
any linear combination of them generated by ∂T := µ∂t1 + ν∂t2 , admit the
reduction that un and wn are determined implicitly by power series in α of
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the form:
βuγ+δn = k + (γ + δ) u
γ
nan−1bn + α
γ + δ
k
uγn−1u
γ
nu
γ
n+1an−2
(
I +
γ + δ
k
uγnbnan−1
)
bn+1
+ α2u(2)n + α
3u(3)n + · · · ,
wn = γanbn + α
γ + δ
k
uγnu
γ
n+1an−1bn+1
+ α2
γ + δ
k2
uγn−1u
γ
nu
γ
n+1u
γ
n+2an−2
(
I +
γ + δ
k
uγnbnan−1
)(
I +
γ + δ
k
uγn+1bn+1an
)
bn+2
+ α3w(3)n + α
4w(4)n + · · · .
Here, k is an arbitrary nonzero constant and I is the identity matrix of the
same size as bnan−1.
With the aid of the symmetry property (i) or (ii) described in subsec-
tion 2.4, we also obtain a similar reduction that expresses un and wn as
power series in β whose coefficients are functions of an and bn.
3.2 Ablowitz–Ladik hierarchy
In the non-generic case of α = γ = 0 or β = δ = 0, the form of the first flow
(2.5) (or the second flow (2.7)) implies that we can set wn = 0 in the two-
component spectral problem (2.1) (cf. Proposition 3.1). In view of the sym-
metry property (i) described in subsection 2.4, we consider only the case
α = γ = 0. Then, by setting α = γ = 0 and wn = 0, the first flow (2.5) re-
duces to 
an,t1 − βu
δ
n+1an+1 = 0,
bn,t1 + βu
δ
nbn−1 = 0,
un,t1 + un (an−1bn−1 − anbn) = 0,
(3.5)
and the second flow (2.7) reduces to
an,t2 − βδu
δ
n+1an+1 = 0,
bn,t2 + βδu
δ
nbn−1 = 0,
un,t2 + δun (an−1bn−1 − anbn) = 0,
(3.6)
respectively. We recall the condition βδ 6= 0 for the spectral problem (2.1)
with α = γ = 0 and wn = 0 (and consequently (3.5) and (3.6)) to depend on
un. Then, (3.6) is equivalent to (3.5) up to a rescaling of the time variable,
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so we consider only (3.5). Note that (3.5) with β = −1 and δ = 1 coincides
with (4.19) or (4.21) in [26]. Because (3.5) implies the relation:(
βuδn − δan−1bn
)
t1
= 0,
we can set
βuδn = kn + δan−1bn,
where kn is independent of time t1. Thus, the three-component system (3.5)
is simplified to the two-component system:{
an−1,t1 − (kn + δan−1bn) an = 0,
bn,t1 + (kn + δan−1bn) bn−1 = 0.
By a rescaling of an and bn, we can normalize δ to 1. Moreover, for nonzero
values of kn, kn can be fixed at 1 by the simple transformation
an−1 =
(
n−1∏
j
1
kj
)
an, bn =
(
n∏
j
kj
)
bn.
Here, an is a row vector and bn is a column vector. Thus, we finally obtain
(the straightforward vector generalization [27] of) an elementary flow of the
Ablowitz–Ladik hierarchy [14]:{
an,t1 − (1 + anbn)an+1 = 0,
bn,t1 + (1 + anbn) bn−1 = 0.
(3.7)
The derivation given above implies that the Lax-pair representation for
the Ablowitz–Ladik flow (3.7) is given by the two-component spectral prob-
lem {
(1 + an+1bn+1)ψn+1 + an+1φn+1 = λψn, (3.8a)
φn+1 − φn = bnψn, (3.8b)
and the isospectral time-evolutionary system{
ψn,t1 = (1 + an+1bn+1)ψn+1,
φn,t1 = (1 + anbn) bn−1ψn,
where ψn is a scalar and φn is a column vector.
To obtain the other elementary flow of the Ablowitz–Ladik hierarchy, we
set γ = 0 and consider a suitable linear combination of the first flow (3.2)
and the second flow (3.3) in the case α ∼ 0. Indeed, by setting
∂T :=
1
αδ
(∂t2 − δ∂t1) ,
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and imposing the reduction stated in Proposition 3.1,
βuδn = k + δan−1bn +O(α),
1
α
wn =
δ
k
an−1bn+1 +O(α),
we have 
an,T + an−1 +
(
δ
k
an−1bn+1 +O(α)
)
an = 0,
bn,T − bn+1 − bn
(
δ
k
an−1bn+1 +O(α)
)
= 0.
Thus, by taking the limit α→ 0, setting k = δ = 1 and writing an−1 = an and
bn = bn, we obtain (the vector generalization [27] of) the other elementary
flow of the Ablowitz–Ladik hierarchy [14]:{
an,T + an−1 + an−1bnan = 0,
bn,T − bn+1 − bnanbn+1 = 0.
(3.9)
The Lax-pair representation for (3.9) is given by the two-component spectral
problem (3.8) and the isospectral time-evolutionary system{
ψn,T = −anbn+1ψn − ψn−1,
φn,T = bnψn−1.
3.3 Konopelchenko–Chudnovsky hierarchy
Let us first recall the remark at the end of subsection 2.2. In the special
case α = δ = 0, the first flow (2.5) (without the equation of motion for un)
reads [26, 28] 
an,t1 − βan+1 − wnan = 0,
bn,t1 + βbn−1 + bnwn = 0,
wn,t1 + βγ (anbn−1 − an+1bn) = 0,
(3.10)
which implies the relation:
(wn − γanbn)t1 = 0.
Thus, we can set
wn = µn + γanbn,
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where µn is an arbitrary function of n, independent of time t1. Then, the
three-component system (3.10) is simplified to the two-component system:{
an,t1 − βan+1 − (µn + γanbn) an = 0,
bn,t1 + βbn−1 + bn (µn + γanbn) = 0.
(3.11)
If we interpret t1 as the continuous spatial variable x, (3.11) can be iden-
tified with an elementary auto-Ba¨cklund transformation for the continuous
nonlinear Schro¨dinger hierarchy studied by Konopelchenko [15] and D. V.
and G. V. Chudnovsky [16,17]; in this context, the n-dependence of µn is es-
sential and not removable by any simple transformation. In the simplest case
µn = 0, (3.11) provides an elementary flow [27] of an integrable discrete non-
linear Schro¨dinger hierarchy, which we call the Konopelchenko–Chudnovsky
hierarchy [15–17].
To obtain the other elementary flow [27,29] of the Konopelchenko–Chudnovsky
hierarchy, we consider the second flow (2.7) in the case δ = 0, α ∼ 0. The
second flow (2.7) with δ = 0 reads
an,t2 + αγu
γ
nan−1 = 0,
bn,t2 − αγu
γ
n+1bn+1 = 0,
un,t2 + un (wn−1 − wn)− γun (an−1bn−1 − anbn) = 0,
wn,t2 + αβγ
(
uγn − u
γ
n+1
)
= 0.
(3.12)
We rescale the time derivative as
∂t
−1
:=
1
αγ
∂t2 ,
and consider the reduction guaranteed by Proposition 3.2:
uγn =
k
β − γan−1bn
+O(α),
wn = γanbn +O(α).
Thus, in the limit α→ 0, (3.12) under this reduction reduces to the other
elementary flow [27, 29] of the Konopelchenko–Chudnovsky hierarchy:
an,t
−1
+
k
β − γan−1bn
an−1 = 0,
bn,t
−1
−
k
β − γanbn+1
bn+1 = 0.
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3.4 Exceptional case: linearization
For the spectral problem (2.1) to involve the dependent variables in a mean-
ingful manner, we assumed the condition γ + δ 6= 0 (see subsection 2.3).
Thus, the case γ + δ = 0 is exceptional and excluded from our considera-
tion. In fact, the first flow (2.5) and the second flow (2.7) of the generalized
Toda hierarchy in this exceptional case turn out to be linearizable.
The first flow (2.5) with δ = −γ is
an,t1 − αu
γ
nan−1 − βu
−γ
n+1an+1 − wnan = 0,
bn,t1 + βu
−γ
n bn−1 + αu
γ
n+1bn+1 + bnwn = 0,
un,t1 + un (an−1bn−1 − anbn) = 0,
wn,t1 − αγ
(
uγnan−1bn − u
γ
n+1anbn+1
)
+ βγ
(
u−γn anbn−1 − u
−γ
n+1an+1bn
)
= 0.
(3.13)
From (3.13), we obtain the relations:{
exp
[∫ (
lim
n→−∞
anbn
)
dt1
] n∏
j=−∞
uj
}
t1
= anbn
{
exp
[∫ (
lim
n→−∞
anbn
)
dt1
] n∏
j=−∞
uj
}
,
and
(wn − γanbn)t1 = 0.
Thus, the new dependent variables defined as
An :=
{
exp
[∫ (
lim
n→−∞
anbn
)
dt1
] n∏
j=−∞
uj
}−γ
an,
Bn := bn
{
exp
[∫ (
lim
n→−∞
anbn
)
dt1
] n∏
j=−∞
uj
}γ
,
satisfy the linear equations with n-dependent (but t1-independent) coeffi-
cients: {
An,t1 − αAn−1 − βAn+1 − (wn − γanbn)An = 0,
Bn,t1 + βBn−1 + αBn+1 + Bn (wn − γanbn) = 0.
The second flow (2.7) with δ = −γ:
an,t2 + αγu
γ
nan−1 + βγu
−γ
n+1an+1 + γ
2anbnan = 0,
bn,t2 − βγu
−γ
n bn−1 − αγu
γ
n+1bn+1 − γ
2bnanbn = 0,
un,t2 + un (wn−1 − wn)− 2γun (an−1bn−1 − anbn) = 0,
wn,t2 + αγ
2
(
uγnan−1bn − u
γ
n+1anbn+1
)
− βγ2
(
u−γn anbn−1 − u
−γ
n+1an+1bn
)
= 0,
can be linearized in a similar manner.
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4 Hamiltonian structure and Conservation laws
In the special case γ = δ, the generalized Toda hierarchy possesses a local
Hamiltonian structure; the trivial zeroth flow (2.3), the first flow (2.5) and
the second flow (2.7) with γ = δ can be written in the Hamiltonian form:
a
(j)
n,tl
=
{
a(j)n , Hl
}
, b
(j)
n,tl
=
{
b(j)n , Hl
}
, un,tl = {un, Hl} , wn,tl = {wn, Hl} ,
l = 0, 1, 2,
where a
(j)
n is the jth component of the row vector an and b
(j)
n is the jth
component of the column vector bn. The set of nonvanishing Poisson brackets
and Hamiltonians are given by{
a(j)n , b
(k)
n
}
=
1
κ
δjk, {un, wn} =
1
κ
un, {un, wn−1} = −
1
κ
un, (4.1)
and
H0 = κ (c− d)
∑
n
anbn, (4.2a)
H1 = κ
∑
n
(wnanbn + αu
γ
nan−1bn + βu
γ
nanbn−1) , (4.2b)
H2 = κ
∑
n
[
1
2
w2n +
1
2
γ2 (anbn)
2 − αγuγnan−1bn + βγu
γ
nanbn−1 + αβu
2γ
n
]
,
(4.2c)
respectively. Here, κ is an arbitrary nonzero constant and δjk is the Kronecker
delta;
∑
n log un and
∑
nwn are Casimir functions. Note that (4.1) (especially
with κ = 4) is a natural extension of the canonical Poisson bracket relations
for the Toda lattice written in Flaschka–Manakov variables [3–5].
We present a recursive method for constructing two infinite sets of con-
servation laws of the generalized Toda hierarchy; in the special case γ = δ,
the method allows us to generate the higher flows of the hierarchy with the
aid of the Poisson bracket relations (4.1).
First, we set
ψn
ψn+1
=:
β
λ
uδn+1Jn,
φn+1
ψn
=: Kn, (4.3)
and rewrite the two-component spectral problem (2.1) as the relations for Jn
and Kn:
Jn = 1 +
1
λ
(wn − γanbn) Jn +
γ + δ
λ
anKnJn +
αβ
λ2
uγ+δn Jn−1Jn, (4.4a)
Kn = bn +
β
λ
uδnKn−1Jn−1. (4.4b)
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Here, the condition β 6= 0 is assumed to derive (4.4a), but this assumption is
not essential and can in fact be removed. Using the relations (4.4) recursively,
we can express Jn and Kn as power series in 1/λ:
Jn =
∞∑
j=0
1
λj
J (j)n , Kn =
∞∑
j=0
1
λj
K(j)n .
More specifically, we have the following power series expansions:
Jn = 1 +
1
λ
(wn + δanbn) +
1
λ2
[
(wn + δanbn)
2 + (γ + δ)βuδnanbn−1 + αβu
γ+δ
n
]
+
1
λ3
{
(wn + δanbn)
[
(wn + δanbn)
2 + (γ + δ) βuδnanbn−1 + αβu
γ+δ
n
]
+ (γ + δ) βuδnanbn−1 (wn + δanbn)
+ (γ + δ) βuδn
[
βuδn−1anbn−2 + anbn−1 (wn−1 + δan−1bn−1)
]
+ αβuγ+δn (wn−1 + δan−1bn−1 + wn + δanbn)
}
+O
(
1
λ4
)
,
Kn = bn +
1
λ
βuδnbn−1 +
1
λ2
βuδn
[
βuδn−1bn−2 + bn−1 (wn−1 + δan−1bn−1)
]
+O
(
1
λ3
)
.
We consider the identity [30, 31]:[
log
(
ψn
ψn+1
)]
tj
+∆+n
[
ψn,tj
ψn
]
= 0, j = 0, 1, 2, (4.5)
where ∆+n is the forward difference operator (∆
+
n fn := fn+1 − fn); (4.5) can
be rewritten with the aid of (4.3) and (2.2a), (2.4a) or (2.6a) as the conser-
vation laws:
[δ log un+1 + log Jn]t0 = 0, (4.6a)
[δ log un+1 + log Jn]t1 +∆
+
n
[
αβ
λ
uγ+δn Jn−1 +
λ
Jn
+ wn
]
= 0, (4.6b)
[δ log un+1 + log Jn]t2 +∆
+
n
[
−
αβγ
λ
uγ+δn Jn−1 +
δλ
Jn
+ γδanbn
]
= 0. (4.6c)
Substituting the power series expansion for Jn into (4.6) and equating the
coefficients of different powers of 1/λ on the left-hand side to zero, we obtain
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an infinite set of conservation laws for the first three flows of the generalized
Toda hierarchy. Note that δ log un+1 + log Jn is a generating function of the
conserved densities; the first four conserved densities obtained in this manner
are
I(0)n = log un,
I(1)n = wn + δanbn,
I(2)n =
1
2
(wn + δanbn)
2 + (γ + δ)βuδnanbn−1 + αβu
γ+δ
n ,
I(3)n =
[
(γ + δ)βuδnanbn−1 + αβu
γ+δ
n
]
(wn + δanbn + wn−1 + δan−1bn−1)
+ (γ + δ)β2uδnu
δ
n−1anbn−2 +
1
3
(wn + δanbn)
3 .
Second, we set
ψn
ψn−1
=:
α
λ
uγnJn,
φn
ψn
=: Kn, (4.7)
and rewrite the two-component spectral problem (2.1) as the relations for Jn
and Kn:
Jn = 1 +
1
λ
(wn + δanbn)Jn +
γ + δ
λ
anKnJn +
αβ
λ2
uγ+δn+1Jn+1Jn, (4.8a)
Kn = −bn +
α
λ
uγn+1Kn+1Jn+1. (4.8b)
Here, the condition α 6= 0 is assumed to derive (4.8a), but this assumption is
not essential and can in fact be removed. Using the relations (4.8) recursively,
we can express Jn and Kn as power series in 1/λ:
Jn =
∞∑
j=0
1
λj
J (j)n , Kn =
∞∑
j=0
1
λj
K(j)n .
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More specifically, we have the following power series expansions:
Jn = 1 +
1
λ
(wn − γanbn) +
1
λ2
[
(wn − γanbn)
2 − (γ + δ)αuγn+1anbn+1 + αβu
γ+δ
n+1
]
+
1
λ3
{
(wn − γanbn)
[
(wn − γanbn)
2 − (γ + δ)αuγn+1anbn+1 + αβu
γ+δ
n+1
]
− (γ + δ)αuγn+1anbn+1 (wn − γanbn)
− (γ + δ)αuγn+1
[
αuγn+2anbn+2 + anbn+1 (wn+1 − γan+1bn+1)
]
+ αβuγ+δn+1 (wn+1 − γan+1bn+1 + wn − γanbn)
}
+O
(
1
λ4
)
,
Kn = −bn −
1
λ
αuγn+1bn+1 −
1
λ2
αuγn+1
[
αuγn+2bn+2 + bn+1 (wn+1 − γan+1bn+1)
]
+O
(
1
λ3
)
.
We consider the identity [30, 31]:[
log
(
ψn
ψn−1
)]
tj
−∆+n
[
ψn−1,tj
ψn−1
]
= 0, j = 0, 1, 2, (4.9)
where ∆+n is the forward difference operator; (4.9) can be rewritten with the
aid of (4.7) and (2.2a), (2.4a) or (2.6a) as the conservation laws:
[γ log un + logJn]t0 = 0, (4.10a)
[γ log un + logJn]t1 −∆
+
n
[
λ
Jn−1
+
αβ
λ
uγ+δn Jn + wn−1
]
= 0, (4.10b)
[γ log un + logJn]t2 −∆
+
n
[
−
γλ
Jn−1
+
αβδ
λ
uγ+δn Jn + γδan−1bn−1
]
= 0.
(4.10c)
Substituting the power series expansion for Jn into (4.10) and equating the
coefficients of different powers of 1/λ on the left-hand side to zero, we obtain
an infinite set of conservation laws for the first three flows of the generalized
Toda hierarchy. Note that γ log un + logJn is a generating function of the
conserved densities; the first four conserved densities obtained in this manner
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are
I(0)n = log un,
I(1)n = wn − γanbn,
I(2)n =
1
2
(wn − γanbn)
2 − (γ + δ)αuγn+1anbn+1 + αβu
γ+δ
n+1,
I(3)n =
[
− (γ + δ)αuγn+1anbn+1 + αβu
γ+δ
n+1
]
(wn − γanbn + wn+1 − γan+1bn+1)
− (γ + δ)α2uγn+1u
γ
n+2anbn+2 +
1
3
(wn − γanbn)
3 .
Thus, two infinite sets of conservation laws for the generalized Toda hi-
erarchy can be obtained. We consider linear combinations of the conserved
densities as
1
γ + δ
(
I(1)n − I
(1)
n
)
= anbn, (4.11a)
1
γ + δ
(
γI(1)n + δI
(1)
n
)
= wn,
1
γ + δ
(
I(2)n − I
(2)
n
)
≡ wnanbn −
1
2
(γ − δ) (anbn)
2 + αuγnan−1bn + βu
δ
nanbn−1,
(4.11b)
1
γ + δ
(
γI(2)n + δI
(2)
n
)
≡
1
2
w2n +
1
2
γδ (anbn)
2 − αδuγnan−1bn + βγu
δ
nanbn−1 + αβu
γ+δ
n ,
(4.11c)
1
γ + δ
(
I(3)n − I
(3)
n
)
≡ w2nanbn − (γ − δ)wn (anbn)
2 +
1
3
(
γ2 − γδ + δ2
)
(anbn)
3
+ αuγn+1anbn+1 (wn − γanbn + wn+1 − γan+1bn+1)
+ βuδnanbn−1 (wn−1 + δan−1bn−1 + wn + δanbn)
+ α2uγn+1u
γ
n+2anbn+2 + β
2uδnu
δ
n−1anbn−2 + αβu
γ+δ
n (an−1bn−1 + anbn) ,
(4.11d)
1
γ + δ
(
γI(3)n + δI
(3)
n
)
≡
1
3
w3n + γδwn (anbn)
2 −
1
3
γδ (γ − δ) (anbn)
3
− αδuγn+1anbn+1 (wn − γanbn + wn+1 − γan+1bn+1)
+ βγuδnanbn−1 (wn−1 + δan−1bn−1 + wn + δanbn)
− α2δuγn+1u
γ
n+2anbn+2 + β
2γuδnu
δ
n−1anbn−2 + αβu
γ+δ
n (wn−1 + wn) .
(4.11e)
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Here, the symbol ‘≡’ indicates equivalence up to a total difference, i.e.,
fn ≡ gn means that there exists a local function hn such that fn − gn =∆
+
nhn;
thus, fn ≡ gn implies
∑
n fn =
∑
n gn under appropriate boundary condi-
tions.
In the special case γ = δ, (4.11a), (4.11b) and (4.11c) correspond to the
Hamiltonian densities in (4.2), and (4.11d) and (4.11e) with the aid of the
Poisson bracket relations (4.1) generate the third and fourth flows of the
generalized Toda hierarchy. The third and fourth flows in the case γ 6= δ
can be obtained by applying a transformation like the one considered in
subsection 2.3.
5 Concluding remarks
In this paper, we proposed a new integrable generalization of the Toda lattice
hierarchy, which can be regarded as a discrete analog of the generalization
of the KdV hierarchy to the Yajima–Oikawa hierarchy [9, 10]. The gen-
eralized Toda hierarchy admits a Lax-pair representation and two infinite
sets of conservation laws. The spatial part of the Lax-pair representation
for the generalized Toda hierarchy is given by (2.1), which provides an in-
teresting extension of the eigenvalue problem for the Jacobi operator. The
generalized Toda hierarchy involves arbitrary parameters α, β, γ and δ and
newly introduced dependent variables an and bn; with a suitable choice of the
parameters, the generalized Toda hierarchy possesses a simple Hamiltonian
structure (cf. the Poisson bracket relations (4.1)) and an and bn can be related
by the complex conjugation reduction. Then, the first flow of the generalized
Toda hierarchy (cf. (2.10)) can be reduced to the Yajima–Oikawa system in a
continuous limit, while the second flow (cf. (2.11)) provides a generalization
of the Toda lattice in Flaschka–Manakov variables (1.2); it is also possible
to consider the general case where the newly introduced dependent variables
are vector-valued functions (cf. (2.12) and (2.13)). Note that the general-
ized Toda hierarchy is different from, and apparently has no relation to, the
discrete Yajima–Oikawa hierarchy recently studied in [11, 13] (also see [12]
for a (2 + 1)-dimensional version [23, 32, 33] of the discrete Yajima–Oikawa
system).
For some special choices of the parameters, (a suitable linear combination
of) the first and second flows of the generalized Toda hierarchy can be reduced
to the elementary flows of two discrete nonlinear Schro¨dinger hierarchies: the
Ablowitz–Ladik hierarchy [14] and the Konopelchenko–Chudnovsky hierar-
chy [15–17]. For another special choice of the parameters, the first and second
flows of the generalized Toda hierarchy can be linearized by a change of vari-
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ables.
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