We study completions of the group algebra of a finitely generated group and relate nuclearity of such a completion to growth properties of the group. This extends previous work of Jolissaint on nuclearity of rapidly decreasing functions on a finitely generated group to more general weights than polynomial decrease. The new group algebras and their duals are studied in detail and compared to other approaches. As application we discuss the convergence of the complete growth function introduced by Grigorchuk and Nagnibeda. * mcahen@ulb.ac.be
Introduction
In [6, 7] Jolissaint introduced and studied a completion of the group algebra of a finitely generated group resembling the construction of the Schwartz space of rapidly decreasing functions: the coefficients decay faster than every polynomial in the length of the group element, where one has to choose a length functional for the group, e.g. based on the choice of finitely many generators. This algebra turned out to be an extremely useful tool to investigate other completions of the group algebra like the (reduced) C * -group algebra. Among many other results Jolissaint showed that the Fréchet space of such rapidly decreasing functions is nuclear iff the group has polynomial growth.
In this paper we generalize Jolissaint's constructions and results by taking into account more general types of decays for the coefficients in the group algebra.
To this end we consider growth functions σ on the integers which are either sub-multiplicative or almost sub-multiplicative (in the sense of (3.6)). In both cases we define, for a given choice of a length functional L on the group and a parameter R ≥ 0, a weighted ℓ 1 -norm
. The system of all such norms for R ∈ [0, ∞) yield an algebra topology on the group algebra [G] which turns out to be independent of L. The completion is shown to be a Fréchet-Hopf * -algebra A σ (G). We characterize the nuclearity of the completion A σ (G) by comparing the growth of σ to the growth of the group: we have nuclearity iff σ grows at least as fast as the group (in the sense of (3.8)). The basic idea of the proof is to realize the algebra A σ (G) as a certain Köthe space such that one can apply the easy Grothendieck-Pietsch criterion for nuclearity. We also characterize the dual and its rich bimodule structure quite explicitly and give as a first application convergence results for the complete growth function, introduced by Grigorchuk and Nagnibeda in [4] , as an element of the dual: again, we get convergence and thus a holomorphic complete growth function iff the growth of σ is at least as fast as the one of the group.
The paper is organized as follows: in Section 2 we explain our notation and recall some basic facts on finitely generated groups to set-up the stage. In section 3 we specify the kind of growth functions which we are going to use and discuss many examples. The general construction of the norms and completions of the group algebra is presented in Section 4. In Section 5 we compare our construction to yet another version from [1] ; understanding the construction presented there was one of the motivations to start the present work. Section 6 contains the main result on the nuclearity as well as a discussion of the canonical Schauder basis of A σ (G). The dual and its inductive limit topology are described in Section 7. Section 8 contains a detailed analysis of sub-bimodules of the dual which can be seen as analogs of spaces of continuous functions vanishing (in a weighted sense) at infinity. Finally, we prove the convergence statements for the complete growth function in Section 9. In a small appendix we collect some background material in locally convex analysis of sequence spaces. Acknowledgements: This research was partially supported by the IAP programme "Dygest" of the Belgium Science Policy Office.
Notation and Preliminaries
In this section we will recall some basic notions from the theory of discrete groups and their group algebras. Let G be a discrete group, i.e. we consider the group as a discrete topological space and hence as a topological group. Later on, we will be interested in finitely generated groups, but for the time being, this is not yet important. We consider the group algebra [G] defined to be the complex vector space spanned by the set G and endowed with the multiplication inherited from G. where only finitely many of the coefficients a g and b h are different from zero. We denote the coefficient functionals by δ g : [G] ∋ a → a g ∈ . The product (2.1) makes the group algebra [G] a unital associative algebra where the unit element is given by the group unit, i.e. by e e . Moreover, [G] becomes a cocommutative Hopf * -algebra by the following structure maps: the * -involution is given by a * = g∈G a g e g −1 , the antipode is S(a) = g∈G a g e g −1 , the counit is ǫ(a) = g∈G a g , and the coproduct is ∆(a) = g∈G a g e g ⊗ e g . The group-like elements of [G] with respect to this coproduct are then precisely the group elements, i.e. the basis vectors e g for g ∈ G. Note that the tensor product [G]⊗ [G] is canonically isomorphic as algebra to [G × G] where G × G is endowed with the product group structure.
In the following it will be advantageous to consider also the formal power series in G which we denote by [[G] ]: this is the vector space of formal series a = g∈G a g e g where now a g is unrestricted. Then [ [G] ] is no longer an algebra but the multiplication (2.1) extends to a bimodule structure for This defines a formal series ϕ = g∈G ϕ g e g such that for all a ∈ [G] one has 
is now an isomorphism of bimodules, where we use the canonical bimodule structures for both sides.
Note that the use of the antipode is crucial here. As a consequence, we can embed the group algebra
In the following we want to study completions of [G] with respect to various topologies. The easiest case is well-known and given by the ℓ 1 -like group algebra: we want to extend the counit ǫ to an as large as possible subspace of [[G] ] such that the formula ǫ(a) = g∈G a g still makes sense. Since we do not require a specific order of summation, we have either unconditional convergence or divergence: but in unconditional convergence is the same as absolute convergence. Moreover, we know that at most countably many contributions can be different from zero. This motivates the following definition: for a ∈ [[G]] one defines
and sets
Then it is easy to see that · ℓ 1 (G) is a norm on ℓ 1 (G) turning it into a Banach space with [G] being a dense subspace. Moreover, |ǫ(a)| ≤ a ℓ 1 (G) shows that ǫ is a continuous linear functional on ℓ 1 (G). The space ℓ 1 (G) is optimal with respect to this property: it is the largest subspace to which ǫ can be extended by means of the convergent series. The basis vectors e g of [G] constitute an absolute Schauder basis of ℓ 1 (G), i.e. the coefficient functionals δ g are continuous and a = g∈G δ g (a)e g converges absolutely for all a ∈ ℓ 1 (G) such that g∈G |δ g (a)| e g ℓ 1 (G) can be estimated by the norm: it simply coincides with a ℓ 1 (G) . Note that for a ∈ ℓ 1 (G) at most countably many coefficients δ g (a) = a g are different from zero.
The remaining algebraic features of [G] extend continuously to ℓ 1 (G): the product is continuous making ℓ 1 (G) a Banach algebra, the * -involution as well as the antipode are continuous with operator norm 1, and the coproduct extends to ℓ 1 (G) taking now values in
here we have to use the completed projective tensor product of the Banach space ℓ 1 (G) with itself and we identified the ℓ 1 -norm on [G × G] with the tensor products of the ℓ 1 -norms according to Lemma A.1. Then we have the equality ∆(a) ℓ 1 (G×G) = a ℓ 1 (G) for all a ∈ ℓ 1 (G), which proves the continuity of ∆. This way we obtain a Banach-Hopf * -algebra ℓ 1 (G). It is now fairly easy to see that also in this completion the group-like elements are simply given by the basis vectors {e g } g∈G as before. Thus also ℓ 1 (G) allows to recover G as a group.
Growth Functions
In this section we recall the basic properties of the word length in a finitely generated group and the resulting surface and volume growth properties, see e.g. [2, Chap. VI]. Moreover, we will give a class of growth functions to which we want to compare the growth properties of a finitely generated group.
Let G be a finitely generated group with a finite set S of generators. The choice of S then gives a word length L : G −→ AE 0 by taking the minimal number L(g) of generators needed to write g ∈ G as a product of generators. By convention, L(e) = 0 for the group unit e ∈ G and we assume that
for all g, h ∈ G. These properties allow to define a word metric d :
for g, h ∈ G. If L ′ is another word length functional corresponding to a different set of generators S ′ then we have constants c, c
This implies that the two word metrics give the same coarse geometry: we have estimates d(g, h) ≤ cd ′ (g, h) and
Using the word length one defines the surface growth and the volume growth of the group G by
where we suppress the dependence on L in the notation. We have σ G (n) ≤ β G (n) and β G (n) grows at most exponentially in n. Since we assume G to be infinite, we have σ G (n) ≥ 1 for all n and β G is strictly increasing. In particular β G (n) > n. Moreover, we have the following crucial properties
for all n, m ∈ AE 0 .
We shall now generalize the properties of the functions σ G and β G in order to find a class of functions to which we can compare them. Here we will not use the standard way of comparing growth functions, as this is usually done in geometric group theory, see [2, Chap. VI]. Instead, we will need a slightly coarser notion.
There are two aspects of importance here: the surface growth as well as the volume growth are submultiplicative. The volume growth is also monotonic. In general, we call a map σ :
for all n, m ∈ AE 0 and almost submultiplicative if for every ǫ > 0 there is a constant c > 0 such that
for all n, m ≥ AE 0 . By induction, we conclude that for an almost submultiplicative map σ we get for every ǫ > 0 and every m ∈ AE a constant c ǫ,m > 0 with
for all n ≥ 0. The almost submultiplicative functions will allow for a slightly greater flexibility later on. Clearly, a submultiplicative function is also almost submultiplicative. It will be important to consider only functions σ which are non-zero everywhere. Moreover, we will need that σ is monotonic: here we use monotonic in the sense of σ(n) ≤ σ(n + 1) and emphasize the strict monotonic case σ(n) < σ(n + 1) whenever it is actually needed. Later on, we will add some additional conditions concerning the speed how fast σ diverges to +∞ for large arguments.
Example 3.2 (Growth functions)
The following examples of growth functions will be of particular importance in this work: i.) The volume growth β G of a finitely generated infinite group is a growth function which increases even strictly monotonically. Moreover, this growth function is submultiplicative. While the surface growth σ G is submultiplicative, it will not be a growth function in general, since there is no need for σ G to be unbounded: e.g. for G = ( , +) the surface growth with respect to the standard generators S = {1, −1} is constant σ (n) = 2.
ii.) If σ and τ are growth functions, then xσ + yτ is a growth function for all x, y ≥ 1. Moreover, στ and σ d for d > 0 are growth functions. iii.) The map σ(n) = 1 + n is a submultiplicative growth function, called the linear growth function.
Note that we use 1 + n in order to have non-zero values everywhere. Also σ(n) = a d n d + · · · + a 1 n + 1 is a growth function whenever a d , . . . , a 1 ≥ 0 and a d > 0, which we call a polynomial growth of degree d.
iv.) Let 0 < θ ≤ 1 then σ(n) = exp(n θ ) is a submultiplicative growth function. This is called the exponential growth for θ = 1 and a sub-exponential growth for θ < 1.
v.) The factorial σ(n) = n! is a growth function, called the factorial growth. In fact, it is not submultiplicative but almost submultiplicative: this follows since a binomial coefficient can always be dominated by an arbitrarily small power of a factorial. In fact, for all ǫ > 0 we have
where c ǫ is chosen by e.g. c ǫ = sup n,m
vi.) With the convention x! = Γ(x + 1) for x ∈ Ê, we can obtain a growth function for every 0 < θ ≤ 1 by setting σ(n) = (n θ )!. Since the Γ-function is (strictly) monotonically increasing for arguments x ≥ 2, we obtain a strictly increasing growth function. We call these growth functions sub-factorial.
submultiplicative then σ • τ is submultiplicative again. If σ was only almost submultiplicative, then σ •τ is almost submultiplicative again. It follows that σ from the previous part is an almost submultiplicative growth function for all 0 < θ ≤ 1. This can of course be checked directly as well. In fact, these (sub-) factorial growth functions constitute one of our main motivations.
We need to establish a reasonable notion of equivalence which measures the type of growth of σ. Thus let σ, σ ′ : AE 0 −→ [1, ∞) be two maps. We define now a relation by σ σ ′ if there are
for all n ∈ AE 0 . Though we are mainly interested in growth functions, we will use this relation also for non-monotonic functions.
It is now easy to see that this gives a transitive and reflexive relation. We will call two functions σ and σ ′ equivalent if we have σ σ ′ and σ ′ σ. In this case we write σ ∼ σ ′ . Note that our notion of equivalence and is slightly coarser than the usual notion employed in geometric group theory, see [2, Chap. VI]. In fact, we get back to the more common notion if we allow only for k = 1 in (3.8). However, it will be important to work with this less restrictive notion to compare growth functions. In particular, we always have
It is now easy to see that the relation is compatible with pointwise convex combinations, products, and powers, i.e. we have for σ τ and σ ′ τ ′ and a, b, d ≥ 1 also
Quite different from the usual notion for comparing growth functions, the relation is in-sensitive to different polynomial growths: Lemma 3.3 Let σ be a growth function which grows at least as (1+n) θ for some θ > 0, i.e. for which we have (1 + n) θ σ. Then for all polynomial growth functions p we have pσ ∼ σ. In particular, all polynomial growth functions are equivalent.
Proof: This is just a repeated application of (3.10).
On the other hand, the equivalence relation ∼ is sensitive to different types of super-polynomial growths. In particular, for all 0 < θ < θ ′ we have for every polynomial growth p
without having equivalence. Moreover, in between the different types of sub-exponential growths we have the sub-factorial ones
for 0 < θ < θ ′ , again without having equivalence. This gives us a wealth of inequivalent growth functions, both for the submultiplicative and the almost submultiplicative case. Finally, we recall that a submultiplicative map grows at most exponentially, i.e. we have σ(n) ≤ c n with c = max{σ(0), σ(1)}. An almost submultiplicative map can grow faster than exponentially like e.g. σ(n) = n!. However, also the growth of an almost submultiplicative map is bounded e.g. by σ(n) ≤ c 2 n for some suitable c > 0.
The General Construction
In this section we present the main construction of various other group algebras for G based on the following simple idea: the ℓ 1 -completion is the largest possible completion to have the counit well-defined by means of the series expression. Hence we are looking now for finer topologies than the ℓ 1 -topology which will still give us the structure of locally convex algebras and, hopefully, Hopf algebras. The topologies will be determined by means of seminorms which are analogs of the ℓ 1 -norm but involve now different weights for each basis vector e g instead of the uniform counting measure.
The main idea is to find weights depending on the word length of the group element in such a way that we get seminorms allowing for a continuous multiplication. To guarantee a continuous product we use a submultiplicative or an almost submultiplicative growth function σ. We fix a set of generators with corresponding word length L on G. Moreover, we consider R ≥ 0 and set
is a continuous inclusion. Note that the property σ ≥ 1 for a growth function becomes crucial here. For R = 0 we have equality of the norms and hence of the Banach spaces. Similarly, for R ≥ R ′ we have
Finally, it is clear that the * -involution, the counit, and the antipode are continuous with respect to the norms · L,σ,R for all choices of σ and R as above
The continuity of the product is slightly more tricky: here we need to use the (almost) submultiplicativity of σ:
Lemma 4.1 Let σ be a growth function and let R ≥ 0.
Proof: The proof consist in a straightforward estimate using σ(
)) and the (almost) submultiplicativity of σ.
It follows that in the almost submultiplicative case we do not get a normed algebra. However, there is a rather easy way out: we have to pass to a suitable projective limit which is possible thanks to the continuous inclusions 5) and equip it with the projective limit topology: more explicitly, this is determined by all the norms · L,σ,R−ǫ for 0 < ǫ ≤ R. Since then for all δ > 0 we find an 0 < ǫ < δ and a constant c > 0 with
we conclude that the product is continuous in the projective limit topology. Moreover, the estimate from (4.4) shows that countably many of the seminorms are sufficient to determine the topology:
For an almost submultiplicative growth function σ and R > 0 the space ℓ 1 L,σ,R − (G) is a unital Fréchet * -algebra with [G] being a dense subalgebra. We have continuous inclusions
The counit ǫ and the antipode S are continuous. We come now to the question whether the coproduct is still continuous to make these new algebras also Banach-Hopf or Fréchet-Hopf algebras. Here things turn out to be slightly more complicated. As before we use the tensor product of the norm · L,σ,R with itself to get a norm on
for all a ∈ [G]. Thus the coproduct extends to a continuous linear map 8) but in general it will not be continuous for the (strictly) finer topology determined by the norm · L,σ,R on the target side. Hence ℓ 1 L,σ,R (G) will not be a Banach-Hopf algebra unless R = 0. Nevertheless, the estimate (equality) in (4.8) gives a hint how to establish the continuity: we have to take again a projective limit, now R −→ ∞, in order to have all seminorms · L,σ,R at our disposal. Definition 4.3 (The algebra A σ ) Let σ be an almost submultiplicative growth function. Then we define
equipped with the projective locally convex topology of all the seminorms · L,σ,R .
We will now investigate some first properties of A σ (G). The most important is that even though the individual spaces ℓ 1 L,σ,R (G) depend on the choice of the set of generators and hence on L, this dependence disappears for A σ : suppose that L ′ is another word length obtained from a different set of generators. Then we have σ(mn) ≤ σ(n) m for all n ∈ AE 0 in the case σ is submultiplicative.
For an almost submultiplicative σ we get for all ǫ > 0 a constant c > 0 depending on m with σ(mn) ≤ cσ(n) m+ǫ for all n ∈ AE 0 . In the submultiplicative case this gives
where we used the monotonicity of σ and the constant c from L(g) ≤ cL ′ (g). Using (3.7), in the almost submultiplicative case we get for all ǫ > 0 another constant c ′ > 0 with
In both cases we can get the following statement for the projective limit R −→ ∞:
Proposition 4.4 Let σ be an almost submultiplicative growth function. i.) The projective limit A σ (G) of the Banach spaces ℓ 1 L,σ,R (G) is independent of the chosen word length L.
ii.) The group algebra [G] is dense in A σ (G) and all algebraic structures are continuous yielding a Fréchet-Hopf * -algebra structure on A σ (G).
iii.) If σ is submultiplicative then A σ (G) is a locally multiplicatively convex algebra: the norms · L,σ,R are submultiplicative.
Note that in the almost submultiplicative case the norms · L,σ,R are not submultiplicative. In both cases, passing to the projective limit solved two problems at once: we get a continuous coproduct and independence on the choice of the word length.
Since we know that A σ (G) is actually independent of the choice of generators we can easily discuss the relation with group morphisms. Let G ′ be another finitely generated group and let φ : G −→ G ′ be a group morphism. We can then extend φ to a linear map φ :
(4.12)
Restricted to [G] this extension takes values in [G
and yields a Hopf * -algebra morphism. If S is a set of generators of G as above we get a word length L and we get a set φ(S) ⊆ G ′ which we can extend to a set of generators S ′ of G ′ . This gives a word length L ′ for G ′ which satisfies
From this the monotonicity of σ implies immediately the estimate
In particular, restricted to the Banach spaces ℓ 1 L,σ,R (G) and ℓ 1 L ′ ,σ,R (G) the map φ is a continuous linear operator with operator norm 1 since on the group units we get φ(e e ) L ′ ,σ,R = 1 = e e L,σ,R . From this we get the following functoriality of the construction of the algebra A σ (G):
Theorem 4.5 (The algebra A σ (G)) Let σ be an almost submultiplicative growth function. Then assigning A σ (G) to a finitely generated group G gives a covariant functor from the category of finitely generated groups to the category of Fréchet-Hopf * -algebras, where on morphisms we use the continuous extension as above. If in addition σ is submultiplicative, then A σ (G) is in addition locally multiplicatively convex.
Proof: The functoriality is clear and the remaining parts have been shown already.
Remark 4.6
The submultiplicative case is of course nicer as here we have the entire holomorphic calculus of locally multiplicatively convex algebras at hand, see e.g. [9] . In the almost submultiplicative case this is not true in general. In both situations we have many examples thanks to Example 3.2.
Since A σ (G) ⊆ ℓ 1 (G) is a Hopf subalgebra containing [G], the group-like elements of A σ (G) are again just the basis vectors {e g } g∈G .
Comparison with Previous Results
In this section we relate our general construction of a Fréchet-Hopf * -algebra completion of the algebraic group algebra [G] to some previous and well-known constructions.
In [6, 7] the polynomial growth version was studied. In our notation this corresponds to the algebra A σ (G) with σ being the linear growth σ(n) = 1 + n or any other non-constant polynomial according to Lemma 3.3: the topology of A σ will not depend on the particular choice of σ as long as it is polynomial as we shall see Proposition 6.2 in some larger generality. Jolissaint then studied many properties of A σ (G) and its completion including many applications to C * -algebraic versions of the group algebra.
In [1] a general construction of seminorms for an algebra with countable vector space basis was proposed and exemplified. Among many other examples, the group algebra of a finitely generated group was discussed. We want to show that this construction fits into our general approach for a specific choice of σ. In fact, understanding the quite mysterious recursion scheme of [1] better was one of the motivations for the present paper.
Let us briefly recall the construction from [1] : first we choose a function c : G −→ Ê + with c(g) = c(g −1 ). Then out of this function one defines recursively the numbers h 0,0,g (a) = |a g |c(g) and
for m ∈ AE, ℓ = 0, . . . , 2 m − 1 and k ∈ G. Then the quantities
turn out to be seminorms which make the product of [G] continuous provided one can guarantee that a m,ℓ,g < ∞ is finite at all: this will depend on the choice of the scaling function c. While there are also other possibilities, one successful choice in [1] was to consider c(g) = (L(g)!) ρ for a fixed value ρ > 0. Then the countable collection (5.2) of seminorms make the group algebra a locally convex algebra which has a Fréchet algebra completion denoted by A L,ρ (G). To relate the two topology we first show the following estimate:
Lemma 5.1 Let σ(n) = n! be the factorial growth and let R, ρ > 0 be fixed. For a ∈ [G] one has:
ii.) For large enough m there is a constant c > 0 such that a L,σ,R ≤ c a m,0,e provided R < ρ.
iii.) For all m ∈ AE 0 and for all 0 < ǫ < 4 −m ρ there exists a constant c m,ǫ such that for all
Proof: The first claim is [1, Lem. 3.11] and follows directly from the definition and a little induction on m. For the second, we estimate
by the first part. Taking m large enough, R − ρ(1 − 2 −m ) becomes negative. But a negative power of the function g → L(g)! is always summable over G, yielding the constant c we need. For the third part we clearly find c 0,ǫ with the desired property. Thus we prove the estimate by induction on m.
We have for 0 < ǫ < 4 −m−1 ρ < 4 −m ρ and hence
where we distinguish the following three cases for g ∈ G in the summation:
using first the substitution h = g −1 k and then the standard estimate for a binomial coefficient. Now the last sum converges as we have a positive power of the factorial of the length in the denominator by assumption. This gives a constant independent of k while the first terms can be estimated by another constant times (L(k)!) 4 m+1 ǫ . For the second we have
independently of k since still ρ − 4 m 2ǫ > 0. Thus the second contribution can be estimated by a constant times (L(k)!) 4 m+1 ǫ directly. For the third contribution we get
again by the usual estimate of the binomial coefficient. Now the condition L(g) ≤ L(k) in (3) gives at most (2N ) L(k) terms and hence the whole sum grows at most exponentially in L(k). Thus we can also estimate this last contribution by a constant times (L(k)!) 4 m+1 ǫ . Putting everything together gives the third claim.
Proposition 5.2 Let ρ > 0 and let σ(n) = n! be the factorial growth. For the algebra
Proof: Indeed, the mutual estimates from Lemma 5.1, ii.) and iii.), directly show that the two locally convex topologies on [G] coincide. Hence the corresponding completions coincide as well.
This finally puts the rather ad-hoc and mysterious construction of [1] into a larger context. It also emphasizes the importance of the factorial growth. Note that the algebra A L,ρ (G) will in general depend on the choice of the length functional L: only after the projective limit ρ −→ ∞ we get independence. Note also that [1] was a much more general construction leading to non-trivial results far beyond group algebras. In fact, the construction of a locally convex topology for star product algebras was the primary goal of that work.
Properties of A σ
In this section we shall investigate general properties of the functor A σ and the resulting algebras: we are interested in the role of σ, the nuclearity properties, and in the topological bases of the resulting algebras.
We begin with the dependence on σ. Here we first observe the following statement:
Lemma 6.1 Let σ σ ′ with constants c, k ≥ 1 as in (3.8). Without restriction we assume c, k ∈ AE.
i.) If σ and σ ′ are submultiplicative then for all R > 0 we have a L,σ,R ≤ c R a L,σ ′ ,ckR .
ii.) If σ and σ ′ are almost submultiplicative then we have for all R > 0 and ǫ > 0 a constant c ′ with
Proof: Let σ be almost submultiplicative and let c ǫ,c > 0 be such that σ(nm) ≤ c ǫ,c σ(n) m+ǫ , see (3.7). Then
Rescaling ǫ and renaming the constants gives the result for the almost submultiplicative case, the submultiplicative case is even easier.
This estimate for the norms gives immediately continuous inclusions
in the submultiplicative case and analogously
in the almost submultiplicative case. Since we are interested in the projective limit R −→ ∞, the differences between the submultiplicative and the almost submultiplicative case disappear and we get the following statement:
Proposition 6.2 Let σ and σ ′ be almost submultiplicative growth functions with σ σ ′ . Then we have the continuous inclusion A σ ′ (G) −→ A σ (G). In particular, for σ ∼ σ ′ we have
In a next step we consider the basis {e g } g∈G of the algebraic group algebra. This turns out to be an absolute Schauder basis of A σ (G): First we recall that the topology of A σ (G) is finer than the ℓ 1 -topology where we have constant weights in the definition of the ℓ 1 -norm instead of growing ones. Hence the evaluation functionals δ g : ℓ 1 (G) −→ restrict to continuous linear functionals on A σ (G). Moreover, we note that
for all g ∈ G by the very definition of the norms · L,σ,R .
Proposition 6.3 Let σ be an almost submultiplicative growth function. Then the vectors {e g } g∈G together with the evaluation functionals {δ g } g∈G form an absolute Schauder basis of A σ (G).
Proof: Let a ∈ A σ (G) and let · L,σ,R be one of the defining seminorms. Then we have
which is the estimate (even equality) we need to show that we have an absolute Schauder basis, see (A.4), since clearly a = g∈G a g e g converges (unconditionally) in the topology of A σ (G).
Remark 6.4
Having an absolute Schauder basis is a rather strong property of a locally convex space. It follows that it is a Köthe space, see e.g. [5, Sect. 1.7.F] or [8, §27] . In our case, the Köthe matrix of A σ (G) is given by the matrix
viewed as G × AE matrix. Many locally convex properties of A σ (G) are now encoded in this matrix.
We come now to the main property of A σ (G): nuclearity. Since we have a Fréchet topology, it is reasonable to ask whether it is nuclear or not.
Lemma 6.5 For a growth function σ with (1 + n) σ we have σ G σ iff β G σ.
Proof: Since σ G (n) ≤ β G (n), one direction is trivial. Thus let σ G σ and hence σ G (n) ≤ cσ(cn) k for some c, k ≥ 1. Then
from which we get β G (1 + n)σ But for (1 + n) σ we have (1 + n)σ σ 2 ∼ σ by (3.9) and (3.10).
It is quite reasonable to consider growth functions σ which grow at least polynomially: a finitely generated infinite group grows at least linearly. If (1 + n) σ we get
for some p ≥ 1 by using the very definition of the relation . For such growth functions, the following theorem gives a complete answer to the question of nuclearity:
Theorem 6.6 (Nuclearity of A σ (G)) Let (1 + n) σ be an almost submultiplicative growth function. Then A σ (G) is nuclear iff β G σ.
Proof: There are many ways to define nuclearity. Here we rely on the Grothendieck-Pietsch criterion for sequence spaces with absolute Schauder bases, see e.g. [8, Thm. 28 .15] or [10, Sect. 6.1]: since the topology is defined by means of weighted ℓ 1 -norms the Grothendieck-Pietsch criterion says that A σ (G) is nuclear iff for every continuous seminorm · L,σ,R we find another continuous seminorm · L,σ,R ′ from our defining system of seminorms such that the ratio
is summable over G. This is clearly equivalent to say that we find a ρ > 0 such that
is summable over G, by taking R ′ large enough. Now first we note that β G σ iff σ G σ by Lemma 6.5. Hence we can use the more adapted surface growth σ G instead. We first assume σ G σ and choose c, k > 0 with σ G (n) ≤ cσ(cn) k for all n ∈ AE 0 . Since σ is almost submultiplicative, we find for every ǫ > 0 a c ′ > 0 such that
according to (3.7) . If σ is even submultiplicative, it suffices to take ǫ = 0 and c ′ = 1. Since by assumption 1 σ ∈ ℓ p for some p ≥ 1, we can take ρ large enough to see that the right hand side is summable. This shows that A σ (G) is nuclear in this case. Conversely, assume σ G σ does not hold.
By taking c = 1 we find for all k ∈ AE an index n k such that σ G (n k ) > σ(n k ) k . Now fix ρ > 0 then for all k ≥ ρ we have a n k with σ G (n k ) > σ(n k ) ρ . Hence the quotient sequence σ G (n) σ(n) ρ can not be a zero sequence, let alone summable. Thus A σ (G) is not nuclear.
Remark 6.7
The condition σ G σ, which is equivalent to β G σ according to Lemma 6.5, can also be understood as follows: for an at least polynomially growing σ, we have σ G σ iff
for some p ≥ 1, where L is the word length and L * σ = σ • L is the pull-back.
Corollary 6.8 If σ is an almost submultiplicative growth growing at least exponentially, then A σ (G) is always nuclear.
Corollary 6.9 If G is a group with polynomial growth then A σ (G) is always nuclear.
The following particular case was treated by Jolissaint [7, Thm. 3 
.1.7]:
Corollary 6.10 Let σ be the polynomial growth. Then A σ (G) is nuclear iff G has polynomial growth.
Yet another aspect of the condition β G σ is the following: in our definition of the norm · L,σ,R we have chosen a ℓ 1 -version since this will yield good algebraic properties. However, for many other reasons other ℓ p -version might be useful as well: the p = ∞ case will be needed for the dual in the next section, the ℓ 2 -version has important applications when it comes to comparison with C * -algebraic versions of the group algebra as discussed e.g. in [6] . For p ≥ 1 as well as for p = ∞ we define
Clearly, we obtain Banach spaces and continuous inclusions
for p ≤ q according to the obvious norm estimates
In general, all these topologies will be quite different. However, the nuclearity condition β G σ helps to simplify their mutual relations drastically:
Proposition 6.11 Let σ be an almost submultiplicative growth function with β G σ. Then for every R ≥ 0 there exists a R ′ > R and a constant c such that
Proof: This is essentially the same argument as needed for Theorem 6.
as an inequality in [0, +∞]. If β G σ we know that for large enough R ′ the remaining series becomes finite, hence giving the constant c needed for (6.12).
Together with (6.11) it follows that in the projective limit R −→ ∞ it is irrelevant which ℓ p -version we use to define the topology on A σ (G): all yield the same nuclear Fréchet topology.
The Dual
In this section we shall investigate the dual of A σ (G) and determine some of its basic properties. Since we have an (absolute) Schauder basis, the dual can be described by the standard techniques for Köthe spaces. The basic idea is to determine the duals of the spaces ℓ 1 L,σ,R (G) and pass to the projective limit afterwards: under lucky circumstances this will be an inductive limit for the duals.
If Φ : A σ (G) −→ is a continuous linear functional, then it is uniquely determined by its values on the absolute Schauder basis {e g } g∈G . Hence on a ∈ [G] ⊆ A σ (G) it is given by the pairing Φ(a) = ϕ, a with a unique ϕ ∈ [[G]]. However, not all ϕ give a continuous extension of the pairing to a continuous linear functional on the whole algebra A σ (G). Here we need to estimate the growth of the coefficients by means of the weighted supremum norm
Note that we need to take a negative value −R ≤ 0 of the parameter in the definition of the supremum norm (6.8) .
From the general statements in Appendix A we know that ℓ ∞ L,σ,−R (G) is isomorphic to the topological dual of the Banach space ℓ 1 L,σ,R (G). We shall now make this isomorphism explicit such that the bimodule structure is continuous as well. To this end, we first note that the antipode S is a continuous operator on ℓ ∞ L,σ,−R (G). In fact, we have
The continuity of the bimodule structure is controlled by the following estimates, which we have to formulate for the submultiplicative and the almost submultiplicative case separately:
i.) For a submultiplicative growth function σ we have
3)
The same estimate holds for (ba) h .
ii.) For an almost submultiplicative growth function σ we have for all ǫ > 0 a constant c > 0 such that
Proof:
We prove the second statement, the first is analogous but simpler. We fix ǫ > 0 and choose
Since this can be done for all ǫ > 0, a simple rescaling gives (7.4).
Remarkably, for h = e the estimate (7.4) can be improved to
also for the almost submultiplicative case by a direct estimate. For general h however, we get only the weaker estimate from (7.4). Based on these estimates the following proposition is now a simple consequence of the algebraic properties of the trace functional tr outlined in Section 2.
Proposition 7.2 Let R ≥ 0 and let σ be an almost submultiplicative growth function. Then the map
is an isometric isomorphism of Banach spaces.
Proof: From the general results on the dual of weighted ℓ 1 -spaces as in the Appendix A and the algebraic considerations from Section 2 this follows now from the estimate in (7.5).
While (7.6) is always an isomorphism of Banach spaces, the situation for the bimodule structures is slightly more complicated. Here we have to distinguish the submultiplicative and the almost submultiplicative case. For a submultiplicative σ we know that ℓ 1 L,σ,R (G) is a Banach algebra and hence its dual is a Banach bimodule over it in a canonical way. For the almost submultiplicative case we first have to pass from ℓ 1 L,σ,R (G) to the projective limit ℓ 1 L,σ,R − (G) in order to get an algebra at all. Ultimately, we want to consider R −→ ∞ for both cases.
To this end we compare the different ℓ ∞ -norms: obviously we have
for R ≥ R ′ ≥ 0. Moreover, for R = 0 we have the usual supremum norm. This results in continuous inclusions ℓ
Proposition 7.3 Let σ be a submultiplicative growth function and let R ≥ 0.
ii.) The bimodule structure of [[G] ] with respect to the group algebra [G] restricts to a continuous bimodule structure on ℓ ∞ L,σ,−R (G) with respect to the Banach algebra ℓ 1 L,σ,R (G).
is a continuous bimodule morphism. Proof: The first part is just Lemma 7.1. This implies the second part and hence the third part follows from the general algebraic considerations from Section 2.
Corollary 7.4 Let σ be a submultiplicative growth function. Then for all R ≥ 0 the algebra ℓ 1 L,σ,R (G) embeds as bimodule into its topological dual via (7.6) in a continuous way. 
. In a next step we pass to the projective limit A σ (G) of the algebras ℓ 1 L,σ,R (G) for R −→ ∞. First we note that the projective system is reduced, i.e. the projective limit A σ (G) is dense in all the spaces ℓ 1 L,σ,R (G): Lemma 7.5 Let σ be an almost submultiplicative growth function. Then the projective system of Banach spaces {ℓ 1 L,σ,R (G)} R≥0 is reduced.
It follows that the dual space of A σ (G) is given by the inductive limit of the dual spaces ℓ 1 L,σ,R (G) ′ as a vector space, i.e. we have
as vector spaces, see e.g. [3, §26, Satz 1.6]. Note however, without more detailed information this is just an isomorphism of vector spaces, the corresponding locally convex inductive limit of the right hand side can still be rather complicated. In order to determine the locally convex topology coming from this inductive limit structure, we need the following observation:
Lemma 7.6 Let σ be an almost submultiplicative growth function with β G σ. Then the projective system ℓ 1 L,σ,R (G)} R≥0 is nuclear and hence compact. Proof: This is essentially the Grothendieck-Pietsch criterion: we have to show that for every 
is a unit vector. The fact that ( * ) is nuclear is thus a consequence of the summability of the pre-factors for large enough R ′ − R, which is the case if σ G σ by the very argument used in the proof of Theorem 6.6. Finally, we use that a nuclear map is always compact.
For a compact and reduced projective system the algebraic identification (7.10) can be turned into a topological identification if one uses the strong topology on the dual, see [3, §26, Satz 2.4]:
Theorem 7.7 (The dual of A σ (G)) Let σ be an almost submultiplicative growth function with β G σ. Then the locally convex inductive limit topology on the inductive system {ℓ 1 L,σ,R (G) ′ } R≥0 yields the strong topology on the dual of A σ (G), i.e. we have
in the sense of the identification (7.10) with the strong topology on the dual.
Remark 7.8 Under the assumption β G σ, which we found already very useful in Theorem 6.6, we have on the one hand a rather easy description of the dual space of A σ (G) as vector space, namely the union of all the spaces ℓ ∞ L,σ,−R (G). Recall that the locally convex inductive limit topology is determined by all the seminorms p on R≥0 ℓ ∞ L,σ,−R (G) such that the restriction of p to any of the individual spaces ℓ ∞ L,σ,−R (G) is continuous. In general, it is quite hard to write down an explicit characterization of such seminorms. Nevertheless, the locally convex inductive limit topology has the nice universal property, that a linear map Φ :
is continuous. On the other hand, the strong topology on the dual A σ (G) is determined by the explicit seminorms p B (ϕ) = sup a∈B |ϕ(a)| where B ⊆ A σ (G) ranges over all bounded subsets of A σ (G). From the general theory we know that the strong topology is complete and not just sequentially complete (as e.g. the weak * topology). It is the combination of the two aspects which makes the dual of A σ (G) manageable. Note however, that the inductive limit in (7.10) will not be a strict inductive limit.
While in the Banach space situation the dual of an algebra carries a continuous bimodule structure, the bimodule structure in the general locally convex case might no longer be continuous. We recall the following well-known statement: Proposition 7.9 Let A be a locally convex algebra and equip its dual A ′ with the strong topology. Then A ′ is a bimodule over A via (2.3) such that the bimodule structure is separately continuous.
Note that in the Banach space situation the strong topology is the usual norm topology on the dual. Thus this statement generalizes the results from Proposition 7.3. Since A σ (G) is included continuously into ℓ 1 (G) and hence, via (7.8), into the dual A σ (G) ′ , we obtain the following statement: For fixed R we have the Banach spaces ℓ ∞ L,σ,−R (G), which constitute the topological duals of ℓ 1 L,σ,R (G), and the evaluation functionals δ g = tr(S(e g ) · ) for g ∈ G are continuous linear functionals, i.e. elements of the topological dual. Moreover, elements in ℓ ∞ L,σ,−R (G) are certain formal series in the basis vectors e g . Thus it is reasonable to ask whether these vectors still form a topological basis of ℓ ∞ L,σ,−R (G). This is not true for general reasons but the failure of being a topological basis is not too bad: we have to take into account all spaces ℓ ∞ L,σ,−R (G) for R −→ ∞ in the end and we shall show in this section that between any two of them is a space c 0 L,σ,−R (G) for which the basis vectors indeed form an unconditional Schauder basis.
As for general weighted ℓ ∞ -spaces we define the following subset of
1) see also (A.6). The idea is that this space corresponds to the usual sequence space of zero sequences c 0 equipped with the supremum norm, viewed as a closed subspace of ℓ ∞ . Now the sequences do of course not converge to 0 but require the weights for the estimate of being small outside a finite subset. From the general theory we obtain the following important statement:
ii.) The -span of the vectors {e g } g∈G is dense in c 0 L,σ,−R (G). iii.) The vectors {e g } g∈G form an unconditional Schauder basis in c 0 L,σ,−R (G). iv.) For R ′ > R we have the continuous inclusion
with dense image.
Proof: The first three statements are true in general and folklore, see Appendix A. For the last statement, we already know that
Since σ is unbounded and monotonic by definition of a growth function, the sequence ( 1 σ(n) ) n∈AE 0 is a monotonic zero sequence. Moreover, for every n ∈ AE 0 there are only finitely many group elements g ∈ G with L(g) = n, namely σ G (n) many. Hence for ǫ > 0 the subset
In particular, the inductive limits of the Banach spaces c 0 L,σ,−R (G) and of the Banach spaces ℓ ∞ L,σ,−R (G) for R −→ ∞ coincide. Hence it will sometimes be advantageous to replace the ℓ ∞ L,σ,−R (G) by the easier c 0 L,σ,−R (G) where we can use e.g. the existence of an unconditional Schauder basis. Concerning the algebraic structure we have to restrict again to the submultiplicative case since only here we have an algebra structure for ℓ 1 L,σ,R (G). Hence it makes sense to ask whether c 0
is a sub bimodule. Indeed, this is the case:
which we can arrange since the series a L,σ,R < ∞ converges (absolutely). Finally, let K ′ ⊆ G be the subset of those elements h for which there exists a g ∈K with g −1 h ∈ K. Again, this subset K ′ is finite.Now for h ∈ G \ K ′ we estimate
Rescaling ǫ gives the result that outside of a finite subset the coefficient
The argument for ba is analogous. Remark 8.3 In the almost submultiplicative case things are less easy. Here we first have to pass to a projective limit ℓ 1 L,σ,R − (G) in order to have an algebra at all. Then this requires an inductive limit ℓ ∞ L,σ,−R − (G) to get a bimodule structure and the dual. Inside this, one can consider the inductive limit c 0 L,σ,−R − (G). Repeating the above estimates shows that this is indeed a sub bimodule.
is a subalgebra, it follows that all the subspaces c 0 L,σ,R (G) of the dual A σ (G) ′ are sub bimodules over A σ (G). Hence the dual of A σ (G) has a quite rich sub bimodule structure.
An Application: The Complete Growth
Recall that the complete growth function of G with respect to a chosen word length is defined by
see [4] where many non-trivial properties of the complete growth were studied. In general, this will be just a formal power series in z. The purpose of this section is to find an analytic scenario where we can make sense out of the convergence of F L (z). The first try would be to look at our algebras ℓ 1 L,σ,R (G) for a suitable choice of σ and R. However, the coefficients in F L (z) consist of sums of group elements without any decaying pre-factors. Hence we do not expect to have reasonable convergence properties in the topologies of ℓ 1 L,σ,R (G), let alone in A σ (G) where we have to require a fast decay, controlled by σ.
Thus the next idea is to consider F L (z) as an element in the dual of A σ (G): here we can have a not to fast growth of the coefficients. Again, this supports the point of view to think of the duality between test functions A σ (G) and distributions and hence of a convergence of (9.1) in a distributional sense. Under the nuclearity assumption this turns out to be the case: Theorem 9.1 (Convergence of the complete growth) Let (1 + n) σ be an almost submultiplicative growth function. Then the following statements are equivalent:
i.) We have β G σ.
ii.) There exists an R ≥ 0 such that F L (z) converges absolutely for |z| ≤ 1 with respect to · ℓ ∞ ,L,σ,−R .
Proof: Clearly it suffices to consider |z| = 1. The absolute convergence of the series (9.1) with respect to the norm · ℓ ∞ ,L,σ,−R for |z| = 1 means that
But this is equivalent to say that g → 1 σ(L(g)) is ℓ p -summable over G for some p ≥ 1, namely p = R. By Remark 6.7 this is equivalent to σ G σ and hence β G σ, by Lemma 6.5.
Corollary 9.2
For an almost submultiplicative growth function σ with β G σ the complete growth F L is a holomorphic function of z on the unit disc taking values in the strong dual of A σ (G).
A Some Locally Convex Analysis
In this short appendix we collect some basic and well-known results from locally convex analysis. More details can be found in e.g. [3, 5] .
We make extensive use of the tensor product of seminorms: if p and q are seminorms on vector spaces V and W , respectively, then p ⊗ q defined by
is a seminorm on the tensor product V ⊗ W which is a norm iff p and q are norms. On factorizing tensors one has (p ⊗ q)(v ⊗ w) = p(v)q(w). Very often we need seminorms build from ℓ 1 -like norms with respect to certain vector space bases and weighted counting measures. For their tensor product one has the following result:
Lemma A.1 Let V = -span{e i } i∈I and W = -span{f j } j∈J be vector spaces with bases. Moreover, let µ i ≥ 0 and ν j ≥ 0 for i ∈ I and j ∈ J be given and consider the ℓ 1 -seminorms v ℓ 1 (µ) = i∈I |v i |µ i and w ℓ 1 (ν) = j∈J |w j |ν j , (A.2)
where v = i∈I v i e i and w = j∈J w j f j . Then · ℓ 1 (µ) ⊗ · ℓ 1 (ν) = · ℓ 1 (µ×ν) , where
for z = i∈I,j∈J z ij e i ⊗ f j ∈ V ⊗ W .
Note that for · ℓ 1 (µ) to be a norm we have to require µ i > 0 for i ∈ I. In all our constructions the existence of topological bases simplified the arguments in a substantial way. Recall that a linearly independent set {e i } i∈I in a locally convex space V is called an unconditional Schauder basis if there are continuous coefficient functionals δ i ∈ V ′ such that for every v ∈ V there are only countably many δ i (v) different from zero and v = i∈I δ i (v)e i converges: since we have not chosen an ordering of I the convergence is necessarily unconditional. The Schauder basis is called absolute if for every continuous seminorm p on V there is another continuous seminorm q such that i∈I |δ i (v)|p(e i ) ≤ q(v).
(A.4)
Note that an absolute Schauder basis is necessarily unconditional but the converse is not true in general.
Example A.2 A quite archetypal example of a Banach space with an absolute Schauder space is the sequence space ℓ 1 . Slightly more general, we consider a vector space V with a basis {e i } i∈I and weights µ i > 0 for i ∈ I as we did that in Lemma A.1. Then the completion V of V with respect to the weighted ℓ 1 -norm · ℓ 1 (µ) can be identified with the set V of formal series v = i∈I v i e i where for each v at most countably many v i are different from zero and v ℓ 1 (µ) = i∈I |v i |µ i is finite. In more measure-theoretic terms the completion is just the space ℓ 1 (I, µ) where the index set I is equipped with the weighted counting measure µ. For this example it is now easy to see that the evaluation functionals δ i : v → v i are continuous with respect to · ℓ 1 (µ) . In fact, they have functional norm
. Moreover, the former vector space basis {e i } i∈I of V becomes now an absolute Schauder basis of its completion.
We also need a concrete description of the duals of weighted ℓ 1 -spaces. Thus let again V be a vector space with basis {e i } i∈I and weights µ i > 0 which we assume to be strictly positive to be in a Banach space situation for the completion V with respect to the norm · ℓ 1 (µ) . If Φ : V −→ is a continuous linear functional then it is completely determined by its values Φ(e i ) on the absolute Schauder basis. If Φ is the functional norm of Φ then |Φ(e i )| ≤ Φ e i ℓ 1 (µ) = Φ µ i and hence Φ ≤ sup i∈I |Φ(e i )| µ i
. In fact, it is easy to see that we have equality here. Moreover, given a linear functional on V , then it extends continuously to the completion (necessarily in a unique way) iff this supremum is finite. Thus we have 5) and the functional norm is this above supremum. Note that this condition can also be understood as the usual supremum-norm condition with respect to the unit vectors 1 µ i e i . Nevertheless, for our application the basis vectors e i will play a more important role as we will have many weighted counting measures µ simultaneously but keep the vectors e i in our application. Hence there is no point in rescaling the vectors e i to turn them into unit vectors for one of the measures µ.
In general, the linear span of the coefficient functionals δ i will not be dense in ℓ ∞ (I, µ). Instead, its completion is a much smaller subspace corresponding to the space of zero sequences c 0 . In general, one considers c 0 (I, µ) = Φ ∈ ℓ ∞ (I, µ) for all ǫ > 0 there is a finite subset K ⊆ I with sup i∈I\K 1 µ i
|Φ(e i )| < ǫ .
(A.6) In general, this will be a proper subset of ℓ ∞ (I, µ).
Lemma A.3 Assume I is countable. The set c 0 (I, µ) ⊆ ℓ ∞ (I, µ) is a closed subspace and the span of the evaluation functionals {δ i } i∈I is dense in c 0 (I, µ).
If I is not countable, then we still can obtain the completion of the span of the evaluation functionals where we have to add the condition to the definition of c 0 (I, µ) that at most countably many Φ(e i ) are different from zero. In any case, in this work we only need countable index sets I.
