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the use of RGB images is a necessity in various fields. However, its use is constrained by the large file 
capacity, but it is possible to compress the images that are owned as needed. With the quantization 
method, the R matrix, G matrix and B matrix will be reduced in level, so that the number of bits used 
to represent the image is reduced. Because the number of bits is reduced, the file size becomes smaller. 
The quantization method is included in the Lossy Compression category, so that the compressed image 
cannot be decompressed again because there is missing information. Image compression is an image 
compression process that aims to reduce duplication of data in the image so that less memory is used to 
represent the image than the original image representation. There are factors why the image 
compression process is very appropriate so that there is no significant correlation between pixels and 
neighboring pixels 
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1. Introduction  
 The RGB image is a 3-dimensional matrix, namely the dimensions of length, width and 
dimensions of RGB. If parsed further, we will get three two-dimensional matrices, namely the R matrix, 
the G matrix, the B matrix.Each matrix will contain the R (Red), G (Green) and B (Blue) levels of each 
of the constituent pixels. imagery. The development of large-capacity storage media has resulted in 
people no longer having problems if they have large files. This is especially so if the file we have is an 
image file. However, sometimes the large file size is annoying if we have to manage the storage media 
we have for various data. Especially if we send the file electronically, of course, the file capacity 
becomes a problem in itself. Basically, the image compression technique is used for the process of data 
transmission (data transmission) and data storage (storage). Image compression is widely applied in 
television broadcasting, remote sensing, military communications, radar and others.[1], [2] 
 Image compression is an image compression process that aims to reduce duplication of data in 
the image so that less memory is used to represent the image than the original image representation. 
There are factors why the image compression process is very appropriate so that there is no significant 
correlation between pixels and neighboring pixels. And usually this correlation is called spatial 
correlation. It is from these factors that redundancy appears. Data compression is achieved by reducing 
redundancy (excess data) but this also makes the data less reliable, more prone to errors. Making the 
data more reliable, on the other hand, is accomplished by adding the check bit and the parity bit, a 
process that increases the code size.[3]–[5] 
There are many methods of data compression, one of which is the quantization method. The 
quantization method works by reducing the amount of color intensity, so that the number of bits used 
to represent the image is reduced. Because the number of bits is reduced, the file size is smaller.  
 With reduced color intensity, of course, information is lost from the original image. Therefore 
this method is included in lossy compression. Therefore, it is difficult to decompress images that have 
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been compressed again because of the missing information. Image compression with several types, 
namely Lossless Compression, is an image compression where the decompression result of the 
compressed image is the same as the original, no information is lost. Unfortunately the image 
compression ratio of this method is very low. [6]–[8] Many applications require flawless compression, 
such as radiographic applications, compression of medical diagnostic images or satellite images, where 
even the slightest loss of images will cause unexpected results. For example, Run Length Encoding 
(RLE), Entrophy Encoding (huffman, arithmetic), and Adaptive Dictionary Based (LZW). Lossy 
Compression is image compression where the result of the compressed image decompression is not the 
same as the original image because there is missing information, but it can still be tolerated by eye 
perception.[9], [10] 
 
2. Method  
 To produce a result process in accordance with the problems faced in this study with the 
following flow: 
 
Figure 1. research work process 
Description of research activities with the following activities: 
1. Problem Identification 
At this stage, it is a discussion of the problem of the image that will be used as a research sample for 
compression. 
2. Data processing 
At this stage is the stage where analysis of the problems that have been identified is carried out. In 
this study, the problem is how to compress RGB images 
3. Data Analysis 
This stage is the input stage for digital images in the JPEG (Joint Photographic Experts Group) or 
JPG (Joint Photographic Group) format which comes from personal images that have been prepared 
to be tested for the next process. 
4. Application the quantitation method 
This stage is the stage of implementing the method used to compress RGB images. 
5. Testing Result 
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3. Result and Disccusion  
3.1 RGB Data Preparation 
 The data used as part of the compression is RGB image data and is used as a tester in Figure 2 
below: 
 
Figure 2. image RGB  
 
Based on Figure 2, the separation between RGB (Red, Green and Blue) pixel data is carried out in 
Figure 3 below: 
 
Figure 3. Image With RGB Separation 
 
 From Figure 3, the separation of each pixel data for the Red, Green and Blue values generated using 
the matlab application is carried out with the following values: 
Table 1. Red, Green and Blue Pixel Data 
RED GREEN BLUE 
90 81 92 70 80 86 90 81 92 70 80 86 90 81 92 92 70 86 
92 90 92 70 80 92 92 90 92 70 70 80 80 70 81 92 81 92 
80 90 88 92 70 80 80 90 88 92 70 80 92 70 92 92 70 80 
92 92 70 92 70 80 92 92 70 92 70 92 81 70 81 92 81 80 
81 92 81 92 70 92 81 92 81 92 70 80 80 70 81 92 70 92 
78 67 50 30 76 57 78 67 50 30 76 57 78 67 50 30 76 57 
 
3.2 Histogram Image 
 This step aims to calculate how many intensity values have the same value in each pixel on the 
red (red), green (green), blue (blue) channels which will be used as a histogram (a graph that shows the 
magnitude of the R, G, B values). 
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Figure 4. Histogram Image 
Image histogram in Figure 4 with the following pixel values: 
87 85 85 81 79 87 
87 84 81 81 81 88 
87 83 91 85 73 80 
88 77 81 85 77 88 
84 81 85 85 77 84 
74 61 43 45 70 64 
Mathematically, to calculate the image histogram, it is calculated by the formula: hi = ni / n. Where : ni 
= number of pixels that have degrees of gray i. n = the number of pixels in the image. Based on the 
above formula, to determine the histogram on the Red channel as follows: 
Table 2. determine the histogram 
i ni hi=ni/n 
43 1 0.028 
45 1 0.028 
61 1 0.028 
64 1 0.028 
70 1 0.028 
73 1 0.028 
74 1 0.028 
77 3 0.083 
79 1 0.028 
80 1 0.028 
81 6 0.167 
83 1 0.028 
84 3 0.083 
85 6 0.167 
87 4 0.111 
88 3 0.083 
91 1 0.028 
3.3 Intensity Value Grouping 
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 To get the output intensity value, the RG B intensity value of the input image must be divided 
into several groups, to determine the number of groupings obtained from the formula n / L where n is 
the number of pixels of the input image. L is the degree of gray (bit depth) depending on how many bits 
the image will be compressed. Because the sample image measuring 6 x 6 pixels above has a bit depth 
of 3 bits = 23 = 2 x 2 x 2 = 8 colors and will be compressed to 2 bits = 22 = 2 x 2 = 4 colors, it will be 
divided into 4 groups, each the group is approximately 6 pixels x 6 pixels / 4 = 9, as in the table below. 
Table 3. Grouping to Get New Intensity Values 










5 1 79 1 
80 1 
81 6 









4. Consolusion  
 After completing the color image compression software using the quantization method, the 
writer draws a conclusion. Compression is done by decreasing the RGB intensity level uniformly, 
decreasing it resulting in less bits and the image file will be smaller. The compression process uses this 
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