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a b s t r a c t
The total embedding distributions of a graph consists of the orientable embeddings and
non-orientable embeddings and are known for only a few classes of graphs. The orientable
genus distribution of Ringel ladders is determined in [E.H. Tesar, Genus distribution
of Ringel ladders, Discrete Mathematics 216 (2000) 235–252] by E.H. Tesar. In this
paper, using the overlap matrix, we obtain nonhomogeneous recurrence relation for rank
distribution polynomial, which can be solved by the Chebyshev polynomials of the second
kind. The explicit formula for the number of non-orientable embeddings of Ringel ladders
is obtained. Also, the orientable genus distribution of Ringel ladders is re-derived.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
1.1. Background
One enumerative aspect of topological graph theory is to count genus distribution polynomial of a graph. The history of
genus distribution beganwithGross and others in 1980s [1,9,11,7]. In [25], Thomassen showed that the graph genus problem
is NP-complete. This means the calculation of genus distribution is at least NP-complete. In [15], Mao et al. showed that the
calculation of genus distribution is actually equivalent to the enumeration of rootedmaps on surfaces whichwas introduced
by Tutte in early 1960s [26]. In other words, if we find the explicit formula for genus distribution of a graph then we can
determine the number of rooted map of that graph on all orientable surfaces; see Theorem 3.1 of [15] for more details. The
genus distribution problem has attracted a lot of attention in the past two decades (a few references are the following: [1,6,
9–11,7,21,22,24,27]). However, for the total embedding distribution, only few classes are known. For example, Chen et al. [2]
were the first to compute the total embedding distribution for necklaces of type (r, 0), close-end ladders and cobblestone
paths, Kwak and Shim [14] computed it for bouquets of circles and dipoles. In [3], Chen et al. calculated the total embedding
distributions of all graphs with maximum genus 1. Very recently, Chen et al. [4,5] obtained an explicit formula for total
embedding distributions of closed-end ladders, cobblestone path and generalized fan graphs.
The Ringel ladders are the underlying graph of the current graph which was used by Ringel and Youngs in their proof
of finding triangular embeddings of the complete graph K12s+7. In [8,13,18] etc., the authors counted imbeddings of the
complete graph in aminimum-genus surface. The number ofmaximumgenus embeddings of the current graph can produce
many nonisomorphic cyclic triangular embeddings of a complete graph, as was demonstrated in [8,13,18]. In other words,
if we find the exact number of maximum genus embeddings of a Ringel graph, it will be helpful to find more triangular
embeddings of K12s+7. In [24], Tesar found the explicit formula for genus distribution of Ringel ladders. It is necessary to find
the explicit formula for non-orientable embedding distribution of Ringel ladders.
∗ Corresponding author.
E-mail addresses: ycchen@hnu.edu.cn, chengraph@163.com (Y. Chen), 50371081@qq.com (L. Ou), Joe_king520@qq.com (Q. Zou).
0012-365X/$ – see front matter© 2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.disc.2011.07.020
2464 Y. Chen et al. / Discrete Mathematics 311 (2011) 2463–2474
1.2. Total genus polynomial
It is assumed that the reader is somewhat familiar with the basics of topological graph theory as found in Gross and
Tucker [12] or Mohar and Thomassen [17]. By and large, we shall use the same notation as in [2]. A graph G = (V (G), E(G))
is permitted to have both loops andmultiple edges. A surface is a compact closed 2-dimensionalmanifoldwithout boundary.
In topology, surfaces are classified into Om, the orientable surface with m (m ≥ 0) handles and Nn, the nonorientable surface
with n (n > 0) crosscaps. A graph embedding into a surface means a cellular embedding.
A spanning tree ofG is a treewhich is a subgraph ofGwith the same vertex set asG. For a spanning tree ofG, the number of
co-tree edges is called the Betti number of G, denoted by β(G). A rotation at a vertex v of a graph G is a cyclic order of all edges
incident with v. A pure rotation system P of a graph G is the collection of rotations at all vertices of G. An embedding of G into
an orientable surface S induces a pure rotation system as follows: the rotation at v is the cyclic permutation corresponding
to the order in which the edge-ends are traversed in an orientation-preserving tour around v. Conversely, by the Heffter-
Edmonds principle, every rotation system induces a unique embedding (up to homeomorphism) of G into some orientable
surface S. The bijection of this correspondence implies that the total number of orientable embeddings is
∏
v∈G(dv − 1)!. A
general rotation system is a pair (P, λ), where P is a pure rotation system and λ is amapping E(G)→ {0, 1}. The edge e is said
to be twisted (respectively, untwisted) if λ(e) = 1 (respectively, λ(e) = 0). It is well known that every orientable embedding
of a graph G can be described by a general rotation system (P, λ) with λ(e) = 0 for all e ∈ E(G). By allowing λ to take the
non-zero value, we can describe nonorientable embeddings of G; see [2,23] for more details. A T -rotation system (P, λ) of G
is a general rotation system (P, λ) such that λ(e) = 0, for all e ∈ E(T ).
Theorem 1.1 (See [2,23]). Let T be a spanning tree of G and (P, λ) a general rotation system. Then there exists a general rotation
system (P ′, λ′) such that
(1) (P ′, λ′) yields the same embedding of G as (P, λ), and
(2) λ′(e) = 0, for all e ∈ E(T ).
Fix a spanning tree T of a graph G. Let ΦTG be the set of all T -rotation systems of G. Two embeddings are considered to be
the same if their T -rotation systems are combinatorially equivalent. It is known that |ΦTG | = 2β(G)
∏
v∈V (G)(dv − 1)!. This
means the number of non-orientable embeddings of G is (2β(G)− 1)∏v∈G(dv − 1)!. Suppose that in these |ΦTG | embeddings
of G, there are ai, i = 0, 1, . . . , embeddings into orientable surface Oi and bj, j = 1, 2, . . . , embeddings into nonorientable
surface Nj. We call the bivariate polynomial
ITG(x, y) =
∞−
i=0
aixi +
∞−
j=1
bjyj
the T -distribution polynomial of G. By the total genus polynomial of G, we shall mean the bivariate polynomial IG(x, y) =
ITG(x, y). We call the first (respectively, second) part of IG(x, y) the genus polynomial (respectively, crosscap number
polynomial) of G and denoted by gG(x) =∑∞i=0 aixi (respectively, fG(y) =∑∞i=1 biyi). Clearly, IG(x, y) = gG(x)+ fG(y).
1.3. Mohar’s theorem
Let T be a spanning tree of G and (P ′, λ′) be a T -rotation system. Let e1, e2, . . . , eβ(G) be the cotree edges of T . The overlap
matrix of (P ′, λ′) is the β × β matrixM = [mij] over GF(2), in which
mij =

1 if either i ≠ j and P ′|T+ei+ej is nonplanar, or i = j and ei is twisted
0 otherwise
where, the notation P ′|T+ei+ej means the restriction of the underlying pure rotation system P ′ of (P ′, λ′) to the subgraph
T + ei + ej.
In [16], Mohar proved the following interesting theorem.
Theorem 1.2 (See [16]). Let (P, λ) be a general rotation system for a graph, and let M be the overlap matrix. Then the rank of
M equals twice the genus, if the corresponding embedding surface is orientable, and it equals the crosscap number otherwise. It is
independent of the choice of a spanning tree.
As noted in [2], the calculation of total embedding distribution appears to be quite difficult, in part because the possible
number of non-orientable embeddings is too large (the non-orientable embeddings/orientable embeddings ratio in the
sample was 2β(G)− 1 to 1). However, Chen et al. [2] discovered that regrouping the total set of imbeddings according to the
rank of the overlapmatrix can facilitate calculation of the total imbedding distribution. The proof here also relies onMohar’s
Theorem, with one principal modification. The main idea is we try to find the zeros of the recurrence relations for rank
distribution polynomial. Actually, we find that the nonhomogeneous recurrence relation for rank distribution polynomial
can be solved by the Chebyshev polynomials of the second kind.
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Fig. 1. The 4-rung closed-end ladder L4 .
2. Homogeneous recurrence relation and Chebyshev polynomials
To begin the discussion, we give some concepts of the n-th Chebyshev polynomials of the second kind which is related
to the solution of the recurrence relation. Let the recurrence function Un(x) be
Un(x) = 2xUn−1(x)− Un−2(x)
with the initial conditions U0(x) = 1, U1(x) = 2x, then we derived the n-th Chebyshev polynomials of the second kind Un(x)
(see [20]). For instance, U2(x) = 4x2 − 1, U3(x) = 8x3 − 4x, U4(x) = 16x4 − 12x2 + 1. Moreover, we have the identity that
Un(x) =
⌊n/2⌋−
k=0

n− k
k

(−1)k(2x)n−2k. (1)
Now, we will build the relation between the recurrence relation and the Chebyshev polynomials with the second kind. Let
Pn(z) =∑nm=0 Cn(m)zm satisfy
Pn(z) = a1(z)Pn−1(z)+ a2(z)Pn−2(z),
where ai(z) =∑qk=0 ai,kzk for i = 1, 2 and the initial condition P0(z) = c0. Note that P1(z) and P2(z) can be derived by the
initial values of Cn(m).
Let Qn(z) = Pn(z)(√a2(z)i)n , then it is easy to verify that
Qn(z) = a1(z)√
a2(z)i
Qn−1(z)− Qn−2(z)
with the initial conditions Q0(z) = P0(z) = c0, Q1(z) = P1(z)√a2(z)i and Q2(z) =
P2(z)
−a2(z) . Thus by induction on n, we obtain
that
Qn(z) = AUn

a1(z)
2
√
a2(z)i

+ BUn−1

a1(z)
2
√
a2(z)i

+ CUn−2

a1(z)
2
√
a2(z)i

, (2)
where A, B and C are determined by the initial conditions.
Thus we have
Pn(z) = (

a2(z)i)n
[
AUn

a1(z)
2
√
a2(z)i

+ BUn−1

a1(z)
2
√
a2(z)i

+ CUn−2

a1(z)
2
√
a2(z)i
]
. (3)
Using the fact that
Un(x) =
⌊n/2⌋−
k=0

n− k
k

(−1)k(2x)n−2k,
we can derive that
(i

a2(z))nUn

a1(z)
2
√
a2(z)i

=
−
j≥0

n− j
j

(a1(z))n−2j. (4)
Since a1(z) is a polynomial of degree less than q then (a1(z))n−2j can be expressed as the type of power series. Plugging the
above formula into (3) and comparing the coefficient zm in both sides and we can obtain the explicit formulae Cn(m) for
0 ≤ m ≤ n.
3. Total embedding distributions of Ringel ladders
An n-rung closed-end ladder Ln can be obtained by taking the graphical cartesian product of an n-vertex path with the
complete graph K2, and then doubling both its end edges. Fig. 1 presents a 4-rung closed-end ladder. In fact, a Ringel ladder,
Rn, can be formed by subdividing the end-rungs of the closed-end ladder, Ln, and adding an edge between these two new
vertices. Fig. 2 shows the Ringel ladder R4.
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Fig. 2. The Ringel ladder R4 .
3.1. The rank-distribution polynomial of closed-end ladders
We adopt the notations of [4], the overlap matrix of closed-end ladders Ln−1 has the following form MX,Yn (see [2,4] for
more details).
Let X = (x1, x2, . . . , xn) ∈ (GF(2))n and Y = (y1, y2, . . . , yn−1) ∈ (GF(2))n−1. We define the tridiagonal matrixMX,Yn as
MX,Yn =

x1 y1
y1 x2 y2 0
y2 x3 y3
0 yn−2 xn−1 yn−1
yn−1 xn
 .
Furthermore, we define Ln = {MX,Yn | X ∈ (GF(2))n and Y ∈ (GF(2))n−1}, which is the set of all matrices over GF(2) that
are of the type MX,Yn . We define the rank-distribution polynomial to be the polynomial Ln(z) =
∑n
j=0 Dn(j)z j, where Dn(j),
j = 0, 1, . . . , n, is the number of different assignment of the variables xj, yk, where j = 1, 2, . . . , n and k = 1, 2, . . . , n− 1,
for which the matrix MX,Yn in Ln has rank j. Similarly, let On = {M0,Yn | Y ∈ (GF(2))n−1}, and On(z) =
∑n
j=0 On(j)z j be the
rank-distribution polynomial of On, where On(j), j = 0, 1, . . . , n, is the number of different assignment of the variables yk,
where k ∈ {1, 2, . . . , n− 1}, for which the matrixM0,Yn in An has rank j.
Lemma 3.1 (See [4]). The polynomial On(z) satisfies the recurrence relation
On(z) = On−1(z)+ 2z2On−2(z)
with the initial conditions O1(z) = 1 and O2(z) = z2 + 1.
Theorem 3.2 (See [4]). For all n ≥ 1,
On(z) =
−
j≥0

n− j
j

2j z2j −
−
j≥0

n− 2− j
j

2j z2j+2.
Corollary 3.3 (See [4]). For all 1 ≥ m ≤ [ n2 ].
On(2m+ 1) = 0,
On(2m) =

n−m
m

· 2m −

n−m− 1
m− 1

· 2m−1.
Lemma 3.4 (See [4]). The polynomialLn(z) satisfies the recurrence relation
Ln(z) = (1+ 2z)Ln−1(z)+ 4z2Ln−2(z)
with the initial conditionsL1(z) = 1+ z andL2(z) = 4z2 + 3z + 1.
Theorem 3.5 (See [4]). For all n ≥ 1,
Ln(z) = (2iz)n
[
Un

1+ 2z
4iz

+ i
2
Un−1

1+ 2z
4iz

− 1
2
Un−2

1+ 2z
4iz
]
,
where Us(t) is the s-th Chebyshev polynomial of the second kind and i2 = −1.
Y. Chen et al. / Discrete Mathematics 311 (2011) 2463–2474 2467
Fig. 3. A spanning tree for the Ringel ladder Rn−1 .
Corollary 3.6 (See [4]). For all n ≥ 1 and 0 ≤ m ≤ n,
Dn(m) = 2m
[m/2]−
j=0

n− j
j

n− 2j
n−m

− 2m−1
[(m−1)/2]
j=0

n− 1− j
j

n− 1− 2j
n−m

+ 2m−1
[(m−2)/2]
j=0

n− 2− j
j

n− 2− 2j
n−m

.
3.2. The overlap matrix of Ringel ladders
We adopt the same notation used by Ringel [19, p.17]. A cubic graph at each vertex has two cyclic orderings of its
neighbors. One of these two cyclic orderings is denoted as clockwise and the other counterclockwise. We color the vertex
black, if that vertex has the clockwise ordering of its neighbors, otherwise, wewill color the counterclockwise verticeswhite.
This will bring convenient to embed a cubic graph into surfaces, as we can draw an imbedding on the plane and only need
to color the vertices black and white.
Definition 3.7. An edge is calledmatched if it has the same color at both ends, otherwise it is called unmatched.
We fix a spanning tree T of Rn−1 shown as the thicker lines in Fig. 3, that is to say, the cotree edges are e, a1, a2, . . . , an.
Definition 3.8. Let ei and ej be two different cotree edges of Rn−1, two edges ei and ej overlap if the restriction of the
underlying pure rotation system to T + ei + ej is nonplanar.
Property 3.9. Two cotree edges e and ai, for i = 1, 2, . . . , n, overlap if and only if the edge ci is unmatched.
Property 3.10. Two cotree edges ai and ai+1, for i = 1, 2, . . . , n− 1, overlap if and only if the edge bi is unmatched.
It is easy to see that the overlap matrix of Rn−1 has the following form.
MX,Y ,Zn+1 =

x0 z1 z2 z3 . . . zn−1 zn
z1 x1 y1
z2 y1 x2 y2 0
z3 y2 x3
. . .
...
. . .
. . . yn−2
zn−1 0 yn−2 xn−1 yn−1
zn yn−1 xn

,
where X = (x0, x1, . . . , xn) ∈ (GF(2))n+1, Y = (y1, y2, . . . , yn−1) ∈ (GF(2))n−1 and Z = (z1, z2, . . . , zn) ∈ (GF(2))n. Note
that x0 = 1 if and only if the edge e is twisted, xi = 1 if and only if the edge ai is twisted, for all i = 1, 2, . . . , n, yj = 1 if and
only if bj is unmatched. for all j = 1, 2, . . . , n− 1, and zk = 1 if and only if ck is unmatched, for all k = 1, 2, . . . , n.
Property 3.11. For a fixedmatrix of the formMX,Y ,Zn+1 , there are exactly2 different T -rotation systems corresponding to thatmatrix.
Proof. Given a matrixMX,Y ,Zn+1 , the values of z1, z2, . . . , zn and y1, y2, . . . , yn−1 are determined.
• Case 1: z1 = 0. If we color the vertex v1 black, by Property 3.9, the color of v2 is black. Since the values of z2, . . . , zn and
y1, y2, . . . , yn−1 are given, by Properties 3.9 and 3.10, all the colors of v2, u2, . . . , vn, un, vn+1 are determined. That is to
say, the pure rotations of vertices of Rn is determined. Otherwise the vertex v1 is colored white, by Property 3.9, the color
of v2 is also white, by the values of z2, . . . , zn and y1, y2, . . . , yn−1 and by Properties 3.9 and 3.10, the color all vertices of
Rn is determined.
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• Case 2: z1 = 1. The proof is similar to the case z1 = 0; the details are omitted.
By the above, the elements ofMX,Y ,Zn+1 are one-to-two correspondence with the colors (pure rotation system) of Rn. Note that
x0 = 1 if and only if the edge e is twisted, xi = 1 if and only if the edge ai is twisted, for all i = 1, 2, . . . , n, we have the
desired result. 
3.3. The rank-distribution polynomial of Ringel ladders
Now, we denote Rn+1 be the set of all matrices over GF(2) that are of the form MX,Y ,Zn+1 . The we calculate the rank
distribution of the set Rn+1.
LetRn+1(z) =∑n+1j=0 Cn+1(j)z j be the rank-distribution polynomial of the setRn+1. In other words, for j = 0, 1, . . . , n+1,
Cn+1(j) is the number of different assignment of the variables xi, i = 0, 1, . . . , n, yk, k = 1, 2, . . . , n − 1, and zl, l =
1, 2, . . . , n for which the matrixMX,Y ,Zn+1 in Rn+1 has rank j.
Similarly, let Pn+1 be the set of all matrices over GF(2) that are of the form MO,Y ,Zn+1 . Then we calculate the rank
distribution of the set Pn+1. Let Pn+1(z) = ∑n+1j=0 Dn+1(j)z j be the rank-distribution polynomial of the set On+1. In other
words, for j = 0, 1, . . . , n + 1, Dn+1(j) is the number of different assignment of the variables yk, k = 1, 2, . . . , n − 1, and
zl, l = 1, 2, . . . , n for which the matrixMO,Y ,Zn+1 inPn+1 has rank j.
Lemma 3.12. The polynomialPn(z) (n ≥ 3) satisfies the recurrence relation
Pn+1(z) = Pn(z)+ 8z2Pn−1(z)+ 2n−1z2On−1(z) (5)
with the initial conditionP2(z) = z2+1, P3(z) = 7z2+1 andP4(z) = 12z4+19z2+1whereOn−1(z) is the rank-distribution
polynomial of closed-end ladders Ln−2.
Proof. It is routine to verify the values ofP2(z),P3(z) andP4(z). To obtain the recurrence relation betweenPn+1(z) and
Pn(z), we consider the four different ways to assign the variables yn−1 and zn in the matrixMY ,Zn+1.
Case 1: yn−1 = 0.
• Subcase 1: zn = 0. Then the rank of MY ,Zn+1 is the same as the upper left n × n submatrix, which is a matrix of the form
MY ,Zn . We conclude that this case contributes to the polynomialPn+1(z) by a termPn(z).• Subcase 2: zn = 1. It is easy to see that, no matter what assignments of the variables z1, z2, . . . , zn−1, we can transform
MY ,Zn+1 to the following form.
M1 =

0 0 0 0 . . . 0 1
0 0 y1
0 y1 0 y2
0 y2 0
. . .
...
. . .
. . . yn−2
0 yn−2 0 0
1 0 0

.
We first delete the first column and the last column, then delete the first row and the last row ofM1, thenwe obtain amatrix
which is a overlap matrix of closed ladders Ln−2. Since there are 2n−1 different assignments of the variables z1, z2, . . . , zn−1,
it contributes to the polynomialPn+1(z) by a term 2n−1z2On−1(z).
Case 2: yn−1 = 1. If zn = 1, we first add the n-th row to the first low, then add the n-th column to the first column. A similar
discussion for yn−2 and zn−1, we transformMY ,Zn+1 to the following form.
M =

0 z1 z2 . . . zn−2 0 0
z1 0 y1
z2 y1 0
. . .
...
. . .
. . . yn−3
zn−2 yn−3 0 0
0 0 0 1
0 1 0

.
Note that the upper left (n − 1) × (n − 1) submatrix of M2, which is a matrix of the form MY ,Zn−1. There are 23 different
assignments of the variables yn−2, zn−1 and zn in the matrixMY ,Zn . In this case, it contributes to the polynomialPn+1(z) by a
term 8z2Pn(z). 
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Lemma 3.13. The polynomial Rn(z) (n ≥ 3) satisfies the recurrence relation
Rn+1(z) = (4z + 1)Rn(z)+ 16z2Rn−1(z)+ 2nz2Ln−1(z) (6)
with the initial conditionR2(z) = 4z2+3z+1,R3(z) = 28z3+28z2+7z+1, whereLn−1(z) is rank-distribution polynomial
of closed-end ladders Ln−2.
Proof. It is routine to verify the values of R2(z) and R3(z). To obtain the recurrence relation between Rn+1(z) and Rn(z),
we consider the eight different ways to assign the variables xn, yn−1 and zn in the matrixMX,Y ,Zn+1 .
Case 1: xn = 0.
• Subcase 1: yn−1 = zn = 0. Then the rank ofMX,Y ,Zn+1 is the same as the upper left n× n submatrix, which is a matrix of the
formMX,Y ,Zn . We conclude that this case contributes to the polynomial Rn+1(z) by a term Rn(z).• Subcase 2: yn−1 = zn = 1.We first add the n-th row to the first low, then add the n-th column to the first column. If
xn−1 = 1, we add the last column to the n-th column. In a similar discussion for yn−2 and zn−1, we transform MX,Y ,Zn+1 to
the following form
M =

x0 z1 z2 . . . zn−2 0 0
z1 x1 y1
z2 y1 x2
. . .
...
. . .
. . . yn−3
zn−2 yn−3 xn−2 0
0 0 0 1
0 1 0

.
Note that the upper left (n − 1) × (n − 1) submatrix is a matrix of the formMX,Y ,Zn−1 . There are 23 different assignments
of the variables xn−1, yn−2 and zn−1. In these cases it contributes to the polynomial Rn+1(z) by a term 8z2Rn−1(z).
• Subcase 3: yn−1 = 1, zn = 0. Discussing similarly subcase 2, it contributes to the polynomial Rn+1(z) by a term
8z2Rn−1(z).
• Subcase 4: yn−1 = 0, zn = 1. It is easy to see that, no matter what the assignments of the variables x0, z1, z2, . . . , zn−1
are, we can transformMX,Y ,Zn+1 to the following form.
M1 =

0 0 0 0 . . . 0 1
0 x1 y1
0 y1 x2 y2
0 y2 x3
. . .
...
. . .
. . . yn−2
0 yn−2 xn−1 0
1 0 0

.
We firstly delete the first column and the last column then delete the first row and the last row of M1, then we obtain
a matrix which is an overlap matrix of closed ladders Ln−2. Since there are 2n different assignments of the variables
x0, z1, z2, . . . , zn−1, it contributes to the polynomial Rn+1(z) by a term 2nz2Ln−1(z).
Case 2: xn = 1. If zn = 1, we first add the last column to the first column then add the last row to the first row. Similarly, if
yn−1 = 1, we add the last column to the n-th column and add the last row to the n-th row. As last we can transfer the matrix
MX,Y ,Zn+1 to the matrixM2 of the following form.
M2 =

x0 z1 z2 z3 . . . zn−1 0
z1 x1 y1
z2 y1 x2 y2
z3 y2 x3
. . .
...
. . .
. . . yn−2 0
zn−1 yn−2 xn−1 0
0 0 1

.
Note that the upper left n× n submatrix ofM2, which is a matrix of the formMX,Y ,Zn . There are 22 different assignments of
the variables yn−1 and zn in the matrixMX,Y ,Zn . In this case, it contributes to the polynomialRn+1(z) by a term 4zRn(z). 
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3.4. The genus polynomial of Ringel ladders
Theorem 3.14. For all n ≥ 2,
Pn(z) =
−
j≥0

n− j
j

(8z2)j − z
2 + 1
2
×
−
j≥0

n− 1− j
j

(8z2)j

− 17z
2 − 1
2
−
j≥0

n− 2− j
j

(8z2)j

+
−
j≥0

n− 1− j
j

2n−1+j z2j+2
−
−
j≥0

n− 3− j
j

2n−1+j z2j+4.
Proof. Note that
Pn+1(z) = Pn(z)+ 8z2Pn−1(z)+ 2n−1z2On−1(z). (7)
We firstly consider the homogeneous recurrence relation part of (7),
Pn+1(z) = Pn(z)+ 8z2Pn−1(z). (8)
By (3), we have the following solution of (8).
Pn(z) = (2
√
2zi)n

Un

1
2
√
2iz

+ BUn−1

1
2
√
2iz

+ CUn−2

1
2
√
2iz

. (9)
Now, let Yn(z) = 2nf (z)On(z) be one particular solution of (7). After plugging this solution into both sides of (7), using the
relation
On(z) = On−1(z)+ 2z2On−2(z),
we conclude that
Yn(z) = 2n−1z2On−1(z) =
−
m≥0
2n−1On−1(m)zm+2.
Since the general solution to the nonhomogeneous equation (7) is the general solution to the associated homogeneous
equation (8), plus any particular solution to the nonhomogeneous equation (7). Thus, one solution of (7) is
Pn(z) = (2
√
2zi)n

Un

1
2
√
2iz

+ BUn−1

1
2
√
2iz

+ CUn−2

1
2
√
2iz

+ 2n−1z2On−1(z). (10)
After plugging the initial valuesP2(z),P3(z) into (10), we conclude that
−8z2

2

1
2
√
2iz

+ B

1
2
√
2iz
+ (C − 1)

+ 2z2 = z2 + 1
−16√2iz3

1
2
√
2iz
+ B

− 1
8z2
− 1

+ 1
2
√
2iz
(C − 1)

+ 4z2(z2 + 1) = 7z2 + 1.
A short computation shows that
B = −z
2 − 1
4
√
2iz
, C = 17z
2 − 1
16z2
.
By (4), the formula (10) equals
Pn(z) =
−
j≥0

n− j
j

(8z2)j − z
2 + 1
2
×
−
j≥0

n− 1− j
j

(8z2)j

− 17z
2 − 1
2
−
j≥0

n− 2− j
j

(8z2)j

+ 2n−1z2On−1(z). (11)
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By Theorem 3.2, we have that
Pn(z) =
−
j≥0

n− j
j

(8z2)j − z
2 + 1
2
×
−
j≥0

n− 1− j
j

(8z2)j

− 17z
2 − 1
2
−
j≥0

n− 2− j
j

(8z2)j

+
−
j≥0

n− 1− j
j

2n−1+j z2j+2
−
−
j≥0

n− 3− j
j

2n−1+j z2j+4, (12)
which completes the proof. 
Now we re-derive the genus distribution of Ringel ladders which has been determined by Tesar [24].
Theorem 3.15 (See [24]). The number of embeddings of Ringel ladders Rn into the orientable surface S of genus i is
gi(Rn) =

n−i
i

n− 2i+ 1

23i(2n− 3i+ 2)+ (2n+i − 23i−3) (n− i+ 1)(i)(2n− 3i+ 5)
(n− 2i+ 2)(n− 2i+ 3)

.
Proof. Let the genus polynomial of Rn be gRn(z) =
∑
i≥0 gi(Rn)z i.
By Property 3.11 and Theorem 3.14, we have that
gRn(z) = 2Pn+2(z)
=
−
j≥0
2

n+ 2− j
j

(8z2)j − (z2 + 1)×
−
j≥0

n+ 1− j
j

(8z2)j

− (17z2 − 1)
−
j≥0

n− j
j

(8z2)j

+
−
j≥0

n+ 1− j
j

2n+2+j z2j+2
−
−
j≥0

n− 1− j
j

2n+2+j z2j+4. (13)
Note that gj(Rn) is equal to the coefficients of z2j of (13). Comparing the coefficients of z2j of (13), we have that
gj(Rn) = 2

n+ 2− j
j

8j −

n+ 1− j
j

8j +

n− j
j

8j + 2n+j+1

n+ 2− j
j− 1

−

n+ 2− j
j− 1

8j−1
− 17

n+ 1− j
j− 1

8j−1 − 2n+j

n+ 1− j
j− 2

. (14)
By Pascal’s identity

n+1
j

=

n
j

+

n
j−1

, it is routine to verify that the formula (14) is equivalent to
gj(Rn) =

n−j
j

n− 2j+ 1 ×

23j(2n− 3j+ 2)+ (2n+j − 23j−3) (n− j+ 1)(j)(2n− 3j+ 5)
(n− 2j+ 2)(n− 2j+ 3)

,
which completes the proof. 
3.5. The total genus polynomial of Ringel ladders
Theorem 3.16. For all n ≥ 2,
Rn(z) = (4zi)n

Un

1+ 4z
8iz

− 2z
2 + 7z + 1
8iz
Un−1

1+ 4z
8iz

+ 34z
2 − z − 1
32z2
Un−2

1+ 4z
8iz

+ 2nz2Ln−1(z)
where Us(t) is the s-th Chebyshev polynomial of the second kind, i2 = −1 and Ln−1(z) is the rank-distribution polynomial of
closed-end ladders Ln−2.
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Proof. Note that
Rn(z) = (4z + 1)Rn−1(z)+ 16z2Rn−2(z)+ 2n−1z2Ln−2(z). (15)
We first consider the homogeneous recurrence relation part of (15).
Rn(z) = (4z + 1)Rn−1(z)+ 16z2Rn−2(z). (16)
By the method of Section 2, a solution of (16) is
Rn(z) = (

a2(z)i)n

AUn

a1(z)
2
√
a2(z)i

+ BUn−1

a1(z)
2
√
a2(z)i

+ CUn−2

a1(z)
2
√
a2(z)i

. (17)
Now, let Yn(z) = 2nf (z)Ln(z) be one particular solution of (16). After plugging it into (15), using the relation
Ln(z) = (1+ 2z)Ln−1(z)+ 4z2Ln−2(z),
we conclude that f (z) = z2Ln−1(z)
Ln(z)
.
Thus we obtain a particular solution of nonhomogeneous recurrence (15)
Yn(z) = 2nz2Ln−1(z) =
−
m≥0
2nCn−1(m)zm+2.
Thus,
Rn(z) = (4zi)n

Un

1+ 4z
8iz

+ BUn−1

1+ 4z
8iz

+ CUn−2

1+ 4z
8iz

+ 2nz2Ln−1(z). (18)
After plugging the initial values R2(z),R3(z) into (18), we conclude that
−16z2

2

1+ 4z
8iz

+ B

U1

1+ 4z
8iz

+ C − 1

+ 4z2(1+ z) = 4z2 + 3z + 1
−64iz3

(2

1+ 4z
8iz

+ B)U2

1+ 4z
8iz

+ U1

1+ 4z
8iz

(C − 1)

+ 8z2(4z2 + 3z + 1)
= 28z3 + 28z2 + 7z + 1.
A short computation shows that
B = −2z
2 − 7z − 1
8iz
, C = 34z
2 − z − 1
32z2
,
which completes the proof. 
Then according to the identity (4), the formula (18) is equivalent to
Rn(z) =
−
j≥0

n− j
j

(1+ 4z)n−2j(4z)2j − 2z
2 + 7z + 1
2
×
−
j≥0

n− 1− j
j

(1+ 4z)n−1−2j(4z)2j

+ 34z
2 − z − 1
2
−
j≥0

n− 2− j
j

(1+ 4z)n−2−2j(4z)2j

+ 2nz2Ln−1(z). (19)
By (4) we obtain that
(4iz)nUn

1+ 2z
8iz

=
−
j≥0

n− j
j

(4z)2j(1+ 2z)n−2j.
By Theorem 3.2 we have that
Ln(z) =
−
j≥0

n− j
j

(2z)2j(1+ 2z)n−2j − z
−
j≥0

n− 1− j
j

(2z)2j(1+ 2z)n−1−2j
+ 2z2
−
j≥0

n− 2− j
j

(2z)2j(1+ 2z)n−2−2j.
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Thus,
Rn(z) =
−
j≥0

n− j
j

(1+ 4z)n−2j(4z)2j − 2z
2 + 7z + 1
2
×
−
j≥0

n− 1− j
j

(1+ 4z)n−1−2j(4z)2j

+ 34z
2 − z − 1
2
−
j≥0

n− 2− j
j

(1+ 4z)n−2−2j(4z)2j

+ 2nz2
−
j≥0

n− 1− j
j

(2z)2j(1+ 2z)n−1−2j − 2nz3
−
j≥0

n− 2− j
j

(2z)2j(1+ 2z)n−2−2j
+ 2n+1z4
−
j≥0

n− 3− j
j

(2z)2j(1+ 2z)n−3−2j. (20)
Recall that Rn(z) =∑nm=0 Cn(m)zm, the next corollary gives an explicit formula for Cn(m). Comparing the coefficient of zm
of (20), we obtain the following result.
Corollary 3.17. For all n ≥ 2 and 0 ≤ m ≤ n,
Cn(m) =
⌊m2 ⌋−
j=0

n− j
j

n− 2j
n−m

4m −
⌊m−22 ⌋−
j=0

n− j− 1
j

n− 1− 2j
n−m+ 1

4m−2
− 7
2
⌊m−12 ⌋−
j=0

n− j− 1
j

n− 1− 2j
n−m

4m−1 − 1
2
⌊m2 ⌋−
j=0

n− j− 1
j

n− 1− 2j
n−m− 1

4m
− 17
⌊m−22 ⌋−
j=0

n− j− 2
j

n− 2− 2j
n−m

4m−2 + 1
2
⌊m−12 ⌋−
j=0

n− j− 2
j

n− 2− 2j
n−m− 1

4m−1
+ 1
2
⌊m2 ⌋−
j=0

n− j− 2
j

n− 2− 2j
n−m− 2

4m + 2nDn−1(m− 2)
where
Dn(m) = 2m
[m/2]−
j=0

n− j
j

n− 2j
n−m

− 2m−1
[(m−1)/2]
j=0

n− 1− j
j

n− 1− 2j
n−m

+ 2m−1
[(m−2)/2]
j=0

n− 2− j
j

n− 2− 2j
n−m

.
Theorem 3.18. The total genus polynomial of Ringel ladders Rn−1 is as follows:
IRn−1(x, y) = 2
n+1−
j=0
Cn+1(j)yj − IRn−1(0, y2)+ IRn−1(0, x)
where IRn−1(0, x) is the genus polynomial of Ringel ladder Rn−1, which has been derived by Tesar [24].
Proof. By Property 3.11, IRn−1(x, y) = 2Rn+1(y)− IRn−1(0, y2)+ IRn−1(0, x), which completes the proof. 
For instance, the above theorem gives
IR1(x, y) = 2+ 14x+ 14y+ 42y2 + 56y3,
IR2(x, y) = 2+ 38x+ 24x2 + 22y+ 122y2 + 424y3 + 392y4,
IR3(x, y) = 2+ 70x+ 184x2 + 30y+ 242y2 + 1448y3 + 3272y4 + 2944y5,
IR4(x, y) = 2+ 118x+ 648x2 + 256x3 + 38y+ 410y2 + 3496y3 + 12 952y4 + 26 880y5 + 20 736y6,
IR5(x, y) = 2+ 198x+ 1656x2 + 2240x3 + 46y+ 642y2 + 7240y3 + 36 808y4
+ 120 832y5 + 207 168y6 + 147 456y7.
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4. Conclusions
In this paper, using the overlapmatrix, we obtain nonhomogeneous recurrence relation for rank distribution polynomial,
which can be solved by Chebyshev polynomials of the second kind. We think that the method here may also be used to
find an explicit formula of embedding distributions for some other graphs or other combinatorial enumeration problems.
Gross [1,11] conjectured that the genus distribution is strongly unimodal. So far, all known genus distributions are strongly
unimodal and none of the crosscap number distributions of those mentioned classes of graphs had proved to be strongly
unimodal. Since the explicit formula of embedding distributions for Ringel ladders is obtained, checking the non-orientable
embedding distributions of a Ringel graph to be strongly unimodal is a possible task. Let G be a graph with a vertex u such
that V (G)−u induces either a forest or a cycle. In [22], using group character theory, Stahl proved that the region distribution
of G is approximately proportional to the Stirling numbers of the first kind. In [5], using the splitting method, the authors
obtained an explicit formula for total embedding distributions of a graph whose deletion of a vertex induces a forest. It is an
interesting problem to find other ways to calculate the total embedding distributions of other interesting classes of graphs
likes grids, small diameter graphs etc.
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