Abstract-Hyperspectral image (HSI) denoising is an essential preprocess step to improve the performance of subsequent applications. For HSI, there is much global and local redundancy and correlation (RAC) in spatial/spectral dimensions. In addition, denoising performance can be improved greatly if RAC is utilized efficiently in the denoising process. In this paper, an HSI denoising method is proposed by jointly utilizing the global and local RAC in spatial/spectral domains. First, sparse coding is exploited to model the global RAC in the spatial domain and local RAC in the spectral domain. Noise can be removed by sparse approximated data with learned dictionary. At this stage, only local RAC in the spectral domain is employed. It will cause spectral distortion. To compensate the shortcoming of local spectral RAC, low-rank constraint is used to deal with the global RAC in the spectral domain. Different hyperspectral data sets are used to test the performance of the proposed method. The denoising results by the proposed method are superior to results obtained by other state-of-the-art hyperspectral denoising methods.
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I. INTRODUCTION
H YPERSPECTRAL imaging (HSI) has a wide range of applications, such as terrain classification, mineral detection and exploration, pharmaceutical counterfeiting, environmental monitoring, and military surveillance [1] - [6] , [8] - [12] . Due to thermal electronics, dark current, and stochastic error of photocounting in imaging process, HSI is unavoidably corrupted by noise in the acquisition process [13] , [14] . It will degrade the HSI's discriminative performance greatly, and will influence the previous listed applications. HSI denoising is an important preprocess step before application, and denoising performance will influence the subsequent discrimination accuracy.tional 2-D or 1-D denoising methods to reduce noise in HSI band by band or pixel by pixel. However, the corresponding denoising result by this way is not satisfying, as only spatial or spectral noise is removed. If we only reduce noise in spatial or spectral domain, artifacts or distortions will be introduced in other domains. At the same time, this kind of methods will destroy the correlation in spatial or spectral domain. Spatial and spectral information should be considered jointly to remove the noise efficiently. For example, Yuan et al. [16] proposed a spectral and spatial adaptive total variation (TV) denoising method, instead of applying the traditional TV term to HSI band by band. By enforcing the spectral smoothness and spatial discontinuity, Chen et al. [18] proposed an HSI denoising method by using first-order derivative along spatial and spectral dimensions. According to statistical difference between signal and noise, noise can be removed efficiently in the wavelet domain. Qian and Chen [7] applied principal component analysis transform to HSI, and then, 2-D and 1-D wavelet shrinkage denoising methods were implemented to nonprincipal components' spatial and spectral dimensions, respectively. To preserve image details in a low-noise-level case, the noise in the spectral domain was elevated by using spectral derivative, and then, wavelet-based spatial and spectral denoising was implemented [17] . Among all the aforementioned, methods in [7] and [17] exploit the redundancy and correlation (RAC) in spatial and spectral dimensions. However, both of these two methods consider RAC in spatial and spectral dimensions separately. As high-dimensional data, correlation exists among different dimensions of HSI. If we treat RAC in spatial and spectral dimensions jointly, better performance will be obtained.
As a powerful statistical image modeling technique, sparse representation has been successfully used in image denoising [19] , [23] , [24] . In a sparse representation framework, a dictionary can be learned by utilizing the RAC in an image. A noise-free image can be sparsely approximated by dictionaries' atoms, whereas a noisy image cannot be sparsely approximated due to noise's stochastic nature. The denoised image is estimated using linear combination of atoms or bases. HSI contains multiple images acquired from a continuous spectrum with narrow bandwidth, and there is great difference in different band subsets [4] . Similar image patches of HSI are located in the whole spatial dimension but only in local spectral neighborhoods. A sparse-representation-based reconstruction method can exploit global RAC only in the spatial dimension and local RAC in the spectral dimension. If RAC in the whole spectral dimension is exploited, learned dictionary will be more accurate and noise-free HSI can be reconstructed with less error. Local RAC in the spectral domain will cause large spectral distortion in denoised HSI. For high correlation, the rank of noise-free hyperspectral data is expected to be low [28] . Global RAC in the spectral domain can be employed with the help of low-rank restriction. Highly correlated images set have the nature of low rank; they can be recovered efficiently from measurement with noise or outliers by using the restriction of low rank [20] , [33] , [34] .
In this paper, we propose an HSI denoising algorithm by utilizing the local and global RAC in spatial and spectral domains jointly. Through analyzing the characteristics of HSI, we propose a data representation scheme to capture local and global RAC in spatial and spectral domains. In this scheme, local RAC in the spectral domain and global RAC in the spatial domain are utilized in the framework of sparse representation. Image patches of a few continuous spectral bands can be approximated by dictionary learned from the noisy HSI. Global RAC in the spectral domain is utilized by the regularization of low rank. The low rank of HSI is incorporated as an additional regularization term for three reasons. First, global RAC in the spectral dimension should be exploited for HSI to reduce the spectral distortion. Second, proper regularization will make the ill-posed denoising problem solvable. Third, it is helpful to reduce error by enforcing low rank on the denoised data, which is introduced in the process of sparse coding and dictionary learning.
The remainder of this paper is organized as follows. In Section II, we introduce the basic theory of image denoising by sparse representation. In Section III, we describe the proposed algorithm and numerical solving process. Section IV presents experimental results and comparison with other state-of-the-art methods. We also verify the effectiveness of sparse representation framework and low-rank regularization by experiment in this section. Section V concludes the paper.
II. BASIC THEORY
Image denoising aims to reconstruct a clean image X from its noisy measurement Y . Suppose measurement Y is acquired in the presence of additive zero-mean Gaussian noise w with stand variance σ, i.e.,
where X, Y, w ∈ R M ×N ; M and N are the number of rows and columns of image, respectively; X is the noise-free image. The denoising algorithm tries to estimate clean imageX from observation Y , getting as close as possible to X. Due to the ill-posed nature of estimatingX from Y , the solution of (1) with a L 2 fidelity constraint, i.e.,X = arg min X Y − X 2 2 , is general not unique. To find a better solution, prior knowledge of ideal image should be used to regularize the denoising problem. In wavelet-based image denoising [40] , researchers pointed out that sparsity of wavelet coefficients can be served as good prior [24] . This reveals the fact that image can be sparsely represented using fixed bases, such as discrete cosine transform, or wavelet bases or using atoms of dictionary learned from the image itself [19] , [24] . That is, denote the dictionary by D, we have X ≈ Dα, and most coefficients in α are close to zero. With the sparsity prior, the representation of X over D can be estimated from its noisy observation Y by solving the following L 0 -minimization problem:
where L 0 norm counts the number of nonzero elements; it is sparsity measurement here. Parameter η controls the tradeoff between the data fitting term and the sparsity term. Once D and α are obtained, X can be estimated asX = Dα. The solution can be achieved using alternative optimization, i.e., first solve α with D being fixed, then solve D with α being fixed. The first stage of solving α is called sparse coding, and the second stage solving D is named dictionary learning. L 0 norm is a pseudonorm and not convex; the uniqueness of solution cannot be guaranteed. At the same time, L 0 -minimization is an NPhard combinatorial search problem, and it is usually solved by greedy algorithms [41] , [42] . The L 1 -minimization, as the closest convex function to L 0 -minimization, is then widely used as an alternative approach to solving the L 0 -minimization problem
L 1 norm is the sum of elements' absolute value, and it is a convex function. The uniqueness of solution can be guaranteed by replacing L 0 norm with L 1 norm [26] . Traditional convex optimization methods can be used to solve the aforementioned problem [25] , [27] . Sparse representation can suppress noise for several reasons. First, signal could be represented by few atoms while noise could not. Second, dictionary learning will reject noise to some extent, although it is trained using a noisy signal or image. Third, sparse coding, such as orthogonal matching pursuit (OMP) method, stops when the representation error reaches a predefined small value, in order not to reconstruct noise [23] .
III. PROPOSED HSI DENOISING METHOD

A. Rank Analysis of Clean and Noisy HSI
Here, we will analyze the rank property difference between clean and noisy HSI based on the spectral mixing model. Here, we assume that HSI follows the linear mixture model, and it can be represented as
where X ∈ R MN×L is the HSI. S ∈ R P ×L is the endmember
MN×P is the abundance matrix, and element a i,j denotes the fractional abundance of the jth endmember for spectral response in the ith pixel. In most situations, the number of endmembers in a scene is far smaller than the number of spectral bands and of pixels, i.e., P min(MN, L) [28] , [29] . As matrix X is factorized into product of matrix A and S, the rank of X satisfies
For noisy HSI Y , we assume that X is corrupted by Gaussian noise W , i.e., There is no correlation among noise components in different bands due to noise's stochastic nature. The rank of noise component W is usually full, i.e.,
Equation (6) can be written as
Rank of Y satisfies
In other words, the rank of clean HSI is far smaller than the size of HSI, but it is not true for noisy HSI. Based on previous analysis, the low rank of HSI is a reasonable assumption for noise-free HSI.
To illustrate previous theoretical analysis, we generate two simulated HSIs with five endmembers randomly selected from USGS spectral library 1 by using the linear mixture model [37] , [43] . The size of simulated HSI is 75 × 75 × 224 (see Fig. 1 ). One HSI cube is free from noise, and the other one is contaminated by Gaussian noise with zero mean and standard variance of 10. The rank of noise-free HSI is 5, which is much less than its size. The noisy cube has full rank (Rank = 224). This experiment further proves the rationality of low-rank assumption for noise-free HSI.
B. Local and Global Jointly Denoising
Good denoised result can be achieved by using sparse representation, as it can take advantage of the RAC in spatial and spectral dimensions jointly. The denoising objective function for HSI in sparse representation framework can be represented as follows: where X, Y ∈ R M ×N ×L are noise-free and noisy HSIs, respectively. R i is the operator that extracts ith overlapping patch R i X from X. The first term in (10) is the data fidelity term, of which weight γ depends on the variance of noise. This term helps to remove visible artifacts on patch boundaries. The second and third terms indicate that every patch of HSI could be represented linearly with small error using few atoms in dictionary D.
To make the noise be removed efficiently, the patch extracting method should be designed carefully. One way is to extract small 3-D cubes directly from HSI. For example, to extract 3-D cubes from HSI with size 75 × 75 × 224, the spatial size of this cube can be chosen as a 2-D case, e.g., 8 × 8, and the size of spectral dimension can be chosen as any number no larger than 224. The problem of this 3-D cube extracting way is that there are too many elements in the cube; huge number of training samples will be required for dictionary learning due to the curse of dimensionality. Furthermore, Euclidean distance of any two points in high-dimensional space tend to be equal to each other with the increase in dimensionality; thus, large error will be caused by the L 2 norm in our denoising algorithm [38] , [39] . In addition, large error will also be introduced in dictionary learning and sparse representation. To avoid this problem and employ spatial and spectral information jointly, we reshape the 3-D HSI cube into a 2-D matrix by vectorizing the image in every band. Then, a 2-D image patch is extracted from this matrix, and it will contain spatial and spectral information simultaneously.
Part of the reshaped 2-D image from Washington DC Mall data is shown in Fig. 2 . Row represents the spectral reflectance value, and column denotes the reshaped image in each band. Patch extracted from this 2-D image contains spatial and spectral information from corresponding neighborhoods. There is high RAC information in this 2-D image. For example, pixels in patches 1 and 2 come from the same spatial coordinates, and spectral reflectance values of pixels in patches 1 and 2 are close to each other; hence, RAC between patches 1 and 2 is high. For patches 1, 4, and 5, although pixels of these patches come from different spatial coordinates, there is still high RAC among these patches because of the self-similarity in spatial dimension [49] , [50] .
The similar counterparts of every patch distribute globally in spatial dimension but locally in spectral dimension. For example, patches 1 and 2 are similar because they are adjacent in the spectral dimension. The spectral reflectance values in patches 1 and 2 are nearly the same. However, RAC between patches 1 and 3 is low, although pixels in them come from the same spatial coordinates. Spectral reflectance values in patches 1 and 3 are quite different as they locate in different band subsets [4] . For patches 1, 4, and 5, as mentioned before, although they come from different spatial locations, RAC among them is still high due to the structure similarity in the spatial domain.
As the aforementioned analysis, similar patches are located in the whole spatial domain and local spectral region. In sparse representation framework, global RAC can be utilized in the spatial domain, and in the spectral domain, only local RAC can be used. RAC in the spectral domain exists on the whole spectrum of HSI rather than the local spectrum region. Large spectral distortion will be caused if RAC in the whole spectral dimension is not considered. Denoising performance will be enhanced if global RAC is used in the denoising process. Similar to the analysis in Section III-A, the rank of noisefree HSI is expected to be low. It can be regarded as a global constraint in the spectral domain. By considering the global restriction in the spectral domain, (10) can be modified as (11) where X, Y ∈ R MN×L . The last term indicates that the rank of noise-free HSI data X should be low. The rank of a matrix can be regarded as the L 0 norm of its singular value matrix, it is nonconvex, and the solution of objective function (11) may not be unique. Here, we relax the rank operator with nuclear norm, which is the sum of absolute value of all the singular values [33] . The objective function (11) can be rewritten as
where . * denotes the nuclear norm. The solution X in (12) is the recovered noise-free HSI.
It is worth noting that, although spatial structure is lost in the process of transforming 3-D HSI into 2-D matrix, dictionary learning and sparse coding on this 2-D matrix can still take advantage of RAC in the spatial domain. Large number of similar patches can be found along the column of 2-D matrix due to the global RAC in spatial dimension. In (12) , spatial and spectral RAC is utilized jointly to remove the noise efficiently. Sparse representation framework could only take advantage of the RAC in global spatial dimension but local spectral dimension. In addition, to overcome the shortcoming of local spectral RAC, a global spectral RAC restriction of low rank is added. Low rank is used to remedy the deficiency of sparse representation in spectral information utilization.
C. Solver
The objective function (12) can be solved via variable splitting and alternative optimization [30] , [47] , [48] . To simplify the solving process, we propose an auxiliary variable U . Variable X in the fourth term is replaced by U with a constraint X = U , and then, (12) can be rewritten as
We solve the following unconstrained counterpart with quadratic penalty for a proper parameter λ:
For objective function (14) , the alternative optimization method is used. We optimize (14) , with respect to part variables, by fixing others, and then, it reduces to the following subproblems:
1) Optimizing α i and D by fixing U and X:
This stage is dictionary learning and sparse coding. Although the L 0 norm is contained in formula (15), the unique solution of this subproblem exists and can be solved by the K-means Singular Value Decomposition method [19] , [31] . 2) Optimizing U by fixing X, D, and α i :
It can be solved by implementing elementwise soft shrinkage to the singular value of matrix U . 3) Optimizing X by fixing U , D, and α i :
A closed-form solution exists for X in (17), i.e., The solution of formula (10) exists and is unique, according to [19] and [31] . In addition, the nuclear norm term is convex, proper, and coercive; hence, the solution of formula (12) still exists and is unique [46] . If parameter λ goes infinite, the solution of (14) converges to that of (12) . For fixed λ, the convergence property is proved and analyzed in [47] . Repeat the aforementioned optimization for subproblems until the iteration stopping condition is satisfied. The algorithm stops when the consecutive iteration's solutions or corresponding objective function values do not change significantly, i.e., norm of difference between two consecutive iteration solutions is smaller than a given positive constant. We can also stop the iteration process if the running time is longer than an upper limit. In our experiment, the iteration is stopped when iteration number reaches a predefined maximum. The proposed denoising algorithm is summarized in Fig. 3 .
It is worth noting that the aforementioned solving method is similar to alternative direction minimization of multipliers (ADMM) method, but there is still some difference. Variable splitting technique is often used to decouple the optimization problem into a set of independent subproblems by adding series of equality constraints. Subproblems are much easier to be solved than the original one [30] , [48] , [51] . The augmented Lagrangian method (ALM) is usually to be used to solve a linear equality constrained optimization problem [30] . Too many variables are in the ALM scheme, including not only the solutions but also Lagrangian multipliers and auxiliary variables introduced by variable splitting. Thus, we could optimize the ALM problem, with respect to each variable, alternatively and iteratively using ADMM ideas [30] , [48] , [52] . Variable splitting and alternative optimization are utilized in the proposed solving method, but unlike the ALM method, we do not introduce any Lagrangian multiplier in (14) with only a quadratic penalty constrained term added. Similar techniques can be found in [48] and [51] .
D. Analysis of Computational Complexity
Here, we will analyze the computational complexity of our algorithm. The computation of step 1 involves dictionary learning and sparse coding. In fact, dictionary can be learned offline using large number of HSIs of different scenes, in order to accelerate the algorithm; thus, only sparse coding should be implemented in step 1. If dictionary D ∈ R n×m is given, for signal of length n, computational cost of sparse coding is O(Kmn) using a greedy algorithm, where K is the number of nonzero coefficients over dictionary, and it is assumed a constant and far smaller than n. If the size of the hyperspec- 
IV. EXPERIMENTAL RESULTS AND ANALYSIS
Here, we will show the denoising performance of our proposed algorithm (Spa+Lr for short) on simulated and real noisy HSI. To validate the competitive performance, we compare the proposed method with two state-of-the-art methods; one is method in [7] , which is designed for HSI, and the other one is the video block-matching and 3D filtering (VBM3D) method [45] , which is an extension of the block-matching and 3D filtering (BM3D) method for single-image denoising [36] to the multichannel image case. The effectiveness of sparsity and low rank involved in our model will be analyzed here.
A. Experiment on Simulated Noisy Data
In this experiment, we evaluate the denoising result quantitatively on three data sets; they are synthetic HSI using USGS spectral library (as shown in Fig. 1 ), Sandi go, and Washington DC Mall data. Since some spectral bands of the latter two data sets are contaminated by noise heavily, they cannot be used as ground truth. We extract several continuous bands that are free from noise to be ground truth by visual inspection. The synthetic HSI has a size of 75 × 75 × 224; size of the two latter data subsets is 256 × 256 × 68. The assessing indexes used are peak signal-to-noise ratio (PSNR), structural similarity index measurement (SSIM) [35] , and feature similarity index measurement (FSIM) [21] . The latter two indexes are designed based on human's visual characteristic. Index value is higher; denoised image is more similar to the original image in human's vision sense.
Numerical experiments are done on these three data sets under different noise levels. All the indexes PSNR, SSIM, and [7] , and result of our method, respectively. [7] , and result of our method, respectively.
FSIM are computed for images on different spectral bands; the mean of these bands are then calculated and denoted as MPSNR, MSSIM, and MFSIM [15] . For the synthetic HSI using USGS spectral library, the intensity value is in range of [0 1], and the standard variance of noise added varies from 0.05 to 0.25. For data subsets extracted from Sandi go and Washington DC Mall data, the standard variance of noise added varies from 5 to 25. Parameters in our algorithm are set according to noise level, no matter what the testing data are. For the comparative algorithms in [7] and [45] , parameters are tuned to obtain the best denoising performance. Assessing indexes of the experiment on synthetic HSI using USGS library are presented in Table I ; parts of denoised images are shown in Figs. 4 and 5 . It can be found that assessing indexes of the proposed Spa+Lr method are higher than those of both the VBM3D method and the method in [7] . The visual superiority of our denoised images to the results of other methods is also obvious. Similar conclusion can be made in the experiment on Sandi go data (see Table II and Figs. [6] [7] [8] and in the experiment on Washington DC Mall data (see Table III and Figs. 9-11 ). The proposed algorithm provides competitive result to the state-of-the-art algorithms. Nearly all the assessing indexes are higher than those in [7] , which stands for the best denoising performance for HSI. The fourth column of the table reports the result of VBM3D experiment. BM3D is one of the best denoising algorithms designed for single image [36] , and VBM3D is its extension for multichannel image denoising. VBM3D also achieves high performance in video denoising [45] . This algorithm searches similar image patches along all the dimensions of multichannel data to exploit structural selfsimilarity, and then, 3-D wavelet transform is used to reduce noise for each cluster of similar patches. It enforces images in different bands to be the same, by collecting similar patches along the spectral dimension. Hence, the result may be blurred, as we can see in the denoised images. Compared with enforcing images in different bands to be the same, i.e., rank to be one, our method enforcing the rank of HSI to be low is more consistent with the actual situation. Superior performance is obtained when our algorithm is compared to the VBM3D denoising method. In [7] , principal component analysis is applied to HSI, and then, wavelet shrinkage in spatial and spectral domain is implemented respectively to the nonprincipal components, of which noise level is heavy. The MPSNR of our method is about 2 dB higher than [7] in the low noise level and about (left) result in [7] and (right) result of our method. From left to right: noise-free image, noisy version with σ = 15, VBM3D result, result in [7] , and result of our method, respectively. They are enlarged two times. From left to right: noise-free image, noisy version with σ = 15, VBM3D result, result in [7] , and result of our method, respectively. They are enlarged two times.
0.2 dB higher in the heavy noise case. Similar results are observed for MSSIM and MFSIM indexes. Dictionary learned from the noisy HSI itself is more adaptive and effective in the signal's sparse representation than wavelet bases. More significantly, the method in [7] removes noise in spatial and spectral dimensions in two separable steps; our patch-based method can recover clean HSI by considering spatial and spectral dimensions jointly. In addition, low rank is a reasonable prior for noise-free HSI data, but not for noisy component due to its stochastic characteristic. Noise would be removed naturally when we estimate the low-rank component. Global RAC in spectral dimension will be taken into consideration by low-rank regularization. Hence, the performance of the proposed method is more promising. The effectiveness of the sparse-representation-based denoising method decreases when the standard variance of noise increases because dictionary learned from noisy HSI will be corrupted by noise and become worse when noise level is higher. This could explain why the performance of our method falls in the heavy noise case, e.g., Figs. 9-11 . In order to show the visual superiority of the result acquired by the proposed algorithm to those by VBM3D and the method in [7] , we also present some detailed regions cropped from denoised images by enlarging them two times. We could find that the VBM3D method removes some details such as edges from the image, and its result is blurred, as shown in Figs. 4, 5, 7 , and 10. There is still some noise existing after denoising using the method in [7] , as shown in Figs. 8 and 11 . Our algorithm not only suppresses noise but also preserves image details and texture. Denoised images by [7] and (right) result of our method. [7] , and result of our method, respectively. They are enlarged two times. Fig. 11 . Details (in the yellow block) of denoised images of Washington DC Mall in band 55. From left to right: noise-free image, noisy version with σ = 10, VBM3D result, result in [7] , and result of our method, respectively. They are enlarged two times. the proposed algorithm are closer to the original image in visual performance.
The spectral reflectance is critical for the application of HSI. Spectral distortion should be avoided in the denoising pro- cess. Comparisons of spectral distortion of different denoising methods on Sandi go data and Washington DC Mall data are shown in Figs. 12 and 13 , respectively. Spectral reflectance difference curves between the denoised pixel and the original noise-free pixel are given in these figures. From these curves, we can conclude that the spectral difference of our method is closer to zero. The mean of the spectral difference value by our method is 2.3573, while it is 3.4984 by the method in [7] and 3.1311 by VBM3D on pixel (250, 250) of Washington DC Mall. In Sandi go experiment, mean spectral difference value is 2.0125 by our method, 3.7305 by the method in [7] , and 2.3114 by VBM3D method on pixel (200, 150). This indicates that spectral distortion caused by our method is less than others.
B. Experiment on Effectiveness of Sparsity and Low Rank
Here, we will use two experiments to show the effectiveness of sparse representation framework and low-rank constraint in our model. The first experiment is done by removing the lowrank constraint, and noise is suppressed only in sparse representation framework. The other experiment is done by recovering noise-free HSI via a low-rank reconstruction method not in the sparse representation framework. The proposed objective function is rewritten aŝ
If we set the regularization parameter μ = 0, then the denoising processing reduces to recover signal only through a sparse representation method without low-rank regularization. This experiment could be regarded as a generalization of the denoising algorithm in [19] for single image to HSI. In the following text, we will denote this experiment as Spa for short. In another experiment, we remove the second and third terms from the aforementioned formula, which means that the noisefree signal is reconstructed only with the restriction of low rank, not in the sparse representation framework. This experiment is denoted as Lr.
Figs. 14-16 show the denoising performance in every spectral band of Spa, Lr, and the proposed Spa+Lr algorithm on Sandi go data, in the case of σ = 15. By analyzing Tables IV and V, we can conclude that our Spa+Lr method works better than Lr or Spa, no matter what the noise level and testing data are. It demonstrates the rationality of the sparse representation framework and low-rank constraint in our algorithm. Approximation errors may be introduced in the sparse coding and dictionary updating stages in the sparse representation method. These errors could be suppressed by the constraint of low rank. On the other hand, the low-rank reconstruction only takes spectral correlation into consideration; the performance will be enhanced if spatial information is taken into consideration. Sparse representation exploits the RAC in spatial dimension; hence, the Spa+Lr method employing spatial information reduces noise more efficiently than the Lr method. It is worth pointing out that the single sparse representation method (Spa) or low-rank recovering method (Lr) cannot obtain higher performance than the method in [7] . Nearly all the assessing indexes are lower than those in [7] ; however, the outstanding result is acquired by the Spa+Lr method. This further proves that adding low-rank constraint in the sparse representation framework is reasonable.
C. Selection Principle of Parameters
There are four parameters in (14) . The first parameter γ controls the similarity between denoised image X and noisy version Y . If the noise level is low, i.e., recovered image X should be close to noisy image Y , then parameter γ should be large, and vice versa. In our experiment, we set γ = 30/σ. Parameter η balances sparsity and representation error. It depends on noise level and is handled implicitly in the process of sparse coding via greedy algorithm, such as the OMP method [19] . The third regularization parameter is μ, which weights the lowrank constraint, and it is dependent on noise variance and data size [22] , [33] . It should be large if noise variance and data size is large. In our experiment, the ratio between parameter μ and parameter λ is set μ/λ = max( √ MN, √ L) • σ/6.5. Noise level will decrease during the iteration; hence, parameter μ should be updated to a smaller value. In our experiment, we divide this parameter by 10 in each iteration loop. The fourth regularization parameter λ indicates that auxiliary variable U should be close to the estimated X. It should be set a large value. In our experiment, we set it 100. Fig. 17 shows the relation between denoising performance and iteration number. We give the PSNR value in each iteration in Sandi go and Washington DC Mall experiments. We can conclude that 15 is the best iteration number since denoising performance increases very slowly when iteration number is larger than 15. It is worth noting that overfitting may happen in the sparse coding stage if iteration number is too large, and then, the denoising performance decreases.
D. Assessing the Performance With Classification Accuracy
The aforementioned experiments are performed on simulated noisy data. However, in the real case, the noise level varies with the change of spectral band. Here, we remove noise in real noisy hyperspectral data to verify the validity of the proposed method. Two data sets of urban region are used in the aforementioned experiments; hence, we choose to do the next experiment on Indian pines data in order to show that our method acquires high performance not only on the urban region data set but also on the sub-urban data set. The size of data is 128 × 128 × 220. Images in spectral bands 104-108, 150-163, and 220 are abandoned because the noise level in these bands is high and there is nearly no useful information in these bands.
Noise level in each band is different in real noisy HSI data. However, the proposed denoising algorithm assumes that the noise level in each band is uniform. In order to apply our denoising algorithm to the real noisy HSI data, a preprocessing stage to make the noise level in each band uniform is necessary. The preprocessing is given bỹ
where Y :,:,l is the intensity in the lth band, and σ l is the estimated standard variance of noise in the lth band. σ is a given constant. By this preprocessing, standard variance of noise changes into σ for every band (see Fig. 18 ). Following the proposed denoising method, an inverse process is necessary:
whereX :,:,l is the intensity in each denoised band, and X :,:,l is the final recovered result. The standard variance of noise before and after this preprocessing stage is shown in Fig. 18 . Noise level is estimated from wavelet coefficients [40] ; the formula is presented hereσ
The median is to obtain the median value of vector w k l , which is the wavelet coefficient vector for the kth subband (HH). It is obvious that the noise level in each band becomes uniform after this preprocessing.
The classification accuracy will be affected by noise, and the classification accuracy can be used to evaluate the denoising performance. Here, support vector machine (SVM) [44] is utilized as classifier, and overall accuracy (OA) is utilized as evaluation index (see Table VI ). The classification ground truth 2 of Indian pines data is presented in Fig. 19 . The number of training sample is 10% of the number of the testing samples.
In Figs. 20 and 21 , we show the denoised results in bands 1 and 200, respectively, by different methods. The original image in bands 1 and 200 is corrupted by noise heavily; one can hardly take advantage of the information in these bands without denoising. In Figs. 20 and 21 , we can observe that there is still some stripe noise remaining in the result of VBM3D. Similarity measurement between patches is dependent on noise level; hence, the denoising performance of VBM3D decreases in the heavy noise case. In Fig. 21 , it is not hard to find that the result in [7] is blurred; some noise and artifacts exist, as shown in the marked region. It is obvious that there is nearly no noise in our result and it is sharper than the result in [7] visually.
OA value is promoted when noise is suppressed. As presented in the aforementioned text, the spectral distortion of Fig. 19 . Classification result of Indian pines data. Top: ground truth; middle: (left) classification result using original data without denoising and (right) classification result using denoised data via VBM3D; bottom: (left) classification result using data via [7] and (right) classification result using denoised data via our method. Fig. 20 . Denoised images of Indian pines in spectral band 1. Top: (left) original noisy image and (right) denoised image using VBM3D; bottom: (left) denoised image using [7] and (right) denoised image using our method. our denoising method is the least, which is benefit to enhance classification performance. It is worth noting that better classification results can be obtained if other classification methods original noisy image and (right) denoised image using VBM3D; bottom: (left) denoised image using [7] and (right) denoised image using our method.
are used, such as [4] , but we only aim to demonstrate that our denoising method can provide better HSI data through classification accuracy by SVM.
All of the experiments are done in Matlab 7.8.0 with an Intel PC Core 3.10 GHz, RAM of 2G. Most of the computation time is paid on sparse coding of each image patch. This algorithm can be run in a parallel way to accelerate the processing since sparse coding on every patch is independent of each other.
V. CONCLUSION
In this paper, we have proposed an HSI denoising method by jointly utilizing local/global RAC of HSI in spatial and spectral domains. Global RAC in spatial dimension is exploited via dictionary learning in the framework of sparse representation. However, only local RAC in spectral dimension could be used in the sparse representation framework. Large spectral distortion will be caused if global RAC in spectral dimension is not employed. In order to take advantage of global RAC in spectral dimension, low-rank constraint is added as regularization. The rank of noise-free HSI data is expected to be low due to high RAC among images in different bands, while the rank of noisy data is full. We add the rank of noise-free HSI as regularization in the objective function to force it to be low to exploit the global RAC in spectral dimension. Other than theoretical analysis, the rationality of combining sparse representation and low rank is also analyzed using experimental methods. The experimental results demonstrate that our denoising method can achieve competitive performance than other state-of-the-art methods. However, the denoising performance may decrease when noise is strong. It is the disadvantage of the denoising method based on dictionary learning. In the future, we will concentrate on removing noise for HSI under strong noise. Accelerating the speed of the algorithm is another research direction for its practical significance.
