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Abst ract - -For  an arbitrary positive number, we consider the family of probability measures sup- 
ported on the positive halfaxis with the first three moments belonging to small neighborhoods of
respective powers of the number. We derive precise relations between the rate of uniform conver- 
gence of the moments and that of the Prokhorov radius of the family to the respective Dirac measure, 
dependent on the shape of the moment neighborhoods. This is a strengthening of results by Anas- 
tassiou established under two moment conditions and provides a refined evaluation of the effect of 
specific moment convergence on the weak one. (~) 1999 Elsevier Science Ltd. All rights reserved. 
Keywords - -P rokhorov  distance, Weak convergence, Uniform convergence, Exact rate, Dirac mea- 
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1.  MAIN RESULT 
We start with recalling the notion of the Prokhorov distance r of two Borel probability measures 
/~, v defined on a Polish space with a metric p: 
~r(#, u) = inf {r > 0 : #(A) _< u (A r) + r, u(A) <_ # (A r) + r for all closed sets A}, (1.1) 
where A r = {x : p(x, A) < e}. The Prokhorov distance generates the weak topology of probability 
measures. In particular, if we consider probability measures on the real axis with the standard 
Euclidean metric and u = Sa is a Dirac measure concentrated at point a, then (1.1) takes on the 
form 
7r (p, b~) = inf {r > 0 : # (I~) > 1 - r} ,  
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with Ir = [a - r, a + r]. For fixed positive a and ei, i = 1, 2, 3, we consider the family Ad(E), 
£ = (el, e2, e3), of all probability measures upported on [0, +c~) with finite first, second, and 
third moments mi = f t i # (dr), i = 1,2, 3, respectively, such that [mi -a i [  _< ei, i = 1, 2, 3. The 
probability distributions concentrated on the positive halfline are called the life distributions. The 
first standard moments provide a meaningful parametric description of statistical properties of 
distributions: location, dispersion, and skewness, respectively. Note that functions ti, i -- 1, 2, 3, 
form a Chebyshev system on [0, +co). The Chebyshev systems are of considerable importance in 
the approximation theory, because they allow one to estimate integrals of arbitrary continuous 
functions by means of respective xpectations of the elements of the system (see [1]). The 
objective of this paper is to establish the precise evaluation of the Prokhorov radius 
n(~) = sup r(#,Sa) (1.2) 
~e~(~) 
of the parametric neighborhood A4(E) of the degenerate measure 6a. We are motivated by the 
problem of describing the rate of uniform weak convergence of measures with respect o that of 
its several moments. We therefore, assume that all ei are small in comparison with a. However, 
it is worth pointing out that our results are not asymptotic and we derive precise value of (1.2) 
for fixed nonzero ei. Presentation of some asymptotic approximations will follow Theorem 1 
containing the main result. Note that ei ~ 0, i = 1, 2, implies that the respective measure 
converges weakly to 6a. Anastassiou [2] calculated the Prokhorov radius of the class of measures 
satisfying two moment bounds [mi -a i [  _< ei, i = 1,2. The Levy and Kantorovich radii of the 
class were determined in [3,4], respectively. In the latter, the Prokhorov radius problem for the 
Chebyshev system {sin t, cos t} on [0, 2~r] was also solved. Anastassiou and Rychlik [5] analyzed 
the Prokhorov radius of classes of measures urrounding zero satisfying first, Second, and fourth 
moments conditions. Below we present a refinement of the result by Anastassiou [2]. 
THEOREM 1. HO < H(E) < a* = min{a, 1}, then it can be determined by means of one of the 
following algorithms. 
( i)~f 
2aQ+e2 < 1, 
e3 >_ 3a2el +3ae2 - (2ael +e2)2/3el, 
(1.3) 
(1.4) 
then 
II(~) = (2a(, + ~2) I/3 . 
(ii) Suppose that there is r = r(a, el,e3) E (O,a*) such that 
[( ] (3a 2 + r 2) ~i + ~3 = ar~(1 + 2~) - 2(1 - ~) a s + - a 3 . 
If 
(1.5) 
(1.6) 
[( ] +( l - r )  a 2+ -a  <r  2, 
2ael [ (  r~  ] (1 + 2r)r3 
then H(E) = r(a, el, e3). 
(iii) Suppose that there is r = r(a, el,e3) 6 (0,a*) such that 
(1.7) 
(1.8) 
(a -ar+r2-e l )3= ( l - r )  2 [a3 - r (a - r )a+ea] .  (1.9) 
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/? 
[ (  ~_)1 /2  ] 
#.2 _ (1 - r) a 2 4- -- a _~ el _~ #`2, 
e2 ~_ (a - - raT#`2- -e l )  a2 
(1 -- r) 4- r (a - -  # )`2 -- , 
then II(C) = r(a, el, e3). 
(iv) Suppose that there is r = #.(a, e2, e3) E (0, a*) such that 
#.6 
(3a 2 + r 2) e2 + 2ae3 = 3a2r 2 - -  (1 + 2r)~- - -  (I - -  r)(27a2).  
/ f  
e2 #.2 #.) ) 4- (2 4- r)-~- + (1 - < 2ar 2, 
#.4 
2ael >_ e2 "4- r 3 + (1 -- r) (9a2) , 
then II(E) = r(a, e2, e3). 
(v) Suppose that there is r = r(a, e2, e3) E (0, a*) such that 
3 2 [a - r (a  - #.)2 _ e2] 2 = (I - r )  [a 3 - #.(a - #.) 4- e3] • 
/ [  
#.2 #.4 
2ar 2 - (2 + r) ] (9a2----- ~ _< e2 <_ 2ar 2 - r 3, 
el >_ a - ra + #.2 _ (1  - r )  112 [a  2 - r (a  - #.)2 _ e2] l /2  ' 
then H(£) = r(a, e2, e3). 
(vi) Suppose that there is #. = #.(a, el, e2, ca) E (0,a*) such that 
(1 -- r )  1/2 [ (3a  2 -- #.2) el 4- 3ae2 -- e3] = (#.2 _ 2ael  -- e2) (2ael  4- e2 -- #.3)1/2. 
/ f  
2ae l+e2 ~_r 2, 
7 
[c - -  a 2 + -- a #.2 <_ e3 ~__ (3a 2 _ r 2) el 4- 3ae2, 
then II(E) = r(a, el, e2, e3). 
(vii) Suppose that there is r = r(a ,  el ,e2,e3) E (0, a*) such that 
(1 - r )  112  [ (3a  2 - r 2) el - 3ae2 -- :3] = (#.2 _ 2a : l  4- e2) (2ael  -- e2 -- #.3)1/2. 
H 
2ael - r 2 <_ e2 
<_ a 2 + +a-r  : I  -- a 2 4-  -- a r, 
(1.10) 
(1.11) 
(1.12) 
(1.13) 
(1.14) 
(1.15) 
(1.18) 
(1.17) 
(1.18) 
(1.19) 
(1.2o) 
(1.21) 
(1.22) 
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(. 
<:e3_< a 2 - r  2+2a a 2+ ~1-- 2a+ a 2+ e2 (1.23) 
then II($) = r(a, ex, e2, e3). 
We have only considered the Prokhorov radii that satisfy II($) _< rain{a, 1} which is of interest 
in examining the rate of convergence. The conditions for II(£) = 1 < a can be concluded from 
the proof of Theorem 1. The case a _< II($) _< 1 can be analyzed by means of tools used in our 
proof. The solution has a simpler form than that of Theorem 1, but we do not include it here. 
Although our formulas for determining the Prokhorov radius look complicated at the first glance, 
they provide simple numerical algorithms. Case (i) has an explicit solution. In the remaining 
ones, one should determine solutions of polynomial equations (1.6), (1.9), (1.12), (1.15), (1.18), 
and (1.21) in r of degree from 6 in Case (iii) to 9 in Case (v) with fixed a and e~, i = 1, 2, 3, and 
check if they satisfy respective inequality constraints. If the Prokhorov radius is determined by 
one of the polynomial equations, there are no other solutions to the equations in (0, a*). 
In comparison with analogous two moment problems, Theorem 1 reveals abundant representa- 
tions of Prokhorov radius, depending on relations among el, i = 1, 2, 3. Formula (1.5) coincides 
with the Prokhorov radius of the neighborhood of 5a described by conditions on the first and 
second moments only (cf. [2]). It follows that if the conditions on the third one are not very re- 
strictive (see (1.4)), then they are fulfilled by the measures that determine the Prokhorov radius in 
the two moment case. One can also verify that equations (1.6), (1.9) and (1.12), (1.15) determine 
the Prokhorov radii for classes of measures with other choices of two moment conditions. The 
former two refer to the first and third moments case and the latter to that of the second and third 
moments, respectively. Again, (1.8), (1.11) and (1.14), (1.17) indicate that admitting sufficiently 
large deviations of the second and first moments, respectively, we obtain the Prokhorov radii 
depending only on the remaining pairs. One can deduce from our proof that Cases (iii) and (v) 
refer to smaller values of e3/el than Cases (ii) and (iv), respectively. Using (1.10) and (1.16) 
we can find some lower estimates H($) _> ell/2 and II(£) _> (e2/2a) 1/2 for the Prokhorov radius 
determined by equations (1.9) and (1.16), respectively. In the last two cases, the radius depends 
directly on all ei, i = 1, 2, 3, and the respective inequality constraints represent upper bounds for 
the range of each ei. We can obtain some explicit evaluations of H($) there making use of the 
fact that all factors in (1.18) and (1.21) are positive. For example, from (1.18) and (1.21) we 
conclude that 
(2ao + e2) 1/2 _< II($) _< (2ao + ~2) 1/3 , 
(2ao - ~2) 1/2 ~ I ' I ($ )  < (2ao -- e2) 1/3 
(1.24) 
(1.25) 
(cf. (1.5)). 
In Cases (ii) and (iv) there are no simple estimates of H($) in terms of O and e2 that could be 
compared with (1.5), (1.24) and (1.25), because ither e2 or O can be arbitrarily large then. Nev- 
ertheless, assuming that the parameters ei are small and so is II($), we can solve the approximates 
of (1.6) and (1.12) neglecting all powers of r except of the lowest ones. This yields 
3a2~1 -4- £3 n(C) 1 4a 3 , 
f 3a2e2 + 2ae3 ~ 1/~, 
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respectively. Analogous approximations of (1.9), (1.15), (1.18), and (1.21) provide 
n(e) 
n(E) 
a3-4 -~s- (a -Q)  3 
6a2el -- 3ae21 + 2~3 '
(a ~ +e3)2-  (a ~-e2)3 
6a4c2 - 3a2c~+aa3e3 - e~' 
H(g') ~ 1 - 
II(£) ~ 1 - 
(2ael + ~2) 3 
(3a2e l+3ae2- -e3)  2' 
(2aQ --e2) 3 
(3a2el -3ae2-e3)  2' 
respectively. 
A general idea of proof of Theorem 1 comes from [2]. We first determine 
{ } Lr (U)=in f  #( I t ) :  (d t )=mi ,  i=1 ,2 ,3  , 
for fixed 0 < r < a and all 
{/o } M = (m, ,  m2, m3) • ~4) = M : t i # (dr) = m~, i = 1,2, 3 . 
Then 
H(£) = inf{r > 0:/ '~(E) > 1 - r} ,  
where 
(1.26) 
(1.27) 
(1.28) 
£r(£) = inf {Lr(M) : M e B(£) fq W}, 
B(£) = {M = (m, ,m2,m3) :  Imi-a' I < e~, i=  1,2,3}. 
(1.29) 
(1.30) 
Further rectangular parallelepipeds (1.30) will be called shortly boxes. The advantage of the 
method is that having solved (1.26), we can further analyze function Lr(M) of four real param- 
eters rather than the original problem (1.2) with an infinitely-dimensional domain. We shall see 
that the function is continuous although it is defined by eight different formulae on various parts 
of W. In particular, it follows that the infimum in (1.29) is attained at some M = Mre for every 
fixed r. Moreover, Mre changes continously as we let r vary, which yields the continuity of 
£r(£) = L~ (Mrs) (1.31) 
in r, and accordingly (1.28) is a solution to the equation 
L~ (Mrx) = £~(£) = 1 - r. (1.32) 
The proof of Theorem 1 consists in determining all Mr~ that satisfy both requirements of (1.32) 
for all £ such that 0 < r = H(E) < a*. It occurs that the problem has seven types of solutions, 
depending on mutual relations among e~ and r. These provide seven respective statements in
Theorem 1. 
In Section 2, we solve auxiliary moment problem (1.26) for all M of the moment space (1.27) 
and arbitrary fixed r < a. In Section 3, we analyze variability of the solution over different 
subregions of the moment space. The results are applied in Section 4 for determining all moment 
points such that (1.31) holds for some r and E. In Section 5, we select those that additionally 
satisfy (1.32). 
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2. AUXIL IARY  MOMENT PROBLEM 
It is widely known that (1.27) has the explicit representation 
W = {M = (ml ,m2,m3) :  ml  ~ O, m 2 ~_ m 2, mi ra  3 ~ m22} (2.1) 
(cf., e.g., [6]). Theorem 2 below states that (1.26) has eight differenrepresentations n different 
subregions of (2.1). We define the subregions using geometric notions. These are both more 
concise and illustrative than analytic ones that involve complicated inequality relations in mi, 
i - 1, 2, 3. We first introduce some notation. We shall use small letters for points on the line 
and capital ones for those in the three-dimensional space, e.g., M = (ml, m2, m3) E T~ 3. Pieces 
of the graph of function t ~ (t, t2,t3), t > O, will be denoted by SV = {T = (t, t2,t 3) : s < 
t <_ v}. We distinguish some specific points of the curve: O, A, B, C, A1, A2, and D are 
generated by arguments 0, a, b = a - r, c = a + r, al = (a 2 + r2/3) W2, a2 = a + r2/(3a) and 
d = [2a + (a 2 + 3r2)1/2]/3, respectively. We shall write conv{.} for the convex hall of a family 
of points and/or sets, using a simpler notation ST = conv{S, T} and ASTV = conv{S, T, V} 
for line segments and triangles, respectively. The plane spanned by S, T, V will be written as 
pI{STV}.  We shall also apply a notion of membrane spanned by a point and a piece of curve 
mem{V,S[ /}= U TV. 
s<t<u 
Note that 
U ( - )  
s<t<u 
Finally, for a set ,4 we define the family `41 of points lying above .4 by 
A l = {(ml, m2, m3 Jr t) : (rex, m2, m3) E A, t _~ 0}.  
Observe that (2.1) is alternatively described by 
' 
W=mem{O,  Ooo} =cony (2.3) 
We can now formulate the solution to our auxiliary moment problem (1.26). In some cases, when 
this is provided by a unique measure, we display the respective representations, because they will 
be further used in our study. 
THEOREM 2. For fixed 0 < r < a and M = (ml, m2, m3) E PY, (1.26) can be explicitely written 
as follows. 
(i) I f  M E Vr = mem{O, O~B} TU AOBC I U mem{O, C~oo} T, then 
Lr(M)  = O. (2.4) 
(ii) I f  M E /XABC T, then 
Lr(M) = 1 - (m2 - 2am1 + a 2) (2.5) 
r 2 
(iii) I f  M E mem{C, AC} T, then 
C -- ml )  2 
Lr(M)  = c2 _ 2cml + m2" (2.6) 
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(iv) I f  M • mem{B, BA} T, then 
Lr(M) = 
(v) I[ M • conv{O, B, D, C}, then 
(ml - b) 2 
m2 -- 2brnl -b b 2" 
(2.7) 
L~( M) = -m3 -b (b -t- c)m2 - bCml 
d(d - b)(c - d) 
This is attained by a unique measure supported on O, b, d, and c. 
(vi) I[ g • cony{O, C, 1)C}, then 
(2.s) 
L~( M) - cml - m2 _ (cm I -- T/~2) 3 
t(e - t) (cvn2 - m3) (e2ml - 2cm2 A- m3)" 
This is attained by a unique measure supported on 0, c, and 
(2.9) 
t C-~n2 -- m3 = • [d, c]. 
cm 1 - m 2 
(2.1o) 
(vii) I f  M • eonv{O, B, BD}, then 
Lr(M) = 
m2-bml  (m2-bml )  3 
t(t - b) (m3 - bin2) (m3 - 2bin2 + b2ml)" 
This is attained by a unique measure supported on 0, b, and 
(2.11) 
mz-bm2 
t = • [b, d]. 
m2-bml  
(2.12) 
(viii) I f  M E conv{B, C, AD}, then 
Lr(M) = -m2 + (b + c)ml - bc 
(t - - t) 
( -m2 + (b + c) ml - bc) 3 
[-m3 + (25 + c)m2 - bib + 2c)ml + b2c] 
1 
x 
[m3 - (b + 2c)m2 + c(2b + c)ml - bc2]" 
This is atta/ned by a unique measure supported on b, c, and 
t = -m3 + (b + c)m2 - bcml 
-m2 + (b + c)ml - bc • [a, 4. 
(2.13) 
(2.14) 
In order to simplify further analysis of (2.5)-(2.14), we represented them so that all factors of 
products and quotients are nonnegative there. Also, we defined the subregions of the moment 
space as its closed subsets. One can verify that the formulae for Lr(M) for neighboring subre- 
gions coincide on their common borders. Since each formula is continuous in M in the respective 
subregion, so is Lr(M) in the whole domain. Observe also that letting r vary, we change contin- 
uously the shapes of subregions. Combining this fact with the continuity of each above formula 
with respect o r, we conclude that Lr(M) is continuous in r as well. 
The proof is based on the geometric moment heory developed in [7] in a general setup. The 
theory provides tools for determining extreme integrals of a criterion function over the class 
of probability measures such that the respective integrals of some other functions atisfy some 
equality constraints. Kemperman [7] used the fact that each measure with given expectations 
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of some functions has a discrete counterpart with the same expectations such that its support 
contains at most one more point than the number of conditions, and replaced the original problem 
by analyzing the images of integrals which coincide with convex hulls of the respective integrands. 
E.g., in view of the theory the latter representation i  (2.3) is evident. For the special case of 
indicator criterion function that we examine here, Kemperman [7] described an optimal ratio 
method for solving respective moment problems. A version of the method directly applicable in 
our problem is presented in Lemma 1. It is obvious that Lr(M) = 0 iff M E )2r which denotes 
here the closure of the family of moment points conv{OB, Coo} for the measures supported on 
the complement of It. The optimal ratio method allows to determine Lr(M) for other elements 
of the moment space (1.27). 
LEMMA 1. Let ~l be a hyperplane supporting the closure of the moment space and let ~ '  be the 
closest parallel hyperplane to H supporting Yr. Then for all M ~ conv{W n ?/, l;r n H'}, yields 
p (~ ' ,M)  
Lr(M) = P (7-l', Tl)' (2.15) 
where the numerator and denominator stand for the distances of hyperplane H' from moment 
point M and hyperplane 7-l, respectively. 
Since explicit determining the supporting hyperplanes poses erious problems especially in mul- 
tidimensional spaces, we also apply some other tools useful for studying three moment problems. 
Lemmas 2 and 3 provide adaptations of auxiliary results of Rychlik [6] to our problem. 
LEMMA 2. Let 0 <_ tl < t2 < t3 < t4. Then Ti (ti, 2 3 = ti, t i ) lies below (above) the plane spanned 
by Tj, j # i, iff i = 1 or 3 (2 or 4, respectively). 
LEMMA 3. A measure attaining Lr(M) for a moment point M of an open set W' C W, W'  n 
()oo = O, is a m/xtare of measures attaining Lr(Mi) for some moment points Mi of the border 
of W'. Accordingly, the subset of support points of the measures attaining Lr(M) for border 
moment points contains that for the inner ones. 
In the sequel, we shall repeatedly use analytic representations of moment points as combinations 
4 of image points T~ E Ooo. A four-point representation M = )-~i=l aiT~ has the coefficients 
m3 - m2 ~ tj + ml ~ tjtk -- YI tj 
j#~ j#~#k j#i 1 < i , j , k  <: 4. (2.16) 
= FI  ( t ,  - ' 
j#i 
3 
Also, M = ~ a~Ti E pl{T1, T2, T3} with coefficients 
- E t j  + l-I t j  
j#i j#i 
a~ = ..l-[ (t, - tj~. , 1 <_ i , j  < 3. (2.17) 
j#i 
iff it satisfies the equation 
ma - m2 ( t l  + t2 + t3)  + ml  (tit2 + tit3 + t2t3)  - t l t2 t3  = O. (2.18) 
If the left-hand side of (2.18) is less or greater than 0, then M lies below or above the plane. 
Generally, formulae (2.16) and (2.17) represent coefficients of linear combinations. If all c~ > 0, 
then the combinations are convex. 
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PROOF OF THEOREM 2. We first determine l;r = conv{O~B, C~oo}, where L~ vanishes. We claim 
that 
~}T mem { ~}T {O,  OB U AOBC t LJ O, Coo mem 
One can easily check that all M E 1)r satisfy rnl _> 0 with rn2 _> max{m 2, (b+c)ml  - bc}, and we 
determine the range of the third coordinate. We start with showing that this is unbounded from 
above. If either rnl _< b or ml > c and m2 > m 2, then (ml, m2) has a convex representation 
ml = c~t + (1 - a)s ,  
m2 = at 2 + (1 - a)s  2, 
(2.19) 
(2.20) 
for t ---* oo and s --* ml from the left. Substituting s = (ml - ~t)/(1 - c~) from (2.19) into (2.20), 
we obtain 
2 = - + 2 (t l - > - > 0 
and 
m3 > o~t 3 > (m2 -- m~) t ~ oo, as t ~ oo. 
If b < ml _< c and m2 > (b + c )ml  - bc, then (ml, m2) is a convex combination of (b, b2), (c, c2), 
and (t, t 2) for sufficiently large t. By (2.17), the coefficient of t is 
Ol = 
rn2 - (b + c )ml  + bc 
(t-b)(t-c) 
and so m3 > at  3 -*  oo, as t --* oo. Since 1)r is a convex body, we need to show that mem{O, OB},  
ZXOBC and mere{O, Coo} form its bottom. The surfaces consist of moment points generated by 
0, t E (0, b], and 0, b, c, and 0, t E [c, oo), respectively, which belong to [0, b] U [c, oo). Moreover, 
the membranes are parts of the lower envelope of 14). Consequently, it suffices to prove that no 
moment point of a measure supported on [0, b] U [c, oo) lies beneath AOBC.  We can confine 
ourselves on three-point distributions. Due to Lemma 3, if 0 _< ti _< b or ti _> c, i = 1, 2, 3, then 
the respective Ti lie above /XOBC and so do all M E /XT1T2T3. This completes the proof of 
Part (i). 
The next three parts are proved by means of the optimal ratio method. Consider the vertical 
hyperplane 7"la : m2 - 2aml  + a 2 = 0 supporting )IV along hairline A T. Then 7-/~ : rn2 - 
(b + c )ml  + bc = 0 obeys the requirements of Lemma 1, and ~ A 12r = B--C T. Therefore, for 
M E conv{A T, ~--~T } = AABCT,  we have 
L~(M)  = p (7-l~, M)  _ Ira2 - (b -F c )ml  + bc[ me - 2am1 + a 2 
p (7-/~, A) r2 = 1 - r2 , 
as stated in (2.5). For proving (2.6), we consider ~/t : m2 - 2tml  + t 2 = 0 for some t E (a ,c) .  
Then 7"/t n W = T T, and 7-l~ : m2 - 2 tml  + 2tc - c 2 = 0 is the closest parallel plane to ~t  that 
supports ))r along C T . Then for M E conv(T T, C T } = T--C T, we obtain 
Lr (M)  = p( l " l~,M)  = Im2 - 2tin1 + 2tc - c21 (2.21) 
p (7-/~, T)  (c - t) 2 
Condition M E T-C T implies m2 = ( t+c) rn l  - t c .  This allows us to replace t with (cml  -m2) / (c -  
rnl) in (2.21) and leads to (2.6). Note that the formula holds true for all M E [ . Ja<t<cTC T = 
mem{C, A~C} t. In the same manner we can prove part (iv) by studying T/t for t E (b, a) with 
7-l~ : rn2 - 2tin1 + 2tb - b 2 = 0 that touch Vr along B T . 
ii0 G.A. ANASTA$SIOU AND T. RYCHLIK 
We are left with the task of determining Lr(M) for conv{O, B, C, B~C) that is bounded below 
by mem(O, B~C), and above by AOBC,  AABC,  mem(C, A~C) and mem(B, B~A}. Observe that 
the optimal convex representations for M from the border surfaces are attained for the support 
points 0 with t • (b,c), and 0, b, c, and b, a, c, and c with t • (a,c), and b with t • (b,a), 
respectively. Due to Lemma 3, examining Lr(M) for the inner points, we concentrate on the 
measures upported on 0, b, c and some ti • (b, c). 
We claim that the optimal support contains a single t • (b, c). To show this, assume that 
M • PQ for someP • AOBC and Q • conv(T~ : b < t~ < c). Al lTi  lie below pl(OBC} 
(see Lemma 2), and so do Q and M. The ray passing from P through M towards Q runs down 
through conv(B~C) B Q. We decrease the contribution of Q which is of interest once we take 
the most distant point of conv(B~C). This is an element of the bottom envelope mem(B, B~C) 
of conv{B~C) (cf. [6]). Accordingly, an arbitrary combination of T~ • B~C can be replaced by a 
pair B and T • BC, which is the desired conclusion. 
For given M • conv{O, B, C, BC),  we now aim at minimizing 
a(t) = --m3 + (b + c)m2 - bCml 
t(t - b)(c - t) 
(2.22) 
(cf. (2.16)) which is the coefficient of T E B~C in the linear representation of M in terms of O, B, 
C, and T. If b < t < c, both the numerator and denominator of (2.22) are positive, the former 
being constant. By differentiating, we conclude that the denominator has two local extremes: a 
negative minimum at d ~ < b and a positive maximum at d = [2a + (a2+ 3r2)1/2]/3 E (a, c), which 
is the desired solution. We complete the proof of part (v) by noticing that Lr(M) = a id ) iff the 
representation is actually convex, i.e., when M E cony{O, B, C, D}. 
We now treat moment points of conv{O,C,l~C) with borders mem{O,D~C}, AODC and 
mem{C, DC}. The solutions of the moment problem on the respective parts of the border are 
provided by combinations of 0 with some t E [d,c], and O, d, c, and c with some t E [d,c], 
respectively. Referring again to Lemma 3, we study combinations of 0, d, c and some t E (d, c) 
when we evaluate (1.26) for the inner points. We showed above that combinations with a single t 
reduce #(It). Analyzing (2.22) for t > d we see that decreasing t provides a further reduction 
of the measure. However, we can proceed so as long as M E conv{O, D, T, C} and stop when 
M E AOTC.  By (2.18), the condition is equivalent to m3 - (  t + c)m2 + tcml = 0, which allows us 
to determine (2.10). Combining (2.10) with (2.17), we conclude (2.9) for M E Ud<t<c AOTC = 
cony{O, c, D C) (cf. (2.2)). 
What remains to treat is the region situated above mem{O,B~D), ABDC,  and below 
mem(C, A~D}, AABC,  mem(B, B~A}, and AOBD.  Analysis similar to that in the proof of the 
previous two cases leads to minimization of (2.22) with respect o t E (b, d). For a fixed M, we can 
reduce (2.22) by increasing t until M belongs to the border of the tetrahedron conv{O, B, T, C}. 
There are two possibilities here: either M E conv{O, B, BD) ,  and then M E AOBT ultimately, 
or M e conv{B, C, A~D), and then M becomes a point of ABCT.  Analytic representations of
M e pl{OBT) and M e pI{BCT) (cf. (2.18)) makes it possible to write (2.12) and (2.14), 
respectively. Final formulae (2.11) and (2.13) are obtained by plugging respective support points 
into (2.17). Verification of details is left to the reader. I 
One can see that for every 0 < r < a* there exists M such that Lr(M) = 1 - r (cf. (1.32)) 
in each region of the partition of the moment space presented in Theorem 2, except of the first 
one. E.g., the equation holds true for M • AABC T iff M • BrACt AT with B A = rB -t- (1 - r)A 
and C A = rC ÷ (1 - r)A. In conv(B, C, AD}, this is satisfied by M • Ua<t<d BTC~ • A more 
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difficult problem that will be studied in next two sections is determining M that minimize Lr 
over boxes (1.30). The moment points that obey both the conditions are needed for the final 
determination of the Prokhorov radius. 
3. FURTHER AUXIL IARY  RESULTS 
LEMMA 4. L~(M) is nonincreasing in ra3 as ml,m2 are fixed and M E W. 
PROOF. We prove the property for every element of the partition of the moment space presented 
in Theorem 2 and refer to continuity of the function for justifying the claim. The result is trivial 
for moment points in the first five subregions. 
Consider M E cony{O, C,/}C}. Note that (2.10) is decreasing in m3, and examine the former 
representation in (2.9). This is the ratio of two positive values: the numerator is constant, and 
the denominator decreases for t E [c/2, c] D [d, c]. Hence, by increasing m3 we decrease t, and 
increase the denominator, and decrease the ratio, as required. 
In conv{O, B, B~D}, increase of m3 implies that of t (see (2.12)). As t > b increases, so does 
the denominator f the first representation in (2.11). Since the numerator is a positive constant, 
the result follows. Likewise, from (2.14) we deduce that t(m3) is decreasing in cony{B, C, AD}, 
and (2.13) is increasing in t as t e [a,c] D [a,d]. II 
LEMMA 5. L~(M) is nondecreasing in ml as m2, m3 are fixed, and nonincreasing in m2 as ml, 
m3 are fixed, when M ~ AABC T U mem{C, A~C}T U mem{B, B~A} T. 
PROOF. Glancing at (2.5)-(2.7), we immediately verify the latter statement. The former is also 
evident for M ~ AABC T. Differentiating (2.6), we have 
OLr(M) 2 (c - ml) (cml - m2) 
0m,  = -> 0 
in mem{C, AC} T, because both factors of the numerator are nonnegative there. In the same 
manner we conclude the statement for M E mem{B, BA} T. | 
LEMMA 6. Lr(M) is nonincreasing in ml as m2, m3 are fixed, and nondecreasing in ms as ml, 
m3 are fixed, when M e conv{O, B, D, C} U conv{O, C, D~C} U conv{O, B, B~D}. 
PROOF. By (2.8), the assertion is apparent for conv{O,B,D,C}. Suppose now that M E 
conv{O, B, BD}, and let first ml vary and keep mlm2 fixed. Increase of ml implies that of t and 
tit - b) (cf. (2.12)). Therefore, the central term of (2.11) is the ratio of two nonnegative factors: 
the former is decreasing in ml,  and the latter is increasing. Also, 
b2ml  - m3 
Ore2 (ms - bml) 2 
(3.1) 
Observe that m3 - bSml = 0 is the plane supporting conv{O, B, BD} along OB, and the rest 
of the region lies above the plane. Therefore, (3.1) is nonnegative, and both t and tit - b) are 
nonincreasing in ms. Using (2.11) again, we assert he opposite for Lr(M). 
The last case requires a more subtle analysis. Expressing (2.9) and (2.10) in terms of f~ = 
ft(M) -- cm2 - m3 >_ 0 and 7 = 7(M) = clTtl - -  ms >_ 0, we obtain Lr(M) = ~'3/[f~(c7 - f~)] and 
t = ~/7, respectively. Differentiating the former formally, we obtain 
~,2 (2Cf~"/~" -[- 2~'~' -- 3f~2~ ', -- ClOt"/2) 
L'r(M) = ~s(~ _ ~)2 (3.2) 
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Since ~ml = 0 and ~ml = c, 
COLt(M) = c72(2c7 - 3~) 3c73(2c/3 - t) 
= (3.3) 
The sign of (3.3) is the same as that of (2/3)c - t. We shall see that (2/3)c < t for all t e (d, c). 
It suffices to check that (2/3)c < d = (1/3)[2a ÷ (a 2 + 3r2)1/~], and a simple algebra shows 
that this is equivalent o r < a. Therefore, (3.3) is negative, and Lr actually decreases in ml.  
Combining (3.2) with o_p_ = c and o-27- = -1 ,  we have Om2 Om2 
COLt(M) 72 (3~ 2 - c272) 374 (t 2 - c2/3) 
: Z?(c = Z2(c > 0, 
because t > (2/3)c > c/v~,  as we checked above. This ends the proof. | 
Analyzing variability of Lr (M)  in conv{B, C, A~D}, we split the region into three parts. 
LEMMA 7. Set  a < a l  = (a 2 ÷ r2/3) 1/2 < a2 = a ÷ r2/(3a) < d. 
(i) L r (M)  is nondecreasing in ml as m2, m3 are fixed, and nonincreasing in m2 as ml,  m3 
are fixed, when M E conv(B, C, AA i  }. 
(ii) L~(M) is nondecreasing in ml as ms, m3 are fixed, and in m2 as ml,  m3 axe fixed, when 
M E conv{B, C, A1A~}. 
(iii) L r (M)  is nonincreasing in ml as m2, m3 are fixed, and nondecreasing in m2 as ml,  ra3 
axe fixed, when M E conv(B, C, A2D}. 
PROOF. Rewrite (2.13) and (2.14) as t = ~/7  E [a, d] and i t (M)  = 73/[(f~ - b7)(c7 - ~)] for 
j3 = ~(M) = -m3 ÷ (b + c)m2 - bcml > O, 
7 = 7(M) = -m2 + (b+c)ml  - bc >_ O. 
Then 
L,r(M) = 72 [2(b + c)~77' + 2~'7  - (b + c)~'72 - bc~27 ' - 3f~27 ']
(Z - b )2(c  
Since ~ = -be and ~ = b+c,  
OLr( i )  _ Z7 ~ [2 (b ~ + bc + c~) 7 - 3(b + c)Z] 
COma (~ _ b7)2(c~ _ f~)2 (3.4) 
Z7 3 (a2 - t) 
3(5 + c)(f~ - b7)2(c'/-- f/)2" 
Similarly, due to ~ = b + c and ~m2 = -1 ,  we obtain 
COLt(M__________)) = 72 [3]? 2 - (b 2 + bc + c 2) 72] = 374 (t2 - a2) (3.5) 
COrn2 (~ _ b~)2(c.y _ f~)2 (]~ _ b~)2(c7 _ /~)2" 
Accordingly, if M E ABCT for some t e [a, d], then (3.4) and (3.5) hold. Analyzing the signs of 
the formulae, we arrive to the final conclusion. | 
4.  M IN IMIZ ING SOLUTIONS IN  BOXES 
In Theorem 3, we describe all moment pints Mrz at which the minimal positive value of 
function (1.26) over boxes B(£) is attained for arbitrary 0 < r < a* and ei > 0, i = 1, 2, 3. In 
contrast with Lemmas 4-7 proved by means analytic techniques, we here use geometric arguments 
mainly. Let V 1 : (a -e l ,  a2÷e2,  a3÷e3) ,  V2 = (a -e l ,  a2--e2, a3÷e3) ,  V 3 ---- (a+el ,  a2-e2, a3+e3) 
denote three of vertices of the top rectangular side 7~(~) = {(ml ,m2,a  3 + e3) : ]mi - aS[ _< ei, 
i = 1,2} of B(E). 
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THEOREM 3. For all 0 < r < a* and each of the following cases: 
M,.e = V1 E AABC r, (4.1) 
{Mre} = VIVa n ABAIC, (4.2) 
{Mre}=V1V2Nmem{B,A~A1}, (4.3) 
{Mre} = V2V3 N ABA2C, (4.4) 
{Mre}=V2VaMmem{B,~2},  (4.5) 
gr£  = V1 E conY {B, C, AA1} , (4.6) 
there exist ei > 0, i = 1,2,3 such that 
/:r(g) = Lr (Mr¢) > 0. (4.8) 
PROOF. Due to Lemma 4, £r(g) is attained on the upper rectangular side T~(g) of B(£). We 
consider all possible horizontal sections __W = ___W(e3) = {M E W : m3 = a 3 + e3}, e3 > 0, 
of the moment space and use Lemmas 5-7 for describing points minimizing Lr(M) over all 
M E T~(g) AW___. We shall follow the convention of denoting by ,4 the horizontal section of a set ,4 
at the level m3 = a 3 + e3. Also, we set A = (a, a2,a 3 + e3), and define O, B, C analogously. 
By (2.1), every section W is a convex surface bounded below and above by parabolas m2 = m~ 
ml/3 and m2 = (m3ml) 1/2, 0 _ ml _< 3 , respectively. The former belongs to a vertical side surface 
(ml/3 2/3 of W, and the latter is a part of its bottom. On the right, they meet at P = ~ 3 , m 3 , m31 E 
0%o 
We start with the simplest problem of analyzing high level sections, and then decrease 3 to 
include more complicated cases. We provide detailed escriptions of the sections for three ranges 
of levels m3 >_ c 3, d 3 _< m3 < c 3, and a 3 < m3 < d 3 that contain different number of subregions 
defined in Theorem 2. For each range, we further study shape variations of some subregion slices 
caused by decreasing the level in order to conclude various statements of Theorem 3. We shall 
see that the number of cases increases as e3 --* 0, and these which occur on higher levels are still 
valid for the lower ones. Since arguments justifying the particular cases for different levels are in 
principle similar, we present hem in detail once respective solution appear for the first time and 
omit later. 
Assume first that m3 = a 3 q- e3 >_ c 3. Only point of first four elements of partition of Theorem 2
attain the level. Moreover, no bottom points of AABC T, mem{C, A~C} T, and mem{B, B~A} T 
belong to W. It follows that the shapes of the sections AAB_C, conv{A~C__}, conv{B~A} coincide 
with the projections of respective sets onto (ml, m2)-plane. By Lemma 5, Lr decreases as we 
move left and up in each subregion on the level (here we refer to directions on the horizontal 
plane, but no confusion should arise if we use the same notions for describing movements in the 
space). The minimum over T~($) is so attained at its right upper corner V1. Excluding cases 
V1 E ~;~ and V1 • ___W that imply £r(g) = 0, we see that (4.1) is the only possibility. 
If d 3 <_ m3 < c a, all regions except of conv{O,B, BD} should be examined. It is only 
mem{B, BA} whose shape remains unchanged with respect o the previous case. The section of 
AABC T , formerly triangular, is now deprived of its upper vertex __C, being cut off by a line sego 
ment QS, say, with Q E BC and S E ~-C. The upper part of the linear border of mem{C, AC} T 
is replaced by a curve S~P c mem{C, A~C}. There is a point U, say, such that {U} = SP n DC. 
Lines S~'P, and QS E AABC,  and QU c ABDC are the borders of conv{B, C, A~D}. The last 
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one, together with XQ and XU for some X E OC form the borders of the respective trian- 
gular section of the tetrahedron conv{O, B, D, C}. Note that X is a bottom point of ]d] and 
belongs to the upper parabolic bound of )4). Also, XU C AODC and U~P C mem{C, D~C} 
separate the points of conv(O, C,/)C} from the rest of the section. Finally, ))r is located below 
conviO, B, D, C} and right to AABC T, among O_~Q, O~B, and _BQ E B--C T and XQ E AOBC.  
It can be verified that the slopes of all curved and straight lines mentioned above are positive. 
Also, writing T1T2 and T1T2, we adopted the convention that T1 has the first two coordinates 
less than T2. 
A crucial fact for our analysis is the mutual ocation of A E A T and Q E BC. We consider a 
more general problem replacing Q E BC by M E BT for some t > a. Two-point representation 
of M yields 
+ (b + t)m3 + ) 
M = M(m3) = \ b2 + bt + t 2 ' b 2 + bt + t 2 ,m3_ • (4.9) 
As m3 varies between b3 and t 3, then all mi increase, and M slides up from B to T along BT.  
It follows that M is above and right to A for sufficiently large m3 and below and left for small 
ones. For m3 = a 3 + e3, we can check that ml < a and ms _< a s are equivalent to 
e3 < r(t - a)(a + b + t), (4.10) 
e3 < r(t - a) ab + at + bt (4.11) 
- b - i - t  ' 
respectively. The right-hand side of (4.11) is smaller than that of (4.10). It follows that as es 
decreases from t 3 - a 3 to 0, M is first located above and right to A, then moves to the left and 
ultimately below A. These changes of mutual ocation occur on higher levels for larger t. 
In particular, we show that Q E BC is left and above A on the section m3 = d 3. To this end we 
set e3 = d s -a  3 and t = c and check that (4.10) is true and (4.11) should be reversed. Indeed, the 
former can now be written as a 3 + 3ar 2 > d 3, and further transformed into (t - 1) (t 2 - 20t -  8) < 0 
under the change of variables t = (1 + 3r2/a2) 1/2 E (1, 2). The cubic inequality holds true for 
t E (-c~,10 - 6v/3) U (1,10 + 6v~) D (1,2). Negation of (4.11) is equivalent to each of the 
following: 
2 [2 + (1 + 3t)1/2] 3 > 54 + 81t -  27t 2, 
(26 + 6t)(1 + 3t) 1/2 > 26 + 45t - 27t 2, 
27t 2 (13 + 94t - 27t 2) > 0, 
for t = r2/a 2 E (0, 1), and the last one is obviously true. 
It follows that for m3 = a 3 + e3 varying from c 3 to d 3 there are two possible locations of Q with 
respect o A. For e3 >_ 3ar 2, Q is right and above, and (4.8) enforces (4.1) like in the previous 
case. Otherwise this is only one of three possibilities. For the other we should assume that V1V2 
lies right to Q. Let S~, i = 1,2, stand for the intersections of S~U and AiC, respectively. Each 
element of the sequence A, S, $1, $2 and U lies above and right to the preceding. Consider 
cony{B, C, AAt}  located among QS, QS1 and SS1. If V1 belongs there, then 
7~(E) n W_W_ c AABC T u mem {C, 
By Lemmas 5 and 7(i), Lr is increasing 
slice, and (4.6) can be concluded. 
Suppose now that V1 is right to Q 
each other, because V2 lies below A. 
}TUmom B,  TUconv{.,O, ,} (4.12) 
in ml and decreasing in m2 in this part of the horizontal 
and above QS1. Then V1V2 and QS1 c /kBA1C cross 
We prove that (4.2) holds. If ~(£)  contains any points 
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of the sets cony { O, C, D~C}, cony{O, B, D, C}, and cony{ B, C, A'2D }, i.e., ones lying above O $2 
and S2P, then by Lemmas 6 and 7(iii) they can be replaced by ones of 7~(g) N (0S2 0 S2~P), 
and the minimum of Lr will not be affected. Similarly, by Lemmas 5 and 70), all points of 7~(£) 
located below QS1 and S1P can be replaced by some of T~(g) N (QS1 u SIP). We could exclude 
points of S2P from consideration once we show that Lr increases along SP. Indeed, the points 
of SP have a parametric representation M = aT + (1 - a)C with m3 = a 3 + e3 < c 3 fixed and 
t ~ (a, rn 113~ 3 J, and so all 
03 - m3 
Lr(M) = a = c3 _ t3 , (4.13) 
C 3 - -  m3 
ml = c --  c2 + c t  + t 2 '  (4 .14)  
m2 = c s - (c3 _ m3)  (c + t)  
c s + ct + t s ' (4.15) 
are decreasing. Accordingly, it suffices to restrict ourselves to analyzing Lr(M) in 7~(C)N 
cony{B, C, AIA2}, which by Lemma 7(ii) is minimized at the lowest left point of the surface, 
i.e., the one defined by (4.2). 
Assume now that m3 = a 3 + e3 < d 3. The most apparent difference from the previous ease 
is presence of cony{O, B, BD}. This contains bottom moment points including P and is lo- 
cated along the upper border of ___W. Precisely, this is separated from cony{O, B, D, C} and 
cony{B, C, A~D} by a line segment YZ, say, with Y E OD and Z E BD, and a curve Z~P, 
respectively. Writing P, we refer to the notion introduced above, although now the point is 
defined for a different level m3. It will cause no confusion if we use it and some other intersection 
points of horizontal sections with given segments in the new context. Furthermore, appearance of
cony{B, C, AD} changes radically. Now its border has four parts: two linear QS and QZ and two 
curved ones SP  and Z~P. These are borders with/kABC T , cony{O, B, D, C}, mere{C, A~C} T, and 
cony{O, B, BD}, respectively. On this level, the region is spread until the upper right vertex P 
of kV. We can also observe that the slice of cony{O, B, D, C} has four linear edges with ver- 
tices Q, X, Y, and Z. On the left to the tetrahedron, behind XY, we can find cony{O, C,/~C}, 
which is the convex hull conv{XY} of the piece of parabola m2 = (m3ml) 1/2 between X and Y. 
In contrast with the previous case, the region is separated from P here. The remaining regions 
look in much the same way as above. There are ~ = cony{Q, O_X, O_B} below conv{O, B, D, C}, 
and /kABC T = conv{B,A,Q, S} below conv{B,C,A~D}, with the common border BQ E BC T. 
Beneath A_--~_, there is mere{B, BA} T with the lower border B_A. The right part of parabola 
ml/S ms = m 2, a <_ mi _< 3 , is contained in mem{C,A~C} T that borders upon AABC T and 
cony{B, C, A~D} through ~ and S~P, respectively. 
Finally we examine slices of three parts of conv{B, C, A~D} described in Lemma 7. If As is below 
the slice, then cony{B, C, AA1} and cony{B, C, AlAs} are separated by QS1. The latter borders 
upon cony{B, C, A2D} along QS2. If we go down through and below As, and AI, then S~, i = 2, 1, 
are consecutively identical with P and then are replaced by some Zi E BAi N ZP, respectively, 
that move left and down so that for sufficiently small ~3 they become situated below and right 
to _A (see (4.10) and (4.11)). Note that for M = aT + (1 - c~)B, formulae (4.13)-(4.15) hold 
with c replaced by b. These decrease in t as well, and therefore, Lr(M) becomes maller as we 
slide M along ZP down and left. 
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The above observations are essential for detecting solutions to (1.31) for the case V1 ¢ Z~ABCTU 
cony{B, C, AA1}. Otherwise we could use previous arguments for obtaining (4.12) and concluding 
either (4.1) or (4.6). Under the assumption, we study possible locations of Mr~ for three ranges 
of levels of horizontal slices. 
If a 3 < m3 < d 3, then there are some moment points in 7Z(E) located above QS113 S1P. Ones 
that are below can be eliminated by Lemmas 5 and 7(i), and this will not increase minimal value 
of Lr. If there are any M 6 7Z(E) located above and right to QS2 and S2P, we reduce them 
using Lemmas 6 and 7(iii). It follows that Mr~ • cony{B, C, AI~A2} t3 S2~P. Note that S2P lies 
above and right to A, has a positive direction, and Lr increases as M moves along S2P to the 
right. We can therefore, eliminate S2P from the further analysis. Referring to Lemma 7(ii), 
we assert that Mr~ is the point of cony{B, C, AIA2} A 7Z(6) with the smallest possible ml 
and m2. For al 3 _< m3 < a 3, we use arguments of Lemmas 5-7 again for eliminating all points 
situated below QS1 tJ SIP and above QZ2 t3 Z2P. What remains is cony{B, C, AIA2}, and we 
eventually arrive to the conclusion of the previous case. Similar arguments applied in the case 
a 3 <~ m3 <~ a 3 enable us to assert hat M~E • cony(B, C, A['A2} t3 ZIP. Generally, the curve 
cannot be eliminated here, because Z1 may lie left to A, and there exist rectangles containing 
a piece of ZIP and no points of cony(B, C, A1A2}. Observe that in either part of the union 
function Lr is increasing in ml and m2. Consequently, the minimum is attained at the left lower 
corner of (cony{B, C, AI~A2} tJ Z1P) A T~(C). Note that the borders of conv{S, C, A~'A2} consist 
of lines with positive slopes and so is that of Z1P. Therefore, in all three cases it makes sense 
indicating the lowest and farthest left point of respective intersections with rectangulars whose 
sides are parallel to ml- and m2-axes. 
Now we are in a position to formulate final conclusions, analyzing possible locations of V2. 
Suppose that Vs lies either below or on QS1 in the case m3 _> a 3. Then VIVs and QS1 cross each 
other at the lowest and farthest o the left point of conv{B, C, AIA2} N 7Z(£), and (4.2) follows. 
The same conclusion holds if Vs lies either below or on QZ1 in the case m3 < al 3. If V2 is below 
ZIP that is only possible when Z1 lies left to A for some m3 < a 3, then (4.3) holds, because 
7Z(E) does not contain any points of conv{B, C, AIA2}, and one that is the farthest left element 
of ZIP is that of intersection with V1V2. 
Assuming that V~ • cony{B, C, AIA2}, which is possible for Q lying below A, we obtain (4.8). 
Indeed, V2 is the left lower vertex of 7Z(~), and so this is also the left farthest and lowest 
point of the respective intersection with the domain of arguments minimizing Lr for every level 
between a3 and d 3. For m3 _> aS, it suffices to consider V2 lying right to QSs. Like in the other 
cases considered below, this is only possible when Q is located below A. It is easy to see that 
the lowest and farthest left point of conv{B, C, AIA2} N 7~(~) is that at which "V2V3 and QS2 
intersect each other. If m3 <~ a 3 and V2 lies right to QZ2, the same conclusion holds with Ss 
replaced by Zs. Since QS2, QZ2 c ABA2C, we can summarize both the cases by writing (4.4). 
The last possible solution (4.5) to (1.31) occurs when m3 < a 3 and V2 lies right to ZsP. In 
fact, the points M • Z2P with ms < a s are of interest. If a 3 < m3 _< a 3, then Z2P is a part 
of the left border of cony{B, C, AlAs} and the other QZs is located below the level of VsV3. 
Therefore, L~ is minimized at the intersection of Z2P and VsV3. If m3 < al 3 and Z1 lies below A, 
then it is also possible that M,.~ • Z~P N 7Z(~). | 
5. CONCLUSIONS 
PROOF OF THEOREM 1. This is based on the results of Theorem 3. We consider various 
forms (4.1)-(4.8) of moment points solving (1.31) and indicate ones that satisfy (1.32) for some 
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r < a*. Solutions to (1.32) with respect o r provide values of Prokhorov radius for various 
combinations of ¢i, i = 1,2, 3. However, only (4.1) enables us to determine an explicit formula 
for the radius. In this case, evaluating (2.5) at V1 = (a -  el, a2+ ¢2, a3+ ¢3), we rewrite (1.32) as 
1 - (2ael + ¢2)/r 2 = 1 - r, and easily determine (1.5). Relation (1.3) expresses analytically the 
fact that V1 lies on the same side of the vertical plane ms - (b -}- c)ml + bc = 0 containing BC T 
as BC does. Condition (1.4) is equivalent to locating V1 above p I{ABC} (cf. (2.18)). Both, 
combined with positivity of all ¢i, ensure that V1 E AABC T. 
If Mr£ E YlY2, then Mr~ = (a - ¢l ,m2,a 3 + ¢3) for some [ms - a s] ~_ e2. Conditions (1.32) 
and (4.2) enforce the representation 
Mr~ = (1 - r)A1 + (~r(C - B)  + rB,  
for some 0 < a < 1, that gives 
( ~)1/2 
(1 -- r) a 2 + + 2ar 2 + r(a -- r) = a -- el, 
( (l--r) a s-b +20~r s(3a 2-{-r 2) +r(a--r) 3---a 3+¢3, 
in particular. By (5.1), 
(5.1) 
(5.2) 
( t0,  :l 2~r 2 = a - r(a - r) - (1 - r) a 2 -{" ¢1 e 
enables us to describe the range of ¢1 by (1.7). Plugging (5.3) into (5.2), we obtain (1.6). 
Furthermore, we apply 
(1 -  r) (a2 + ~)  + 4aarS + r(a - r)2 = m2, 
combine it with (5.3) and Ira2 - aS1 _< ¢2, and eventually obtain (1.8). 
Under (4.3), Mr~ = (a - ¢1, ms, a 3 + ¢3) satisfies 
(1  - r ) t  + r (a  - r)  = a -  ¢1,  
(1  - r ) t  s + r (a  - r )  s = m2, 
(1  - -  r ) t  3 A- r(a - r) 3 = a 3 -4- ¢3, 
(5.4) 
(5.5) 
(5.6) 
for some 
r2~1/2 (5.7) a<t< a2-l--~j , 
Ires - _< cs. (5.8)  
We determine t from (5.4) and substitute it into (5.5)-(5.7). Then the first one combined 
with (5.8) yields (1.11). Condition (5.6) provides (1.9) defining a relation among el, e3, and 
the Prokhorov radius. The last one coincides with (1.10). 
Cases (iv) and (v) can be handled in much the same way as (ii) and (iii), respectively. For the 
former, we use the relations 
[ :L]' 
( l - r )  a+ (3a)J +(~r(c  i -b  i) +rb  i=m, ,  i = 1, 2, 3, (5.9) 
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with 0 < a < 1, ml  _> a - el, m2 = a 2 - e2, and m3 -- a 3 "~- e3-  In the latter, we put the same mi, 
i = 1,2, 3, in the equations 
(1 - r ) t i+rb i=mi ,  i = 1,2,3, (5.10) 
with a < t < a + r2/(3a).  Here we use the second equations of (5.9) and (5.10) for determining 
parameters a and t, respectively. Geometric investigations carried out in the proof of Theorem 3 
make it possible to deduce that m2 < a 2 implies ml  < a for both (5.9) and (5.10). Therefore, 
Mre is actually located on the left half of V2V3. 
For the proof of last two statements we need a formula defining r in (1.31) for Mre E 
conv{B, C, AA2}. Direct application of (2.13) leads to more complicated one than that  derived 
from equations 
2ar 2 + (1 - r)t + r(a - r) = ml,  (5.11) 
4ar2a + (1 - r)t 2 + r(a - r) 2 = m2, (5.12) 
2ar  2 (3a 2 + r 2) + (1 - r)t 3 + r(a - r) 3 = m3 (5.13) 
for 0 < a < 1 and t E [a,a+r2/(3a)]. Subtracting (5.11) multiplied by 2a from (5.12) and adding 
(1 - r)a 2, we obtain 
(1 - r)(t - a) 2 = m2 - 2aml + a 2 - r 3. 
Since t _> a, we can write it as 
t=a+ (m2-2aml  +a2- r3) ' /2  
T--  r ---- a q- T, (5.14) 
say. Using the formula and a representation of 2ar ~ derived from (5.11), we can transform (5.13) 
as follows: 
m3----(3a 2+r  2) [ml -a+r  2 - (1 - r ) r ]+(1- r ) (aq- r )  3 
= (3a 2 q- r 2) m 1 - -  (3a 2 + r 2) (a - r 2) + (1 - r)a 3 - (1 - r)r2T 
q- (3a + T) (m2 -- 2am1 + a 2 -- r 3) 
----3am2-- (3a 2 - r  2) ml+a 3 -a t  2+(m2-2aml+a 2 - r  2)'r. 
Referring again to (5.14), we ult imately obtain 
-m3+3am2-(3a2- r2 )  ml+a3-ar  2 (m2-2aml+a2- r3)  1/2 
-m2 + 2aml - a 2 + r 2 = T- -  r . (5.15) 
Observe that for all M e conv{B, C, A~D}, the denominator of the left-hand side is positive and 
so is the numerator. If (4.6) holds, we can further simplify (5.15) and conclude (1.18). For 
asserting that V1 • conv{B,C,  A~I1}, it suffices to assume that it is located in the halfspace 
m2 - 2am1 + a 2 - r 2 <_ 0, above pl{BA1C} and below pI{ABC}. The first requirement coincides 
with (1.19), and the others, by (2.18), represent conditions (1.20) on the range of ca. I fMr~ = 112, 
then (5.15) implies (1.21). Condition V2 E conv(B, C, A1A2} can be equivalently expressed by 
saying that 112 lies right to B T between the planes containing ~--~t, ~--~t, ABA2C and/XBA1C. 
Analytic descriptions of the conditions are presented in (1.22) and (1.23). This completes the 
proof of Theorem 1. | 
It is of interest if all representations of Prokhorov radius given in Theorem 1 are possible 
for arbitrary a > 0 assuming various shapes of moment boxes B(£). Applying statements of 
Uniform Prokhorov Convergence 119 
Theorem 3, we assert that  for all 0 < r < a* there are ei, i = 1,2, 3, such that  I I (g)  = r in each of 
Cases (i), (ii), (iv), (vi), and (vii). It follows from the fact that  there are moment  points M that  
belong to any of AABC T, ABA~C, conv{B, C, AA~}, i = 1, 2, which are convex combinations of 
points s ituated above and right to A. Therefore, for every 0 < r < a* it is possible to construct 
a box such that  M = Mr~ satisfies conditions of (4.1), (4.2), (4.4), (4.6), or (4.7). 
The remaining two cases need a more thorough treatment.  Formulae (1.9) and (1.15) can be 
used in describing the Prokhorov radius of moment neighborhoods of some ~a iff (1 - r)A~ + rB,  
i = 1, 2, respectively, lie above the level m3 = a 3 for some 0 < r < a*. The conditions coincide 
with posit ivity of 
[ r2 ]  3i/2 (1 r )  3 
f~(r) ---- (1 -  r) 1+-~ +r  - -1 ,  0<r<a* ,  i=1 ,2 .  (5.16) 
We can check that  HI -< f~2, Hi(0) = f~(0) = 0 for all a > 0, and f~'(0) > 0 i f fa  < i/6, 
i = 1,2. Accordingly, (1.9) and (1.15) are applicable in evaluating convergence rates for a < 1/6 
and 1/3, respectively. A numerical analysis shows that  these are sufficient conditions for posit ivity 
of (5.16) on the whole domains. On the other hand, f~i, i = 1, 2, are nonpositive verywhere if 
a _> 1 - (3/4) 35/2 ~ either 0.3505 or 0.5781, respectively. For intermediate a, the functions 
axe negative about  0 and positive about a* = a, which means that  (1.9), (1.15) are of use for 
sufficiently large boxes. For example, for a = 0.25, ~1 changes the sign at r ~ 0.1196 (~2 > 0), 
and so does f~2 at r ~ 0.1907 (f~l < 0) for a = 0.45. I fa  = 0.34, then r l  ~ 0.3162 and r2 ~ 0.01004 
are the roots of f~i, i = 1, 2. 
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