In this note, we present a probabilistic proof of the well-known finite geometric series. The proof follows by taking the moments of the sum and the difference of two independent exponentially distributed random variables. *
Introduction
There are various popular series in the literature related to infinite series. One of these is the geometric series. Each term of the geometric series is a constant multiple of the the previous term. For example, if a is the first entry of the series, then the second entry is a constant (a real number, say ρ = 0) multiple of a, the third entry is (same) constant multiple of aρ, and so on. The real number ρ is known as the common ratio of the series. The infinite geometric series is a + aρ + aρ 2 + aρ 3 + · · · .
(1.1)
Without loss of generality, here, we assume that a = 1. Thus, the infinite geometric series becomes
The partial sum of the first n terms of the infinite geometric series given by (1.2) is
Note that the formula given in (1.3) is also known as the geometric identity for finite number of terms. In this letter, we establish the identity given by (1.3) from a probabilistic point of view, which is provided in the next section.
To establish the sum formula for the finite geometric series, the following lemma is useful. Let X be an exponentially distributed random variable with probability density function
where λ > 0. If X has the density function given by (2.1), then for convenience, we denote X ∼ Exp(λ).
Lemma 2.1. Let X and Y be two independent random variables such that X ∼ Exp(λ) and
(2.3)
Proof. Consider the transformations U = X + Y and U 1 = X. Then, the joint probability density function of U and U 1 is obtained as
Thus, the probability density function of U given by (2.2) can be obtained after integrating (2.4) with respect to u 1 . Similarly, the density function in (2.3) can be derived if we take the transformations V = X − Y and V 1 = X. Now, we present the proof of (1.3). Note that the kth order moments of X and Y about the origin are respectively given by E(X k ) = k!/λ k and E(Y k ) = k!/µ k , where k = 0, 1, 2, · · · (see Rohatgi and Saleh, 2015) . Further, using (2.2), it can be shown that
(2.5)
The binomial theorem in (2.5) yields
Thus, the identity given by (1.3) is established when ρ = µ/λ is a strictly positive real number. To prove the identity when ρ = µ/λ < 0, we consider the expectation of (X −Y ) n−1 , where the probability density function of V = X − Y is given by (2.3). Now,
(2.8)
Using similar arguments to (2.6), we obtain
(2.9) Thus, the desired identity is proved when ρ = −µ/λ is strictly negative. Combining (2.6) and (2.9), the identity given by (1.3) is established for any nonzero real number ρ.
Remark 2.1. Taking limit n → ∞ in (1.3), one can prove that ∞ k=0 ρ k = 1 1−ρ for |ρ| < 1.
