Neuropathologists assess vast brain areas to identify diverse and subtly-differentiated morphologies.
Introduction class (cored plaques and CAAs). Representative accurate ( Fig. 3b ) and misclassified ( Fig. 3c ) examples from the 10,873 hold-out set tests illustrate cases where the model succeeded or went astray.
Model Performance Improves Nonlinearly with the Number of Training Examples
To determine whether similar performance could be achieved with fewer manual annotations, we performed two retrospective studies to investigate the effect of training dataset size. In the first study, we randomly selected subsets of the 61,370-example training dataset, maintaining stratification by case ( i.e. , WSI source), and plotted model performance as a function of the number of training examples ( Fig. 4c ). Each random selection was repeated five times, and a fresh model trained each time, for a total of 90 independently trained and evaluated CNN models with identical architectures. All models were benchmarked against the same hold-out (Phase III, as in Fig. 4a-b ) test set. As expected, model performance positively tracked with the total number of training examples. Notably, models trained on a 50% smaller training set size still achieved an average AUROC above 0.99 and an AUPRC above 0.74, at minimal loss to overall performance.
In the second study, we investigated model performance as a function of the chronological dataset growth during the project, where training examples were included in the order of original expert annotation ( Fig. 4d ). Model performance at 15 expert-hours fell short of model performance at 50% of dataset size ( Fig.   4c ). Accordingly, the goal of this second study was to determine whether annotation chronology played a role in CNN training. As above, performance steadily increases as the annotated dataset grows. However, performance trends between the studies differed in two ways. Chronologically-trained models did not converge in AUPRC performance as early as the equivalent-sized random-subset-trained models benefitting from later annotations did. Secondly, the chronology study shows a distinct AUPRC boost in Phase II, illustrating the positive effect of enriching for cored-plaque prevalence.
Prediction Confidence Maps Show Plaque Localization
To visualize the distribution and neuroanatomic location of Aβ pathologies in a broader context, we applied a sliding window approach 43 to generate WSI heatmaps of predictions ( Fig. 5 ). These heatmaps plot the confidence and location of each prediction by the CNN, which may then be visualized from the sub-tile resolution ( Fig. 5c ) up to the full WSI view ( Fig. 5a ). By progressively zooming in from larger anatomical views, the visualization shifts from the broad distribution of plaques to their detailed 20x morphology. A single cored plaque can be distinguished from a dense region of neighboring diffuse plaques ( Fig. 5c ). In this cohort, diffuse plaques are densely distributed across the grey matter, whereas cored plaques are predominantly located in deeper and lower cortical layers, in accordance with known neuroanatomic distributions 1 . Furthermore, CAA predictions predominantly appear proximal to the cortical surface where leptomeninges are present 44 , although predictions are made independently of the surrounding field or broader neuroanatomic context. These maps highlight other locational aspects of the plaques, such as their presence in the white matter immediately beneath the gray matter 45 .
Classification Performance Does Not Vary by Tissue Landmarks
The CNNs perform classification (e.g., Fig. 4 ) directly on small anatomical areas (128 microns; green box in Fig. 6a ). Human experts typically assess larger fields of view such as~700 microns viewed at 10x magnification when conducting semi-quantitative plaque scoring. To visualize prediction performance in this context, we also assessed cored-plaque agreement maps on contiguous 6-by-6 tile (768 micron) regions ( Fig.   6a ). In the leftmost column, a green box surrounds the cored plaque within the tile, as labeled by a neuropathologist during the Phase-III dataset annotation ( Fig. 6a ). The middle column overlays the prediction map (as in Fig. 5c ) onto the original IHC-stained image. Finally, the rightmost column summarizes agreement between the expert label and the prediction, with blue and cyan representing correct prediction areas, while red and orange denote misclassification 46 . For this analysis, we used a CNN prediction confidence threshold of 0.90. A more permissive threshold would decrease false negatives (red) at the cost of more false positives (orange). Interestingly, this agreement-map highlights the limitations of bounding-box annotations, such that the correct cored-plaque prediction shown is nonetheless penalized by this view (red halo) for accurately predicting the rounded boundaries of the actual plaque instead of anticipating its square "ground truth" bounding-box.
Stepping further out to regions of 3840 microns ( Fig. 6b ), these maps (see Supplementary Figure 9 for additional examples) visualize the results plotted in Fig. 4 , with the complementary addition of tissue landmarks, prediction clustering, and neuroanatomic localization. The model reliably rejects background tissue and diffuse plaque deposits, while accurately identifying most cored plaques. Model performance does not change based on the nearby neuroanatomic architecture in these examples, although occasional clusters of co-localized false-positive (orange) cored plaque predictions can appear (e.g., Supplementary Figure 9 ).
Machine Learning Introspection Techniques Identify Salient Plaque Features
To investigate the CNN model's internal logic, we performed two studies to determine the importance of morphology features contributing to accurate predictions ( Fig. 7 ). In the first, we applied guided gradient-weighted class activation mapping (Guided Grad-CAM) 47 Fig. 7a , the activation map for cored-plaque prediction highlights a dense and compact amyloid center (yellow arrow), whereas for the diffuse task the activation map highlights the off-center diffuse object (red arrow). By contrast, the CAA activation map highlights the periphery of the image, much as CAA often forms a ring within vessels, although none could be found. In Fig. 7b , the diffuse-task Guided Grad-CAM highlights ill-defined amorphous amyloid deposits, while for the cored and CAA tasks it focuses on punctate IHC staining and microglia. The CAA activation map in Fig. 7c highlights ring structures (blue arrow) within the media of the cortical vessel, consistent with CAA's defining feature; while for cored and diffuse tasks, Guided Grad-CAM highlights the punctate deposit (red arrow) beneath the CAA. Lastly Fig. 7d , which contains both a diffuse (red arrow) and a cored plaque (yellow arrow), shows cored-task activation maps localizing to the amyloid core, with broader feature activations for diffuse and CAA tasks. Crucially, Guided Grad-CAM activation mapping may highlight certain image features as salient because they help determine that an object is not present in the image: Despite strong localized activation for cored and diffuse maps in Fig. 7c at the punctate deposit (red arrow), the CNN predicts that neither plaque is present.
Whereas Guided Grad-CAM provides a fine-grained view of feature salience, it does not differentiate features indicative of a plaque from those that contradict its presence. To complement the analysis, we performed a feature occlusion study 48 on the same examples. In this experiment, a small occlusion patch (shown in Fig. 7a , black box) is systematically moved across the image, and the model makes a prediction on the occluded image at each increment. Blue-to-yellow-to-red colors indicate increasing CNN prediction confidence from 0.0 to 1.0. Consequently, color shifts in occlusion maps show which image features, when occluded, change prediction confidence. When the patch occludes an important feature such as the amyloid core of a cored plaque ( Fig. 7a , yellow arrow), the model fails to predict the object correctly: cored-task confidence drops to zero (blue dot on red background, yellow arrow). Occluding less cored-task-relevant relevant regions such as within the off-center diffuse stain (red arrow) have little effect, indicated by the solid red coloring in the cored-task's confidence map for this area. Conversely, confidence maps may also show where occlusion of a critical feature makes an alternative class more likely. If the amyloid core in Fig. 7a is occluded, diffuse plaque prediction becomes likely (signified by yellow arrow).
Where more than one plaque occur within the same tile, the two feature-importance studies differ.
Guided Grad-CAM activation maps identify salient pixels for plaque classes independently, whereas occlusion maps highlight the interplay of features among classes. For example, in occlusion maps, occluding the leftmost plaque decreases diffuse-task confidence ( Fig. 7d , light blue region in the diffuse-task map, red arrow), whereas the same prediction gains confidence (red region, yellow arrow) when the cored plaque's core is occluded. In the corresponding Guided Grad-CAM activation maps for the diffuse-task, however, features specific to the diffuse plaque are predominant. Together, these complementary maps visualize the features within images that motivate the CNN's plaque predictions.
Model-Based Whole-Slide Scores Correlate with Manual Semi-Quantitative Scores
To compare with manual semi-quantitative approaches such as CERAD, we developed a preliminary neural-network derived score for Aβ deposits at a global WSI level. For the CNN-based score, we calculated a count of each predicted Aβ deposit across an entire WSI by segmenting its prediction heatmap (e.g., Fig. 5a ) and normalizing the result by the tissue area of each slide ( Supplementary Figure 10 ). The resulting CNN-based scores correlated strongly across the total dataset of 63 WSIs ( Supplementary Tables 1 and 2 ) for which we had independently-collected semi-quantitative, CERAD-like scores for each specific class ( Fig. 8 and Supplementary Table 4 ). CNN-based scores for Aβ deposits significantly differentiated WSIs by CERAD-like categories (e.g., "moderate" vs. "frequent"), especially for cored plaques ( Fig. 8a , second row).
For instance, CNN-based WSI scores between "none" versus "frequent" CERAD-like categories were exponentially separated. To better assess generalization, we collected a further set of 20 WSIs Table 2 ) with corresponding CERAD scores that were blinded during analysis. Combined with the 10 separate hold-out WSIs from Phase III, we found this 30-WSI blinded hold-out set demonstrated strong correlation between the automated and manual scoring approaches, such that CNN-based scores significantly discriminated existing semi-quantitative categories ( Fig. 8b ).
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Discussion
We report a scalable, quantitative, and interpretable approach to identify neuropathologies for three classes of Aβ deposits, motivated by the method's downstream application to statistically powerful correlative analyses and neuroanatomical localization of AD pathologies. In practice, such deep-phenotyping techniques will have limited utility if their underlying predictions cannot be interpreted, critiqued, and refined by expert neuropathologist supervision. Consequently, to establish the feasibility and limitations of this approach, we considered multiple challenges when adapting CNNs to WSIs of archival human brain samples 49 Addressing the first challenge, we developed an end-to-end pipeline to automate WSI processing and aid rapid image annotation ( Fig. 2a , Supplementary Figure 3 ). This pipeline performs color normalization 50 followed by IHC stain detection to create a preliminary library of candidate plaques at 20x magnification. The logic behind stain detection was two-part: Stained objects inhabit a delimited brown hue range and objects comprise coherent contiguous regions exceeding a minimum size. We then generated image tiles centered on each candidate ( Fig. 2b ) Figure 3 ) for study design flexibility and for the speed of its keystroke-based entry format.
For instance, subsequent studies may investigate a broader field of view for annotation context or introduce checks on intra-rater reliability by re-presenting tiles to annotators in different orientations. Given the scope of the annotation task, we incorporated several aspects of gamification theory 53, 54 , such as annotator leveling, achievement badges, and progress-bar filling 55, 56 to acknowledge and motivate progress. Using this tool, we observed sustained annotation rates reaching 1.44 seconds per tile.
The second challenge was in determining the necessary training dataset size. Having manually annotated 66,030 candidate tiles from 33 WSIs in two annotation phases ( Table 1 ) , plus 3,970 randomly selected IHC-negative tiles, we examined the CNN's ability to precisely discriminate plaque and CAA morphologies. For this analysis, we randomly split the tiles into train and validation sets, such that train and validation tiles never shared the same WSI source. Additionally, as a strict hold-out test set (Phase III) and to investigate the role of nearby neuroanatomic landmarks on prediction, we annotated larger contiguous tissue regions corresponding to 5x the standard dimensions, for 10 previously unseen WSIs ( Supplementary Figure   8 ). Note this Phase III dataset differed from the Phase I+II train and validation datasets in that the latter's 70,000 labeled tiles were randomly selected; there was no guarantee that tiles and their resulting expert plaque annotations would be contiguous or comprehensively labeled for any local region of tissue. We trained multi-task CNNs on all 61,370 training tiles, evaluated multiple CNN architectures and hyperparameter choices, and found that a relatively simple model design ( Fig. 3a ) inspired by Simonyan and Zisserman's VGG 57 achieved strong classification performance ( Fig. 4a-b ).
Given the substantial time investment, we asked whether similar performance could have been achieved with fewer training tiles. We evaluated this retrospectively, by progressively decreasing the training dataset size in two different ways ( Fig. 4c-d ). In the first study, we selected a progression of training data subsets randomly and repeated the training process five times per subset size ( Fig. 4c ). In the second study, we maintained the chronology of the project instead, and plot a natural history of the annotation process.
Intriguingly, these performance evaluations highlighted two annotation regimes ( Fig. 4d ) ; first, unbiased random-tile candidate labeling (Phase I), followed by the Phase II procedure, where cored-plaque and CAA candidates were purposefully enriched by bootstrapping from a Phase-I-trained CNN model. As expected, increasing training example counts improved model performance. Less anticipated was that chronologically-early annotations appeared to be less effective for model training ( Fig. 4d ); considerations such as the neuropathologist's growing familiarity with the annotation tool and its visual field may be subjects for further study. From a practical perspective, the steepest performance gains were achieved within the first 15 hours of expert labeling, suggesting a reduced dataset may be pragmatically sufficient for classification of cored and diffuse plaques. Significantly, models trained using a comparatively small investment of a neuropathologist's time can assist with new cases and potentially reduce overall expert burden. Subsequent refinements to the model, particularly in reinforcement feedback on incorrectly-classified examples encountered during the model's use (e.g., Fig. 3d ), might later be incorporated into the workflow with minimal friction.
The third challenge was human interpretability. We posited that visualizing the CNN model's predictions as comprehensive confidence maps from the whole-slide level down to a focused plaque-level field (20x) would aid interpretability by a trained neuropathologist, given the importance of local tissue and neuroanatomic context. On a neuroanatomic level, most predicted plaques are located within grey matter ( Fig. 5a , yellow-to-green regions, right three columns) with some sparse densities in the white matter not appreciated from the raw slide ( Fig. 5a , left column) . Despite their primary localization within grey matter, studies have reported plaques within white matter 1, 45, 58 . Furthermore, the maps predict cored plaques' propensity for deeper and lower cortical layers, consistent with their known neuroanatomic distribution 1, 59 . We were likewise gratified to observe that individual cored plaques stand out from dense neighborhoods of diffuse plaques ( Fig. 5c , cored column) and that CAA predictions made by the model on a 20x (128 microns) tile-by-tile basis nevertheless localized predominantly to the leptomeninges and some within cortex grey matter. There were caveats, however, as for instance when clusters of diffuse plaques having staining "halos" were misclassified as CAAs ( Fig. 5b , CAA column) . This was not entirely surprising as the project focused on cored plaques, so the CAA dataset was comparatively small; a larger CAA dataset containing the full spectrum of its morphologies may be a useful subject of further projects. Indeed, CAAs can be delineated into various staging schemes, such as by their location within the media of the vessel and vessel integrity 11 , which is important in diagnosing CAA-related hemorrhage .
Using Phase III's larger field-of-view (3840 microns) hold-out regions, the overlays of CNN prediction confidence maps onto ground-truth annotations highlighted cases and context of prediction success and disagreement ( Fig. 6b , Supplementary Figure 9 ). Nonetheless, accurate predictions alone do not guarantee meaningful learning or that the model will be applicable to new scenarios or populations 60 . Plaque morphology can differ by neuroanatomic location-a CNN model developed from temporal gyri plaques may not be translatable to plaques in other anatomic areas, such as the striatum 1, 61 . Although an explicit evaluation of all confounders is outside the scope of this work, the feature saliency and occlusion map studies ( Fig. 7 ) demonstrated that the models focus on image features relevant for neuropathology. Guided Grad-CAM techniques near-exclusively highlighted the IHC stained regions, in patterns characteristic of the pathologies ( Fig. 7 , white-on-black maps). Complementarily, feature occlusion studies illustrated that the central amyloid core is the most discerning feature of a cored plaque's correct identification, and that its occlusion transforms a CNN model's classification to diffuse plaque. Importantly, the crucial features emerging from these machine learning introspection techniques-dense compact amyloid centers for cored plaques, ill-defined amorphous amyloid deposits for diffuse plaques, and amyloid within the media of the cortical vessels for CAAs -all a gree with key features used by experts 1, 11, 62, 63 .
We finally evaluated whether CNN models could automatically quantify Aβ burden on a whole-slide level in a way that would correlate with standard semi-quantitative methods for plaque assessment (i.e. CERAD neuritic plaque scores). As true neuritic plaques are not distinguishable using Aβ-selective IHC stains, we leveraged CERAD-like manual scores (none, sparse, moderate and frequent) specific to each amyloid class. We found that a preliminary WSI-level CNN-based score we developed ( Methods ) correlated strongly with manual CERAD-like scores ( Fig. 8 ). CNN-based scores from one CERAD-like category were significantly different from WSIs in other categories (for cored plaque, p <0.01). Beyond its overall correspondence with CERAD, the finer-grained CNN-based metric captured subtle variations of Aβ burden within each CERAD category. The more detailed and sensitive measurement of Aβ burden, after appropriate validation in further studies, may strengthen statistical power for clinicopathological correlations 64 . Automated scores of this nature might be applied across entire archives of stained tissue from diverse anatomic regions, or aid in studies focused on evaluating burden specific to certain neuroanatomic locales or other local landmarks.
Several caveats, however, merit mention. Foremost among them is the intentional restriction of this proof-of-concept study's scope to annotations made by a single expert neuropathologist on a single immunohistochemical stain within a single anatomic region. Differences in experience and annotation criteria will likely result in individual expert variation among "ground truth" labels. The goal and intent of this project were therefore to establish the potential to extend an individual neuropathologist's plaque-identification capabilities in the context of their normal workflow. Furthermore, all data used in this study were from a single brain bank and retrieved and digitized under the same conditions; more diverse datasets from multiple sources will yield more robust and reliable models. We noted also that when the same hold-out set (Phase III) was annotated by web platform ( Fig. 2c ) versus entirely by hand, this resulted in at times differing labels ( S upplementary Figure 11 ). Future work may build on these foundations to investigate cross-neuropathologist plaque labeling, differing stains, anatomic regions, or collection centers, as well as region-level scoring systems to quantify bulk Aβ deposit burdens.
Conclusion
Taken together, the present study demonstrates a deep learning approach that can augment the 
