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The deterministic equations describing the dynamics of the atmosphere (and of the climate sys-
tem) are known to display the property of sensitivity to initial conditions. In the ergodic theory
of chaos this property is usually quantified by computing the Lyapunov exponents. In this review,
these quantifiers computed in a hierarchy of atmospheric models (coupled or not to an ocean) are
analyzed, together with their local counterparts known as the local or finite-time Lyapunov expo-
nents. It is shown in particular that the variability of the local Lyapunov exponents (corresponding
to the dominant Lyapunov exponent) decreases when the model resolution increases. The dynamics
of (finite-amplitude) initial condition errors in these models is also reviewed, and in general found
to display a complicated growth far from the asymptotic estimates provided by the Lyapunov expo-
nents. The implications of these results for operational (high resolution) atmospheric and climate
modelling are also discussed.
The models describing the dynamics of the at-
mosphere (and of the climate system) display the
property of sensitivity to initial conditions, i.e.
any small error introduced in the initial condi-
tions will grow in time until it reaches a level at
which the forecast becomes useless. The atmo-
sphere can therefore be considered as displaying
a chaotic dynamics. In this review, the dynamics
of the initial condition errors is explored through
their usual quantifiers known as the Lyapunov ex-
ponents (valid for infinitesimally small initial er-
rors and infinite times), together with the analysis
of the dynamics of finite-size errors, in a series of
atmospheric models of increasing complexity.
I. INTRODUCTION
In the early fifties, the development of digital com-
puters opened the possibility to perform weather fore-
casts using equations based on the laws of hydrodynamics
and thermodynamics. The first successfull attempts have
been obtained using a set of simplified equations based
on two approximations, the hydrostatic equilibrium and
the approximate geostrophic balance, which respectively
postulate that the vertical pressure gradient force is equal
to minus the gravitational force and the Coriolis force is
approximately balanced by the horizontal pressure gra-
dient force [1]. These assumptions reduce considerably
∗ svn@meteo.be
the number of pronostic equations and are at the origin
of the well-known quasi-geostrophic system of equations
[2, 3]. Since then important progresses have been made
and up-to-date models based on primitive equations are
used for forecasting purposes covering a large range of
space scales and vertical levels [4]. These are supple-
mented by a considerable amount of physical parame-
terizations to simulate cloud, rain and ice development,
radiative transfers, surface interactions, and the impact
of sub-grid scale dynamics, among others.
The prospect of weather forecasting has rapidly raised
the question of the limits of predictability. A lot of effort
have then been devoted to answer this question whose
basic properties were already identified in [5]. Thomp-
son [5] notably shows that the imperfect knowledge of
the initial conditions induces a progressive degradation
of weather forecasts. In other words a small error com-
mitted on the initial conditions of the system will grow
in time until it reaches the size of the distance between
two randomly chosen weather situations. This property,
presently known as the property of sensitivity to initial
conditions (or initial states), has been subsequently dis-
covered in the numerical integration of a low-order deter-
ministic system by [6] – based on the convection model
originally developed by Saltzman [7] and presently known
as the Lorenz model – indicating the intrinsic nature of
this dynamical property. This pioneering work has raised
a lot of interest in the community of atmospheric and
climate sciences, and a lot of researches have been de-
voted to the analysis of sensitivity to initial conditions
in a hierarchy of atmospheric and climate models, rang-
ing from two-dimensional barotropic models [e.g. 8–10]
, quasi-geostrophic models [e.g. 11–20], global circula-
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2tion models based on primitive equations [e.g. 21–23],
high-resolution atmospheric (mesoscale) models [e.g. 24–
26], operational weather forecasting models [e.g. 27–35]
and climate models [e.g. 36–47]. See also the reviews of
[4, 48–50]. These different works have explored this prop-
erty and the limit of predictability at different space and
timescales and they all reach the same conclusion that
sensitivity to initial conditions is a generic property of
models describing the atmosphere and the climate sys-
tem.
It was also realized that other sources of errors are de-
grading the forecasts, namely errors associated with the
absence of description of a set of processes, errors re-
lated to the parameterizations of subgrid-scale processes,
numerical errors, boundary condition errors and external
forcing errors. The three first sources are usually referred
as model error, while the boundary condition errors and
external forcing errors are considered separately. The
impact of the presence of these errors on the forecasts
has also been investigated in atmospheric models of var-
ious complexities [e.g. 23, 27–29, 33, 51, 52], but it is
only recently that a theory has been developed [53–58],
revealing the polynomial nature of the short term error
dynamics, contrasting with the exponential-like behavior
of initial condition errors.
In parallel to these investigations, the interest of math-
ematicians and theoretical physicists for the problem of
sensitivity to initial conditions raised considerably and
led to the development of the ergodic theory of chaos for
deterministic dynamical systems [e.g. 59–61], and to the
development of important quantifiers of the property of
sensitivity to initial conditions, the Lyapunov exponents.
One central result of this theory is that in the double
limit of infinitesimally small initial errors and infinitely
long times, the distance between initially close trajec-
tories increases (or decreases) in an exponential fashion
with a rate, referred as the (largest or dominant) Lya-
punov exponent, which is an intrinsic property of the
system’s attractor [61–65]. Deterministic systems dis-
playing a positive Lyapunov exponent, and therefore dis-
playing the property of sensitivity to initial conditions,
are referred to as chaotic systems.
The chaotic nature of atmospheric flows has been in-
vestigated using tools of ergodic theory in a hierarchy
of atmospheric and/or oceanic models ranging from low-
order [66, 68–71], to more sophisticated, intermediate-
order, models describing barotropic (2-dimensional) flows
[10] and quasi-geostrophic flows [13, 15, 20, 67, 72–74].
All the results support the chaotic nature of the atmo-
spheric models, and by extension of the atmosphere itself.
In the real world, one is usually dealing with the dy-
namics of finite size errors during a finite time period.
The double limit appearing in the definition of the Lya-
punov exponents cannot be attained and leads inevitably
to consider a behavior related with the local properties
of the attractor. Therefore in order to get information
independent of the choice of the initial conditions, it is
necessary to adopt a probabilistic approach. This aspect
has been extensively investigated in the past years and a
systematic theory of error growth has been developed in
the context of atmospheric sciences [58, 69, 70, 75–83] –
and also in parallel in the context of turbulence [84, 85]
and references therein. The key point of the approach is
to incorporate information on the inhomogeneity of the
dynamical properties of the solutions on the underlying
attractor.
In particular, it has been shown that this practical
limitation is responsible for a complex non-exponential
initial behavior of the mean error for short times [70].
After this transient period, the error at all scales follows
the dynamics of the dominant Lyapunov vector associ-
ated with the dominant Lyapunov exponents (provided
the error is still sufficiently small), and subsequently satu-
rates when the nonlinearities are playing a dominant role.
Similar investigations have subsequently been performed
in more complex convection and atmospheric models by
investigating the local properties of the Lyapunov vec-
tors associated to each exponent [15, 72, 73, 79], and the
variability of their local finite-time counterparts known
as the singular vectors [86–89]. This stream of ideas led
to the development of what is know nowadays as ensem-
ble forecasts that are operational in many weather centers
around the world and which provide probabilistic infor-
mation on the evolution of the atmosphere, as discussed
in several reviews on ensemble forecasts [4, 48, 49].
The Lyapunov exponents (and the variability of their
finite-time counterparts along the attractor of the sys-
tem) are therefore key quantities for the understand-
ing of the predictability of the atmosphere (and of cli-
mate). In the present paper, the computation of the
Lyapunov exponents and of the statistical properties of
the finite-time (or local) Lyapunov exponents in a hier-
archy of atmospheric (and climate) models, is reviewed.
Their relevance for the description of the predictability in
highly detailed atmospheric and climate models is then
discussed.
Section II is devoted to a general overview of the classi-
cal deterministic modelling of the atmospheric dynamics
(together with a very brief introduction of the large-scale
upper ocean dynamics) and Section III to the description
of the computation of the Lyapunov exponents. Results
obtained with a hierarchy of low-order to intermediate
order atmospheric (and climate) models are presented
and discussed in Section IV. The dynamics of the error
is then described in Section V. Section VI is devoted to
the future challenges in characterizing the predictability
of atmospheric and climate flows.
II. MODELING THE ATMOSPHERIC AND
OCEAN DYNAMICS
Traditional atmospheric (and climate) models are
based on the classical set of conservation laws of hydrody-
namics [2, 90]. For the atmosphere, these include mass
balance, moisture balance, momentum balance and en-
3ergy balance. These equations are complemented by a
number of diagnostic relations such as the equation of
state. The typical set of equations used for describing
the dynamics of the atmosphere are,
the conservation of momentum,
d~v
dt
= −2~Ω× ~v −∇Φ− 1
ρ
~∇p− 1
ρ
~∇ · ~~σ (1)
where ~v, ρ, p, ~Ω, Φ and ~~σ are the three-dimensional
velocity field, the atmospheric density, the pressure, the
angular velocity of the Earth, the geopotential and the
stress tensor, respectively;
the conservation of mass,
1
ρ
dρ
dt
= −~∇ · ~v (2)
where ρ is the density of air masses;
the ideal gas law,
p = ρRT (3)
where T is the temperature and R, the gas constant;
the thermodynamic equation,
cp
d
dt
T − 1
ρ
d
dt
p = Q (4)
where Q is the rate of heat per unit mass added to the
fluid and cp, the specific heat at constant pressure;
and the conservation equation for the water vapor con-
tent, q,
dq
dt
= E − C (5)
where E and C are the evaporation rate and the conden-
sation rate, respectively. This set of equations are often
known as the primitive equations [4, 91]. They are further
complemented by appropriate boundary conditions and
with complicated radiative forcings and heat exchanges,
all contained in the term Q, and known as diabatic pro-
cesses. In realistic numerical weather prediction Q, E
and C play a crucial role, and should be complemented
by physical packages describing the formation of clouds,
the development of rain, the chemical reactions, etc...,
and their interaction with the dynamics described above.
These equations are usually mapped to a spherical ge-
ometry at global scale or on a regional domain of interest,
and often simplified by assuming the vertical scale of the
motion to be small compared with the horizontal one.
The equations are further reduced to a set of ordinary
differential equations through spatial discretization us-
ing finite difference schemes or truncation of the infinite
expansion of the field in an appropriate functional basis,
or both [2].
Starting from this set of equations, the process of
forecasting consists first in identifying the phase space
point that represents most adequately the initial condi-
tion available from observation based on data assimila-
tion techniques [92]. The next step is to compute numer-
ically, by additional discretization in time, the trajectory
of the dynamical system in phase space, also known as
numerical model integration. To reach a high spatial res-
olution one includes the maximum number of degrees of
freedom compatible with the computing power available.
Usually the complication of the structure of operational
atmospheric and climate models precludes reliable statis-
tical analysis or a systematic exploration of the behavior
in terms of the parameters.
An important class of models of the atmospheric cir-
culation which have been used extensively for forecasting
purposes, is provided by the quasi-geostrophic models
[3, 93]. These models are obtained by adopting a num-
ber of assumptions in the full set of balance equations,
the most important of which are: (i) the atmosphere is in
hydrostatic equilibrium; (ii) the wind and pressure fields
are in approximate geostrophic equilibrium so that the
horizontal advection is essentially described by the non-
divergent velocity field; (iii) the dynamical equations con-
tain only the dominant contributions of a Taylor expan-
sion of the Coriolis force.
More formally, these approximations are justified
through the natural scaling of the dominant large scale
flows in both the atmosphere and the ocean at mid-
latitudes, for which the pressure gradient is in approx-
imate balance with the Coriolis force. The predomi-
nance of this approximate balance is associated with a
non-dimensional number known as the Rossby number,
Ro = U/(fL), where U and L are the typical horizon-
tal velocity and length scales of the large scale flows and
the coriolis parameter f = 2Ω sin(φ) where Ω is the am-
plitude of the angular velocity of the Earth and φ the
latitude. For the atmosphere at midlatitudes this num-
ber is of the order of 0.1 and for the ocean of the order
of 0.01, see [93] for a more detailed discussion on these
scalings.
These simplifications led to an equation of conservation
for the potential vorticity in pressure coordinates,
q = ∇2ψ + f + f02 ∂
∂p
σ−1
∂ψ
∂p
(6)
where ψ is the streamfunction, f0, the dominant contri-
bution of the Coriolis force estimated at φ0 = 45
◦, and
σ, the static stability parameter,
∂q
∂t
+ (~v · ~∇)q = F (7)
where ~v = (−∂ψ/∂y, ∂ψ/∂x) is the non-divergent hori-
zontal velocity field and F contains all the dissipative and
forcing terms. This conservation law and the notion of
potential vorticity has been considerably exploited for the
understanding of the large scale atmospheric dynamics,
see e.g. [94]. Note that in this setting the temperature
4in the atmosphere is given by
Ta = −f0p
R
(
∂ψ
∂p
)
p
(8)
where R is the ideal gaz constant.
Based on similar approximations, one can also deduce a
conservation equation (7) for the large scale dynamics of
the upper layer of an ocean (considered as homogeneous)
in which the potential vorticity q is now
q = ∇2Ψ + βy − 1
L2d
Ψ (9)
where β = df/dy at φ0 = 45
◦ and Ld =
√
g′H/f0 with
H the depth of the water layer, and g′ = g(ρ′−ρ)/ρ, the
reduced acceleration of gravity where ρ and ρ′ are the
densities of two superimposed ocean layers, the lower one
being an infinitely deep layer at rest [93]. Note also that
an important forcing of the ocean dynamics (present in
the term F in the right hand side of 7) is the wind stress
at the ocean surface expressed as,
curlz~τ
ρH
=
C
ρH
∇2(ψlower −Ψupper). (10)
where the wind stress is proportional to the relative ve-
locity between the wind in the lower atmospheric layer,
~vlower and the flow in the ocean upper layer, ~vo,upper,
namely ~τ = C(~vlower − ~vo,upper). The drag coefficient,
C, characterizes the strength of the mechanical coupling
between the ocean and the atmosphere and is a key bi-
furcation parameter in the coupled model that will be
discussed later.
The dynamical systems analysis presented below con-
sists first to embed the evolution of the system just de-
scribed above in a space spanned by the ensemble of rele-
vant variables, known as the phase space. Typical phase
space variables are the values of the meteorological fields
at grid points, or the coefficients of their expansions in
an appropriate functional basis. Their number is usually
very high (108 or so in operational forecasting), unless
drastic truncations leading to low-order or intermediate-
order models are performed. Let us now focus on the
specific models that will be used in the analyses that will
follow.
A. Low-order models
Low-order models have flourished in various fields of
science [64], and in particular in atmospheric and climate
sciences [e.g. 95–114]. These simplified models containing
key ingredients of the physics of the atmosphere and/or
the ocean allow for clarifying important features of the
underlying dynamical properties in phase space.
For the present illustrative purpose, we will make use
of a model of the atmospheric dynamics at midlatitudes
developed by Charney and Straus [98], referred as the
CS model in the following, and a recent extension of this
model developed for the understanding of the coupled
ocean-atmosphere dynamics [115, 116]. The latter is first
presented in some details and the simplifications leading
to the CS model will be outlined.
The atmospheric model is based on the vorticity equa-
tion (7) defined at two superimposed atmospheric levels,
say 1 and 2, which constitutes a minimal representation
for the development of the so-called baroclinic instabili-
ties at the origin of the main variability of the weather at
midlatitudes [3]. The ocean dynamics confined to a single
homogeneous layer is based on a vorticity equation with
the potential vorticity given by (9). Finally an advection
equation for the temperature in the ocean considered as
a passive scalar is incorporated in the model,
∂To
∂t
+ (~vo · ~∇)To = −λ(To − Ta) + ER(t) (11)
where ~vo is the (non-divergent) ocean velocity, ER(t) the
radiative input in the ocean and −λ(To−Ta) the heat ex-
change between the ocean and the atmosphere. For more
details on the equations of the model and the parameters,
see [115, 116].
The model is forced by short-wave radiations coming
from the Sun and an energy balance scheme is redis-
tributing the energy through long-wave radiation emis-
sions and heat tranfer between the two components of
the system. The energy entering into the ocean is
ER(t) = −σBT 4o + aσBT 4a +Ro(t). (12)
where a is the emissivity of the atmosphere, σB , the
Stefan-Boltzman constant and Ro(t) the net radiative in-
put entering the ocean coming from the Sun. While for
the atmosphere the radiative input is,
Ea,R(t) = aσBT
4
o − 2aσBT 4a +Ra(t). (13)
where Ra(t) is fixed to Ro(t)/3. It is assumed that the
temperature fields can be linearized around a reference
temperature in both the atmosphere and the ocean as
Ta = Ta,0 + δTa, (14a)
To = To,0 + δTo, (14b)
where Ta,0 and To,0 are spatially uniform temperatures.
It is also assumed that the atmosphere is dry and is not
affected by effects associated with the development of
rain, ice and clouds.
Also let
Ra(t) = Ra,0(t) + δRa(t), (15a)
Ro(t) = Ro,0(t) + δRo(t), (15b)
with Ro,0(t) and Ra,0(t) are time dependent spatially uni-
form shortwave radiative forcings, and δRa(t) and δRo(t),
the spatially varying counterparts.
5In order to mimick as close as possible the radiative
input coming from the sun at midlatitudes, Ro(t), used
in the low-order model, is approximated as
Ro = Ro,0 + δRo = So(1 + α sin(ω(t− ζ)))
+ κSo cos(y
′)(1− 2αsin(ω(t− ζ)))
(16)
where ω = 2pi/365 days−1, ζ = 80 days, and y′ is the lat-
itude in non-dimensional units varying from [0, pi]. κ is a
free parameter varying between ]0, 1] and α is fixed such
that the radiative input is never negative in the whole do-
main, α = min(((1/κ)− 1)/((1/κ) + 2), 0.5). This choice
also implies that the energy input in the non-autonomous
case is reaching 0 at y = pi at t ≈ 355 days (Winter sol-
stice). Two free parameters are present in this relation:
So, the energy input, and κ, the latitudinal contribution.
Figure 1 displays Ro for different values of κ, the smaller
the value of κ, the larger the seasonal variations. For
κ=0.3, the seasonal variation is very similar to the ac-
tual evolution as discussed in [115].
A second important parameter largely influenced by
the seasonal variations of the radiative input is the depth
of the upper ocean layer, known as the mixed layer, inter-
acting directly with the atmosphere as discussed in [115].
In this context we choose the following relation for the
ocean depth,
H(t) = Dref ln
(
1 +
(
500
Ro,0(t)
)3)
(17)
where Dref is fixed to 100 m in most of the integrations
performed below, unless it is explicitly stated.
The atmospheric and oceanic fields are expanded in
Fourier series over the domain, (0 ≤ x′ ≤ 2pi/n, 0 ≤ y′ ≤
pi), where n is the aspect ratio between the meridional
and the zonal extents of the domain, n = 2Ly/Lx, and
x′ = x/L and y′ = y/L.
One retains the following set of modes for the dynamics
within the ocean,
φ1 = 2sin(nx
′/2) sin(y′),
φ2 = 2 sin(nx
′/2) sin(2y′),
φ3 = 2 sin(nx
′) sin(y′),
φ4 = 2 sin(nx
′) sin(2y′),
φ5 = 2 sin(nx
′/2) sin(3y′),
φ6 = 2 sin(nx
′/2) sin(4y′),
φ7 = 2 sin(nx
′) sin(3y′),
φ8 = 2 sin(nx
′) sin(4y′). (18)
For temperature, the same set is used, except the modes
φ1 and φ5 for which the spatial average is different from 0.
This allows to interpret the reference temperature within
the ocean as a spatial temperature average.
For the atmosphere, we keep the same set of modes as
in [100],
F1 =
√
2 cos(y′),
F2 = 2 cos(nx
′) sin(y′),
F3 = 2 sin(nx
′) sin(y′),
F4 =
√
2 cos(2y′),
F5 = 2 cos(nx
′) sin(2y′),
F6 = 2 sin(nx
′) sin(2y′),
F7 = 2 cos(2nx
′) sin(y′),
F8 = 2 sin(2nx
′) sin(y′),
F9 = 2 cos(2nx
′) sin(2y′),
F10 = 2 sin(2nx
′) sin(2y′), (19)
All equations are then projected onto these sets of
modes after linearizing the temperature equations around
reference spatially averaged temperatures. The projec-
tion is performed using the usual scalar product,
< f, g >=
n
2pi2
∫ pi
0
dy′
∫ 2pi/n
0
dx′f(x′, y′)g(x′, y′) (20)
for the non-dimensional equations. It leads to 8 or-
dinary differential equations (ODEs) for the dynamics
within the ocean, one equation for the spatially averaged
ocean temperature and 6 equations for the anomaly tem-
perature field within the ocean. In addition 20 ODEs
are obtained for the atmosphere , 10 for the barotropic
streamfunction field (ψ1+ψ2)/2 and 10 for the baroclinic
streamfunction field θ = (ψ1 − ψ2)/2 (also often referred
to temperature due to its direct link with Eq. (8) in this
setting). An additional equation for the spatially aver-
aged atmospheric temperature is also deduced. It forms
a set of 36 ODEs which is fully described in the Supple-
ment of [115].
The CS model [98] is a simplified atmospheric ver-
sion of the model just described above without ocean,
for which the radiative input is directly introduced as a
forcing of the baroclinic streamfunction equation in the
form of a Newtonian relaxation toward an equilibrium
baroclinic streamfunction field, θ∗. The equilibrium so-
lution, θ∗, is chosen as
θ∗ = θ∗1F1 (21)
in adimensional units and constant in time. This model
version is supposed to mimick the dominant dynamics
of the atmosphere over a land surface with an idealized
orography, which is given as
h = h2F2 (22)
also in non-dimensional units. The development of the
fields in Fourier modes is limited to the first 6 modes of
19, leading to 12 ODEs. A full description of the model
is given in [98].
The model equations are integrated in time using a
second order Heun method.
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FIG. 1. Analytical expression (16) of the radiative input as a function of latitude and time for different values of κ, κ = 1
(green), κ = 0.5 (blue), and κ = 0.3, (red),with So = 310 W m
−2. The latitude is displayed in adimensional units on the
domain [0, pi]. The unit along the vertical axis is W m−2.
B. Intermediate order models
Intermediate order models have been developed in or-
der to alleviate the limitations of high-resolution climate
models whose computer time demand is very high, but
still providing a realistic dynamics of the processes of in-
terest. These are typically truncated model versions with
an horizontal resolution of a few hundred of kilometers
for the atmosphere.
Such a global model based on equation (7) (and de-
noted as QG21L3 in the following) involving three levels
along the vertical has been proposed in [117]. Thanks to
the relative manageability of this model (1449 variables),
an extensive analysis can be performed.
The model describes the evolution of the potential vor-
ticity (7) at three vertical levels, 200hPa, 500 hPa and
800 hPa [117]. The horizontal fields Z are expanded in
series of spherical harmonics Ym,n truncated triangularly
at wavenumber 21:
Z(λ, φ, t) =
21∑
n=0
m=n∑
m=−n
Zm,n(t)Ym,n(λ, φ) (23)
where λ, φ, m and n are the longitude, the latitude, the
zonal and total wavenumbers, respectively. The index n
represents a total (two-dimensional) wavenumber on the
sphere and characterizes the size of the two-dimensional
horizontal structures. The prognostic equation at each
level, i, can then be written in terms of the streamfunc-
tion ψ and the potential vorticity q as
∂qi
∂t
= −J(ψi, qi)−D(ψi) + Si (24)
where J(ψ, q) is the nonlinear jacobian operator,
∂ψ/∂x ∂q/∂y − ∂q/∂x ∂ψ/∂y. The linear term D ac-
counts for the effects of Newtonian relaxation of tempera-
ture, a scale selective horizontal diffusion of vorticity and
temperature and a drag on the wind at the lower level
whose coefficient depends on the properties of the un-
derlying surface. Finally the time-independent spatially
varying source term, Si, constrains the solution of the
model to an averaged, statistically stable, observed win-
ter climatology (”perpetual winter” conditions). Note
that all the fields are computed in non-dimensionalized
units: the length unit is the earth radius (6371 km) and
the time unit is half the inverse of the angular velocity of
the earth (7.29210−5s−1). The model equations are inte-
grated in time using a leapfrog scheme (together with a
Robert-Asselin filter) with a time step of 1 hour starting
from a realistic potential vorticity field. The model is
fully described in Appendix A of [117].
III. THE LYAPUNOV EXPONENTS
The instantaneous fields of these models are repre-
sented by points in phase space and as time elapses the
phase space trajectories followed by the system’s solu-
tions tend to an invariant manifold, to which one refers
7as the attractor. This reflects the dissipative character
of meteorological and climate phenomena. As we are in-
terested in characterizing the instability of the flows gen-
erated by these models, let us focus on the dynamics of
(infinitely) small amplitude errors and the computation
of the Lyapunov exponents.
The evolution laws of a dynamical system like the ones
presented in Section II can be written in the synthetic
form
d~x
dt
= ~f(~x, λ) (25)
where ~x is a vector containing the entire set of relevant
variables ~x = (x1, ..., xn) such as temperature, wind ve-
locity, ..., projected on the relevant set of modes (or grid
points) as discussed in Section II. The functions ~f rep-
resent the effect of dynamical processes responsible for
the change of ~x, and λ denotes a set of parameters such
as emission or absorption coefficients, turbulent viscosity,
etc.
As mentioned in the Introduction, the initial state is
never known exactly since the process of measurement
and data assimilation is always subjected to finite preci-
sion. To clarify the implications of the presence of such
an error we consider an initial state displaced slightly
from ~x(t0) = ~x0 by an initial error δ~x0. This perturbed
initial state generates a new trajectory in phase space
and we define the instantaneous error vector as the vec-
tor joining the points of the reference trajectory and the
perturbed one at a given time, δ~x(t). Provided that this
perturbation is sufficiently small, its dynamics can be de-
scribed by the linearized equation,
dδ~x
dt
=
∂ ~f
∂~x |~x(t)
δ~x (26)
and a formal solution can be written as,
δ~x(t) = M(t, ~x(t0))δ~x(t0) (27)
where the matrix M, referred as the resolvent matrix,
plays an important role in error growth dynamics as re-
vealed when writing the Euclidean norm of the error,
Et = |δ~x(t)|2 = δ~x(t)T δ~x(t)
= δ~x(t0)
T
M(t, ~x(t0))
TM(t, ~x(t0))δ~x(t0)
(28)
One immediately realizes that the growth of Et is con-
ditioned by the eigenvalues of the matrix MTM, where
(.)T indicates transposition (and complex conjugation in
complex space if necessary).
In ergodic theory of chaotic systems, the double limit
of infinitely small initial errors and infinitely long times,
is usually considered [e.g. 60]. In this limit the divergence
of initially closed states is determined by the logarithm
of the eigenvalues of the matrix (MTM)2(t−t0) that are
referred as the Lyapunov exponents. The full set of Lya-
punov exponents of a system is called the Lyapunov spec-
trum which are usually represented in decreasing order.
In the limit of t→∞, the eigenvectors of matrix MTM,
which are local properties of the flow and depend on the
initial time t0, are called the Forward Lyapunov vectors
[118].
Notice that the eigenvalues of the matrix S =
(MTM)2(t−t0) obtained for t→∞ are equivalent to the
ones of the matrix S′ = (MMT)2(t−t0) when t0 → −∞.
On the contrary, the eigenvectors of these two matrices
S and S′ – denoted as ~l+i and ~l
−
i , respectively – are not
equivalent due to the asymmetric character of the resol-
vent M. The eigenvectors of S′ are called the Backward
Lyapunov vectors.
Several techniques have been developed to numerically
evaluate these Lyapunov exponents [119]. One of the
most popular method consists in following the evolu-
tion of a set of orthonormal vectors ~si chosen initially
at random in the tangent space of the trajectory ~x(t).
This basis is regularly orthonormalized using the stan-
dard Gram-Schmidt method to avoid the alignment of
all the vectors along the unstable direction associated to
the largest Lyapunov exponent. After a rapid transient,
the first vector of this set, free of any constraint, will tend
to the direction of maximal stretching associated to the
largest Lyapunov exponent; the second vector, orthog-
onal to the previous one, will tend to the second most
unstable direction; and so on. This set of orthonormal
vectors evolving in the tangent space correspond asymp-
totically to the Backward Lyapunov vectors.
These vectors and their properties were extensively dis-
cussed in recent years in the literature [e.g. 15, 72, 89,
118], in particular with respect to the significance of the
eigenvectors of the matrices S and S′. Note that these
vectors are not perturbations that are covariant with the
dynamics of the error in the tangent (linearized) space of
the phase space trajectory. Other subspaces were then
introduced, Wi
Wi(~x(t)) = ~l
−
1 ⊕ ...⊕~l−i ∩~l+i ⊕ ...⊕~l+N (29)
where ⊕ is the direct product [20, 59, 119, 120]. Any vec-
tor in this new subspace is covariant with the (linearized)
dynamics as,
M(τ, ~x(t′))~gi(~x(t′)) = σi(τ, ~x(t′))~gi(~x(τ)) (30)
where σi(τ, ~x(t
′)) is the amplification factor, and τ > t′.
Note first that the basis {~gi} do not form an orthogonal
basis and also that in the long time limit, the amplifica-
tions give also access to the Lyapunov exponents,
σi = lim
(τ−t′)→∞
1
τ − t′ ln (σi(τ, ~x(t
′))) (31)
The vectors {~gi} are called the Covariant Lyapunov vec-
tors.
The three approaches based on the Forward, Backward
or Covariant Lyapunov vectors give the same Lyapunov
spectrum. However higher order properties like the vari-
ance of the local amplification rates are not equal whether
8the Forward, Backward or Covariant Lyapunov vectors
are used, see [120], except for the first Backward and last
Forward Lyapunov vectors that have identical statisti-
cal properties as the first and last Covariant Lyapunov
vectors, respectively.
Since we will focus in the present review on the Lya-
punov spectra and the properties of the dominant Lya-
punov exponent and vector, we will not discuss fur-
ther the properties of the Covariant vectors and will
leave the interested reader to explore the recent lit-
erature on that subject [20, 119–123]. We will how-
ever illustrate what is the variability (inhomogeneity) of
the instability properties on the attractors of the dif-
ferent models by investigating the amplification rates,
α1(τ, t) = 1/(τ − t) ln(σ1(τ, ~x(t))), along the dominant
Backward (or Covariant) Lyapunov vector in the spirit
of [15, 70, 120, 124, 125].
IV. LYAPUNOV INSTABILITIES OF
ATMOSPHERIC FLOWS
This section is devoted to the description of the Lya-
punov properties of chaotic solutions found so far in the
hierarchy of models discussed in Section II. The purpose
is to illustrate the modifications of these properties when
the number of variables of a model is increased and when
dealing with a multi-scale system, and to highlight the
open questions arising nowadays in atmospheric and cli-
mate sciences concerning the problem of predictability.
A. Lyapunov exponents of the low-order
atmospheric system
Let us focus on the Lyapunov properties of the 12-
variable low-order system introduced in Section II A, the
atmosphere CS model.
Figure 2 displays the Lyapunov spectra as obtained
after an integration of 10,000 days for parameter values
θ∗1 = 0.20, h2 = 0.1 and for 2 different values of n. Note
that the other parameters defined in the original paper
of Charney and Straus [98] will not be discussed here
for conciseness and are fixed to 2k = k′ = h” = 0.0114,
σ0 = 0.2, L = 5000/pi km.
A clear picture emerges with 2 positive exponents, one
0, and 9 negatives ones for the two different aspect ratios
explored, n = 1.5 and 1.77, the latter being originally
used in [98]. The solution is (hyper)chaotic and displays
a Lyapunov spectrum typical of low-order systems such
as the ones studied in the atmospheric context [13, 70],
or in a more general physical context [64]. Note that the
dominant Lyapunov exponent for n = 1.77 is of the same
order as the amplitude of the dominant Lyapunov expo-
nent found in more sophisticated atmospheric models as
discussed later in Section IV B.
Interestingly, the spectrum is highly sensitive to the
aspect ratio – i.e. a smaller domain size in the zonal di-
rection corresponds to a larger value of the aspect ratio –
indicating that instability properties of the flow depends
crucially on the typical wavelengths present in the dy-
namical system. This is reminiscent of the sensitivity of
the classical baroclinic instabilities as a function of the
dominant wavelength of the perturbation [3].
This specific dependence on n is also visible when the
key parameter θ∗1 associated to the meridional variations
of the radiative input in the domain is varied as illus-
trated in Fig. 3, with a higher instability for the param-
eter n = 1.77 corresponding to a smaller domain size in
the zonal direction. Windows of periodic solutions are
also visible reflecting the complicate structure of the bi-
furcation diagram for this model as usually found in other
low-order models, [e.g. 62].
Another important aspect of the instability properties
of this system is the high variability of the local Lyapunov
exponents on the attractor. This is illustrated in Fig. 4
where the local amplification rate α1(τ, t) is plotted as a
function of t with τ − t = 0.0056 days and sampled every
28.4 days (corresponding to 250 non-dimensional time
units). A very large variability of this amplification is
visible covering values from [−1, 1] day−1. The standard
deviation of this series is equal to 0.41 day−1, a value
twice as large as the value of the first Lyapunov exponent
itself.
This variability on the attractor of the system indi-
cates that the predictability of atmospheric flows highly
dependis on the specific underlying atmospheric situa-
tion. This natural variability of the weather skill is also
experienced in real forecasts, see e.g. [49, 126], but to a
lesser extent than in the current model. This point will
be taken up further in the next section while investigating
a higher resolution atmospheric model.
B. Lyapunov exponents of The QG3T21 model
Let us now turn to a more sophisticated atmospheric
model described in Section II B. This model has 1449
degrees of freedom [15], and its solution is thus embedded
in a phase space of fairly high dimension.
In Fig. 5 the first 700 Lyapunov exponents obtained
after 3,000 days of integration of the standard version of
the model (24) with τH = 2 days, are displayed. For a
value of the dissipation timescale of τH = 2 days con-
trolling the scale selective dissipation in the model (see
Appendix A of [117]), the first 102 exponents are posi-
tive, the 103th is very close to zero and the next ones are
negative (red filled circles in Fig. 5). This result shows
that the QG model lives on a high-dimensional chaotic
attractor displaying sensitivity to initial conditions. Fur-
thermore, in view of the large number of close positive
exponents, it suggests that the Lyapunov spectrum is
practically continuous. The amplitude of the first expo-
nent is equal to 0.23 days−1 corresponding to a doubling
time of small errors of the order of ln(2/0.23) ≈ 3 days,
a realistic order of magnitude for the error doubling time
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FIG. 2. Lyapunov spectra of the CS model as obtained after 10,000 days of integrations for two different aspect ratios, n = 1.5
(red filled circles) and n = 1.77 (blue triangles). The values of the Lyapunov exponents are given in day−1.
in more sophisticated models at large scales [e.g. 49].
The second curve (blue triangles) in Fig. 5 displays the
Lyapunov spectrum for a smaller value of τH = 1.5 days,
inducing a higher dissipation in the atmospheric model,
see [15, 117]. In this case the number of positive expo-
nents is reduced but the overall structure of the spectrum
remains the same.
In order to figure out what is the sensitivity of the
Lyapunov properties as a function of the forcing, Si, a
multiplicative coefficient, a, is introduced in the model
equation (24) as aSi. Figure 6 displays the variations
of the amplitude of the dominant exponent and of the
Lyapunov dimension as a function of a, as obtained with
a set of experiments of 6,000 days of integrations. The
Lyapunov dimension is defined as,
DL = j
∗ +
∑j∗
j=1 σj
|σj∗+1| ,
where j∗ is the largest j such that
∑
j σj > 0.
The dependence of the Lyapunov instability proper-
ties as a function of a is smooth with an increase of the
Lyapunov dimension up to about 450. This smoothness
contrasts with the one found in low-order models, and in
particular with the CS model discussed in Section IV A,
but is in agreement with the results highlighted recently
in [20, 74] in other intermediate order models.
The variability of the first exponent is represented in
Fig. 7a. The variability of the dominant exponent is
now mainly confined to positive values except in rare oc-
casions. This variability contrasts with the one found in
the CS model for which the variability is much larger. In
order to check whether this variability is due to the spe-
cific sampling chosen, we have computed the variability
of α1(τ, t) as a function of τ− t (Fig. 7b), as suggested in
[80]. This variability seems already close to convergence
when τ − t is of the order of 1 hour. One can therefore
conclude that the variability of the dominant Lyapunov
exponent is weaker in the intermediate order atmospheric
model than in the low-order CS model.
These results highlight the contrast of the instability
properties between low-order and intermediate order at-
mospheric models. In particular, a decreased variability
of the local Lyapunov instabilities on the attractor of the
model is observed. This feature is opening an important
question to know whether this variability still decreases
when the number of variables is further increased. The
question is closely related to the open problem of the
effective hyperbolicity (or partial hyperbolicity) of high-
dimensional systems as discussed in [120, 127].
This question is not purely academic but could have
important implications for operational weather forecasts
since a variability of the local instability properties of
high resolution models is experienced [48, 49]. Is this
variability already present at the level of the large scale
dynamics of atmospheric flows (as described by the quasi-
geostrophic equations) or rather to processes that are not
represented in this type of model, such as large scale di-
vergent flows, convection, precipitation, gravity waves,...
interfering with the large scale dynamics?
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C. Lyapunov exponents of the low-order coupled
ocean-atmosphere system
The atmosphere is also subject to boundary forcings
coming from the other components of the climate sys-
tems that could presumably affect its predictability prop-
erties. Obvious candidates are the oceans that are inter-
acting with the atmosphere through exchanges of mo-
mentum, mass, heat and radiations. This question is
now addressed through the analysis of a low-order cou-
pled ocean-atmosphere model described in Section II A,
see also [115, 116].
The three-dimensional projections along the variables
(ψa,1, ψo,2, To,2) of the attractors are illustrated in Fig. 8
for two different values of C = 0.010 and C = 0.015 kg
m−2 s−1. These attractors show fundamentally different
properties, one of them displaying a dynamics around
a well defined unstable periodic orbit identified in [116]
(green dots). As discussed in details in [116] the devel-
opment of the attractor around this unstable orbit is in-
ducing a low-frequency variability on decadal timescales
and allows for long term predictions beyond the usual
10-15 days weather forecasts. This point will be further
discussed in Section V.
Figure 9 displays the Lyapunov spectra for the two at-
tractors. A first remarkable result is the presence of a
large set of Lyapunov exponents close to 0. These are
associated with the presence of the ocean whose typical
dissipative timescale, 1/r, is much longer than for the
atmosphere, as discussed in [120]. The Covariant Lya-
punov vectors associated with this group of exponents
display angles with the tangent vector to the trajectory
that are small (as compared to the other vectors), and
form a near-neutral manifold of high dimension in which
the error amplification (or contraction) is small. The
presence of a large number of near zero exponents also
implies that the Lyapunov dimension, DL, of the system
is large, even if the dimension of the unstable subspace is
small. This feature may in particular have an important
impact on the development of data assimilation schemes
exploiting the separation of stable and unstable-neutral
manifolds as proposed in [50, 128, 129].
Another important result is the small amplitude of the
positive exponents when the low-frequency variability is
developing in the system (green attractor of Fig. 8). In
this case the system is stabler due to the strong influence
of the ocean dynamics. In the climate community these
two types of dynamics are usually referred to as passive
or active ocean dynamics [107]. In the dynamical systems
framework these qualitative changes of dynamics is ex-
plained through a bifurcation from which new types of so-
lutions are emerging, that would not be present without
the ocean-atmosphere coupling [116]. This qualitative
change of dynamics has also considerable implications for
the predictability of the coupled ocean-atmosphere sys-
tem. This important aspect will again be addressed in
Section V where the error dynamics is discussed.
Figures 10a–b display the dependence of the 1st Lya-
punov exponent and the Lyapunov dimension of the cou-
pled system as a function of the surface friction coef-
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ficient, C, for one specific value of So = 310 W m
−2.
For values of C smaller than 0.011 kg m−2 s−1, the so-
lutions are converging toward an apparently unique at-
tractor, e.g. the red attractor of Fig. 8. When C is
further increased and for a quite substantial range of
C = [0.011, 0.014] kg m−2 s−1, the system displays so-
lutions that can show very long transients around the
attracting set present for smaller values of C, that even-
tually end up in a very different region of the phase space
for which the attracting set displays a shape similar to
the green attractor of Fig. 8. The Lyapunov spectra and
dimensions were also computed for these long transient
dynamics and displayed as green pluses in Figures 10a–
b. Beyond that range the convergence is faster and the
attracting set of the attractor of the solution ressembles
the green one displayed in Fig. 8.
A second result of interest is the presence of a maxi-
mum in the amplitude of the dominant exponent and of
the Lyapunov dimension when the surface friction coef-
ficient is decreased. Below a friction coefficient of about
0.0015 kg m−2 s−1 the amplitude of the dominant Lya-
punov exponent decreases.
In order to understand this result, one must first re-
alize that when C is decreased both the momentum and
heat transfers between the two sub-systems are decreased
[115], reducing the coupling between the two systems and
the dissipation within the atmosphere. This implies that
the instability properties of the flow dominated by the
atmospheric dynamics is increased. When C is becom-
ing too small a qualitative change of dynamics seems to
occur but the slow convergence of the trajectories does
not allow us to clarify the specific nature of the dynamics
yet. This problem is left for a future study.
Interestingly the variations of the dominant exponent
and of the Lyapunov dimension in the range of interest for
climate modelling, C = [0.005, 0.020] kg m−2 s−1, look
smooth, except in the transition zone [0.10, 0.11]. A sim-
ilar picture can be drawn when changing So for a fixed
value of C, as illustrated in Figs. 10c–d, with smooth
variations of the Lyapunov instability properties as a
function of the radiative forcing. This result contrasts
with the usual picture that can be drawn from very low-
order systems (typically of 3-4 variables) for which much
more complicate bifurcation diagrams are obtained. As
discussed in [74], it seems to be a natural property when
the phase space dimension of the system increases.
Figure 11 illustrates the variance of α1(τ, t) as a func-
tion of τ − t for the ocean-atmosphere coupled model. A
picture intermediate between the results obtained with
the CS model and the QG3T21 model emerges, with a
variance of α1(τ, t) converging toward a value of about
0.07 day−2 for τ − t→ 0.
Up to now, the focus was put on the autonomous
version of the low-order models but the atmosphere is
strongly influenced by the natural seasonal variability.
This can be taken into account in the present model by
introducing realistic seasonal variations as discussed in
Section II A.
Figure 12 shows the Lyapunov spectra as obtained with
two different values of the friction parameter C = 0.007
and C = 0.005 kg m−2 s−1, corresponding to attractors
with and without low-frequency variability respectively.
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FIG. 5. Lyapunov spectra (the 700 first exponents) of the atmospheric model described in Section II B, as obtained after an
integration of 3,000 days in perpetual winter conditions. Two different dissipation timescales were used, τH = 2 days (red filled
circles) and τH = 1.5 days (blue triangles).
Both attactors are chaotic but the amplitude of the domi-
nant Lyapunov exponent is relatively small in both cases.
The main reason is the fact that when the seasonality is
imposed the meridional gradient of radiative input has a
smaller amplitude than in the autonomous case consid-
ered above whatever is the time of the year.
A more interesting finding is the temporal variability of
the local Lyapunov exponents, α1(τ, t) with τ−t = 0.005
days, sampled every 5 days. These are displayed in Fig.
13 for the two parameter values C = 0.005 (a) and
C = 0.007 (c) kg m−2 s−1. A zoom on a 10-year time
series is also provided at panels (b) and (d) for the two
parameter values. For C = 0.007 kg m−2 s−1, the local
Lyapunov exponents display large modifications of their
variability on a timescale of about 20,000 days with long
quiescent periods as already found in the autonomous
version when the low-frequency variability is setting up,
contrasting with the results obtained with C = 0.005.
When zooming in on a 10-year period (panels (b) and
(d)) a seasonal signal is clearly visible with low local in-
stabilities in summer and high in winter. This result is
in agreement with the common view that the weather
(large-scale flow pattern) is more predictable in summer
than in winter at mid-latitudes in the Northern hemi-
sphere.
In summary the results presented above reveals a com-
plicate picture of the instability properties of multi-scale
(autonomous and non-autonomous) systems. As the
multi-scale nature of the dynamics is ubiquitous in the
climate system (and in environmental modelling in gen-
eral), we suspect that such properties are generic in the
real world.
V. ERROR DYNAMICS
As mentioned in the Introduction, the growth of small
initial errors arising from the finite precision of the ob-
servational data and of the process of data-assimilation,
is an intrinsic property of atmospheric flows. It intro-
duces irreducible limitations in the possibility to forecast
its future states beyond a predictability horizon, which
may depend on the type and scale of the phenomenon
under consideration. We turn now on the analysis of the
error dynamics in the hierarchy of models introduced in
Section II.
A. Error dynamics: generalities
As mentioned in Section III the Lyapunov exponents
characterizing the predictability of chaotic systems are
defined in the limit of infinitely small errors and infinitely
long times. In reality, these limits are never reached and
one must investigate the dynamics of finite-size initial
errors on a finite-time horizon. One starts with the defi-
nition already introduced at Eq. (28) in which the classi-
cal L2 norm is used. Since one is dealing with finite-size
errors, one must perform an ensemble average over the
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attractor of the system,
〈E2t 〉 =
∫
d~0ρ(~0)∫
d~x0 ρx(~x0)(~x
′(t)− ~x(t))TK(~x′(t)− ~x(t))
(32)
where ρ(~0) and ρx(~x0), are the invariant probability
distribution of the initial errors and of the initial condi-
tions on the attractor of the system (provided that the
system is ergodic). A matrix K is introduced in this
relation allowing for choosing the specific norm of inter-
est, for instance the energy norm or the enstrophy norm
[e.g. 15]. Numerically the error evolution can be evalu-
ated by sampling a large set of initial conditions along
a reference trajectory running along the ergodic attrac-
tor of the system under consideration, and to perform
additional integrations starting from slightly perturbed
initial conditions.
In the following, the amplitude of the perturbations ~
is taken sufficiently small in order to get information on
the different regimes of error growth. In this case three
main regimes are expected, an exponential-like, a linear
and a saturation regime, see [70, 79]. This dynamics can
be empirically described by a simple logistic law of the
form [28],
dE
dt
= aE − bE2 (33)
where E is the mean amplitude of the distance, e.g.
(32), between two fields, and a and b some regression
coefficients. This description is, however, a rough ap-
proximation that does not take into account the natural
variability of the local amplification rates along the at-
tractor of the system discussed in Section IV, nor the
differential behavior of the error among spatial scales
for which more detailed descriptions are needed, see
[8, 9, 22, 27, 29, 32, 50, 70, 77].
Moreover this description is only valid provided that
a short-time linearized description of the error evolution
can be performed. A very enlightening analysis on the
predictability of turbulent flows based on statistical ar-
guments suggests that the propagation of small initial er-
rors in a three-dimensional (3D) flow considerably differs
from the one in a two-dimensional (2D) flow [93, 132].
Specifically, if an error is introduced at small spatial
scales in the spectral domain, the error in a 3D turbulent
fluid is predominantly characterized by a nonlinear local
cascade propagation that will rapidly contaminate the
largest scales. For 2D turbulence, the picture is different
with an error dynamics involving both a local nonlinear
cascade propagation and the direct amplification of er-
rors along the large spatial scales on the same typical
timescale. This implies that a linearized description of
the error dynamics at large spatial scales is valid pro-
vided that the initial error is small at these large scales.
This feature can be exploited in the current analysis
since the models discussed so far are based on the poten-
tial vorticity equation which provides a 2D description of
the large-scale dynamics of the atmosphere. This result
also justifies the use of the Lyapunov exponents for the
characterization of the error dynamics in such models.
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FIG. 7. (a) Temporal evolution of local amplification rate α1(τ, t) for τ − t = 1 hour; (b) Variance of α1(τ, t) as a function of
τ − t.
B. Error dynamics in the CS model
Figure 14 displays the error evolution and the growth
rate, 1/2 d/dt ln(< E2t >), as a function of time, as ob-
tained with a very small initial error perturbing each vari-
able and sampled from a gaussian distribution of mean 0
and variance 10−16. The averaging is performed based on
100,000 realizations starting from different initial condi-
tions on the attractor of the system. The key parameter
values used here are θ∗1 = 0.18 and n = 1.77.
The overall behavior is indeed in agreement with the
general description presented above with an exponential-
like phase, followed by a linear regime before the final
saturation. But when investigating in details the error
growth rate (dotted blue curve of Fig. 14), the picture
that emerges is very different with a complicate error be-
havior during the exponential-like regime. This compli-
cate behavior is characterized by an initial very short er-
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ror decrease phase for about 0.08 days (not visible on the
picture), followed by important variations of the growth
rate which reaches a maximum of 0.53 day−1 after 1.34
days. This maximum value is more than two times larger
the dominant Lyapunov exponent (0.23 day−1). This fea-
ture – usually referred to as superexponential – has been
discussed in details in [70, 75, 120] and is mainly associ-
ated with the variability of the local Lyapunov exponents.
C. Error dynamics in the QG3T21 model
Let us now focus on the error dynamics in the QG3T21
model. Figure 15 displays the mean error evolution (red
continuous curve) together with the error growth rate
(blue dotted curve), as obtained from 1,000 realizations
starting from different initial conditions on the attractor
of the model. The initial error introduced in the model
is a small amplitude error uniformly distributed in the
spectral domain as in Fig. 16a.
A picture similar to the one found in the CS-model
can be drawn, with an exponential-like behavior, a linear
amplification of the error and a final saturation phase.
The growth rate is however quite different to the one
obtained with the CS-model, with a maximum not very
much larger than the value of the dominant Lyapunov
exponent. This difference is the result of several compet-
ing effects: (i) the variability of the local Lyapunov expo-
nents associated with the inhomogeneity of the solution’s
attractor, (ii) the quasi-continuous Lyapunov spectrum,
and (iii) the choice of the initial error (and in particular
of its spectral properties). The first effect is inducing a
super-exponential behavior as already illustrated for the
CS model. The second one is responsible for the devel-
opment of a sub-exponential error dynamics as discussed
in [130, 131]. The third one is modulating the initial de-
crease of the error and the (nonlinear) transfer of errors
across scales.
In the present model, the third effect plays a dominant
role as illustrated in the comparison of growth rates for
different random initial errors in Fig. 15b. In this case
when errors are introduced at large spatial scales (black
dashed curve), the growth rate of the error is slowly in-
creasing and reaches the value of the dominant Lyapunov
exponent after about 10 days. When errors are intro-
duced at small spatial scales (blue dotted curve), the
growth rate increases rapidly and reaches a maximum af-
ter about 1.5 days which is larger than the one obtained
with a uniform initial error (red continuous curve).
This dynamics is better analyzed in the spectral do-
main. Figure 16 shows the error evolution as a function
of the total wave number n at 500 hPa. The norm used to
evaluate the error is the kinetic energy norm. A first in-
teresting feature is the decrease of the error at very large
and very small spatial scales, while the error increases at
intermediate scales. As stated in [15], these intermediate
scales are the ones at which the dominant (Backward)
Lyapunov vectors are operating, while the stable (Back-
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ward) Lyapunov vectors are mostly acting at very large
and small spatial scales, inducing the specific error be-
havior observed in this figure.
When the initial error is confined to the very small spa-
tial scales, a transfer (through nonlinear interactions) is
occurring toward larger scales, together with the amplifi-
cation along the dominant (backward) Lyapunov vectors,
inducing a larger amplification rate of the error as illus-
trated by the blue dotted curve in Fig. 15b. When the
intial error is essentially confined at large spatial scales
the error evolution essentially displays an amplification
according to the Lyapunov instabilities, without impor-
tant transfer toward smaller scales. These behaviors are
illustrated in Figs 16b-c.
The error dynamics is considerably dependent on the
specific scale at which it is introduced as illustrated in
Fig. 16, with a faster growth when located at small spa-
tial scales. This feature has been exploited in the devel-
opment of probabilistic forecasts in the 90th, for which
strong growth were search for in order to get a sufficient
variability in the multiple integrations of the ensemble
forecasting systems made by the meteorological centers,
e.g. [72, 86–89].
D. Error dynamics in the ocean-atmosphere model
Up to now the error dynamics has been discussed for a
system – the atmosphere – displaying a variability on a
range of timescales relatively close to each other, i.e. typ-
ically from a few hours up to a few days. When this sys-
tem is coupled to an ocean, highly different timescales are
involved as already illustrated in the Lyapunov spectra
of Section IV C. The question is therefore to know what
is the nature of the error dynamics in these different sub-
systems and what is the impact of the ocean-atmosphere
coupling on predictability. As in Section IV C we will fo-
cus on the two parameter sets explored, with and without
low-frequency variability.
Figure 17a displays the mean square error evolution
for the different fields present in the coupled A-O model,
namely the atmospheric barotropic streamfunction (blue
line referred as ”Atmos stream”), the atmospheric tem-
perature (magenta line with open squares referred as
”Atmos temp”), the ocean streamfunction (green curve
with crosses referred as ”Ocean stream”), and the ocean
temperature (red curve with pluses referred as ”Ocean
temp”). These curves are obtained with the parameter
values corresponding to the red attractor of Fig. 8. The
error rapidly amplifies for both atmospheric fields and
saturates at a constant value after about 1 month (1/12
years). For the ocean the picture is very different with
an increase of the error that persists beyond 100 years
revealing a high potential of predictability.
If now one considers cases for which an attractor is de-
veloping around an unstable periodic orbit as the green
attractor of Fig. 8, the picture is very different as illus-
trated in Figure 17b displaying the mean square error
evolution of the first barotropic mode, ψ1, of the atmo-
sphere. The two lower curves associated with the error
dynamics when the attractors are developing around an
unstable periodic orbit (typically the green attractor of
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FIG. 12. Lyapunov spectra as obtained with two different values of the friction parameter C = 0.007 (blue trianges) and
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The other parameters used are So = 310 W m
−2, Dref=100 m and κ = 0.3.
Fig. 8) are still increasing beyond the 30 days limit de-
tected in Fig. 17a. The behavior of the mean square
error is in this case linear as a function of time suggest-
ing a diffusive dynamics. If now we assume that the mean
square error evolution can be modelled as D(t − t0) for
t > t0 = 30 days, the diffusion parameter, D, is larger
when the reference depth of the ocean Dref is larger.
This finding suggests that when the attractor is de-
veloping around the long unstable periodic orbit arising
from the coupling between the ocean and the atmosphere
[115, 116], some atmospheric modes can be predictable
for periods much longer than the timescale of a few days
(or weeks) typical of the atmospheric dynamics. This
feature provides some hope in performing long term fore-
casts of specific observables in the atmosphere at sea-
sonal, interannual and decadal timescales.
VI. CONCLUSIONS AND PERSPECTIVES
The Lyapunov instability properties and the error dy-
namics in large scale flows of the atmosphere, coupled
or uncoupled to the ocean, have been explored in a hi-
erarchy of models from low-order, O(10) variables, up
to intermediate order, O(1, 000). Two major trends are
emerging when the number of variables is increased: (i)
the Lyapunov spectrum can have a number of positive
exponents of the order of O(100) (in the standard ver-
sion of the QG3T21 intermediate-order model), implying
that the attractor dimension of the modelled atmosphere
is high dimensional, and (ii) the variability of the local in-
stability properties associated with the largest Lyapunov
exponent decreases.
The first trend is in line with the mathematical find-
ings on the bounds of the attractor dimension, indicating
that the atmosphere is living on a finite but high dimen-
sional attractor [133, 134]. The second one is suggesting
a smoothing of the inhomogeneity of the attractor when
the number of variables is increased, and it opens im-
portant questions on the characteristics of the instability
properties of the solutions in the limit of an infinite num-
ber of modes, i.e. for the continuous partial differential
equations (quasi-geostrophic equations) discussed in Sec-
tion II.
From a practical point of view, it is well known that
the predictability of large-scale weather patterns is highly
dependent on the specific initial weather situation se-
lected [48, 49]. This suggests that this inhomogeneity
is also present in high resolution atmospheric models but
to which extent it resembles the one described in the
quasi-geostrophic model or not, is still open. A possible
way to address this question is to extend the Lyapunov
analysis to high-dimensional quasi-geostrophic models of
the order of O(10, 000, 100, 000) variables.
Yet, even if this analysis would provide interesting in-
formation on the smoothness of the attractor’s instability
properties, it is not the end of the story. When the res-
olution of such models is increased, their validity in de-
scribing the dynamics of the atmosphere (and the ocean)
is questionable. In this case one must go back to the
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FIG. 13. Temporal variability of the local Lyapunov exponents, α1(τ, t), as obtained with τ − t = 0.005 days and sampled
every 5 days, for the two parameter values (a) C = 0.005 and (c) C = 0.007 kg m−2 s−1. A zoom on a 10-year time series is
also provided at panels (b) and (d) for the two parameter values. The other parameters used are So = 310 W m
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FIG. 15. (a) Mean square error evolution (red continuous curve) and growth rate (blue dotted curve) as obtained from 1,000
realizations of the error evolution starting from different initial conditions on the attractor of the QGT21L3 model. (b) Growth
rate of the error, (red continuous curve) for a uniform initial error in the spectral domain (in the kinetic energy norm), (black
dashed curve) for an initial error predominantly located at large spatial scales, and (blue dotted curve) for an initial error
predominantly located at small spatial scales. See also Fig. 16 for the specific repartition of the error in the spectral domain.
original primitive equations discussed in the beginning
of Section II, and to study the impact of the dynamics of
the additional variables.
In this perspective, one particularly interesting work
has been done by Uboldi and Trevisan [26] in which they
have studied the full primitive equations integrated at the
cloud-resolving scale of 2.2 km resolution, with 50 verti-
cal levels. In this context they have studied the Bred
vectors that are finite-size unstable structures emerging
along the model trajectory. If their amplitudes is suffi-
ciently small these are providing information on instabil-
ity properties of the flow closely related to the Backward
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FIG. 16. (a) Mean square error evolution for the QGT21L3 model, averaged over 1,000 realizations, as a function of the total
wavenumber n for different forecasting lead times from 1 hour up to 1081 hours. The initial error is uniformely distributed as
a function of n in the energy norm. (b) and (c) As in (a) but for an initial error dominating the smallest and largest spatial
scales, respectively.
Lyapunov vectors [72]. In the case of small-amplitude
Bred vectors, they found that the dominant ones describe
small convective-scale instabilities and that their num-
ber is very large. Moreover their growth rates are much
larger than any perturbation acting at the large spatial
scales of the flow (and much larger than the ones dis-
played in the present review). This result is consistent
with the theoretical considerations presented by Vallis
[93, 132], indicating that the dynamics of the error in a
three-dimensional turbulent system – as it is the case in
the high-resolution experiment of Uboldi and Trevisan –
is saturating rapidly at all the scales below 10 km, and
that predictability is limited to a few hours.
These results are obviously suggesting that the devel-
opment of very high resolution models at 1 km or smaller
would lead to a very small gain in terms of predictability
due to the rapid saturation of the error at small spatial
scales, and one should therefore tempered us in devel-
oping such models except if the forecast at a lead time
of one or two hours is providing important information
for the society. In such a case a very performant data
assimilation system would also be needed in order to re-
duce considerably the actual level of error. This is a very
expensive process in terms of maintenance (man power),
high-quality observing systems and computer power. In
the sake of reducing the potential cost, it might be better
to avoid such high resolution forecasts. Yet, these very
high resolution forecasts should be necessary in some very
specific and dangerous weather situations arising from
time to time. In an operational environment a procedure
should be developed in order to evaluate the necessity
to perform very high resolution forecasts. This proce-
dure could be based on storminess warnings that can be
gathered from lower resolution model integrations.
Nowadays operational forecasting systems contain
stochastic schemes emulating the presence of model er-
rors. This approach allows for getting more reliable en-
semble forecasts as discussed in [34, 135], but also for
improving climatological aspects of the models such as
correcting the mean or the variance of specific variables
[e.g. 136]. This however implies that an increase of un-
certainty is introduced, inducing in particular a larger
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error for short times [55, 56]. Another important issue is
therefore to understand the role of stochastic forcings on
the predictability of atmospheric and oceanic flows. The-
oretical and practical analyses are therefore necessary in
the line of the works of [137–140].
Finally the problem of forecasting atmospheric phe-
nomena on timescales longer than the typical limit of
weather forecasts, say 10 days, is a challenging prob-
lem for our society. As we demonstrate in the present
review in the context of an idealized coupled ocean-
23
atmosphere model, long term forecasts of specific atmo-
spheric variables are possible, provided the atmosphere
is (strongly) coupled to climate components with longer
typical timescales. This increase of forecast skill at sea-
sonal and interannual timescales is already well known
in the Tropical regions due to the strong coupling be-
tween the ocean and the atmosphere [e.g. 141]. Several
climate forecasting models are also currently suggesting
that there is some skill of the climate system at midlat-
itudes at seasonal and interannual timescales, although
the signal is rather weak [e.g. 142]. The understand-
ing of the origin of this long term skill and our ability
to improve the long term forecasts are still fields of re-
search in their infancy. The exploration of the coupling
bewteen the ocean and the atmosphere (and other cli-
mate components) in the context of low and intermedi-
ate order models are important steps in that direction
[115, 116, 143, 144].
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