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ABSTRACT
2
This paper presents the first attempt to apply the compressible nonhydro-
static ATHAM-Fluidity solver to a series of idealized atmospheric test cases.
ATHAM-Fluidity uses a hybrid finite-element discretization where pressure is
solved on a continuous 2nd order grid while momentum and scalars are com-
puted on a 1st order discontinuous grid (also known as P1DG−P2). ATHAM-
Fluidity operates on two- and three-dimensional unstructured meshes, using
triangular or tetrahedral elements respectively, with the possibility to employ
an anisotropic mesh optimization algorithm for automatic grid refinement and
coarsening during run-time. The solver is evaluated using two-dimensional
only dry idealized test cases covering a wide range of atmospheric applica-
tions. The first three cases, representative of atmospheric convection, reveal
the ability of ATHAM-Fluidity to accurately simulate the evolution of large
scale flow features in neutral atmospheres at rest. Grid convergence without
adaptivity as well as the performances of the Hermite-WENO slope limiter are
discussed. These cases are also used to test the grid optimisation algorithm
implemented in ATHAM-Fluidity. Adaptivity can result in up to a six-fold de-
crease in computational time and a five-fold decrease in total element number
for the same finest resolution. However, substantial discrepancies are found
between the uniform and adapted grid results, thus suggesting the necessity to
improve the reliability of the approach. In the last three cases, corresponding
to atmospheric gravity waves with and without orography, the model ability
to capture the amplitude and propagation of weak stationary waves is demon-
strated. This work constitutes the first step towards the development of a new
comprehensive limited area atmospheric model.
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1. Introduction41
Despite the development of highly-scalable massively parallel codes for atmospheric model-42
ing (including general circulation models, GCM, and limited area models such as cloud resolving43
models, CRM), we are still not able to accurately resolve all physical scales involved in the climate44
and weather systems. For example, whereas large cloud systems such as tropical or mid-latitude45
cyclones operate on scales of several hundreds to thousands of kilometers, cloud resolving simu-46
lations, designed to follow the evolution of individual clouds, require spatial resolutions of only47
a few tens of meters. While the emergence of extremely powerful high-performance computing48
resources allows for an increase of the typical affordable grid resolution for weather forecasting49
and climate predictions, the simultaneous increase of the complexity and the subsequent increase50
in CPU demand of the necessary physical parameterizations tend to slow down the performance51
improvements we could normally expect. It now appears clear that sustaining the trend toward an52
increase of the affordable spatial resolution won’t be possible without completely rethinking our53
existing models.54
Recent reviews have pointed out the necessity to develop new generation atmospheric models,55
using state-of-the-art numerical methods, to adequately capture all the physical processes needed56
for a complete representation of our climate system (Slingo et al. 2009; Marras et al. 2015b). In57
particular, it has been argued that increasing the flexibility offered by the numerical grids used in58
atmospheric models will be crucial to improve the representation of the various spatial and physical59
scales involved (Williamson 2007; Slingo et al. 2009; Staniforth and Thuburn 2012). This implies60
the development of highly scalable models supporting irregular grids (e.g. global icosahedral61
(Giraldo and Warburton 2005; Satoh et al. 2008; Skamarock et al. 2012) or cubed-sphere grids62
(Nair et al. 2005; Chen et al. 2011; Harris and Lin 2013; Ullrich 2014; Staniforth and Thuburn63
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2012)) or adaptive remeshing techniques (Behrens et al. 2005; Jablonowski et al. 2006; St Cyr64
et al. 2008; Weller 2009; Mu¨ller et al. 2013; Yelash et al. 2014; McCorquodale et al. 2015) (and65
possibly both). Adaptive remeshing methods in particular allow to focus computational efforts on66
areas where physical processes occur at small spatial scales and have been considered as a viable67
approach for operational weather prediction models for more than three decades.68
Implementing non-cartesian unstructured grids and adaptive remeshing techniques in atmo-69
spheric models is however not a trivial task. Advanced numerical methods are required for which70
the discretized equations can be formulated in a general framework while preserving important71
stability and accuracy properties. The numerical methods used to solve the basic flow equations72
are still often based on finite-difference methods, but if one wants to efficiently take advantage of73
advanced meshing techniques, numerical discretizations have to be re-developed in consequence74
(Marras et al. 2015b). In this context, both finite-volume and finite-element methods (FEM)75
emerge as good candidates to solve atmospheric flows on irregular, adaptive grids due to their76
overall flexibility, high scalability and excellent conservation properties. In particular, FEM with77
inexact integration or mass lumping (including Galerkin and high-order spectral element methods)78
is becoming increasingly popular among atmospheric and climate modelers, and some of the most79
recent atmospheric solvers (both global and limited area) rely on such techniques (Giraldo et al.80
2002; Nair et al. 2005; Thomas et Loft 2005; Giraldo and Restelli 2008; Nair et al. 2009; Kelly81
and Giraldo 2012; Mu¨ller et al. 2013; Kopera and Giraldo 2014; Marras et al. 2015a). However,82
Galerkin methods with exact integration and non-diagonal mass matrix have not previously been83
adopted, perhaps due to the extensive computational cost of solving the implicit system associated.84
With the increased availability of high performance computing facilities, Galerkin methods with85
exact integration are just starting to receive interest from the atmospheric modeling community86
(Brdar et al. 2012; Schuster et al. 2014; Choi et al. 2014; Thuburn and Cotter 2015).87
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In the following, we introduce a new modeling framework for the simulation of atmospheric pro-88
cesses based on a mixed continuous/discontinuous Galerkin (CG/DG) finite-element discretiza-89
tion. The model also includes anisotropic adaptive remeshing that allows for modifications of90
both the connectivities between grid cells and the position of grid vertices (hr-adaptivity). The91
new model, ATHAM-Fluidity, combines the mixed FEM dynamical core from Fluidity (Ford et92
al. 2004; Piggott et al. 2009) with the physical package and active tracer concept from the Active93
Tracer High-resolution Atmospheric Model (ATHAM) (Oberhuber et al. 1998). The numerical94
discretization follows the approach suggested by (Cotter and Ham 2011; Cotter et al. 2009a,b)95
where governing equations are solved on triangular meshes using linear discontinuous elements96
for momentum and scalars (denoted P1DG) but continuous quadratic elements for pressure and97
density (P2). A semi-implicit compressible pressure projection method is then used to diagnose98
the pressure at each time-level by inverting a general Helmholtz equation devised to satisfy the99
continuity equation. This class of methods are known to perform well in both low-Mach and high-100
Mach number regimes (although this latter may not be relevant for atmospheric applications),101
while relaxing the severe time-step restriction typically fixed by fast propagating acoustic waves102
in density-based solvers (for which a continuity equation is solved explicitly, as in (Giraldo and103
Restelli 2008; Kopera and Giraldo 2014)). In this context, using a mixed FEM formulation with104
the velocity possessing more or equal degrees of freedom than the pressure is essential to pre-105
vent the formation of spurious numerical pressure modes (Cotter et al. 2009a; Botti and Di Pietro106
2011).107
So far, the P1DG− P2 element pair has mostly been used in the geophysical fluid dynamics108
community to solve the shallow water equations (Cotter et al. 2009a,b; Cotter and Ham 2011;109
Du¨ben et al. 2012). However, (Cotter and Shipton 2012) recently drew the comparison between110
the P1DG−P2 pair and the popular Arakawa C-grid, and concluded on the suitability of such mixed111
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FEM methods for numerical weather prediction and atmospheric modeling in general. The present112
study therefore builds on (Cotter and Shipton 2012) and proposes an extension of the P1DG−P2113
discretization to solve generalized compressible governing equations for atmospheric flows over114
limited area domains.115
In the following, the dynamical core employed in ATHAM-Fluidity is introduced in section116
2. The grid adaptivity procedure is then briefly discussed in section 3. In section 4 we evalu-117
ate the model’s performances without grid adaptivity based on six elementary test cases (three118
atmospheric bubble-like cases and three gravity-wave cases), commonly used to assess the nu-119
merics of new atmospheric models. We have restricted our study to dry atmosphere simulations120
only. Preliminary results obtained with grid optimization under atmospheric convection conditions121
(bubble-like test cases) are then shown in section 5. Conclusions are given in section 6.122
2. The dynamical core123
a. Governing equations124
The Fluidity dynamical core solves a general set of fully compressible governing equations,125
including equations for the density (continuity equation):126
∂ρ
∂ t
+∇ · (ρu) = 0, (1)
momentum:127
ρ
∂u
∂ t
+ρu ·∇u =−2Ω× (u−ug)−ρgk+∇ ·σ, (2)
and potential temperature (typically used in atmospheric applications as a proxy for energy):128
ρ
∂Θ
∂ t
+ρu ·∇Θ=−∇Q+SΘ−∇ ·τΘ. (3)
The above set of equations is formulated in non-conservative form. ρ is the density, p the pressure,129
u the velocity vector, and Θ the potential temperature. The momentum equation includes g, the130
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gravitational constant, k = (0,0,1)T is the unit vector defining the vertical direction, Ω is the131
Earth’s angular velocity vector, ug represents the geostrophic wind vector, and σ =−pI+τ is the132
stress tensor where p is the pressure, I the identity matrix and τ is the deviatoric part of the tensor133
(viscous term). τΘ can be expressed in analogy with the stress tensor as µ/Pr (∇ ·Θ)I, with Pr134
being the Prandtl number and µ the dynamic viscosity. Additional terms related to sub-grid scale135
turbulence modeling have been omitted here (none of the cases considered in section 4 requires136
such parameterization). Finally, ∇Q represents external heating/cooling rates while SΘ represents137
additional sources and sinks including, for example, microphysical processes in clouds. In the138
above set of equations, no external force has been considered and molecular diffusion has been139
omitted.140
The thermodynamic quantities are related via the equation of state for ideal gas:141
p = p0
(
ρRΘ
p0
)cp/cv
, (4)
with p0 = 1000 hPa is a reference pressure, R = cp− cv is the specific gas constant, and cp and142
cv are the specific heat capacities for dry air at constant pressure and volume respectively. The143
potential temperature is defined in terms of primitive variables following: Θ= T (p/p0)−R/cp .144
The system is similar to equation set 2 in (Giraldo and Restelli 2008) but written in non-145
conservative form. During the solution procedure, total mass is however conserved as equation146
1 is used to devise the pressure projection method employed to diagnose the pressure field (see147
section d). In contrast, the potential temperature (used as a proxy for internal energy) is not con-148
served locally when solving equation 3. Errors related to energy conservation are however not149
expected to severely affect the solution because of the relatively short integration times typical of150
LES applications (less than a day).151
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b. Spatial discretization152
We first recall here that ATHAM-Fluidity employs a mixed discontinuous/continuous FEM dis-153
cretization where the momentum and scalar equations are solved on first-order linear discontin-154
uous elements while the pressure and density are discretized on second-order parabolic elements155
(P1DG−P2). This approach conserves the high accuracy of DG methods (Comblen et al. 2010),156
while being more computationally efficient than fully discontinuous schemes and preventing the157
development of spurious pressure modes generated on collocated grids with a pressure projec-158
tion procedure (Cotter and Shipton 2012). According to Cotter et al. (Cotter et al. 2009a; Cotter159
and Ham 2011; Cotter and Shipton 2012), this latter property of the P1DG−P2 discretization is160
similar in principle to conventional staggered Arakawa C-grids used in many global and regional161
atmospheric models. More specifically, the use of unbalanced numbers of degrees of freedom162
(DOF) per grid cell between the pressure and velocity discretizations, with NDOF (u)≥ NDOF (p),163
was proved to be an important condition, although not sufficient, to prevent the propagation of164
spurious pressure modes polluting the numerical solution (Cotter et al. 2009a).165
In ATHAM-Fluidity, the domains are discretized using triangular (in 2D, tetrahedra in 3D) ele-166
ments in a way that the velocity/scalar and pressure nodes are distributed as shown in Fig. 1. At167
each node, the discontinuous quantities can possess up to 6 different values (according to Fig. 1).168
In the following, we focus on the description of the DG discretization used for momentum and169
scalar advection. Although its use in atmospheric sciences is still relatively new, with pioneering170
works published in the early 2000’s by (Giraldo et al. 2002) and (Nair et al. 2005), an extensive171
body of literature exists presenting the basics of the DG method to solve the Euler or Navier-Stokes172
equations (e.g. (Bassi and Rebay 1997; Cockburn and Shu 2001)). Since the dynamical core173
implemented in ATHAM-Fluidity mainly follows commonly described DG methods, we restrict174
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our presentation to the essential aspects of DG as well as to the specifics of the present solver175
induced by the mixed finite element and pressure-projection methods.176
1) THE DISCONTINUOUS GALERKIN DISCRETIZATION177
For simplicity, we consider here only the advection-diffusion equation for an arbitrary scalar q178
written in the following form:179
∂q
∂ t
+u ·∇q−∇ · (µ ·∇q) = 0. (5)
Here, we have omitted additional sources and sinks and expended the deviatoric stress tensor with180
µ = µ/PrI. Equation 5 can then be rewritten in its weak form by multiplying with a predefined181
test function ϕ and integrating over the whole domain Ω:182
∫
Ω
ϕ
(
∂q
∂ t
+u ·∇q−∇ · (µ ·∇q)
)
= 0. (6)
In DG methods, the test function ϕ is continuous over each element but can be discontinuous at the183
interface between two elements. The domain Ω is then decomposed into Ne non-overlapping ele-184
ments of arbitrary shape (triangles in the following 2D examples) able to cover the entire domain.185
Over each element, the quantity q is approximated by a linear combination of a finite number of186
functions:187
q(x; t) =
Nt
∑
i=1
qi (t)ψ i (x) , (7)
where the qi coefficients are defined locally at the nodes, ψ i are the trial functions, defined contin-188
uously over each element, and Nt is the dimension of the trial function space. The test ϕ and trial189
ψ i functions have not been defined yet. In Galerkin methods, they are selected in the same basis190
function space. They will both be denoted ϕ for simplicity.191
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Equation 6 can be integrated by parts over each element e, with test functions possibly discon-192
tinuous at the cell interface, yielding:193
∫
e
(
ϕ
∂q
∂ t
+q∇(ϕ ·u)− (µ ·∇q) ·∇ϕ
)
+
∫
∂e
(
ϕn̂ ·uq−ϕn · µ̂ ·∇q
)
= 0. (8)
The second term in the equation represents integration over the element boundary ∂e and the hatted194
terms represent fluxes across this boundary, n being the outward-pointing normal unit vector at195
the interface. This term can be decomposed into contributions from boundaries between internal196
elements, and element boundaries belonging to the domain boundaries. Considering for example197
the imposition of Dirichlet conditions at the domain boundary denoted ∂ΩD, the interface term in198
Equation 8 can be recast into (dropping the viscous contribution):199
∫
∂e
ϕn̂ ·uq =
∫
∂e\∂Ω
ϕn̂ ·uqint +
∫
∂e
⋂
∂ΩD
ϕn̂ ·uqD, (9)
where qint represents internal values of q and qD the values imposed at the domain boundary. The200
fully discretized version of Equation 8 is obtained by replacing q using Equation 7 with summation201
over the basis function space.202
A critical aspect of DG methods resides in the evaluation of the flux terms, i.e. n̂ ·uq, repre-203
senting mass and energy exchanges between two adjacent elements. Because quantities might by204
definition not be continuous and therefore uniquely defined at the interface, evaluating the numeri-205
cal fluxes requires properly defined quantities at the interface. Because a continuous discretization206
is used for the pressure and density fields, a corresponding continuous velocity field, û, can be207
obtained by projection on the pressure mesh. Scalar fluxes are then evaluated using a classical208
upwind flux formulation using the projected velocity:209
n̂.uq =

n · ûq− for n · û > 0
n · ûq+ for n · û < 0,
(10)
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where q− and q+ represent scalar element values on the left and right sides of the element bound-210
ary, respectively. The upwind flux is the simplest approach satisfying the minimal requirements211
for DG fluxes, that is consistency and conservation. Monotonicity is enforced by the slope limiter212
described in section 3.213
The basis functions are typically chosen in the space of polynomials of degree n ≤ N, contin-214
uous over each element e. This approach is usually referred to as a PN (for CG) or PNDG (for215
DG) discretization on triangular elements. In DG methods, no additional constraint on the basis216
function space is required and it is not necessarily the same for all the prognostic variables. In217
the examples presented in section 4, the governing equations are discretized using discontinuous218
piecewise linear basis functions, N = 1.219
2) DISCRETIZATION OF THE DIFFUSION OPERATOR220
In the scalar discretization case, the diffusion operator appearing in Equation 8, namely µ ·∇q ·221
∇ϕ , involves the integration of a second order derivative. The problem is circumvented in the local222
DG approach by defining a vector field ξ = ∇q, which allows us to rewrite equation 5 as follows:223
ξ−∇q =0 (11)
∂q
∂ t
+u ·ξ−∇ · (µ ·ξ) =0.
The diffusion operator appearing in Equation 8 is then discretized on element e following:224
∫
e
∇ϕ ·ξ+
∫
∂e
ϕn · ξ̂ (12)
(the tensor fieldµ has been dropped for simplicity). Evaluating properly the face values ξ̂ is crucial225
to solve the problem: the compact DG (CDG) method proposed by (Peraire and Persson 2008) is226
used in ATHAM-Fluidity to minimizes the discretization stencil while preserving the stability and227
high-order accuracy of the solution.228
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Extending this procedure to discretize the viscous stress in the momentum equation is straight-229
forward and involves the auxiliary tensor field ζ = ∇u. Depending on the form taken by the230
viscous term, ζ can alternatively be defined using the stress tensor τ instead of the velocity gradi-231
ent. This option seems however less computationally efficient (Persson and Peraire 2006) so that232
ζ is in practice always related to the velocity gradient only.233
3) THE HERMITE-WENO SLOPE LIMITER234
By virtue of Godunov’s theorem, we may expect any numerical advection scheme of order > 1235
to generate new numerical extrema in the presence of steep gradients. If no particular care is taken236
during time integration, we can expect the method to produce spurious numerical artifacts and237
yield unbounded solutions at element interfaces. In ATHAM-Fluidity, the Hermite-WENO slope238
limiter (Qiu and Shu 2005) is employed as a post-processing filter after the main time integration239
stage (see section c) to smooth numerical oscillations generated by the advection step.240
The Hermite-WENO limiter makes use of the Weighted Essentially Non-Oscillatory (WENO)241
interpolation method, originally used to obtain high-order non-oscillatory fluxes for finite volume242
methods, to reconstruct the solution in elements where unbounded solutions are produced. The243
Hermite-WENO limiter consists in constructing a series of high-order polynomials based on the244
cell averaged scalar values in the neighboring elements, and producing a smooth interpolated245
solution at the cell interface based on weighted averages of the solutions given by each polynomial.246
The weights are defined based on a non-oscillatory criterion ensuring that the largest weights are247
assigned to the polynomials producing the smoothest solutions at the interface (see (Jiang and Shu248
1996) for further details on the WENO method).249
The polynomial reconstruction can become very tedious at high-orders when an increasing num-250
ber of neighboring elements must be considered. The reconstruction step can however be greatly251
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simplified by using element gradients in addition to the averaged element values from the direct252
neighbors only (Hermite interpolation).253
Among other possible limiters, the Hermite-WENO limiter has been retained as it was found254
to give the best compromise between spurious numerical diffusion and shape preservation of the255
solution in the numerical examples presented in section 4.256
c. Time discretization257
Using Equations 6 and 7, and choosing the test and trial functions in the same basis function258
space, Equation 8 reduces to the following matrix equation for each q coefficient:259
M∂q
∂ t
+A(u)q+T q =R, (13)
withM being the mass matrix,A the advection matrix depending on the velocity vector, T is the260
diffusion operator andR represents all the residual terms including boundary terms (sponge lay-261
ers), buoyancy and other sources. In practice, a sequential first order splitting is employed where262
advection along with sources are first solved together using the classical trapezoidal rule, while263
the diffusion operator is solved separately. After the first stage, the updated scalar, denoted q∗, is264
filtered using the monotonicity preserving slope limiter described in section 3 to yield bounded265
solutions and improve stability of the diffusion stage.266
The full time integration sequence reads:267
Mq
∗−qn
∆t
+A
(
un+θu
)
qn+θq =Rn+θq (14)
q˜ =Fq∗
Mq
n+1− q˜
∆t
+T q˜n+θq =0,
14
where θq (θu) is the integration parameter for q (u)varying between 0 (forward Euler explicit) and268
1 (backward Euler implicit) with:269
qn+θq = θqq∗+
(
1−θq
)
qn, (15)
270
q˜n+θq = θqqn+1+
(
1−θq
)
q˜. (16)
In the above, q∗ represents the intermediate solution after the first integration stage, q˜ is the filtered271
intermediate solution, and F is the slope limiting operator described in section 3.272
In DG methods, the mass and advection matrices are generally sparse which enables the use of273
efficient linear solvers. In all the simulations presented in section 4, we chose θq = θu = 0.55.274
Allowing the scheme to be slightly skewed backward can substantially improve the stability of the275
numerical solution (the use of off-centered time integration was notably found to be necessary to276
stabilize the finest warm bubble simulations shown in section a). Alternatively, in case explicit277
time integration is used, the first advection step can be sub-cycled, with the number of sub-cycles278
determined based on an appropriate target CFL (Courant-Friedrichs-Levy) number.279
d. The pressure projection method280
A compressible pressure projection (or pressure correction) method is currently used in281
ATHAM-Fluidity to determine the pressure-velocity coupling. The algorithm is based on the282
classical semi-implicit SIMPLEC iterative scheme initially designed for incompressible flows but283
extended to the compressible case and to all Mach numbers by (Karki and Patankar 1989). Despite284
requiring more efforts than density-based solvers, the class of SIMPLEC projection methods still285
provides non negligible advantages: 1) mass conservation is strongly enforced at all flow speeds, 2)286
the solution procedure is robust at all flow speeds, 3) the semi-implicit formulation of the pressure287
correction equation alleviates the stringent CFL criterion typically imposed by fast moving acous-288
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tic waves. Note that in the present formulation, only acoustic waves are treated semi-implicitly,289
gravity waves being treated explicitly (semi-implicit treatment of gravity waves has been adopted290
for example in (Smolarkiewicz et al. 2014)). The reader is referred to (Botti and Di Pietro 2011)291
for the implementation and stability of pressure correction methods combined with DG.292
In compressible pressure projection methods, the pressure and density fields are diagnosed to293
satisfy the full continuity equation at each time level (unlike projection methods used in the con-294
text of ”soundproof” equation systems (Smolarkiewicz et al. 2014)). As a preliminary step, the295
momentum equation is solved using an approximate pressure gradient and the density is computed296
using the equation of state at the previous time level. At this stage, the predicted velocity vector297
and density fields do not satisfy equation 1, but it is possible to define momentum and pressure298
corrections for which an elliptic Helmholtz equation can be devised to force the system towards299
continuity. After the correction is applied, the density is updated via the equation of state and300
the whole procedure is then repeated until convergence. The potential temperature must also be301
updated after each pressure sub-iteration for consistency and energy conservation. This iterative302
procedure represents an efficient way to solve the coupled momentum-continuity equations and303
guarantee mass conservation with great precision.304
For a given pressure iteration, we note qn the value taken by any scalar q at time tn, qn+1i the305
q estimate at time tn+1 for the ith pressure iteration, and qn+1i+1 the estimate at time t
n+1 for the306
next iteration. At the end of the iterative procedure, we set qn+1 = qn+1i+1 . For clarity reasons, the307
projection scheme is described in the following for the Euler implicit time-stepping method only308
(that is θ = 1 in equation 14).309
First estimates of the velocity vector and potential temperature are obtained at the end of a given310
iteration step, noted u˜n+1i+1 and Θ˜
n+1
i+1 , by solving the system of discretized equations Equation 14,311
but using pressure and density estimates from the previous iteration, namely pn+1i and ρ
n+1
i . Using312
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the updated potential temperature but keeping the density estimate from the previous iteration, one313
can evaluate an intermediate pressure estimate, p˜n+1i+1 , using the equation of state:314
p˜n+1i+1 = p0
(
ρn+1i RΘ˜
n+1
i+1
p0
)cp/cv
. (17)
Small momentum and pressure corrections are then defined following:315
ρ˜n+1i+1 u
n+1
i+1 = ρ
n+1
i u˜
n+1
i+1 +δ (ρu) , (18)
and316
pn+1i+1 = p
n+1
i +δ p, (19)
Where ρ˜n+1i+1 is still unknown. The pressure and momentum corrections must satisfy the linearized317
momentum equation so that:318
δ (ρu) =−∆tθp∇(δ p) , (20)
with θp being a pressure relaxation coefficient. The intermediate density estimate, ρ˜n+1i+1 , is ob-319
tained using the following Taylor expansion truncated to first order:320
ρ˜n+1i+1 = ρ
n+1
i +
∂ρ
∂ p
∣∣∣∣
ρn+1i ,p˜
n+1
i+1
(
pn+1i+1 − p˜n+1i+1
)
, (21)
where ∂ρ/∂ p is known from the equation of state. The discretized continuity equation for the321
present subiteration:322
ρ˜n+1i+1 +∆t∇.
(
ρ˜n+1i+1 u
n+1
i+1
)
= ρn (22)
can thus be simplified using Equation 21 and Equation 18 with:323
ρ˜n+1i+1 = ρ
n+1
i +
∂ρ
∂ p
∣∣∣∣
ρn+1i ,p˜
n+1
i+1
(
pn+1i − p˜n+1i+1 +δ p
)
, (23)
and324
∇.
(
ρ˜n+1i+1 u
n+1
i+1
)
= ∇.
(
ρn+1i u˜
n+1
i+1
)−∆tθp∇2δ p. (24)
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Rearranging these equations, the pressure correction equation can be written as:325
−(∆t)2θp∇2δ p+ ∂ρ∂ p
∣∣∣∣
ρn+1i ,p˜
n+1
i+1
δ p=
∂ρ
∂ p
∣∣∣∣
ρn+1i ,p˜
n+1
i+1
(
p˜n+1i+1 − pn+1i
)
+ρn−ρn+1i −∆t∇.
(
ρn+1i u˜
n+1
i+1
)
.
(25)
The right hand side of this equation is readily known after having solved the uncorrected momen-326
tum equation for the i+1-th iteration. The Helmoltz operator appearing on the left hand side of the327
equation must be inverted to yield the pressure correction term δ p for the i-th non-linear iteration.328
Both the pressure and momentum can then be updated using Equation 18 through 21, and the329
new corresponding density value can be derived from the equation of state. The procedure is then330
iterated until convergence using the new estimates of velocity, pressure and density.331
e. Boundary conditions332
In the test cases presented hereafter, we make use of three different types of boundary conditions:333
open boundaries (inflow or outflow), surface (free-slip) boundaries and non-reflecting boundaries.334
Open boundaries consist of Dirichlet type conditions. Discretizing the advection operator335
weakly yields a boundary termB of the form (for an arbitrary scalar q):336
B =
∫
∂ΩD
ϕn̂.uq, (26)
where ∂ΩD represents the section of the domain boundary where a Dirichlet condition is imposed.337
Considering an outflow condition, Equation 26 can be added to Equation 8 and solved as such.338
For inflow condition, we replace q by qD, the imposed value at the boundary.339
We want the normal component of the velocity at a surface boundary to vanish while preserv-340
ing the tangential component (free-slip condition for the tangential wind). This reduces to the341
following condition:342
n.u = 0, (27)
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which can be easily integrated in the weak form of the equations.343
Finally, in most cases, non-reflecting boundary conditions must be applied at the inflow and out-344
flow of the domain to prevent the spurious reflection of physical or numerical waves propagating345
inside the domain. Unlike the other two boundary types, non-reflecting boundaries are defined346
as layers extending inside the domain where specified prognostic quantities, typically the velocity347
vector and the potential temperature, are relaxed toward a prescribed state with a given time scale.348
The relaxation is performed by adding a source term to the considered equations:349
Snr =−Cnr (x,y,z) q−q0τnr , (28)
with q = {u,θ}, q0 is the prescribed reference value of q, τnr is the relaxation time scale set350
equal to the time-step ∆t, and Cnr (x,y,z) is a function allowing a smooth increase of the relaxation351
strength toward the boundaries. The functional dependence of Cnr on the position follows Klemp352
and Lilly (1978).353
3. Grid adaptivity354
The grid adaptivity (or equivalently grid optimization) algorithm implemented in ATHAM-355
Fluidity belongs to the hr-adaptivity family meaning that both connectivities of the grid elements356
(h-adaptive) and the location of the grid vertices (r-adaptive) may change over the course of a simu-357
lation. The algorithm can provide both a refinement of the grid in targeted regions of the numerical358
domain with strong flow inhomogeneities, as well as a coarsening of the mesh in homogeneous359
parts of the flow. Adaptivity is performed in an anisotropic way so that grid refinement can follow360
preferential directions (for instance vertical refinement only in case of strong flow stratification)361
hence possibly resulting in high aspect ratio grid cells. Although highly flexible, adaptivity may362
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require a long trial-and-error procedure to yield the optimal mesh based on error bound criteria363
while controlling the shape and properties of the target mesh.364
All grids handled by ATHAM-Fluidity are by default treated as unstructured. In contrast to other365
adaptivity algorithms which preserve the overall structure of the mesh while applying local refine-366
ments (see for example (Behrens et al. 2005; Mu¨ller et al. 2013)), the optimized grids produced by367
ATHAM-Fluidity are therefore unstructured by construction and may not preserve key properties368
of the original mesh such as symmetry.369
The overall adaptation procedure can be divided into three main steps described below: 1) based370
on certain predefined criteria, a metric tensor that will be used to guide grid optimization is com-371
puted on the original mesh, 2) the grid is iteratively modified until it satisfies the conditions given372
by the metric tensor, and 3) the solution field on the original mesh is projected onto the target373
mesh. A more detailed description of the adaptive algorithm implemented in ATHAM-Fluidity374
can be found in (Pain et al. 2001; Piggott et al. 2009).375
a. Definition of the metric tensor376
The metric tensor is a symmetric positive-definite tensor including information on the mesh size377
in all spatial directions (this representation is adequate for anisotropic fully unstructured meshes).378
The symmetry and positive-definiteness of the tensor are essential properties to allow the definition379
of a norm characterizing the distance between points on the mesh. We note M the metric tensor380
and vl a vector directed in the direction parallel to a given edge, with magnitude equal to the edge381
length. The edge length, dl , with respect to a known metric tensor is given by the norm:382
dl =
√
vlT Mvl. (29)
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The adapted mesh can thus be computed by defining a metric tensor containing information yield-383
ing appropriately adjusted edge lengths. The adaptive metric tensor is typically defined to satisfy384
a target interpolation error for a selected scalar field q, so that (Chen et al. 2007):385
M = det |H|− 12p+n |H|
ε
= γ
|H|
ε
, (30)
where H = ∇T∇q is the Hessian matrix of the field we seek to optimize, ε is the target absolute386
interpolation error (user defined for a selected scalar), p = 2 is the order of the interpolation error387
norm and n is the space dimension. The operator |H| provides a majorant of the Hessian H defined388
by |H|=VHdiag(|λHi|)V−1H , where the columns of VH are the eigenvectors of H and diag(|λHi|)389
is the diagonal matrix formed by the absolute values of H’s eigenvalues. For simplicity, in very390
anisotropic conditions, an approximate Hessian matrix can be used instead (Pain et al. 2001).391
Rearranging Eq. 30, the target edge length that satisfies the prescribed interpolation error is392
given by:393
dl =
√
γ
vlT |H|vl
ε
. (31)
After adaptation, dl therefore locally depends on the original edge length before adaptation394
(through vl), on the Hessian matrix H of the considered scalar, and on a user defined target in-395
terpolation error ε .396
The definition of the metric tensor may be further modified to account for minimum or maximum397
edge lengths (Pain et al. 2001). This may be necessary to control the aspect and size of the target398
mesh and therefore guarantee a certain quality of the adapted grid.399
b. The adaptation step400
The adaptivity algorithm returns an optimized mesh for a pre-computed metric tensor. There401
exists various methods to generate the new mesh. ATHAM-Fluidity’s algorithm is based on the402
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iterative optimization of the original mesh until the new metrics is satisfied (see (Vasilevskii and403
Lipnikov 1999) for the 2D case). The mesh is progressively deformed following precise oper-404
ations including merging two adjacent elements, splitting an existing element, moving nodes or405
swapping edges (Fig. 2). If the deformation results in a grid that satisfies the target metric tensor,406
i.e. if the new edge length is consistent with Equation 29 for a given M, as well as potential addi-407
tional constraints on the mesh quality (e.g. limiting element aspect ratios or adjacent edge length408
gradients), the modification is applied. Otherwise, new operations are performed on the original409
mesh until the entire grid has been successfully modified.410
The adaptive step can be further constrained by additional requirements on the minimum and411
maximum element size allowed, the size gradient between two adjacent elements (gradation) or the412
total number of elements created. Overall, creating an optimized adapted mesh requires adjusting413
several such parameters, all having important effects on the appearance of the final grid, therefore414
making the determination of an optimal set of parameters a non-trivial process.415
c. Conservative interpolation416
Once the target mesh has been successfully created, the solution fields must be projected onto417
the new mesh in a consistent and conservative manner. Traditional consistent interpolations are418
unsuitable for this task as they are typically not designed to handle discontinuous discretizations.419
Galerkin projection methods provide an excellent alternative as they are optimally accurate to420
minimize the L2 norm and conservative. However, their practical implementation appears to be421
very challenging. In ATHAM-Fluidity, the implementation of Galerkin projection described by422
(Farrell and Maddison 2011) is used.423
The projection method is designed to minimize the L2-norm of the error between the original and424
interpolated fields. Denoting qo a scalar field defined on the original mesh and qt the interpolated425
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field on the target mesh, the Galerkin interpolation procedure reduces to solving the following426
equation:427
∫
Ω
qoϕt =
∫
Ω
qtϕt , (32)
for each basis function ϕt defined on the target mesh. qo and qt can be further expanded using428
Equation 7, and Equation 32 can be recast into the form of a matrix equation:429
Mtqt = Mtoqo, (33)
with:430
(Mt)i j =
∫
Ω
ϕ itϕ
j
t (34)
(Mto)i j =
∫
Ω
ϕ itϕ
j
o , (35)
with indices i and j denoting each basis function on the original and target meshes. Evaluating431
the matrix Mto requires the non-trivial computation of a product between (discontinuous) basis432
functions defined on two different meshes. In order to improve the method’s accuracy, (Farrell and433
Maddison 2011) suggested the creation of a ”super-mesh” meshing the superposition of elements434
from the original and target meshes. Because the basis functions are defined and continuous inside435
each element of both meshes, the product defining Mto can be computed on the super-mesh.436
Despite being very accurate, this method remains computationally expensive. Besides, although437
the present method can be shown to be conservative, it is not bounded so that mesh-to-mesh438
interpolations do not prevent the generation of local extrema in the projected field. Note that the439
same method can also be employed to project a discontinuous field onto a continuous grid as440
required for example for the computation of advective fluxes (see section 1).441
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4. Model evaluation using uniform grids442
The test cases introduced below constitute a standard suite of benchmark simulations used to test443
and evaluate new numerical methods for nonhydrostatic atmospheric models (Giraldo and Restelli444
2008; Choi et al. 2014; Schuster et al. 2014). Six different test cases were selected which can be445
divided into two main categories. In the first three cases, we seek to evaluate the numerical stability446
of the solver, grid convergence and conservation properties. These tests are based on buoyancy447
driven dry bubble simulations which are of particular interest for atmospheric convection processes448
such as convective cloud systems. The last three cases are dedicated to the simulation of physical449
atmospheric waves (gravity waves), often characterized by weak thermodynamic perturbations.450
Note that all six cases presented only consider dry atmospheric processes (no water vapour nor451
liquid water was included) in two dimensions.452
For the first three cases, total mass conservation is assessed using the time dependent variable453
M defined by :454
M (t) =
∣∣∣∑Nni=1ρ i (t)−∑Nni=1ρ i0∣∣∣
∑Nni=1ρ
i
0
, (36)
where ρ i0 is the initial density at node i, ρ
i (t) is the density at node i and time t, and Nn is the455
total number of nodes in the numerical domain. Energy conservation is assessed using a similar456
criterion E:457
E (t) =
∣∣∣∑Nni=1 (ρΘ)i (t)−∑Nni=1 (ρΘ)i0∣∣∣
∑Nni=1 (ρΘ)
i
0
, (37)
where we employ ρΘ as a proxy for internal energy in the absence of heat sources and sinks (no458
radiation nor microphysical processes are included).459
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a. Case 1: Rising smooth warm bubble460
1) CASE DESCRIPTION461
The rising smooth warm bubble configuration follows (Robert 1993). A gaussian potential tem-462
perature perturbation is initially imposed in an otherwise neutral and static environment in hydro-463
static balance following:464
Θ′ =

Θ′0
2 [1+ cos(pir)] for r > 1
0 otherwise
(38)
with Θ′0 = 0.5K, Θ = Θ0 +Θ
′ (the subscript 0 denotes the hydrostatic base state with Θ0 =465
303.15K), and:466
r =
√(
x− xc
xr
)2
+
(
z− zc
zr
)2
, (39)
with xc = 500m, zc = 260m and xr = zr = 250m. The initial pressure is found by solving the467
hydrostatic balance equation:468
d p
dz
=− gp
piRΘ
. (40)
The 2D numerical domain extends between 0 and 1000 m in the horizontal direction and from 0469
to 1500 m in the vertical direction. No-flux conditions are imposed on all four boundaries.470
Stabilization of the potential temperature field is achieved using the Hermite-WENO slope lim-471
iter in all cases shown. In addition, the use of artificial viscosity was found to be necessary to472
improve grid convergence and preserve the bubble’s shape as it rises. A fixed and homogeneous473
viscosity value of µ =0.1m2s−1 was used as in (Yelash et al. 2014). No artificial scalar diffusion474
was otherwise added.475
Three different meshes were tested with spatial resolutions ranging between 20 m, 10 m and 5476
m. Note that on the 20 m grid, a potential temperature anomaly initially exists along the lower477
boundary because of the lower part of the bubble being under-resolved. All three meshes are478
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symmetric about a vertical axis passing through the center of the bubble. The model time-step is479
determined as the minimum between a CFL limited time-step with CFLmax =0.75 and ∆t =5 s.480
An effective ”velocity based” CFL number is defined on triangular elements:481
CFL =
max |U |∆t
D
(41)
where max |U | is the maximum velocity magnitude within each element and D is the diameter of482
the circle inscribed in the triangular element. In the present simulations, minimum time-steps of483
∼4, ∼2, and ∼1 s are found at 20, 10 and 5 m resolution respectively.484
2) RESULTS485
Results for the rising warm bubble at the three tested resolutions and after 720 s are shown in486
Fig. 3. As time progresses and the bubble rises, two Kelvin-Helmoltz rotors develop on each side487
of the bubble. A clear improvement of the solution is obtained as the resolution is increased. In488
particular, the two rotors have a more distinct shape and roll further inside at 5 m resolution. At489
later times and high grid resolution, oscillations start to develop along the bubble interface that490
quickly evolve into turbulent like perturbations (Robert 1993; Giraldo and Restelli 2008).491
More details on the results at 720 s are provided in Table 7. While the minimum potential tem-492
perature perturbation remains only slightly affected by the grid resolution, both Θ′max, w′max and493
w′min are seen to increase with increasing resolution. In an ideal situation, Θ′ should not exceed494
0.5 K or drop below 0 K, but the use of slope limitation and artificial viscosity does not prevent495
the development of potential temperature overshoots. Additional simulations have been performed496
using other, more diffusive, slope limitation methods (not shown here). In some instances, exces-497
sive anisotropic diffusion provided by certain slope limiters can actually deteriorate the shape of498
the rising thermal, and the WENO based limiter has always been found to yield the best overall499
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results despite the fact that it could not completely suppress the Θ′ overshoots. The position of the500
tip of the rising bubble is however seen to converge at high resolution toward ∼950 m.501
Θ′ extreme values shown in Table 7 at all three resolutions appear to be very similar to those502
reported by (Yu et al. 2015) on a very similar configuration with low-order polynomials and selec-503
tive artificial viscosity. (Yu et al. 2015) show that keeping the perturbation potential temperature504
signal within its expected bounds requires the use of high resolution grids (∆x≤ 5 m) and at least505
8th order polynomials. Increasing the level of numerical diffusion may also help convergence, but506
this would be done at the expense of the overall quality of the results (see (Yelash et al. 2014) and507
discussion above).508
Fig. 4 displays mass and energy conservation properties for the rising warm bubble test case.509
Total mass is conserved to machine precision at all resolutions thanks to the use of the efficient510
iterative semi-implicit pressure correction procedure. Not surprisingly, energy is not as accurately511
conserved as total mass, the potential temperature equation being solved in non-conservative form.512
Note that the conservation error for energy is systematically biased positively indicating an accu-513
mulation of internal energy within the numerical domain.514
b. Case 2: Density current515
1) CASE DESCRIPTION516
The density current case consists of an initial cold potential temperature Gaussian perturbation517
introduced in the domain, which rapidly sinks and hits the surface therefore creating a cold density518
current progressing horizontally along the surface. The setup follows (Straka et al. 1993) and519
(Giraldo and Restelli 2008).520
The initial sounding is computed as in Case 1 using equations 38 and 39. The initial cold bubble521
corresponds to a potential temperature perturbation Θ′0 of -15 K introduced in a neutrally stratified522
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atmosphere at Θ0 = 300 K in hydrostatic balance. The initial perturbation is centered at xc = 0523
m and zc = 3000 m, with dimensions defined by xr = 4000 m and zr = 2000 m. The numerical524
domain is symmetric with respect to the vertical axis at x = 0 m and extends to x =21600 m. The525
vertical extent of the domains is set to 9000 m. No-flux conditions are imposed on all boundaries.526
Four different grid resolutions were tested: 400 m, 200 m, 100 m and 50 m. Again, the Hermite-527
WENO slope limiter has been used in the simulations presented below. To remain consistent with528
the original configuration proposed by (Straka et al. 1993), a fixed artificial viscosity of 75ms−2 is529
used. Similar to the warm bubble test case, the time-step is determined as the minimum between530
a CFL limited time-step with CFLmax =0.75, and ∆t = 5 s. The minimum time-steps reported for531
the four grids range between 5 s (400 m resolution) and 1 s (50 m resolution).532
2) RESULTS533
Potential temperature perturbation contours after 900 s at each grid resolution are displayed in534
Fig. 5. At 400 m resolution, only the largest of the three rotors is clearly visible. At 200 m, two535
well developed rotors can be distinguished as in (Giraldo and Restelli 2008). When the resolution536
is increased to 100 m and 50 m, the two main eddy structures are clearly visible and a third rotor is537
seen to develop. Qualitatively, the results at the two highest resolutions are very similar to (Giraldo538
and Restelli 2008) (despite (Giraldo and Restelli 2008) using 10th order polynomials) and no clear539
improvement between the 100 m and the 50 m grid can be seen from Fig. 5.540
Table 7 presents a quantitative comparison between the four simulations. Both the potential541
temperature perturbation and vertical velocity extrema are reduced when increasing the resolution542
from 100 m to 50 m. The 100 m resolution grid produces the most extreme results of all cases543
(except for Θ′max). At 200 m resolution, our results are comparable to the solutions presented by544
(Straka et al. 1993) using spectral models which indicates low numerical dissipation. At the lowest545
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resolution tested, the model is still seen to produce potential temperature overshoots (Θ′max =0.282546
K instead of 0). Unlike the warm bubble test case presented in section a, the maximum potential547
temperature perturbation is however seen to converge as the resolution is increased. Note also that548
the very high resolution (25 m) simulations discussed by (Giraldo and Restelli 2008) converge549
toward Θ′max ∼ 0K and Θ′min ∼−9K, which is consistent with our results.550
The leading edge of the current propagates faster with increasing grid resolution (xtip in Table551
7), similar to (Giraldo and Restelli 2008). The position of the tip at 200 m resolution is consistent552
with the upwind biased high-order finite difference results shown by (Straka et al. 1993). At high553
resolution, the front propagates faster than in the high resolution test presented by (Giraldo and554
Restelli 2008). Overall, a 50 m resolution grid does not seem to be sufficient to accurately capture555
all the features of the density current solution.556
The total mass and energy conservation indicators, M and E, are shown in Fig. 6 for the den-557
sity current case. Unlike the other two bubble cases, mass does not appear to be conserved to558
machine precision. In the density current case, the flow is indeed driven by large Θ′ anomalies559
which produce strong pressure oscillations in the numerical domain. The amount of non-linear560
iterations needed by the projection method has been restricted to 3 in all cases shown to limit com-561
putational costs, but more sub-cycles appear to be necessary in this case for the iterative procedure562
to converge. Total energy is again not as accurately conserved as mass, with conservation errors563
consistently biased positively. In general, parameter E exhibits a larger error here compared to the564
warm bubble test case.565
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c. Case 3: Interacting warm and cold bubbles566
1) CASE DESCRIPTION567
Besides the single rising warm bubbles, (Robert 1993) also proposed an alternative configuration568
consisting of one large smooth warm bubble similar to case 1 and a smaller cold bubble located569
above the first one. As time progresses, both bubbles collide and mix. This test case was designed570
to evaluate the accuracy of the numerical discretization in presence of smaller, under-resolved571
physical features (the small bubble is only 50 m wide which is equivalent to ∼ 5− 10∆x). This572
case has already been used to evaluate the performances of DG methods on adaptive grids (Mu¨ller573
et al. 2013; Yelash et al. 2014).574
The simulations are carried out with the same initial base state in hydrostatic balance as in575
section a, and using the same numerical domain. The initial potential temperature perturbations of576
both bubbles are described by:577
Θ′ =

Θ′0 exp
[
− (r−rc)2s2
]
for r > rc
Θ′0 otherwise
(42)
The large warm perturbation is centered at x= 500 m and z= 300 m, withΘ′0 = 0.5 K, rc = 150 m578
and s = 50 m (Robert 1993). The smaller cold perturbation is centered at x = 560 m and z = 640579
m, with Θ′0 =−0.15 K, rc = 0 m and s = 50 m.580
Simulations were performed on two fixed uniform grids with spatial resolutions of 10 m and 5 m581
respectively. The Hermite-WENO slope limiter was used in all the simulations and the time-step582
was determined following the same procedure as in the warm bubble case.583
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2) RESULTS584
As time progresses, the smaller cold bubble collides with the right side of the larger rising ther-585
mal and significantly alters its shape. The solution after 600 s shown on Fig. 7 (right) resembles586
the results shown by (Robert 1993) or (Mu¨ller et al. 2013). Only minor differences can be seen587
between the 10 m and 5 m resolution grids after 600 s. In particular, the roll-ups developing on588
the right branch of the warm bubble are more clearly defined at higher resolution. No substantial589
differences between the two mesh resolutions can be seen at 400 s. Overall, the solution field does590
not seem to be particularly degraded in the low resolution case although the smaller cold bubble is591
only discretized by 5 elements.592
Fig. 8, displaying the mass and energy conservation parameters M and E for the interacting593
bubbles simulations, shows total mass conservation to machine precision, similar to the single594
warm bubble case. Again, ρΘ does not appear to be conserved as well as total mass due to the use595
of a non-conservative equation, resulting in the accumulation of internal energy within the domain596
(positive error).597
d. Case 4: Inertia-gravity waves598
1) CASE DESCRIPTION599
Following Skamarock and Klemp (1994), the inertia-gravity wave test case involves the hori-600
zontal propagation of a nonhydrostatic gravity wave in a channel. An initial potential temperature601
perturbation is imposed in an otherwise uniformly stratified atmosphere producing gravity waves602
propagating symmetrically toward the left and right sides of the domain. Because a homogeneous603
flow is added from left to right, the leftward propagating part of the wave appears to be quasi-604
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stationary. This configuration was originally designed to test the performances of time integration605
schemes in nonhydrostatic models.606
The initial sounding is taken to be in hydrostatic balance with a uniform stable potential tempera-607
ture stratification. The potential temperature profile is based on the definition of the Brunt-Va¨isa¨la¨608
frequency:609
N 2 = g
d lnΘ
dz
, (43)
which yields, after integration:610
Θ=Θs exp
(
−N
2
g
z
)
, (44)
with N initially set to 0.01 s−1 and Θs = 300 K the surface potential temperature. Equation 44611
combined with the hydrostatic balance equation 40 defines the initial hydrostatic pressure sound-612
ing. The initial potential temperature perturbation is given by:613
Θ′ =Θc
sin(piz/hc)
1+[(x− xc)/ac]2
, (45)
with hc = 10,000 m, xc = 100,000 m, ac = 5000 m andΘc = 0.01 K. A uniform flow with constant614
velocity u = 20 ms−1 is imposed.615
The mesh is 300,000 m long and 10,000 m high with a 500 m resolution in both directions (grid616
aspect ratio of 1). Free-slip conditions are set for the top and bottom boundaries, with the vertical617
velocity component set to 0 at both surfaces. In contrast to the original configuration, the left and618
right boundaries are defined as an inflow and outflow respectively. 20,000 m wide damping layers619
have been added on each side of the domain to avoid spurious wave reflection. These layers allow620
fast relaxation of the prognostic velocity and potential temperature fields toward the initial state.621
Compared to the dry bubble test cases presented previously, the inertia-gravity wave simulations622
(as well as the topographically forced waves in the following sections) were performed without623
slope limiter or grid adaptation.624
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Two different simulations were performed for this configuration. In the first case, the time-step625
was automatically computed based on a fixed CFL number of 0.25 (corresponding to a time-step626
of ∼6.25 s, similar to (Wicker and Skamarock 1998)), while in the second case, a fixed time-step627
of 1 s was selected (corresponding to a CFL number of ∼0.04). At ∆t=1 s, the maximum acoustic628
CFL number based on the sound speed is ∼0.7 and sound waves are therefore explicitly resolved.629
2) RESULTS630
The solution of the inertia-gravity wave propagation after 3000 s is shown in Fig. 9 for the two631
different configurations. A clear asymmetry of the solution is found when using a relatively large632
time-step (CFL = 0.25), with the right side of the wave propagating downstream being signifi-633
cantly damped compared to the leftward propagating part of the wave. The difference between the634
left and right potential temperature perturbation extrema is ∼0.0001 K, i.e. 4% of the maximum635
value reached within the entire domain. This result is not consistent with the perfectly symmetric636
analytical solution produced by (Skamarock and Klemp 1994) using the linearized Boussinesq637
equations. Note also that in this configuration, the central part of the wave appears to be signifi-638
cantly degraded with the development of small scale numerical artifacts.639
Increasing the grid resolution from 500 m to 250 m (not shown here) does not improve the accu-640
racy and symmetry of the solution. However, using a smaller time-step of 1 s perfectly preserves641
the symmetry of the solution. Asymmetric solutions for this case have already been reported in642
the literature under similar conditions, including in the original work by (Skamarock and Klemp643
1994). Phase-speed errors introduced by low-order time integrators, especially at high CFL num-644
ber, were identified as the sources of these asymmetries (Wicker and Skamarock 1998).645
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The center of the propagating wave is located at 160,000 m (Fig. 10) in both cases, indicating646
accurate advection of the initial perturbation at a constant 20 ms−1 velocity, even for relatively647
large time-steps.648
e. Case 5: SCHA¨R mountain case, hydrostatic flow649
1) CASE DESCRIPTION650
In this case, a dry atmospheric flow is forced over a five-peak mountain range with constant651
horizontal velocity, therefore producing steady-state gravity waves. The configuration follows652
(Scha¨r et al. 2002). The initial state is computed using equation 44, with N =0.01 s−1, and the653
surface potential temperature is set to 280 K.654
The domain extends between -25,000 m and 25,000 m in the horizontal direction and is 22,000655
m high. The vertical and horizontal resolutions are set to 250 m and 500 m respectively. The656
five-peak mountain profile is defined by:657
h = hc exp
[
−
(
x
xc
)2]
cos2
(
pix
λc
)
, (46)
where h is the terrain elevation, hc =250 m corresponds to the maximum elevation at the center of658
the domain, xc = 5000 m and λc = 4000 m. The left boundary is defined as an inflow, forced with659
a uniform horizontal velocity u = 10 ms−1. The right and top boundaries are defined as outflows.660
7,000 m deep damping layers have been added near all open boundaries (lateral and top) following661
the description given in section e. The surface is treated as a free-slip condition with no vertical662
velocity. A constant time-step of 1.9 s has been used, corresponding to an effective CFL number of663
∼0.1. At this resolution, we can expect both the gravity and sound waves to be accurately resolved664
as this was shown to be of particular importance in section d.665
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Defining a Froude number as N xc/u, we find Fr = 5 so that this case stays in the hydrostatic666
regime. The model results are presented after a simulation time of 8 h.667
2) RESULTS668
A reference solution for the linearized problem was computed and used for comparisons.669
The linearized steady-state pseudo-compressible equations from (Durran 1989) are solved using670
Fourier decomposition in the vertical direction and finite differences in the horizontal direction.671
The spatial discretization was set to be the same as in the model simulation.672
The model results are qualitatively in good agreement with the reference solution (Fig. 11).673
The results are particularly similar in a region centered around the main mountain peak and close674
to the surface. On the sides and higher in the atmosphere, the model solution might be already675
affected by the presence of the damping layers. Such topographically forced atmospheric flows676
are typically very sensitive to the imposed boundary conditions and damping layers which must677
provide just the appropriate level of numerical damping. The results shown could possibly be678
improved by optimizing the imposed damping layers, but this remains outside of the scope of the679
present work.680
Let’s recall here that the reference solution was obtained by solving linearized steady-state hy-681
drostatic equations. Non-linearities and non-hydrostatic effects in ATHAM-Fluidity as well as682
truncation errors introduced when solving the fully discrete time dependent equations, are likely683
to cause the observed discrepancies between both sets of results. Note also that the P1DG−P2684
discretization, while completely inhibiting the development of spurious pressure modes, may sup-685
port spurious stationary inertial oscillations (Cotter and Ham 2011) which could introduce weak686
additional biases in the numerical solution.687
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f. Case 6: Linear single mountain case, nonhydrostatic flow688
1) CASE DESCRIPTION689
In this case, we consider the steady state solution produced by a dry atmospheric flow forced over690
a single linear mountain profile. The initial conditions can be found in (Giraldo and Restelli 2008).691
As in case e, the initial state is in hydrostatic balance with a potential temperature stratification692
corresponding to a buoyancy frequency of N = 0.01 s−1, with the surface potential temperature693
set to Θ0 = 280 K. The flow is initially assigned a uniform velocity of u =10 ms−1.694
The linear mountain profile is given by:695
h = hc/
[
1+
(
x− xc
ac
)2]
, (47)
with hc = 1 m, xc = 0 m and ac = 1000 m. The numerical domain extends between -72,000 m and696
72,000 m in the horizontal direction and is 22,000 m high. The horizontal and vertical resolutions697
are set to 600 m and 300 m respectively. The numerical domain is defined as an inflow/outflow698
configuration with damping layers at both lateral boundaries and starting 12,000 m away from699
each boundary. A 5,000 m deep damping layer is also imposed near the top boundary. As in case700
5, the surface is defined as a free-slip condition with no vertical velocity. The time-step was set to701
2.3 s, again corresponding to an effective CFL number of ∼0.1.702
While the five-peak mountain case considers the solution of a hydrostatic flow, the single moun-703
tain case is defined by a Froude number N ac/u = 1 and therefore belongs to the nonhydrostatic704
regime. The simulation is continued for 5 h before analyzing the results.705
2) RESULTS706
A reference solution based on the linearized steady-state pseudo-compressible equations has707
been computed as exposed in section e and is used here for comparisons. Fig. 12 presents the708
36
modeled steady-state perturbation velocities and potential temperature contours. Again, all results709
compare well with the reference solutions close to the surface but are quickly degraded when mov-710
ing higher in the atmosphere. Similarly, the model results agree better at the center of the domain711
than away from it, indicating the influence of the damping layers at the boundaries. As already712
noted by (Giraldo and Restelli 2008), the simulated horizontal velocity perturbation differs more713
strongly from the reference solution compared to the vertical velocity or perturbation potential714
temperature.715
Again, it should be noted that the reference solution has been obtained for linearized steady-state716
hydrostatic equations so that non-linear and non-hydrostatic effects in addition to truncation errors717
introduced by ATHAM-Fluidity are likely to cause the observed biases.718
5. Preliminary results on adaptive grids719
In the following, preliminary results obtained using the grid optimization algorithm are pre-720
sented for the first three test cases introduced in section 4. These results constitute a very first at-721
tempt to use anisotropic hr-adaptivity with ATHAM-Fluidity under atmospheric conditions. More722
dedicated investigations would be needed to better characterize the influence of various optimiza-723
tion parameters on the adaptive grid results and improve the overall reliability of the approach. In724
particular, as discussed in section b, finding the optimal set of parameters yielding the best target725
mesh possible for a given case is a very tedious process and is out of the scope of the present study.726
a. Rising warm bubble727
One additional simulation has been performed for the rising warm bubble case using mesh opti-728
mization, with a maximum resolution set to 5 m and a maximum edge length of 250 m. Optimiza-729
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tion is computed based on a target absolute interpolation error for potential temperature of 0.005730
K (Equation 30) and new adapted grids are generated every 5 time-steps.731
A snapshot of the mesh and potential temperature contours after 720 s is shown in Fig. 13. As732
expected, the optimization algorithm generates small elements in regions where steep potential733
temperature gradients are found. The highest grid resolution, corresponding to an effective res-734
olution of 5 m, is reached at the boundaries of the rising thermal while very large elements are735
found in the upper part of the domain. Elements in the high resolution parts of the grid appear to736
be rather uniform and isotropic, a result of the grid quality constraint imposed during adaptation.737
Compared to the fixed grid simulations, the solution on the adapted grid quickly develops738
turbulent-like perturbations along the edge of the thermal (these perturbations are already visible739
after ∼ 600s while they develop only after 800 s on a uniform mesh). We speculate here that these740
spurious instabilities are caused by irregular element features (such as element orientation, aspect741
ratios, or asymmetry) in the adapted grid combined with errors introduced by the interpolation of742
the solution field onto the new mesh (we recall that the interpolation procedure is conservative but743
not bounded, as emphasized in section 3c). Besides, the asymmetry of the numerical solution di-744
rectly ensues from the asymmetry of the optimized mesh as hr-adaptivity naturally generates fully745
unstructured and asymmetric grids, even based on perfectly symmetric flow fields (see section 3).746
No extra scalar diffusivity except for that provided by the WENO slope limiter has been em-747
ployed here. However, using extra uniform artificial diffusion does not appear to be an appropriate748
solution to improve the results shown in Fig. 13. Although artificial scalar diffusivity would in-749
deed help prevent the development of numerical instabilities (as is the case for the density current750
shown in section b), the potential temperature gradients would be quickly damped thereby modi-751
fying the bubble’s ascent. In this situation, the adaptive results would no longer be comparable to752
the uniform grid solution.753
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Compared to the fixed 5m resolution mesh (at equivalent resolution), the number of elements754
has been reduced by a factor ∼ 6 (from 100,000 to 16,000). The computation time has been755
subsequently reduced by a factor ∼ 5.7.756
b. Density current757
The density current test case has been simulated using grid optimization with a maximum res-758
olution equivalent to the highest-resolution uniform grid case (50 m). Optimization is performed759
every 5 time-steps and is again configured to produce mesh refinement around strong potential760
temperature gradients. The target absolute interpolation error is set to 0.01 K.761
In contrast to the rising thermal test case, the density current does not develop any turbulent-like762
perturbation when grid optimization is used. The artificial diffusivitit added to help reach a con-763
verged solution (Straka et al. 1993) contributes to stabilize the solution field even on an irregular764
adapted mesh. The optimized grid results are qualitatively similar to the uniform grid ones and the765
essential features of the density current solution are well captured. A striking difference comes766
from the propagation of the leading front which reaches only 14166 m with the adaptive grid com-767
pared to over 14900 m with a uniform grid. This notable speed reduction may to some extent stem768
from the propagation of the front through coarser grid elements between two optimization steps,769
as lower resolutions seem to slow down the current propagation (Table 7). The optimized mesh770
also limits the generation of potential temperature overshoots compared to a uniform grid, with771
Θ′min =−9.49 K and Θ′max = 0.282 K.772
(Mu¨ller et al. 2013) also used a DG based method to simulate the density current test case with773
mesh adaptivity. Their results show overall better agreements between the adapted mesh and fixed774
mesh simulations. In particular, the position of the leading front of the current varies by less than775
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0.1% between adapted and fixed grid simulations at different resolutions (the same can be noted776
for Θ′max).777
After 900 s, the number of elements in the adaptive grid setup is only 16,000, as compared to the778
96,000 elements needed by the uniform high resolution mesh (factor ∼ 5.8 reduction). The CPU779
time has correspondingly been reduced by a factor ∼ 5.5.780
c. Interacting warm and cold bubbles781
For the interacting bubbles case, one simulation using grid optimization with a minimum ef-782
fective element size of 5 m has been carried out. As in the previous two cases, grid adaptation783
is performed every 5 time-steps. The remeshing algorithm uses an error estimate based on the784
potential temperature equal to 0.001 K and producing refinement in strong Θ gradient regions.785
As in the warm rising thermal case, simulating the interacting warm and cold bubbles with grid786
optimization leads to the development of turbulent-like perturbations after 600 s (Fig. 15), most787
likely generated by irregular grid features (element aspect ratios, face orientations...) and un-788
bounded mesh to mesh interpolations. After 400 s, no substantial differences can be seen between789
the uniform and adaptive grid results. As in case a, no substantial improvements can be expected790
by the addition of extra numerical diffusion.791
Compared to the fixed 5 m resolution mesh, the number of elements has been reduced by a factor792
∼ 4.6 (from 100,000 to 20,250). The computation time has been reduced by a factor ∼ 4.3. These793
numbers are slightly lower than in case 1 due to the presence of the smaller cold bubble adding794
small-scale physical features that require additional meshing efforts.795
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6. Discussion and conclusion796
In this paper, we introduce a new nonhydrostatic limited-area (cloud-resolving and large-eddy797
model scales) solver, ATHAM-Fluidity, employed for the first time here to simulate idealized at-798
mospheric flows. ATHAM-Fluidity uses a mixed finite-element method (a discontinuous Galerkin799
discretization for momentum and scalars but a continuous Galerkin discretization for the pressure800
and density fields) along with a compressible pressure projection procedure, and operates on fully801
unstructured adaptive grids. The solver is tested using a series of standard benchmark cases de-802
signed to evaluate the performances of such models under various operational conditions. Among803
these test cases, the first three (dry bubble simulations) are selected to test the numerical methods,804
grid convergence and the impact of the grid optimization algorithm while the last three provide a805
severe evaluation of the model accuracy through the simulation of weak gravity waves. Although806
all the cases presented were originally designed for two-dimensional simulations, the dynamical807
core has been developed as a three-dimensional solver and has already been extensively applied808
within this context.809
The dry bubble simulations revealed the capacity of the fixed grid dynamical core to accu-810
rately capture dry convective processes in the atmosphere. This represents the first step toward the811
simulation of more realistic atmospheric processes leading to the formation of convective cloud812
systems and the associated weather phenomena. In particular, the model was found to provide rel-813
atively good results even at low spatial resolution, and despite the use of low-order polynomials.814
A Hermite-WENO (Weighted Essentially Non-Oscillatory) slope limiter has been used in all these815
simulations as it was found to give a good compromise between numerical diffusion and overall816
accuracy.817
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The gravity waves (both in the hydrostatic and nonhydrostatic regimes) simulated using818
ATHAM-Fluidity were found to qualitatively and quantitatively reproduce reference solutions pro-819
vided by a linear model. It should be emphasized that these reference solutions were obtained for a820
simplified set of equations (using the hydrostatic and pseudo-compressible assumptions) in steady-821
state, which naturally limits the possibility for accurate comparisons with our model (which was822
configured to solve the fully-compressible Euler equations). Note also that these test cases are typ-823
ically extremely sensitive to the lateral boundary conditions applied as these gravity waves require824
appropriate damping layers to avoid wave reflection without perturbing the numerical solution in825
the region of interest. Overall, our results suggest that the new model, as introduced in the present826
paper, is able to accurately capture very weak perturbations in the background atmosphere from,827
for instance, topographical features as small as 1 m, and that the configuration used (including828
damping layers at the boundaries) can readily be used to simulate actual dry atmospheric flows.829
Preliminary results using grid adaptivity were also presented based on the three dry bubble con-830
figurations. The optimization algorithm allowed to decrease the CPU cost of the three cases tested831
by a factor ∼5 for about 6 times fewer grid elements. We believe that these ratios could be further832
improved by optimizing the various parameters controlling the adaptive algorithm (error threshold,833
gradation factor, largest cell size...). Simulations with adaptive grid consistently showed substan-834
tial discrepancies compared to the uniform grid simulations at equivalent resolutions. In particu-835
lar, the development of turbulent-like perturbations was observed in two of the bubble cases, most836
likely caused by the irregularity and asymmetry of the optimized grids as well as small numer-837
ical errors introduced by the unbounded mesh-to-mesh interpolation procedure. Although these838
results did not compare favorably well with the uniform grid simulations, the encouraging CPU839
cost ratios reported should serve as a motivation to pursue the development of the grid adaptivity840
technique and improve its reliability.841
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Future works will be dedicated to the implementation and testing of a comprehensive bulk cloud842
microphysics scheme. The model will ultimately be used for Large-Eddy Simulations of atmo-843
spheric processes from the development of single clouds in idealized atmospheres to the evolution844
of large cloud systems forced by actual meteorological conditions.845
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TABLE 1. Comparison of max and min perturbations for the rising warm bubble test case after 720 s and for
the three different resolutions. ztip is the altitude reached by the leading Θ′ contour.
1007
1008
resolution ztip Θ′min Θ′max w′min w′max
20 m 954.4 -0.076 0.446 -1.6276 2.1775
10 m 951.6 -0.076 0.526 -1.7092 2.3817
5 m 950.8 -0.072 0.569 -1.7322 2.4955
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TABLE 2. Comparison of max and min perturbations for the density current test case after 900 s for the fixed
meshes at four different resolutions and for the adaptive grid simulation. xtip is the location of the density current
front along the x axis, defined by the Θ′ =−1◦C contour.
1009
1010
1011
resolution xtip Θ′min Θ′max w′min w′max
400 m 13989 -10.93 1.18 -9.2307 7.4171
200 m 14638 -11.863 0.92 -11.3593 10.7678
100 m 14823 -11.94 0.67 -13.3 12.66
50 m 14991 -10.49 0.37 -13.14 11.03
53
LIST OF FIGURES1012
Fig. 1. Velocity/scalar and pressure nodes repartition on the triangular mesh. . . . . . . . . 561013
Fig. 2. Examples of elementary operations performed on the grid by the optimization algorithm: a)1014
element splitting (addition of one node), b) edge swapping, c) element merging (removal of1015
one node), d) translation of one node. . . . . . . . . . . . . . . . . 571016
Fig. 3. Perturbation potential temperature contours after 720 s for the rising warm bubble test case.1017
Contours are drawn between -0.1 K and 0.6 K at an interval of 0.05 K. From left to right:1018
20m resolution, 10m resolution, and 5m resolution. . . . . . . . . . . . . 581019
Fig. 4. Time evolution of mass and energy conservation criteria M and E for the warm bubble1020
simulations. Bold lines and dashed lines are for positive and negative values respectively. . . 591021
Fig. 5. Potential temperature contours after 900 s for the density current test case. Contours are1022
drawn between 291 K and 300 K at an interval of 0.25 K. Top left: 400 m resolution, top1023
right: 200 m resolution, bottom left: 100 m resolution and bottom right: 50 m resolution. x1024
and y axes are expressed in km. . . . . . . . . . . . . . . . . . . 601025
Fig. 6. Same as figure 4 for the density current simulations. . . . . . . . . . . . . 611026
Fig. 7. Perturbation potential temperature contours after 400 s (left) and 600 s (right) for the inter-1027
acting warm and cold bubbles test case. Contours are drawn between -0.05 K and 0.45 K1028
with a 0.05 K interval. Uniform grids at 10 m resolution (top), and 5 m resolution (bottom). . . 621029
Fig. 8. Same as figure 4 for the interacting warm and cold bubbles simulations. . . . . . . . 631030
Fig. 9. Inertia-gravity wave solution after 3000 s: top, fixed CFL number simulation (CFL=0.25);1031
bottom, fixed time-step simulation (dt = 1 s). Perturbation potential temperature contours1032
were drawn between -0.0015 K and 0.003 K with an interval of 0.0005 K. . . . . . . 641033
Fig. 10. Perturbation potential temperature profiles after 3000 s along the x axis at a 5000 m height1034
for the inertia-gravity wave. . . . . . . . . . . . . . . . . . . . 651035
Fig. 11. Contours of horizontal velocity u (top), vertical velocity v (middle) and potential temperature1036
perturbationsΘ′ (bottom) for the five-peak mountain test case. The color scale for horizontal1037
velocity ranges between 8 m.s−1 and 12.5 m.s−1 with 10 levels, it ranges between -2 m.s−11038
and 2 m.s−1 with 40 levels for vertical velocity, and between -1 K and 1 K for the potential1039
temperature perturbation with 10 levels. The contour lines correspond to the analytical1040
solution and were defined similarly to the color scales, black lines representing positive1041
values and white lines negative values. . . . . . . . . . . . . . . . . 661042
Fig. 12. Same as Figure 11 but for the nonhydrostatic single mountain test case. The color scales1043
(and contours) now contain 11, 21 and 21 levels for u, v and Θ′ respectively. . . . . . . 671044
Fig. 13. Perturbation potential temperature contours and adapted mesh overview after 720 s for the1045
rising warm bubble test case with grid optimization. Contours and color scale are similar to1046
Fig. 3. . . . . . . . . . . . . . . . . . . . . . . . . 681047
Fig. 14. Perturbation potential temperature contours after 900 s for the density current test case with1048
adaptive mesh. On the left, contours are drawn as described in Fig. 5 (the same color scale1049
is used). An overview of the adapted grid after 900 s is given on the right. . . . . . . 691050
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Fig. 15. Same as figure 7 with optimized mesh. . . . . . . . . . . . . . . . . 701051
55
FIG. 1. Velocity/scalar and pressure nodes repartition on the triangular mesh.
56
FIG. 2. Examples of elementary operations performed on the grid by the optimization algorithm: a) element
splitting (addition of one node), b) edge swapping, c) element merging (removal of one node), d) translation of
one node.
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FIG. 3. Perturbation potential temperature contours after 720 s for the rising warm bubble test case. Contours
are drawn between -0.1 K and 0.6 K at an interval of 0.05 K. From left to right: 20m resolution, 10m resolution,
and 5m resolution.
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FIG. 4. Time evolution of mass and energy conservation criteria M and E for the warm bubble simulations.
Bold lines and dashed lines are for positive and negative values, respectively.
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FIG. 5. Potential temperature contours after 900 s for the density current test case. Contours are drawn
between 291 K and 300 K at an interval of 0.25 K. Top left: 400 m resolution, top right: 200 m resolution,
bottom left: 100 m resolution and bottom right: 50 m resolution. x and y axes are expressed in km.
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FIG. 6. Same as figure 4 for the density current simulations.
61
FIG. 7. Perturbation potential temperature contours after 400 s (left) and 600 s (right) for the interacting warm
and cold bubbles test case. Contours are drawn between -0.05 K and 0.45 K with a 0.05 K interval. Uniform
grids at 10 m resolution (top), and 5 m resolution (bottom).
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FIG. 8. Same as figure 4 for the interacting warm and cold bubbles simulations.
63
FIG. 9. Inertia-gravity wave solution after 3000 s: top, fixed CFL number simulation (CFL=0.25); bottom,
fixed time-step simulation (dt = 1 s). Perturbation potential temperature contours were drawn between -0.0015
K and 0.003 K with an interval of 0.0005 K.
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FIG. 10. Perturbation potential temperature profiles after 3000 s along the x axis at a 5000 m height for the
inertia-gravity wave.
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FIG. 11. Contours of horizontal velocity u (top), vertical velocity v (middle) and potential temperature pertur-
bations Θ′ (bottom) for the five-peak mountain test case. The color scale for horizontal velocity ranges between
8 m.s−1 and 12.5 m.s−1 with 10 levels, it ranges between -2 m.s−1 and 2 m.s−1 with 40 levels for vertical ve-
locity, and between -1 K and 1 K for the potential temperature perturbation with 10 levels. The contour lines
correspond to the analytical solution and were defined similarly to the color scales, black lines representing
positive values and white lines negative values.
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FIG. 12. Same as Figure 11 but for the nonhydrostatic single mountain test case. The color scales (and
contours) now contain 11, 21 and 21 levels for u, v and Θ′ respectively.
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FIG. 13. Perturbation potential temperature contours and adapted mesh overview after 720 s for the rising
warm bubble test case with grid optimization. Contours and color scale are similar to Fig. 3.
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FIG. 14. Perturbation potential temperature contours after 900 s for the density current test case with adaptive
mesh. On the left, contours are drawn as described in Fig. 5 (the same color scale is used). An overview of the
adapted grid after 900 s is given on the right.
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FIG. 15. Same as figure 7 with optimized mesh.
70
