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Abstract 
In this paper, we deal with the following problem: given a weighted tournament T, determine 
a minimum-weighted set of arcs of T such that reversing these arcs makes T transitive. This 
problem, which is NP-hard, is a generalization of the Feedback Arc Set problem for digraphs. 
We improve a branch and bound method with the help of some theoretical results. Among 
them, a generalization of a covering relation to weighted tournaments is proposed, as well as the 
computation of three lower bounds of the number of arcs to reverse in T to make it transitive, 
or still the use of information provided by the “beginning sections” of the linear orders 
generated in the branch and bound tree. We give some indications upon the computational 
efficiency of these results. 
1. Introduction and some definitions 
A (round-robin) tournament T = (X, U) is a complete asymmetric graph: for any 
x and y in X, there is one and only one arc (x, y) or (y, x). A weighted tournament is 
a tournament for which a weight function w is defined from U to the set N of positive 
integers. Weighted tournaments arise in different fields, for instance in the social 
sciences, in electrical engineering, in agronomy or in mathematics (see for example 
[3,4, 10-121). For example, in voting theory, it is usual to represent the result of 
a paired-comparison procedure (see [4]) by a weighted tournament: a vertex repre- 
sents a candidate and there is an arc from i to j when a majority of voters prefers 
candidate i to candidate j; the arc (i, j) may be weighted by the number of voters 
preferring i to j minus the number of voters preferring j to i. 
A median linear order [4], or simply a median order in this paper, of a tournament is 
any solution of the following problem, sometimes [3] called minimum reuersing set 
problem: 
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Problem 1. Let T = (X, U) be a tournament weighted by w. Find a linear order 
0 = (X, V) such that p(T, 0) = &x,YjEu-y w(x, y) is minimum over the set of the linear 
orders de$ned on X. 
It means that a median order is a linear order minimizing the total weight of the 
arcs which do not have the same orientation as in T. The quantity p(T, 0) will be 
called in the following the remoteness between T and the order 0; its minimum value 
will be noted r(T) and will be called the remoteness of T. 
Let us consider the following problem, sometimes called minimum feedback arc set 
problem: 
Problem 2. Let T = (X, U) be a tournament weighted by w. Find a digraph D = (X, V) 
without circuit and with V c U such that sum &x,Y,Eu_v w(x, y) is minimum over the set 
of digraphs defined on X without circuit and with all the arcs belonging to U. 
It is well known (see for instance [3] or [6] for references) that Problems 1 and 
2 have the same optimal value (see also [16] for other expressions of the function to 
optimize). Because of this and of the NP-completeness of Problem 3 [13]: 
Problem 3 (Feedback Arc Set problem). Given a digraph D = (X, V) and an integer 
K d 1 VI, does there exist a subset V’ of V with 1 VI < K such that D’ = (X, V - V’) is 
without circuit? 
it follows that the decision problems associated with Problem 1 and Problem 2 are 
NP-complete: indeed, for our problems, we may consider any digraph D = (X, V) as 
a tournament T = (X, U) with V c U weighted by w defined on U by w(u) = 1 if 
u E V and w(u) = 0 if u E U - V; then any optimal solution of the optimization 
problem associated with Problem 3 gives an optimal solution of Problem 2 for this 
tournament, and conversely. Another consequence of this equivalence is that we may 
solve the problem of the feedback arc set of a digraph by considering it as a (0, l}- 
weighted tournament. 
In the following, a tournament will be denoted T = (X, U), with 1x1 = n, and w will 
be the weight function defined on U (for any u E U, w(u) 2 0). For an arc (x, y) of U, 
we say that x defeats y (in T). The score of a vertex x is the number of vertices defeated 
by x (from a graph theoretical point of view, the score of x is in fact its out-degree; see 
[17]). If all the weights are equal to 1, then we shall say that T is unweighted and the 
remoteness of T will be denoted i(T) and called Slater’s index [19]: i(T) is the 
minimum number of arcs that we must reverse in T to make it transitive. Let 
0 = (X, V) be a linear order also denoted x1 > ... > x,_~ > x,; if i <j, then 
(xi, xj) E V and we shall say that Xi is before xj; x1 is said to be theJirst vertex or the 
winner of 0. More generally, x is said to be a winner of T if there exists a median order 
whose first vertex is x. 
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The aim of this paper is to describe how to improve the branch and bound 
algorithm designed in [2] to compute one or all the median orders of a weighted 
tournament (and called the initial BB farther), by means of some theoretical results 
This initial BB is briefly described in Section 2. Section 3 shows how we may improve 
the evaluation function by anticipating the remoteness of a tournament. In Section 4, 
we state some necessary conditions for a vertex s to be a winner of a weighted 
tournament. The conclusion gives some experimental results upon the efficiency of 
these improvements from a computational point of view. 
2. The initial branch and bound method 
It is well known that a branch and bound method is based on a systematic 
enumeration of the feasible solutions (here, the orders) in a search-tree to find one ot 
all the optimal solutions. Such a method is composed of four parts which are designed 
to reduce the enumeration as much as possible: (1) the separation principle; (2) the 
evaluation principle; (3) an expanding strategy for the search-tree; (4) the computa.. 
tion of an upper bound of the remoteness of the tournament. 
One node N of the search-tree corresponds to a beginning x1 > ... > xp_ 1 > xp of 
a linear order; its “parent” in the search-tree is x1 > ... > xp_ i. If N is not cut 
because of the evaluation principle, we apply to it the separation principle which 
consists in creating new nodes with the following shape: x, > ... > x,_ 1 > s,, > s, 
with.x$(s,, ,x~_~, x,1. These beginnings of linear orders are also called heginnin(l 
sections. 
In fact, when expanding a beginning section .x1 > ... > .xp_ 1 > sp, it 
is not always necessary to consider all the vertices x which do not belong to 
{Xi ,..., xp..l,.xp}; f or instance, we may force x to be a successor of xp thanks to 
Proposition 2.1, which generalizes a result due to Jacquet-Lagreze (according to 
Bermond; see [6]) to weighted tournaments. 
Proposition 2.1. Let 0 = xl > ... > xn_ 1 > x, he ~1 median order of T. ThenJhr uq~ 
i andj with i <,j, .Yi > xi+ 1 > ... > Xj~, > .xj is a mediun order of’ the subtournament 
induced by the vertices xi, xi+ 1, . . . , xi__ 1, xj. 
Proof. Let T’ be the subtournament induced by the vertices Xi, xi+ 1, . , Xj_ ,. xi and 
suppose that Xi > Xi+ 1 > ... > Xj_ 1 > .‘Cj is not a median order of T’. Then consider 
any median order 0’ of T’. It is easy to show that the remoteness between T and 
Y1 > “’ > Xi~l > 0’ > Xj+l > ... X, is strictly lower than p(T, 0). Hence a contra- 
diction with the minimality of ~(7’. 0). 0 
Corollary 2.2. Let 0 = x1 > ... > x, be a median order of T. Then for every .j with 
,j < n, ~‘e have (xj, xj+ 1) E U ov {(xj+ 1, xj) E U and W(xj+ 1, xj) = O}. Moreover f 
w(xjtl,xj) = 0, thenxl > ... > xjmml > xj+l > .Yj > Xi+2 > ... > x,isalsoamedion 
order. 
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From this corollary (stated by Remage and Thompson [18] for unweighted tourna- 
ments and by Monjardet [15] for weighted tournaments without O-weighted arcs), 
it follows that we may restrict ourselves to the search of median orders 
x1 > ... > x,_~ > x, such that xi x2 ... x,_ 1 x, is a Hamiltonian path of T: if we 
want all the median orders, the others may be found from the previous ones by 
reversing some appropriate O-weighted arcs. This reduction was already applied in the 
initial BB. 
The evaluation applied in the initial BB to a node N of the BB-tree consists in 
summing the weights of the arcs that we reverse to obtain the beginning section 
associated with N. If N is associated with the beginning section x1 > ... > xP- 1 > xp, 
the evaluation E(N) of N is 
c w(xj, Xi) + fJ 1 w (X3 Xi). 
1 Gi<jCp i=l (x, XL)EU 
(Xjs Xtk” XUXI. ... ,x,1 
So E(N) is a lower bound of the remoteness between T and any linear order with N as 
a beginning section. The main weakness of this evaluation is that it takes into account 
only the arcs with at least one extremity in {x1, . . , xp_ 1, xp}, without anticipating on 
what it will be necessary to reverse in the subtournament induced by the vertices 
whichdonotbelongto{xi ,..., xPml, x,} in order to get a linear order defined on the 
whole set X. We shall see in the next section how to anticipate in order to get a better 
evaluation. 
The expanding strategy chosen in the initial BB is of the best-first type. It consists in 
expanding first and foremost the leaf of the search-tree with the lowest evaluation. The 
reason to choose this method is that it ensures that the first linear order to be 
computed on X is median (see [2]); if we look for just one order, it avoids to expand 
the whole search-tree and so we may stop the enumeration as soon as a node of the 
search-tree corresponds to a beginning section including all the vertices of T. 
The initial BB was completed by the computation of an initial upper bound of r(T) 
by means of different heuristics the best value of which was kept (see [2] for more 
details). 
3. Improvements of the evaluation 
In this section, we propose three improvements of the evaluation function E. Each 
one of them is based on a parameter. We describe these three parameters now and we 
explain how it is possible to use them to improve E. 
?? For the first parameter, we define a hypergraph H from the tournament T as 
follows: its vertices are the arcs of T belonging to some 3-circuit of T (i.e., a circuit on 
3 vertices) and its edges are the 3-circuits of T. Let r(H) be the minimum cardinality of 
a vertex cover set of H (i.e., a minimum subset of the vertices of H such that every edge 
of H contains at least one vertex of this subset). Then we have the following relation: 
I. Charon et al. J Discrete Mathematics 165/I 66 (1997) 139- 153 143 
Proposition 3.1. z(H) < i(T). 
Proof. Because of the equivalence between Problems 1 and 2, there exists a set A of 
i(T) arcs such that deleting them in T gives a digraph without circuit, and so without 
3-circuit. It involves that any 3-circuit of T has at least one arc in A. From the point of 
view of H, it means that A is a vertex cover set of H. Hence the inequality, because of 
the minimality of T(H). 0 
Remark. If we consider the hypergraph H’ of all the circuits of T instead of H, then we 
get the equality 7(H’) = i(T) for every tournament T: because of the equivalence of 
Problems 1 and 2, it is possible to show that the cardinality r(H’) of a minimum vertex 
cover of H’ is equal to i(T) (see [6]). But the drawback of this relation is that H’ may 
have an exponential number of edges with respect to n, and so, from a practical point 
of view, it is difficult even to build H’ and afirtiori to compute T(H’). 
As computing the minimum cardinality of a vertex cover is NP-hard in general 
[13], we determine only a lower bound of z(H). To do this, we suppose that the 
rrH vertices uj (1 d j d nH) of H (some arcs of T) are numbered by decreasing degrees 
6(uj) (1 <j < ~1~): 6(u,) 2 6(uz) 3 ... 3 &u,,,,). We may now define the first param- 
eter x(T). 
Definition 3.1. Let C,(T) be the number of 3-circuits of T and let (6(Uj))i Si S n,, denote 
the decreasing degrees of the hypergraph H defined above. The parameter j(( T) is the 
least integer x such that: C,“=, 6(uj) B C,(T). 
Remark. It is quite easy to compute C,(T) if the scores of T are known. The following 
relation may be found in [17]: if si, s2, . . . ,s, denote the scores of the vertices of T, 
then we have C,(T) = (;) - C”j= 1 (1). 
Proposition 3.2. x(T) < z(H). 
Proof. In any hypergraph ~$5, a vertex cover set VCS is such that the sum of the 
degrees of its elements is greater than or equal to the number of edges of 2. In the best 
case, these degrees are the highest ones. Then IVCSI is greater than or equal to the 
least integer x such that the sum of the x highest degrees is greater than or equal to the 
number of edges of .Z. 0 
Then, we may obtain a lower bound of r( T) for any tournament T. Suppose that the 
p arcs Uj belonging to some 3-circuits of T are numbered by increasing weights: 
\v(u~) d w(uJ < ... < w(u,); then, as it is necessary to reverse at least x(T) arcs 
belonging to some 3-circuits of T (since x(T) d z(H) < i(T)), we have: 
W,(T) = CILT/ w(uj) < r(T). 
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We may now improve the evaluation function E. Instead of the initial BB-evalu- 
ation function E, we may consider a new one: let N be a node of the BB-tree and let 
TN be the subtournament induced by the vertices which do not belong to N; then 
E(N) + W,(TN) is a lower bound of the remoteness between T and any linear order 
beginning by N: E(N) measures the weights of the arcs that we must reverse to get 
N and W,(Tm) anticipates what it will be necessary to reverse in TN to complete 
N into a linear order defined on the whole set X of the vertices of T. Hence the 
possibility to define a sharper BB-evaluation function. 
?? The second parameter is linked to the maximum number i(T) of arc-disjoint 
3-circuits of T. Obviously, if we know a set of c(T) arc-disjoint circuits of T, then we 
have i(T) < i(T). Moreover, for each circuit C of T, let us define p(C) as the minimum 
of the weights of the arcs belonging to C, and, for a family F = { C1 , . . . , C,} of arc- 
disjoint circuits, let us define the weight p(F) of F by p(F) = C’f.= 1 p(CJ. 
As before, it would be too long to look for a maximum-weighted set of arc-disjoint 
circuits of T. For this reason, we restrict ourselves to the 3-circuits of T and we try to 
find only a lower bound of the maximum weight of a family of arc-disjoint 3-circuits. 
For this, we compute all the 3-circuits C of T and their values p(C) before starting the 
BB-algorithm. Then, for each node N of the BB-tree, we compute, with the help of 
a greedy algorithm, a (as heavy as possible) family F(Tn) of arc-disjoint 3-circuits of 
the subtournament TN defined above. Setting W,(T,) = ~(F(TR)), we get a lower 
bound of I and we may define a new evaluation function for the BB-method in 
a similar manner as before. 
Remarks. (1) i(T) can be seen also as the maximum cardinality of an independent set 
of the graph whose vertices are the 3-circuits of T and in which there is an edge {cl, cz} 
if the two 3-circuits ci and c2 have an arc in common in T. 
(2) It is usual to define a matching of a hypergraph as a set of disjoint edges 
(see [S] for example). So, with respect to the hypergraph H defined above, c(T) is 
also equal to the maximum cardinality v(H) of a matching of H. From the relation 
v(H) < z(H) (see [S]), it follows that c(T) is not greater than z(H) (the same 
relations hold if we consider the maximum number of arc-disjoint circuits of 
T and the parameters u and z of the hypergraph of all the circuits of T). Never- 
theless, W,(T,) may be greater than W,(TN) since W,(T,) considers systematically 
the least weighted arcs of TN while W,(T,) may take arcs with a large weight 
into account. 
. The third parameter deals with the scores of the vertices of T: 
Definition 3.2. Let s1 < s2 < ... < s, denote the (increasing) scores of the vertices of 
T. We define the parameter o(T) by: a(T) = 4 I;= 1 ISj - j + 11. 
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The following proposition is proved in [7]: 
Proposition 3.3. o(T) < i(T). 
As for X(T), this parameter o(T) can be used to improve the evaluation of a node 
N of the search-tree, by adding the weights of a(T) least weighted arcs of 7’. More 
precisely, if we set: W,(T) = C$‘j w(Uj), the arcs of T being ranked by increasing 
weights. we have W,(T) d r(T). So. as before, we may refine the BB-evaluation 
function. 
Finally, from what is said above about these three parameters, it appears that we 
may consider for the BB-algorithm the evaluation function E’ defined by 
Proposition 3.4. For any node N of the BB-tree, E’(N) = E(N) + Max{ W,( T,v), 
W,(T.v), WO(T??)> 1s a lower bound of’ the remoteness between T and any linear order 
with N as u beginning section. 
Another way to use the evaluation is to eliminate some beginning sections in the 
search-tree if we know another beginning section defined on the same set of vertices 
but in another order and with a strictly lower evaluation E (see also [9]). Indeed, 
because of Proposition 2.1 applied with i = 1, if x1 > x2 > ... > x,, I > x, is a 
median order of T, then for any j, xi > ... > .x,~- 1 > Xj is a median order of the 
subtournament induced by {xi, . . . . xj~ ,, xj). Then, let N and N’ be two nodes 
of the search-tree defined on the same set of vertices: N = X, > ... > .xj- , > xi 
and N’ = ~‘1 > ... > yj-1 > yj with {XI, ,.Yj) = (~1, . ,yj}; suppose that 
E(N) < E(N’), then N’ cannot be the beginning section of any median order of T, as it 
is not a median order of the subtournament induced by (xi. ,.x_ 1, xj). 
Thus we store in a tree A all the sets of vertices corresponding with the beginning 
sections that we have computed since the beginning of the method with, for each set of 
vertices, the best evaluation defined on this set. When we compute a new node N of the 
search-tree, we examine A to know whether the set of vertices on which N is defined is 
in A or not: if not, we add this set with the evaluation E(N) to A; otherwise, we 
compare E(N) with the former evaluation fgot on the same set as N: if E(N) is strictly 
lower than J we substitute E(N) to fin A and we go on to expand N; if E(N) =fand if 
we want all the median orders, we keep N in the search-tree and we expand N; 
otherwise (E(N) >f or there is the equality but we want just one median order) we do 
not add the new node in the search-tree and so we do not expand N. 
To conclude this section, we state a conjecture. For unweighted tournaments T, we 
have seen that v(H) d r(H) d i(T). Notice that we may have o(T) > v(H) (it is the 
case, for instance, for the tournament on five vertices in which all the scores are equal 
to 2). Now, consider the parameter v(H’) defined as the maximum cardinality of 
a matching in the hypergraph H’ of all the circuits of T (that is, u(H’) is the maximum 
number of arc-disjoint circuits that we may find in T; notice that we may have 
c(H’) < i(T)). Then: 
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Conjecture. For any unweighted tournament T, we have a(T) < v(H’). 
Obviously this inequality was verified by the many (unweighted) tournaments 
T that we studied. Moreover, the stronger inequality cr(T) 6 v(H) was very often 
satisfied by the studied tournaments (though such an inequality is not always true, as 
said before). Of course, this conjecture is also compatible with the maximal values 
taken by these parameters: about n*/8 for o(T) [7] and about n2/6 [S] for v(H) 
and v(V). 
4. Necessary conditions for a vertex to be a winner 
In this section, we state three properties that a vertex must verify to be a winner, in 
addition to the one induced by Corollary 2.2 (i.e., we may impose to a winner to be the 
first vertex of a Hamiltonian path of T). These three necessary conditions are given 
below by Propositions 4.2-4.4. 
Before stating the first condition (Proposition 4.2), notice that, because of the 
definition of a tournament, the k (k 2 1) strong components SC1(T), . . . , SC,(T) of 
a tournament T may be numbered in order to get: j <j’-= {V x E SC,, ‘dx’ E SC,,, 
(x, x’) E U}. We call source of T and we note S(T) the strong component SC1(T) (if 
T is strongly connected, we have S(T) = T). The source S(T) is also sometimes called 
the top cycle of T[l]. 
Proposition 4.1. There exists a winner of T which is in S(T). 
Proof. It is sufficient to consider any order 0 obtained by the concatenation of 
a median order of SC1(T) with a median order of SC,(T), . . . ,and so on until 
a median order of SCk( T). Then, it is easy to show that 0 is a median order of T such 
that its winner is in S(T). 0 
Proposition 4.2. Let x be thejirst vertex of a median order 0 of T, and SC, (T) be the 
strong component of T to which x belongs. Then: j = 1 or Vj’ < j, Vx’ E SCjv (T), 
w(x’, x) = 0. 
Proof. Let 0 be a median order whose first vertex is x, and suppose that x is 
not in S(T) but in SCj(T) with j > 1. Then consider the linear order 
0’ = zr > “’ > zk > x > zk+i > “. > z,_ 1 obtained from 0 by shifting all the 
vertices of SCi, SC2, . . . , SC,_ 1 before x, keeping them in the same order as in 0, that 
is in such a way that we have (with k defined by 0’): 
(1) h Q k o 31< j such that zh E SCI; 
(2) for 1 < h < k and 1 6 1 d k, z,, > Z~ in 0’ o zh > zI in 0; 
(3) for k + 1 < h d n - 1 and k + 1 Q 16 n - 1, zh > zI in 0’ e zh > zI in 0. 
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Then we may check that all the arcs that are reversed in T to get 0’ are also reversed 
to get 0, while the arcs (zh, x) with 1 d h d k are reversed to get 0 but not 0’. If follows 
that p(T, 0’) is not greater than p(T, 0); as p(T, 0) is minimum over the set of linear 
orders, this implies that all the arcs that do not have the same orientation in 0 as in 0’ 
(the arcs (z,,, x) with 1 d h < k) have a weight equal to 0. Hence the proposition. 0 
A practical consequence of these propositions is that, if we want only one median 
order of a tournament T, we may restrict ourselves to look at its first vertex in the 
source component of T. If we want all the median orders, we may first look for the 
median orders whose first vertex is in S(T), and then to find the others by reversing 
some appropriate O-weighted arcs in the previous median orders. 
Another consequence is that, if the weights are all strictly positive, then all the 
winners of T are in S(T), which is quite obvious by applying Corollary 2.2. 
From now on and until the end of the paper, we use the following notation: 
w(y, .x) = - w(x, y) for any arc (x, y) E U and w(x, x) = 0 for any .Y E X. 
To state the second condition (Proposition 4.3), we need one more definition, which 
is a generalization of the usual couering relation (see [l]) to weighted tournaments. 
Definition 4.1. Let x and y be two vertices of T. We say that x covers y iff the two 
following conditions are fulfilled: 
(1) for all z E X, w(x, z) 2 w(y, z); 
(2) there exists z E X such that w(x, z) > w(y, z). 
If no vertex covers x, then x is said to be uncovered. The uncovered set UC(T) of T is 
the set of uncovered vertices of T. 
Proposition 4.3. Let T,, be the subtournament induced by the uncovered vertices of T. 
(1) There exists a winner of T which belongs to the source component S(T,) of T,. 
(2) If the weights are all strictly positive, then all the winners of T are in S(T,). 
Proof. First. notice that the covering relation defined above is asymmetric and 
transitive (it is a partial order). UC(T) can be seen as the set of the maximal elements 
of this relation, and so UC(T) is not empty (nor S(T,)). If follows also from the 
transitivity that, if a vertex x is covered, then there is an uncovered vertex covering x. 
ForalinearorderO=z, > ... >zk> ... > z,, let n(O) be the least position of the 
elements of S(T,): zXCoj E S(T,) and k < n(O) ==-zk$S(Tu). 
To show the first part of Proposition 4.3, let us consider an order 
0 = .x1 > ... > x, minimizing 7t among all the median orders. Assume that we have 
~(0) > 1. Then let x = xEco) be the vertex (belonging to S(T,)) whose position in 0 is 
~(0) and z = x,io)_ 1 be the vertex just before x in 0. We have w(z, x) > 0: otherwise, 
swapping x with z would give an order strictly better than 0 (because of the 
remoteness or because of 7~); it follows that (z, x) is an arc of T. Moreover, z cannot be 
in UC(T): otherwise, as (z, x) is an arc of T and as x E S(T,), z would be in S(T,) with 
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a lower position than x, a contradiction with the definition of x. Then, there exists an 
uncovered vertex y = xk covering 2, which involves w(y, x) > 0: (y, x) is an 
arc of T, and so y E S(T,). The definition of x implies k > z(0): 0 = x1 > ... 
> x,(o)-2 > z > x > ~,(o)+~ > ... > xkPl > y > x~+~ > ... > x,. Now consider 
the order 0’ obtained by swapping y and Z: 0’ = x1 > ... > x,(~,_~ > y > x > 
X,(O) + 1 > “’ > xk_1 > z > .xk+l > “’ > x,. We set d = p(T, 0) - p(T, 0’). Then it 
follows that 
k-l 
d = P(T, 0) - ~(7’s 0’1 = C [W(J’> Xj) - W(Z, Xj)I + W(Y, 2). 
j=n(O) 
As y covers z, A 3 0, and as 0 is median, A d 0: so A = 0 and 0’ is median. But, on the 
other hand, x(0’) < rc(O), a contradiction with the minimality of rc(0). 
To show the second part, consider any median order 0 and suppose that the 
relation rc(0) > 1 holds. By applying exactly the same reasoning as before, we may 
construct the order 0’ defined as above. But, as the weights are now strictly positive, it 
is easy to see that d is strictly positive too: for rc(0) <j d k - 1, w(y, Xj) - w(z, xj) > 0 
and w(y, z) > 0. Thus, it means that 0’ is strictly better than 0, a contradiction with 
the fact that 0 is median. 0 
The second part of Proposition 4.3, which generalizes a result due to Banks et al. 
[ 11 to weighted tournaments, can be adapted when some weights are equal to 0, if we 
want all the median orders: it is possible to show that the median orders whose winner 
is not in S(T,) can be obtained from a median order whose winner is in S(T,) by 
reversing some appropriate O-weighted arcs. 
Moreover, when all the weights are strictly positive, the proof given above shows 
that if x covers y, then x is before y in any median order: in this case, a median order is 
a linear extension of the partial order defined by the covering relation. We may also 
notice that, when there is no O-weighted arc, Proposition 4.3 is stronger than 
Proposition 4.2 (because any uncovered vertex is in S(T)), but also longer to apply 
from an algorithmic point of view: if we know the score-vector of T, it is possible to 
find S(T) in O(lS(T)I) by using the characterization of the score-vectors given by 
Landau [14], but to know whether a vertex is uncovered require 0(n2). 
For the last necessary condition (Proposition 4.4), we need once again a definition: 
Definition 4.2. Let Y be a subset of X and x E X. We call partial weight of x with 
respect to Y and we note o,(x) the quantity Cysy w(x, y). We set o(x) = ox(x) and we 
call it the total weight of x. 
Proposition 4.4. Let N = x1 > x2 > ... > xP be a beginning section of a median order 
of T. Let x be such that N’ = N > x is a beginning section of a median order of T. Then 
we have: 
(1) UN(X) > 0, where N denotes the set of vertices which do not belong to N; 
(2) v i, 1 d i d P, w(~,, ,.., x,) (xl < 0 and b’ i, 1 < i < P, qx,+, , . . . . xD, x) (xi) 2 0. 
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Proof. Let x be such that WN(X) < 0 and consider any order 0 defined on iV with .Y as 
its winner. It is quite easy to show that shifting x at the end of 0 gives an order 0’ with 
p(T,, 0’) < p(T.q, 0) (where T.q denotes the subtournament induced by the vertices 
which do not belong to N): 0 is not a median order of TV. So, because of Proposition 
2.1, N > 0 cannot be a median order of T and N > .Y cannot be the beginning section 
of a median order of T. 
To show the second part of Proposition 4.4, it is sufficient to shift x (resp. .~i) before 
.~i (resp. after .u) in N’ to get another beginning section better than N’ if the conditions 
of the second part of the proposition are not fulfilled: then N’ cannot be the beginning 
section of a median order of T, still because of Proposition 2.1. Details are left to the 
reader. 0 
The first part of this proposition is a generalization of the following result used by 
Bermond [6] for unweighted tournaments: the score of a winner of T is greater than 
or equal to (n - 1)/2, and the second part generalizes the Hamiltonian path principle 
(Corollary 2.2). As for the other properties, we may draw practical consequences from 
Proposition 4.4: in the BB-method, we add a vertex x to a beginning section N only if 
.Y satisfies the requirements of the proposition (otherwise. this could not lead to 
a median order). 
5. Computing results 
Unlike the initial BB in which the expanding strategy was a best-first one, we apply 
here a depth-first strategy. As the order in which we examine the vertices of T is much 
more important for the depth-first search than for the best-first one, we consider them 
according to the best order found by some heuristics, for instance according to the 
decreasing values of o. 
The advantages of the best-first type is that the first linear order computed on X is 
median (see [2]) and also that, with respect to a depth-first strategy, the best-first 
BB-tree has usually less nodes (and always when we look for all the median orders: in 
this case, any node of the best-first BB-tree is also in the depth-first one). 
But there are several drawbacks. Firstly, it requires much more memory-space (it is 
necessary to keep all the nodes of the best-first BB-tree while we keep only the current 
branch that we are expanding in the depth-first BB-tree); this drawback is maybe the 
most important, as the number of nodes of the BB-tree may increase exponentially 
with n. Secondly, we must find the leaf with the lowest evaluation in the best-first 
BB-tree; this may require much time, even with an appropriate data structure as 
a heap, still because of the exponential size of the best-first BB-tree. A third advantage 
of the depth-first type is that it is quite easier to update the information coming from 
one level of the depth-first BB-tree to the following one: for instance, when we add 
a vertex .Y to the current beginning section N, updating the partial weights of the 
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remaining vertices y can be done in O(1) for each of them (o%(y) = 
we - w(y, x)); for the best-first strategy, we must compute w%(y) from 
nothing, which needs O(n) operations, or we must keep more information in the 
nodes of the best-first BB-tree, which increases even more the consumed memory- 
space. 
For these reasons, we decided to adopt a depth-first strategy instead of the best-first 
one of the initial BB. 
From the propositions described above, it appears that there are six properties from 
which we may try to take benefit to reduce both the computing time and size of the 
search-tree: 
- the Hamiltonian path property (Corollary 2.2); 
- the improvements of the evaluation function (Proposition 3.4); this property will 
be denoted by EF in the following; 
- the elimination of some beginning sections defined on the same set of vertices, 
according to their compared evaluations, noted BS below; 
- the source property SP (Propositions 4.1 and 4.2); 
- the uncovered set property UC (Proposition 4.3); 
- the weight property WP (Proposition 4.4). 
In our experiments, the Hamiltonian path property is always used (as in the initial 
BB), but the five others are optional; in EF, there is only the improvement given by 
W,,; in WP, only the first part of Proposition 4.4. We examine several combinations of 
these properties to find which one is the most interesting. The more we include 
properties in a combination, the more we prune the search-tree. But a small search- 
tree does not necessarily correspond to a fast research because the complexity 
associated with these properties is not always the same. Thus, we cannot guess a priori 
which combination is the quickest. 
To compare these various combinations, we subject them to the same sets of tests, 
composed of 25 random tournaments. For any pair of vertices i and j, we randomly 
choose the arc (i, j) or the arc (j, i) with the same probability (l/2). Then, for weighted 
tournaments, the weights of the arcs are randomly chosen, with a uniform distribution 
over the range of integers between 0 and 9 (for unweighted tournaments, all the 
weights are equal to 1). 
We report here only the global conclusions arising from many tests with different 
values of rz. From them, we may draw the following observations for weighted 
tournaments: 
- The most powerful properties are WP and BS. More precisely, Fig. 1 (in which the 
scales of the vertical axes are logarithmic; the unit for the sizes of the search-trees is 
the hundred of nodes, and the secondlor the CPU times; the values are the BB-tree 
sizes or the CPU times for the 25 tournaments of each test) shows that, on a series 
of tests with 16 < II d 20, WP seems to be better until n = 18 and BS for greater 
values. These two ways of cutting do not affect the same nodes of the BB-tree, and 
combining them gives, for the size of the BB-tree, a result similar to what we get 
when all the properties are active, but in a much shorter time. 
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Sizes of the search-trees 
16 17 18 19 20 
Number of verkes 
-IL Nothing 
* WP 
-.- r&s 
0 WP-BS 
-‘- ALL 
Times of computation 
IO2 
16 17 18 19 20 
Number of vertices 
Fig. 1. 
~ EF (that is, the improvement due to IV,) is not very efficient for weighted 
tournaments; this is surely due to the fact that we must consider the lowest- 
weighted arcs, which give low values to W,; then, the saving involved by EF barely 
compensates the necessary CPU time to find the o(T) lowest-weighted arcs and to 
compute the sum of their weights. When the range of the weights becomes smaller, 
we observe that the effect of EF is more important and becomes the best 
improvement for unweighted tournaments (see below). Similarly, some other 
statistical experiments will be done to study the effects of W, and of W,. 
~ The other components (UC and SP) usually do not bring outstanding savings for 
the size of the BB-tree, while it takes time to compute them (especially for UC). It 
may be due to the generating procedure of tournaments: it gives almost always 
strong tournaments (S(T) = T) which remain strong even when we delete many 
circuits by ranking several vertices; moreover, because of the random weights on 
a rather great range, there is almost no covered vertex. Some other experiments 
show that UC becomes a little more efficient (but not enough) when this range 
becomes smaller, and that UC and SP may become interesting when the tourna- 
ment owns few circuits (that is, when it is not too far from the transitive 
tournament). 
For unweighted tournaments (Slater’s problem [ 191) the conclusions are slight1.y 
different: 
- The most useful property is EF (that is, the variant using a) and the best 
combination EF + WP. More precisely, Fig. 2 (in which the scales of the vertical 
axes are still logarithmic and the units are the same as before) illustrates the fact 
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Sizes of the search-trees 
LH-H+ 
13 14 15 16 17 18 
Number of vertices 
-‘- Nothing 
-a- WP 
_._ Bs 
+ EF+WP 
-‘- ALL 
*EF 
Times of computation 
13 14 15 16 17 18 
Number of vertices 
Fig. 2 
that improving the standard evaluation by adding CJ(TN) to E(N) cuts the size of 
the BB-tree considerably, and brings a great saving of CPU time (it is no longer 
necessary to look for the least weighted arcs as for the weighted case). We may 
expect an even better reduction of both the CPU time and the size of the BB-tree 
by substituting the two other improvements of the evaluation function to I. 
Experiments will be done in this direction. 
- BS is not so interesting as for weighted tournaments. Similarly, WP is less 
efficient in the case of unweighted tournaments, surely because the random 
generation that we applied produces tournaments with almost equal scores: 
so, when applied alone, WP cannot cut many nodes. But when combined with EF, 
we get practically the same savings for the sizes of the BB-trees as when 
all the properties are used. In addition, WP allows to reduce even more the 
CPU time: it is very quick to be computed whereas it avoids the computation of 
the parameter c for some nodes, hence the CPU time saving. We may hope 
to increase the effect of this improvement by means of the second part of 
Proposition 4.4. 
~ For the same reason as for weighted tournaments, that is, because of the random 
generation, UC and SP are not efficient. We may notice anyway that UC seems to 
be more efficient than in the case of weighted tournaments, but not enough to be 
advised to the user. Anyway, for tournaments nearer the transitive one, we may 
observe that SP may be sometimes interesting (because it does not consume much 
time to be applied). 
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