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Abstract 
Dispatcher is a computer simulation being used in a series of experiments involving the study of 
real-time dynamic decision making.  The design of the simulation is based on current theory of 
providing decision support for this type of decision making task.  This paper provides an overview 
of the process used in designing and implementing Dispatcher, as well as a description of some of 
the main features of the simulation as they relate to current research efforts in the study of 
decision support for RTDDM. 
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Introduction 
A real-time, dynamic decision making (RTDDM) environment is one with the following characteristics: (1) A series 
of decisions is required to reach the goal.  Achieving and maintaining control is a continuous activity requiring many 
decisions, each of which can only be understood in the context of the other decisions; (2) The decisions are not 
independent…later decisions are constrained by earlier decisions, and, in turn, constrain those that come after them; 
(3) The state of the decision problem changes, both autonomously and as a consequence of the decision maker's 
actions; (4) The decisions have to be made in real time. (Brehmer, 1990; Brehmer, 1992). 
RTDDM tasks are frequently encountered across a wide variety of domains: governmental response to natural 
disasters; military actions carried out during a conflict; the scheduling of jobs to machines in an industrial 
environment; and air-traffic controllers managing the flow of aircraft.  Substantial research literature has described 
the many difficulties of decision making in RTDDM environments and has attempted to identify the determinants of 
effective decision making (Gonzalez, Vanyukov, & Martin, 2005; Gibson, Fichman, & Plaut, 1997; Kluger & 
DeNisi, 1996; Kerstholt, 1994; Kleinmuntz, 1993; Brehmer, 1992).   
Given the prevalence of RTDDM in many important domains, researchers have also turned to the study of how to 
best provide decision support for real-time, dynamic decision making tasks (Gonzalez, 2005; Lerch & Harter, 2001; 
Hsiao, 2000; Brehmer, 1995; Diehl & Sterman, 1995; Sengupta & Abdel-Hamid, 1993).  Several different 
categories of decision support for RTDDM have been identified, including the use of outcome feedback (in which 
decision makers are informed of their performance results), cognitive feedback (in which decision makers are given 
instruction on how to perform the decision task), and feedforward (in which decision makers are given the ability to 
perform “what-if” type explorations of potential future decisions).  
The research reported here concerns the development of a computer simulation (called Dispatcher) built for the 
investigation of alternative forms of decision support in RTDDM environments.   Dispatcher is being used in a 
series of experimental studies in which subjects are observed performing decision tasks while being provided with 
different types of decision support.  This paper discusses the process of developing and refining this simulation tool. 
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Task Domain Description 
In searching for an RTDDM task domain to use as the basis for our simulation, we wanted a task that would not be 
totally foreign to our pool of subjects (undergraduate students).  Given the frequency with which undergraduates 
tend to consume delivered pizza, we decided to base our simulation on the task of dispatching pizzas to drivers for 
delivery. 
Before developing the simulation, we conducted interviews with managers from four different pizza delivery 
businesses.   From the results of these interviews we developed a generic description of the “typical” pizza 
dispatcher task, and satisfied ourselves that it met all the requirements to be classified as a RTDDM task.  Orders for 
pizzas come from customers at varying rates during a given shift.  In order to remain competitive with other pizza 
delivery businesses, there is always pressure to minimize the time between placement of an order and delivery of 
that order.  When an order is ready for delivery, the dispatcher must decide which of the available drivers should 
deliver that order.  If the volume of orders coming in is high, the dispatcher may assign more than one order to a 
driver.  As each driver is dispatched with an order, the set of available drivers decreases, until drivers return from 
completed deliveries.  We can see that this decision task does indeed satisfy the requirements of a RTDDM task: it 
involves a series of interdependent decisions (which orders to assign to which drivers), the environment changes not 
only because of changing demand, but also because of the previous dispatch decisions made, and all decisions are 
made under time pressure. 
 
Developing the Simulation 
Development of the simulation tool was an interesting process, since the researchers involved were at two different 
universities more than 500 miles apart.  Much of the dialog concerning interface design and simulation features had 
to be conducted by way of telephone, email, and collaborative software.  For example, during the initial design of 
the basic interface, we debated the merits of representing the delivery area map as a grid of rectangular quadrants, or 
as a series of concentric circles, or as a combination of both.  Appendix A shows a whiteboard session used by the 
authors to brainstorm during this initial design process.  The whiteboard in Appendix A shows rather crude drawings 
used to represent an initial attempt at using radio buttons to indicate when a driver was to be sent on a delivery 
(upper left corner of whiteboard), initial ideas of what the delivery map would look like (upper right corner), initial 
ideas on how to provide performance feedback to the user (middle of whiteboard), and at the bottom of the 
whiteboard are some text blocks reflecting ideas on various assumptions and decision rules to be considered.  After 
several initial brainstorming sessions such as this, we began actual development of the simulation using Visual Basic 
as the development environment.  As development progressed, intermediate versions of the simulation were sent 
back and forth between the authors as email attachments, until finally a satisfactory working version (Dispatcher) 
was completed. 
 
Overview of Dispatcher Interface 
There are several different configurations of the Dispatcher user interface, depending on which aspects of RTDDM 
are being investigated.  Figure 1 shows a screen image of the “basic” user interface.    On the left of the screen is the 
delivery map, represented as a series of concentric circles labeled as A, B, and C.  The circles are further divided by 
a simple set of x/y axes, allowing for the further labeling of specific sections of each circle, as in C1, B2, A4, etc.  
These labels provide one of the ways in which the location of an order can be specified.  The very center point of the 
map represents the location of the pizza store itself…all delivery trips begin and end there.  The numbers that appear 
on the map represent different orders for pizzas, with the lower value numbers representing orders that were placed 
longer ago, and the higher value numbers representing more recent orders.  As a simulation session begins, order 
numbers begin to appear on the map, with the rate of order appearance and their location randomly determined.   
The subject’s job is to assign these orders to delivery cars so as to minimize the total amount of time past delivery 
deadlines for all pizzas.   
 
In the upper left of the screen are two different time displays.  The left-most of these time displays represents the 
current time in “simulation time”.  Every run of the simulation starts at 4:00 and ends at 8:30.  This 4.5 hour run (in 
simulation time) is accomplished in 15 minutes of real time.  Once an order has appeared on the map, the subject has 
30 minutes (simulation time) before the delivery deadline for that order has passed.  For all orders that are delivered 
past their deadlines, the number of minutes past deadline is added to the running total displayed in the right-most 
time display.  This “Total Time Over Deadline” represents the subject’s overall performance measure…the lower 
the value the better.   
 
Figure 1.  User Interface to Simulation 
The delivery cars are represented in the upper right of the screen.  There are 5 cars to be used, and each car can hold 
up to 4 different orders.  To assign an order to a car, the subject clicks on an order on the map with the mouse, and 
then in the pop-up menu that appears, chooses a car.  Once assigned to a car, the order number is highlighted on the 
map and appears in one of the available slots in the car (as in Figure 1, where order number 13 is highlighted in 
section C3 of the map and has been assigned to car 5).  To send a car out to deliver its order(s), the subject clicks on 
the “Send” checkbox to the right of the car.  Once a car has been sent on a trip, any orders it is carrying are removed 
from the map.  Progress of the car on its trip can be monitored through the progress-bar shown to the right of each 
checkbox. 
If a car contains orders but has not yet been sent on a trip, the subject can “undo” the assignment of orders by 
dragging order numbers from the car back to the map, or by dragging order numbers to another available car slot.  
Once a car has been sent, however, the car contents cannot be modified. 
At the lower right of Figure 1 is a scrollable list showing the history of all orders that have appeared on the map, 
detailing each order’s location, deadline, and (once the order has been delivered) a performance value.  Negative 
performance values represent early deliveries (before the deadline), and positive values represent late deliveries. 
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Using Dispatcher To Study RTDDM 
While the previous section gave an overview of Dispatcher’s basic user interface, there are many additional features 
that can be enabled in order to address the study of different types of support for RTDDM.   We will now briefly 
describe some of the basic and additional interface features as they relate to the main categories of decision support 
for RTDDM that were mentioned in the Introduction: outcome feedback, cognitive feedback, and feedforward. 
 
 
Outcome Feedback 
Outcome feedback provides the decision maker with information concerning the performance-related results of 
actions already taken.  Dispatcher provides this type of support in two main ways: through the “Total Time Over 
Deadline” display at the top of the screen, and through the order history list at the bottom right of the screen.  In 
some studies, subjects are taught a particular decision heuristic to be implemented while assigning orders…for these 
subjects, an additional form of outcome feedback can be provided in the form of a “Rule Match” percentage.  This 
percentage gives the subject feedback on how well their most recent decision matches to a correct implementation of 
the rule they were taught…a value of 100% indicating that the rule was implemented correctly, and values below 
100% indicating increasing deviation from correct rule implementation.  When the “Rule Match” percentage is used, 
it is displayed to the right of “Total Time Over Deadline”. 
 
Cognitive Feedback 
Cognitive feedback provides the decision maker with advice on how to perform the decision task.  Dispatcher can 
provide this type of support though the delivery map.  After any given order has been assigned to a car, the subject 
then has to determine which order (out of all the unassigned ones currently on the map) to assign next…this can 
involve a lot of searching when there are many orders on the map.  During the training sessions for using 
Dispatcher, some subjects are taught a decision heuristic to be used in choosing the next order for assignment.  This 
heuristic is not optimal, and the subjects are told that they might be able to perform better than the heuristic after 
they become more experienced.  One version of Dispatcher will highlight the order on the map that should be 
assigned next based on this decision heuristic, thus providing cognitive feedback for this portion of the task.  In 
addition, when the simulation becomes very busy with incoming orders subjects need to assign more than one order 
per car. Under these conditions the choice of which orders to assign to which cars becomes quite complex.  One 
version of Dispatcher will not only highlight the order that should first be assigned, but also the other orders that 
should be assigned with it (according to the heuristic).  For this type of cognitive feedback all the orders that should 
be assigned together are shown as a loop, being connected by a line starting and ending at the store location (the 
center of the map). 
 
Feedforward 
Feed forward allows the user to try out possible future decisions in a “what-if” mode, without committing to them.  
We have not yet implemented feed forward support in Dispatcher, but plan on providing it in at least two different 
ways.  The first would involve telling the subject when each car would be available again for another trip.  For 
example, if car1 is currently on a trip, the user would see a display of the time (in simulation time) when car1 would 
be returning to the store location.  The second form of feedforward would involve orders that have been placed into 
a “loop”.  In addition to assigning orders directly to cars, some subjects are allowed to construct loops of multiple 
orders that begin and end at the store location…once a loop has been constructed, it can be assigned as a whole to a 
car.  For these subjects feedforward can be provided by telling them (before a loop of orders has been assigned to a 
car) what the total amount of time over deadline will be if the loop of orders is actually sent on a delivery trip. 
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Conclusion 
Real time dynamic decision making is an important component of many real-world decision tasks, increasing the 
difficulty of decision-makers reaching high levels of performance.  The provision of effective decision support for 
RTDDM tasks is therefore an important goal.  Dispatcher is a flexible simulation tool that allows us to explore and 
evaluate many different methods of providing decision support for RTDDM.  More importantly, the design of 
Dispatcher is driven by current theory concerning the types of decision support that could be useful in the execution 
of RTDDM tasks.  Dispatcher provides an example of the use of theory to drive software design, followed by the 
use of that same software as a workbench for testing the theory itself. 
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Appendix A: Whiteboard Session from Initial Interface Design 
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