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Negativity is an entanglement monotone frequently used to quantify entanglement in bipartite
states. Because negativity is a non-analytic function of a density matrix, existing methods used in
the physics literature are insufficient to compute its derivatives. To this end we develop techniques
in the calculus of complex, patterned matrices and use them to conduct a perturbative analysis of
negativity in terms of arbitrary variations of the density operator. The result is an easy-to-implement
expansion that can be carried out to all orders. On the way we provide convenient representations of
the partial transposition map appearing in the definition of negativity. Our methods are well-suited
to study the growth and decay of entanglement in a wide range of physical systems, including the
generic linear growth of entanglement in many-body systems, and have broad relevance to many
functions of quantum states and observables.
I. INTRODUCTION
In 1935, Einstein, Podolsky, and Rosen imagined a
composite quantum state that did not admit a complete
local description. In this kind of state, outcomes of mea-
surements performed on the subsystems were perfectly
anti-correlated regardless of the chosen measurement ba-
sis. Schrödinger shortly gave this remarkable feature of
the quantum formalism the name entanglement, and the
notion continues to be the subject of extensive theoretical
study and experiment [1], with applications like quantum
teleportation [2–5], quantum-enhanced metrology [6–9],
and quantum cryptography [10–13]. The inquiry con-
tinues with our paper, which gives insight into how en-
tanglement evolves as the state of a bipartite system is
varied.
More concretely, for any Hilbert spaces HA and HB
with dimensions dA and dB , respectively, we can define
the composite spaceHAB := HA⊗HB . Let ρ be a density
operator acting on HAB . If there exist density operators{
ρAi
}
and
{
ρBi
}
acting on the Hilbert spaces HA and
HB alone, and probabilities {0 < pi ≤ 1} so that ρ =∑
i piρ
A
i ⊗ ρBi , we say that ρ is separable; if not, ρ is
entangled.
This definition seldom makes it apparent whether a
given quantum state ρ is separable, and moreover gives
no criteria for comparing the degree to which different
states are entangled. This motivated the development
of a number of metrics to appropriately quantify and
classify entanglement. The distillable entanglement [14],
entanglement of formation [15], and various quantities
based on entropies (e.g. the Rényi entropies [16]) satisfy
certain properties that make them attractive entangle-
ment measures [17]. Among those properties are mono-
tonicity, which ensures that entanglement does not in-
crease under local operations and classical communica-
tion (LOCC); (sub)additivity, which requires that the en-
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tanglement of a composite system is (less than or) equal
to the sum of the entanglement in the subsystems; and
convexity, which means that they are convex functions of
the density operator.
In this paper we focus on the negativity, a measure
whose origins can roughly be traced to 1996, with Peres’
Positive Partial Transpose (PPT) condition [18]: if a bi-
partite state is separable, the transpose taken with re-
spect to any subsystem is positive. The PPT condition,
stronger and more efficient than entropic criteria based
on the Rényi entropies Sα(ρ) := 11−α logTr (ρ
α) [19], was
shown by the Horodeckis to be sufficient for the separa-
bility of 2⊗ 2 and 2⊗ 3 systems [20]. We summarize this
as follows:
Theorem (Peres-Horodecki Criterion). Let TB (ρ) :=
ρTB := (1⊗ T ) ρ be the partial transposition map with
respect to system B. Then ρ is separable =⇒ ρTB ≥ 0.
Furthermore, if (dA, dB) ∈ {(2, 2), (2, 3)}, then ρTB ≥
0 =⇒ ρ is separable.
From the Peres-Horodecki Criterion emerges the neg-
ativity, N , of ρ [21, 22], which encodes the degree to
which the partial transpose of ρ is negative. Negativity
is defined as
N (ρ) :=
∑
λ<0
∣∣λ (ρTB)∣∣ , (1)
where the λ’s are the eigenvalues of ρTB . Negativity is
monotonic under LOCC and convex but not additive [23].
Although there exist entangled states for which N van-
ishes, negativity has an important advantage over other
measures1 in that it is easily computable, even for mixed
states [25]. For some purposes it is useful to define the
logarithmic negativity, EN (ρ) := log2 [2N (ρ) + 1], which
is monotonic and additive but not convex [23]. Rela-
tionships between the logarithmic negativity, distillable
1 By most definitions, entanglement measures ought to reduce to
the entanglement entropy [17, 24] in the pure state case; nega-
tivity does not. Nevertheless, we alternate between calling it a
monotone and measure depending on the subsystem dimensions.
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2entanglement, entanglement cost, and teleportation ca-
pacity have been demonstrated in the literature [22, 26].
The dynamics of entanglement, studied initially in
quantum-optical systems, has become an active area
of research in many-body systems [27–29], condensed-
matter physics [30–33], and quantum field theories [34–
36]. Perturbative approaches to entanglement dynam-
ics have revealed a universal timescale characterizing the
growth of entanglement in initially pure, separable states
under unitary evolution as measured by the purity of the
reduced density matrix [37, 38], and by the Rényi en-
tropies [39].
Although negativity has been studied for two decades,
there is, to our knowledge, no general perturbative ex-
pansion available. This omission is likely owed to three
nuances in the differentiation of negativity: the matrix
representation of the partial transposition map, issues of
non-differentiability of the trace norm, and the compu-
tation of the trace norm’s derivative, which requires a
careful consideration of the calculus of complex matrices
with patterns.
To expand on these difficulties, we recast negativity in
terms of the trace norm2 ‖X‖1 := Tr
√
X†X of a matrix,
X, so that
N (ρ) := 1
2
(∥∥ρTB∥∥
1
− 1) . (2)
A perturbative expansion of N (ρ) as ρ(µ) varies with
respect to some parameter µ requires a derivative that
we schematically write as
dN
dµ
=
1
2
∂
∥∥ρTB∥∥
1
∂ρTB
∂ρTB
∂ρ
∂ρ
∂µ
. (3)
In the following sections we will be more precise about
how these derivatives are defined and multiplied. The
last factor, ∂ρ/∂µ, will depend on the application at
hand, but for concreteness we will mainly consider time
evolution, with ∂ρ/∂t governed by the von Neumann dy-
namics of a closed system or the Lindblad dynamics of an
open system. It should be understood that more general
variations can be treated in the same way. The middle
factor requires an explicit expression for the action of the
partial transposition map on the density matrix. Some
forms are available in the literature, but in what follows
we work in the vectorized representation where ρ and ρTB
are vectors in C(dAdB)2 . The linear map TB = 1⊗ T has
a simple representation in this vector space that is easy
to implement numerically, while also providing a form for
∂ρTB/∂ρ.
The more challenging factor to understand is the
derivative of the trace norm with respect to its argument.
2 The trace norm, also known as the nuclear norm, is one of the
Schatten norms and one of the Ky Fan norms.
One complication is that the trace norm is only differen-
tiable if its argument is invertible [40]. At singular argu-
ments one has the notion of a subdifferential, to which we
return in the discussion. Otherwise, we assume invert-
ibility of ρTB throughout. Furthermore, the derivative
∂
∥∥ρTB∥∥
1
/∂ρTB is taken with respect to a Hermitian ma-
trix whose elements are not independent variables. This
is perilous; it is necessary to represent ρTB in terms of a
set of independent variables before differentiating, which
is the main notion behind patterned matrix calculus [41].
Generally, we refer to any matrix whose elements are not
independent variables as a patterned matrix, some other
examples of which are symmetric, unitary, or diagonal
matrices. Patterned matrix calculus is an underexplored
branch of mathematics that we find to be crucial in the
perturbative analysis of negativity.
In this paper, we address the nuances just mentioned
to further our understanding of entanglement dynamics
by way of negativity. In Section II, we provide a means
by which to compute the perturbative expansion of neg-
ativity. To this end, we offer new matrix representations
of the partial transposition map, along with explicit com-
putations of the first and second derivatives of the trace
norm with respect to complex, patterned arguments. The
techniques we develop can be straightforwardly carried
out to any order in the expansion for negativity. In Sec-
tion III, we apply our results to several physical systems
with illustrative differences and compare them with the
behaviour of other entanglement measures. In Section
IV, we discuss in greater detail the challenges of our ap-
proach, the validity of our assumptions, and the benefits
and limitations of our results.
II. PERTURBATIVE EXPANSION OF
NEGATIVITY
Let us suppose that the density matrix, ρ(t), of a quan-
tum state and some number of its derivatives are known
at a given time, t0. To understand how the entangle-
ment between two subsystems changes near t0 due to the
evolution of ρ(t) we can expand the negativity as
N (t) = N (t0)+ dN
dt
∣∣∣∣
t0
(t−t0)+ 1
2
d2N
dt2
∣∣∣∣
t0
(t−t0)2 + · · · .
(4)
Our goal is to provide general expressions for the deriva-
tives of negativity in this expansion.3 In this section we
offer explicit expressions for the first and second deriva-
tives using a method that can be carried out systemati-
cally to any desired order of precision.
3 The logarithmic negativity, EN (ρ) := log2 ‖ρTB‖1, can be
treated analogously.
3A. Vectorization formalism and the partial
transposition map
Expressions like (3) are cumbersome to work with since
∂ρTB/∂ρ represents a four-dimensional array that must
be contracted against two matrices to produce a scalar.
To avoid such complications we prefer to work in the
vectorization formalism, where we represent the state ρ
as a column vector, vec ρ. In general, the vectorization
operation, vec, stacks the columns of an m × n matrix
into an mn × 1 vector. It admits two useful identities
that we rely on, namely
vec (ABC) =
(
CT ⊗A) vecB, (5)
where A,B,C are any three compatible matrices, and
Tr
(
ATB
)
= (vec TA)vecB, (6)
where A,B are the same size and vec TA := (vecA)T [42,
43]. In this formalism we can rewrite the first derivative
of negativity as
dN
dt
=
1
2
∂
∥∥ρTB∥∥
1
∂ vecT ρTB
∂ vec ρTB
∂ vecT ρ
∂ vec ρ
∂t
. (7)
With this simple change in notation the middle factor is
an ordinary matrix multiplied by two vectors. To demon-
strate the convenience of this formalism we first consider
how the standard matrix transposition map can be rep-
resented, before applying it to the partial transposition
and determining ∂ vec ρTB/∂ vecT ρ.
Let φ be a superoperator, i.e., a linear map from the
space of m × n matrices to the space of q × r matrices.
Due to linearity, φ can always be written as
φ(X) =
∑
i
AiXBi, (8)
where X, the Ai and the Bi are m × n, q × m, and
n× r matrices, respectively. If X is instead vectorized as
vecX, then there is a related operator,Mφ, acting on the
space of mn× 1 vectors, and represented by the qr×mn
matrix
Mφ =
∑
i
BTi ⊗Ai. (9)
There is no restriction on the number of terms in each
sum, so these representations will not be unique. The
Mφ operator can be viewed as implementing the linear
map φ on the vectorized space of matrices,
vecφ(X) = MφvecX, (10)
which follows from identity (5). This demonstrates the
existence of an isomorphism4 between the space of su-
peroperators acting on Cm,n and those acting on Cmn
[44, 45].
4 This is distinct from the Choi-Jamiolkowski isomorphism.
Matrix transposition is a linear operation, meaning we
can define a commutation matrix, Kmn, such that
vecXT = KmnvecX, (11)
where Kmn has dimensions mn×mn. Kmn is a symmet-
ric permutation matrix satisfying the useful identities
(Kmn)
2 = 1, (12)
Kmq (X ⊗ Y ) = (Y ⊗X)Knr, (13)
where Y is q×r. In the following we only deal with square
matrices and hence use K := Knn for ease of notation.
The commutation matrix has a simple representation of
the form (9) in the standard basis of matrices
{
J ijn
}
,
where J ijn is the n×n single-entry matrix defined through(
J ijn
)
kl
= δikδjl. In terms of these elements
K =
n∑
i,j=1
Jjin ⊗ J ijn . (14)
In the same vein as (11), we can represent the partial
transposition map as a linear superoperator acting on the
space of (dAdB)
2 × 1 column vectors,
vec ρTB = KBvec ρ, (15)
where the subscript indicates the subsystem to be trans-
posed. We call KB a partial commutation matrix. It is
(dAdB)
2 × (dAdB)2 and is self-inverse. The advantage of
this formalism is that we can immediately identify the
middle factor in (7) as
∂ vec ρTB
∂ vecT ρ
= KB , (16)
which follows when we observe that the partial commu-
tation matrix is constant. To establish this we can in-
vestigate the form of KB , again working with standard
basis elements. We find
KB =
dB∑
i,j=1
(
1dA ⊗ JjidB
)
⊗
(
1dA ⊗ J ijdB
)
. (17)
We note that KB is a constant matrix that depends
only on the dimensions dA, and dB . Furthermore, when
dA = 1, then KB = K, as expected. In App. A we
show how (17) can be obtained through the action of the
partial transposition map on the standard basis, and we
also present a convenient form for KB by identifying its
eigenvectors. For other representations of the transpo-
sition and partial transposition maps, see, for example,
[46].
With this brief introduction to aspects of algebra on
vectorized matrices, we now turn to calculus in order to
identify ∂
∥∥ρTB∥∥
1
/∂ vecT ρTB , the remaining factor in (7).
4B. First derivative of the trace norm
In this section we use X to represent an unpatterned
n × n matrix of complex variables. The unpatterned
derivatives of a scalar function g(X,X∗),
DXg :=
∂g
∂ vecTX
, and DX∗g :=
∂g
∂ vecTX∗
, (18)
are found by expressing the differential of g in the form
dg = (DXg)dvecX + (DX∗g)dvecX∗, (19)
and reading off the prefactors of dvecX and dvecX∗.
The differentials dvecX and dvecX∗ are taken to be in-
dependent, and when g is differentiable the unpatterned
derivatives are unique [42, 47].
As discussed in Sec.I, ρTB is Hermitian, meaning its
matrix elements are interdependent and special care must
be taken in defining a derivative with respect to it. With
some effort, the derivative of a scalar function with re-
spect to a Hermitian argument A can be found in terms
of the unpatterned derivatives as in [41]:
DAg :=
∂g
∂ vecTA
= (DXg)|X=A + (DX∗g)|X=AK, (20)
where (DXg)|X=A means the Hermitian pattern is ap-
plied after the unpatterned derivative has been com-
puted, and K is the commutation matrix from (14).
App. B 1 contains an abstract summary of our general
approach to patterned derivatives which can be used to
establish (20) rigourously. For a briefer derivation, we
note that the differentials of A are not independent, since
dvecA∗ = dvecAT = KdvecA. Hence, when we apply
the Hermitian pattern, (19) becomes
dg = [DXg + (DX∗g)K]X=A dvecA, (21)
and we identify the patterned derivative in (20). We note
that DA∗g can be found similarly, but is not independent
from DAg since DA∗g = (DAg)K.
The trace norm ‖ρTB‖1 is a scalar function of a Hermi-
tian matrix, so in order to find its derivative we start by
computing the differential of ‖X‖1 as in (19). We take X
to be invertible so that ‖X‖1 is differentiable, and define
|X| :=
√
X†X, so that ‖X‖1 = Tr |X|. Then, by defini-
tion, |X| |X| = X†X, and we can take the differential of
both sides to obtain
(d |X|) |X|+ |X| d |X| = X†dX + (dX†)X. (22)
Multiplying by |X|−1 on the left and taking the trace
allows us to isolate Tr (d |X|)
2Tr (d |X|) = Tr
(
|X|−1X†dX
)
+ Tr
(
X |X|−1 dX†
)
.
(23)
The differential operator d commutes with both the trace
and vec operations, so this equation actually gives the dif-
ferential of the trace norm, Tr (d |X|) = d‖X‖1. Identity
(6) allows us to express d‖X‖1 in the required form (19),
d‖X‖1 =1
2
vecT
[
X∗
(
|X|−1
)T]
dvecX
+
1
2
vecT
[(
|X|−1
)T
XT
]
KdvecX∗,
(24)
where we have also used (11) for dvecX†. Now we can
identify the derivatives with respect to X and X∗ as
DX‖X‖1 = 1
2
vecT
[
X∗
(
|X|−1
)T]
,
DX∗‖X‖1 = 1
2
vecT
[(
|X|−1
)T
XT
]
K.
(25)
The derivative with respect to a Hermitian argument fol-
lows by substituting (25) in (20), and recalling K2 = 1:
DA‖A‖1 = 1
2
vecT
[
X∗
(
|X|−1
)T
+
(
|X|−1
)T
XT
]
X=A
= vecT
[
AT
(
|A|−1
)T]
= vecT
[
A |A|−1
]
K,
(26)
where we note that A commutes with |A|−1. The ma-
trix A |A|−1 appearing in the derivative is the matrix
extension of the sign function, defined such that A =
sign(A)|A| [48].
The derivative simplifies even further when we use the
eigendecomposition for ρTB = UΛU†, where Λ contains
the eigenvalues of ρTB in decreasing order,
∂
∥∥ρTB∥∥
1
∂ vecT ρTB
= DρTB
∥∥ρTB∥∥
1
= vecT
(
U∗sign (Λ)UT
)
.
(27)
We would like to emphasize that the derivative taken
with respect to a Hermitian argument (27) is twice the
unpatterned derivative (25), which shows the indispens-
ability of patterned matrix calculus for understanding
derivatives of negativity. Our results (17) and (27) can
be combined to give the first derivative of negativity (7).
Next, we compute the second derivative explicitly, and
then proceed to show how the perturbative expansion
can be carried out to any order.
C. Second derivative of the trace norm
Taking another derivative of (7) and noting that KB
is constant gives
d2N
dt2
=
1
2
(
∂ vec ρTB
∂ vecT ρ
∂ vec ρ
∂t
)T
∂
∂ vecT ρTB
(
∂
∥∥ρTB∥∥
1
∂ vecT ρTB
)T
×
(
∂ vec ρTB
∂ vecT ρ
∂ vec ρ
∂t
)
+
1
2
∂
∥∥ρTB∥∥
1
∂ vecT ρTB
∂ vec ρTB
∂ vecT ρ
∂2 vec ρ
∂t2
.
(28)
5The second line can be computed using the above results
if ∂2ρ/∂t2 is known, but the first line involves the Hessian
of ‖ρTB‖1 with respect to a Hermitian argument,
HρTB ,ρTB
(‖ρTB‖1) := ∂
∂ vecT ρTB
(
∂
∥∥ρTB∥∥
1
∂ vecT ρTB
)T
.
(29)
To our knowledge, Hessians with respect to patterned
matrices have not been discussed in the literature. There-
fore, in the following we present a detailed discussion of
such Hessians in general before applying our new meth-
ods to the trace norm to compute (29).
As with Jacobians (19), unpatterned Hessians are de-
fined through the differential,5
d2g =dvecTX [HX,X(g)] dvecX + dvecTX∗
× [HX,X∗(g)] dvecX + dvecTX [HX∗,X(g)] dvecX∗
+ dvecTX∗ [HX∗,X∗(g)] dvecX∗,
(30)
where we take HX∗,X(g) := DX∗(DXg)T :=
∂
∂ vecTX∗
[
∂g
∂ vecTX
]T
, etc., and note that second differen-
tials of the variables X and X∗ are zero by definition.
Since the four Hessians here are not independent, there
is some freedom to exchange terms in the form (30). To
compute the Hessians, one must write the second differ-
ential of g(X,X∗) as
d2g=dvecTX(B10) dvecX+dvecTX∗(B00) dvecX
+dvecTX(B11) dvecX∗+dvecTX∗(B01) dvecX∗.
(31)
Since partial derivatives commute, the HX,X and
HX∗,X∗ Hessians should be symmetric, whileHX,X∗ and
HX∗,X should be transposes of one another. One can
conclude that
HX,X(g) =
1
2
(
B10 +B
T
10
)
, (32)
HX∗,X∗(g) =
1
2
(
B01 +B
T
01
)
, (33)
HX,X∗(g) =
1
2
(
B00 +B
T
11
)
= [HX∗,X(g)]
T . (34)
When the argument of g(A,A∗) is a Hermitian matrix,
this procedure must be modified to account for the inter-
dependence of A and A†. We can define a Hessian with
respect to a Hermitian argument by noting that the pat-
terned Jacobian for scalar g, Eq. (20), also applies to a
vector function g, since it applies elementwise:
DAg = [DXg + (DX∗g)K]X=A . (35)
5 We follow the conventions in [41].
Then, the Hessian of g (A,A∗) with respect to Hermitian
A can be found by applying (35) to the Jacobian g =
(DAg)
T , resulting in
HA,A(g) :=DAg =
[
DX (DXg)
T
+KDX (DX∗g)
T
+DX∗ (DXg)
T
K +KDX∗ (DX∗g)
T
K
]
X=A
=HX,X(g)|X=A +KHX,X∗(g)|X=A
+HX∗X(g)|X=AK +KHX∗X∗(g)|X=AK.
(36)
One way to gauge the correctness of this result is to
use expression (30) for the second differential of a scalar
function g(X,X∗). Then, letting X → A and recalling
dvecA∗ = KdvecA gives
d2g =dvecTA[HX,X(g)|X=A +KHX,X∗(g)|X=A
+HX∗X(g)|X=AK +KHX∗X∗(g)|X=AK]dvecA.
(37)
We can see that the part of expression (37) in square
brackets – defined to be HA,A(g) – matches Eq. (36).
This result can also be confirmed using the formal cal-
culus described in App. B 1. Whereas there are three
independent Hessians of g with respect to combina-
tions of {X,X∗}, there is only one independent Hes-
sian in the Hermitian case. The Hessians are related
by HA,A∗(g) = KHA,A(g), HA∗,A(g) =HA,A(g)K, and
HA∗,A∗(g) = KHA,A(g)K.
We now use our result (36) to compute (29) from
the unpatterned Hessians of the trace norm. Taking
the differential of both sides of Eq. (22) and noting
d2X = 0 = d2X† gives us(
d2 |X|) |X|+ |X| d2 |X| = 2dX†dX − 2 (d |X|)2 . (38)
Once again we left-multiply by |X|−1 and take the trace,
Tr(d2 |X|)=Tr[(dX†)(dX)|X|−1]−Tr[(d |X|) |X|−1 d |X|],
(39)
which becomes
d2 ‖X‖1 =dvecT (X∗)
[(
|X|−1
)T
⊗ 1
]
dvecX
− dvecT
(
|X|T
) [
1⊗ |X|−1
]
dvec |X| .
(40)
To find dvec |X|, we may vectorize both sides of Eq. (22)
and use identity (5) which results in
(|X|T ⊗ 1+ 1⊗ |X|)dvec |X|
=
(
1⊗X†) dvecX + (XT ⊗ 1) dvecX†. (41)
For compact notation, let us introduce the Kronecker
sum A ⊕ B := A ⊗ 1 + 1 ⊗ B and define X⊕ :=
XT ⊗ 1 + 1 ⊗ X = XT ⊕ X. Then, since |X|⊕ is in-
6vertible,6
dvec |X| = (|X|⊕)−1
(
1⊗X†) dvecX
+ (|X|⊕)−1
(
XT ⊗ 1)KdvecX∗. (42)
Inserting this in Eq. (40) brings us to the desired form
(31) from which we can read off the B matrices, and
combine them to form the Hessians in Eqs. (32) to (34).
All that remains is to merge the unpatterned Hessians
as in (36) to obtain the Hessian with respect to a Her-
mitian variable. We show these computations in more
detail in App. C. The result is
HρTB ,ρTB
(∥∥ρTB∥∥
1
)
=
1
2
K
[(∣∣ρTB ∣∣−1)
⊕
−ρTB⊕
(∣∣ρTB ∣∣⊕)−1
×
(∣∣ρTB ∣∣−1)
⊕
(∣∣ρTB ∣∣⊕)−1 ρTB⊕ ] .
(43)
For computational efficiency we can simplify this expres-
sion in terms of the eigendecomposition of ρTB , as we did
for the first derivative. We find
HρTB ,ρTB
(∥∥ρTB∥∥
1
)
= K(U∗ ⊗ U) [1− signΛ
⊗ signΛ] (|Λ|⊕)−1 (UT ⊗ U†).
(44)
This form provides additional insight into the behaviour
of negativity since the Hessian vanishes when the eigen-
values of ρTB are all positive. This Hessian, along with
the results of Secs. II A and IIB, allows the second
derivative of negativity (28) to be written in terms of
the density matrix and derived quantities.
D. Summary of method
In this section we summarize our results in an algo-
rithm for computing the perturbative expansion for neg-
ativity (4) to second order:
(1) Determine the derivatives of the density matrix at
t = t0, e.g. from an equation of motion.
(2) Construct the commutation matrix K from (14)
and partial commutation matrix KB from (17) appropri-
ate for subsystem dimensions dA, dB from the basis of
single-entry matrices J ijn .
(3) Compute the eigendecomposition ρTB (t0) = UΛU†.
(4) Use the above in the first derivative of negativity,
found from (7) using (16) and (27):
dN
dt
∣∣∣∣
t=t0
=
1
2
vecT
[
U∗sign (Λ)UT
]
KBvec ρ˙ (t0) . (45)
6 Notice that det|X|⊕ ≥ det
(
|X|T ⊗ 1
)
+ det (1⊗ |X|) =
2 (det |X|)n > 0, where we have used the fact that |X|T ⊗1 and
1 ⊗ |X| are positive semidefinite and |X| is nonsingular. Hence
|X|⊕ is invertible. Eq. (22) is a Sylvester equation for which
solvability conditions are known and met in our case.
(5) Use the above in the second derivative of nega-
tivity, found from (28) using (16), (27), and addition-
ally (44) for the patterned Hessian of the trace norm
HρTB ,ρTB
(∥∥ρTB∥∥
1
)
. We summarize it as
d2N
dt2
∣∣∣∣
t=t0
=
1
2
[KBvec ρ˙ (t0)]
THρTB ,ρTB
(∥∥ρTB∥∥
1
)
[KBvec ρ˙ (t0)]
+
1
2
vecT
[
U∗sign (Λ)UT
]
KBvec ρ¨ (t0) .
(46)
In light of Sections II B and IIC, it is clear that higher
differentials dn‖X‖1, with n ≥ 3, can be computed itera-
tively by solving the equation dn(|X||X|) = dn(X†X) =
0 for the differentials dnvec |X|. Each such equation takes
the form
(dn |X|) |X|+ |X| dn |X| = Cn, (47)
where Cn only contains differentials of order less than n,
and each equation can be solved as in (42),
dnvec |X| = (|X|⊕)−1 vecCn. (48)
In terms of lower-order differentials of |X|, then,
dn ‖X‖1 =
1
2
Tr(|X|−1 Cn). (49)
Finally, the form of higher-order derivatives of
∥∥ρTB∥∥
1
with respect to its Hermitian argument can be general-
ized from the methods in App. B 1 and read off from (49).
This extends the steps in Section IIC for a perturbative
expansion of negativity to any order.
We conclude this section by noting that, for certain
classes of systems, all terms involving higher derivatives
of the trace norm vanish. In these cases we have
dnN
dtn
=
1
2
vecT
[
U∗sign (Λ)UT
]
KBvec
∂nρ
∂tn
∣∣∣∣
t=t0
, (50)
and the expansion (4) resums to
N (t)=N (t0)+1
2
(
vecT
[
U∗sign (Λ)UT
]
KB
)∣∣
t=t0
vec [ρ (t)
−ρ (t0)] .
(51)
The simplified Eq. (51) holds for a number of systems,
but we have yet to find an a priori condition that guar-
antees its validity. Necessary and sufficient conditions
for the vanishing of terms containing higher derivatives
of the trace norm merit further study.
III. NEGATIVITY GROWTH IN VARIOUS
SYSTEMS
The derivatives of negativity can now be calculated by
knowledge of the density matrix and its derivatives at a
7specific instant in time t0. This is often much simpler
than computing ρTB (t) for all times, finding all of the
eigenvalues, and then differentiating the sum in Eq. (1).
Moreover, the latter method can be difficult to implement
numerically, as it relies on derivatives of absolute value
functions, which can lead to spurious results if not treated
carefully. Here we introduce some physical systems to
exemplify the usefulness and robustness of our method.
A. Jaynes-Cummings model
A commonly used model in quantum optics is the
Jaynes-Cummings model (JCM), which characterizes a
two-level atom interacting with a single quantized mode
of a bosonic field. The JCM has been the subject of
much theoretical and experimental work [49, 50], includ-
ing recent theoretical studies of its entanglement proper-
ties [39, 51]. The JCM Hamiltonian is given in units of
~ = 1 by
HJCM=ω1⊗ aˆ†aˆ+ (ω−∆) σˆ†σˆ ⊗ 1−ig
(
σˆ ⊗ aˆ†−σˆ† ⊗ aˆ) ,
(52)
where aˆ is the bosonic annihilation operator for the field,
σˆ = |g〉 〈e| lowers the atom from the excited state |e〉 to
the ground state |g〉, ω is the frequency of the bosonic
mode, ∆ is the detuning between the mode and the
atomic transition frequency, and g is a coupling constant
[51]. The Hamiltonian conserves total excitation number
1 ⊗ aˆ†aˆ + σˆ†σˆ ⊗ 1, restricting the dynamics to systems
of size 2 × N , where N is the number of Fock states of
the bosonic mode that are coupled to by the initial con-
ditions. This subsumes systems for which the PPT crite-
rion is sufficient (N = 2, 3), as well as systems that can
have vanishing negativity yet remain entangled (N > 3).
We use this model to explore both types of systems, as
delineated by the Peres-Horodecki Criterion.
As a first example we choose the initial conditions
ρ(t0) = |ψ0〉 〈ψ0| , |ψ0〉 = |e〉 ⊗ |3〉; the atom is in its ex-
cited state and the field has three excitations. The state
of the system for all time is given by ρ(t) = |ψ (t)〉 〈ψ (t)|,
where
|ψ (t)〉=e−iHJCMt |ψ0〉 = e
it(∆−8ω)/2
Ω
[
4g sin
(
Ωt
2
)
|g〉 ⊗ |4〉
+
(
Ω cos
Ωt
2
− i∆ sin Ωt
2
)
|e〉 ⊗ |3〉
]
,
(53)
and we have defined the Rabi frequency through Ω2 :=
∆2 +(4g)
2. The negativity can be calculated analytically
for this system, which has an effective dimension of 2× 2
at all times; the atom Hilbert space is spanned by |g〉 and
|e〉 while the field Hilbert space is spanned by |3〉 and |4〉,
with excitations trading between the two subsystems. We
find, using (45), that
dN
dt
=
2g sin (Ωt)
[
∆2 + (4g)
2
cos Ωt
]
Ω
√
∆2 (1− cos Ωt)2 + Ω2 sin2 Ωt
, (54)
which agrees with the result obtained by differentiating
(1) with respect to time. We plot the negativity, second-
order Rényi entropy, and logarithmic negativity for this
system versus time for some fiducial parameters in Fig.
1. All of these quantities act as entanglement measures
for the 2×2 system, as guaranteed by the PPT criterion.
Of note, the measures involving negativity are initially
more sensitive than the Rényi entropy, as the former grow
linearly with time from separable states while the latter
grows only quadratically [39].
To investigate a system for which the PPT criterion is
not sufficient , let us choose the initial state
ρ ∝ |g〉 〈g| ⊗ [4 (|0〉 〈0|+ |1〉 〈1|) + 9 (|2〉 〈2|+ |3〉 〈3|)]
+ |e〉 〈e| ⊗ (|0〉 〈0|+ |1〉 〈1|+ |2〉 〈2|+ |3〉 〈3|)
+ {|g〉 〈e| ⊗ [2 (|1〉 〈0|+ |2〉 〈1|) + 3 |3〉 〈2|] + H.c.} ,
which was shown in Ref. [51] to have zero negativity
while remaining entangled (these states are ‘bound’ en-
tangled [52, 53]). The negativity and second-order Rényi
entropy are plotted in Fig. 2 for the same fiducial param-
eters as in Fig. 1. There are distinct regions in which
the negativity fails to witness entanglement, i.e., in which
negativity is zero and Rényi entropy is nonzero (such as
t = 0). The first and second derivatives, given by Eqs.
(45) and Eq. (46), agree to machine precision with the
results obtained by differentiating (1). We also plot in
Fig. 2 the second-order expansion found using Eqs. (45)
and (46) about an assortment of time points to show that
our equations capture the negativity dynamics even in re-
gions where negativity is constant, in intervals when ρTB
is positive semi-definite, and in the presence of bound
entanglement. One may also use our method to analyze
how negativity changes with respect to the system pa-
rameters ∆ and g in order to explore how entanglement
in the JCM is sensitive to the entire parameter landscape.
B. Open system dynamics: entangled cavity
photons
The perturbation theory developed above admits vari-
ations of negativity with respect to any parameter µ,
given the derivatives ∂nρ/∂µn. In the JCM examples, we
used time as the perturbation parameter, with the uni-
tary evolution equation ∂ρ/∂t = −i [HJCM, ρ]. A natural
extension of our method is to parametrize non-unitary
evolution; we can ask how negativity changes with time
in systems whose dynamics are coupled to other, exter-
nal systems. Sometimes the external systems themselves
are responsible for the entanglement generated with time
[54]. We can also ask how negativity changes with respect
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Figure 1. Evolution of the entanglement measures nega-
tivity N (blue solid lines), second-order Rényi entropy S2
(brown dashed lines), and logarithmic negativity EN (green
dot-dashed lines) in the Jaynes-Cummings model for the ini-
tial state |e〉 ⊗ |3〉 and parameters (ω,∆, g) = (10, 1, 5). (a)
Entanglement measures and (b) time-derivatives of entangle-
ment measures versus time, with time in units of 2pi/Ω. The
time derivatives involving negativity are calculated using Eq.
(45). The measures agree in regions where entanglement is in-
creasing, decreasing, maximal, minimal, and absent. Notably,
negativity is initially more sensitive than Rényi entropies to
growth in entanglement from the initial, separable state; the
Rényi entropy does not grow linearly in time around t = 0.
We exemplify the success of Eq. (45) by plotting a tangent to
the negativity curve in (a) with slope found from the deriva-
tive curve in (b).
to other parameters, including dynamical parameters and
initial conditions. In this section we exhibit the versatil-
ity of our method in another quantum-optical context.
Negativity has recently been studied in the open sys-
tem of a pair of cavities coupled to a pair of reservoirs
with a flat spectrum [55, 56]. The authors of Ref. [56]
showed that an initial mixture of maximally-entangled
pairs of cavities, with states given by
ρcav(t = 0; p) = p |ψ〉 〈ψ|+ (1− p) |φ〉 〈φ| , 0 ≤ p ≤ 1
|ψ〉 ∝ |0〉 ⊗ |0〉+ |1〉 ⊗ |1〉 ,
|φ〉 ∝ |0〉 ⊗ |2〉+ |1〉 ⊗ |3〉 ,
(55)
can exhibit entanglement sudden death; viz., negativity
can decay to zero in finite time [57, 58]. Furthermore,
the cavity states coupled to by the dynamics are of di-
mension 2×4, so the PPT criterion does not hold in this
system. The authors supply an analytic expression for
ρcav (t; p) (see App. D below), which can be compared
to our perturbation theory method (Fig. 3).
In Fig. 3(a) we see a perfect agreement between our
perturbation theory and the evolution of negativity with
respect to time in this open system for a particular value
of p. The dynamics are fully captured, including the
time beyond which negativity decays to 0 and remains
unchanged.
0.0 0.2 0.4 0.6 0.8 1.0
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Figure 2. Evolution of entanglement monotones in the Jaynes-
Cummings model for the initially bound-entangled state given
by Eq. (55) and parameters (ω,∆, g) = (10, 1, 5). The nega-
tivity (dotted black curve) and Rényi entropy (dot-dashed
blue curve) no longer oscillate with a single frequency, so
we measure time in units of 2pi/g. We plot the second-
order expansion from Eqs. (45) and (46) about various time
points (solid orange parabolas); these agree with numerically-
calculated derivatives of Eq. (1) in regions where the graph of
negativity is both concave and convex as a function of time.
Moreover, at times when the Rényi entropy is changing yet
negativity is constant, our method successfully captures the
dynamics of negativity.
Fig. 3(b) shows negativity and its derivatives from Eq.
(45) with respect to the initial mixing parameter p at
various time points. The derivatives again match those
found by differentiating Eq. (1) to machine precision.
They give insight into the entanglement sudden death
phenomenon, showing its dependence on initial condi-
tions, as studied in depth in Ref. [56]. Depending on
the amount of initial mixing between the two entangled
states |ψ1〉 and |ψ2〉, negativity decays at different rates
with respect to time. For time evolution, negativity even-
tually reaches zero and remains there. With respect to
p, negativity exhibits another sudden death feature: it
decays to zero with shrinking p at sufficiently long times.
However, at shorter times, negativity reaches a minimum
at intermediate values p = p0, then grows again for in-
creasing |p− p0|, where the p0 values are are highly sen-
sitive to the time at which they are being evaluated. Our
perturbation theory is an excellent tool for probing these
complex phenomena or the dependence of negativity on
any parameter µ in all systems for which ∂ρ/∂µ is known.
IV. DISCUSSION
In the preceding sections, we have provided a means
of computing the perturbative expansion of the entan-
glement negativity. The complete expressions require
knowledge of the partial transpose ρTB at the expansion
point; of the partial commutation matrix KB , which we
have presented explicitly in various convenient forms; and
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Figure 3. Dependence of negativity on system parameters in
an open quantum system. (a) Evolution of negativity with
respect to time (black, dashed curve), and perturbative ex-
pansions to second order using Eqs. (45) and (46) at time
points t = 0.4 (brown), t = 0.8 (blue), and t = 1.2 (green).
The initial mixing parameter is set to p = 0.35. Negativity
decays to 0 in finite time, beyond which all of the derivatives
vanish, as successfully captured by our perturbation theory.
Time is measured in units of the decay constant defined in Ref.
[56]. (b) Negativity (solid lines) and its derivatives with re-
spect to the initial mixing parameter p (dashed lines), for the
same three time points as in (a) (t = 0.4 is kinked at p ≈ 0.14,
t = 0.8 at p ≈ 0.04, and t = 1.2 at p ≈ 0.43). Regardless of
time, negativity reaches a minimum for a particular value of
p. When t is small, negativity reaches a minimum for some
p = p0 between 0 and 1; p0 is not monotonic with t. When t is
sufficiently large, negativity vanishes for all p below a critical
value, as seen in the t = 1.2 curves. The derivatives are again
calculated using Eq. (45), and agree numerically with those
found by differentiating N (p).
of the dynamics of ρ.
Because the trace norm is not differentiable at points
where ρTB is singular, we assumed that ρTB was invert-
ible in our discussion. It would be interesting to know
the conditions for ρTB to be invertible based on proper-
ties of ρ. There is, to our knowledge, no straightforward
relationship between the rank of a general density ma-
trix and the rank of its partial transpose. On the other
hand, we can make some conclusions by considering pure
states. Let σ = |ψ〉 〈ψ| be a pure state in a bipartite
Hilbert space with dimensions dA × dB and let r be the
Schmidt rank of |ψ〉, the number of non-zero coefficients
in its Schmidt decomposition. From [59], we know that
the matrix rank of σTB is r2. Since r is bounded from
above by the minimum of {dA, dB}, σTB having maxi-
mal rank implies that r = dA = dB . For pure states,
then, σTB = (|ψ〉 〈ψ|)TB is invertible if and only if the
Schmidt rank of |ψ〉 is maximal and the dimensions of
the subsystems are equal.
For singular ρTB it might be possible to apply our anal-
ysis to the evolution of ρ in an r2- dimensional subspace
where ρTB is supported. Otherwise, the trace norm still
has a well defined subdifferential because it is convex [40].
It may be possible to optimize over the set of subgradi-
ents given extra input, such as the global bound N ≥ 0,
to determine the evolution ofN (t) around singular points
and find a one-sided derivative. We leave these ideas for
future exploration.
The primary challenge in our perturbative expansion
was in the correct application of patterned matrix cal-
culus to the problem. The salient pattern was the Her-
miticity of the density operator, which implies Hermitic-
ity of its partial transpose. We were able to extend the
approach taken in [41] to compute the first and second
derivatives of the trace norm with respect to a Hermitian
argument. However, Hermiticity may not be the only
pattern at play. Density matrices are also normalized to
have unit trace, and evolution may conspire to endow ad-
ditional structure to the partial transpose. Furthermore,
many calculations have been presented in the literature
involving functions of density matrices that seemingly did
not require patterned matrix calculus.
As we have discussed, patterned derivatives can be
found by first computing unpatterned derivatives, and
subsequently imposing patterns on the result. Hermitic-
ity is a strong condition which, as we show in App. B 1,
destroys the independence of the complex differentials
dvec ρTB and dvec
(
ρTB
)∗. Hence, imposing Hermiticity
greatly alters the functional form of the derivatives, re-
sulting in (20). By constrast, the unit trace condition for
ρTB introduces some dependencies among the diagonal el-
ements, but this structure does not affect the patterned
derivatives. The unit trace condition is a numerical con-
straint that does not change the functional form of the
derivatives, and can simply be applied to the unpatterned
derivative. For this reason we have not endeavoured to
treat it with the same rigour as Hermiticity.
Since we allow for general dynamics of ρ(t), in theory
its evolution might induce patterns on the partial trans-
pose beyond Hermiticity. For example, one can conceive
of a Hamiltonian that keeps ρTB positive semidefinite for
some time interval, indicating a protracted separability
or bound entanglement. In such a scenario the patterned
derivatives may be functionally different from the Jaco-
bian (20) or Hessian (36), and would need to be treated
on a case-by-case basis. However, we have seen in Section
III B that our expansion correctly predicts zero evolution
of the negativity when ρTB is positive semidefinite.
More intriguing is to understand why the subtleties of
patterned matrix calculus can be ignored in many cal-
culations, yet are unavoidable when studying negativity.
In App. B 2 we show that, for complex analytic matrix
functions, that is, for functions G(X) that do not de-
pend explicitly on the complex conjugate X∗, there is no
functional difference between patterned and unpatterned
derivatives. This coincidence allows one to gloss over the
patterns of the density matrix when studying common
functions like Rényi entropies Sα(ρ) = 11−α logTr (ρ
α)
[37, 39]. In contrast, the trace norm ‖X‖1 = Tr
√
X†X
explicitly depends on the complex conjugate X∗, so that
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the negativity is not analytic in this sense. Some readers
may also have been perturbed to notice that no consid-
eration was given to the patterns of ρ when computing
∂ vec ρTB/∂ vecT ρ in (16). One way to explain this is
that the function that maps vec ρ to its partial transpose
vec ρTB = KBvec ρ is constant, depending only on the
dimensions of ρ, and hence is functionally independent
of ρ∗.
Our analysis can be applied to probe changes in nega-
tivity in a broad assortment of physical systems, and the
techniques we employ can be readily adapted to other
functions of quantum states and observables. Studies of
phenomena as disparate as phase transitions [60], quan-
tum quenches [29, 35], and beam propagation [61] can
harness our methods in their investigations of negativity.
One especially interesting application is to the linear, or
nearly linear, growth of entanglement observed in a large
class of many-body systems using entanglement entropy
[62, 63] and, more recently, negativity [34, 35]. In criti-
cal systems, quasi-particles produced by a quench spread
at a uniform velocity, leading to an emergent lightcone-
like behaviour and exactly linear growth of logarithmic
negativity. For more general systems, quasi-particles can
propagate at varying speeds, leading to an approximate
linear growth that has been studied numerically [29, 35].
Our approach to the derivatives of negativity provides a
new avenue to analytically explore the conditions under
which second and higher derivatives of the negativity will
vanish.
The techniques we employ can also be readily adapted
to other functions of quantum states and observables.
For example, our perturbation theory can be applied
to any dynamics involving the trace norm. This in-
cludes the trace distance 12 ‖ρ− σ‖1 between two states,
which has been used, for instance, to investigate non-
Markovian systems [64–66]. It has been shown that
non-Markovianity holds when the trace distance between
two states undergoing the same dynamics increases over
time [64], a condition that can now be investigated using
our matrix calculus techniques for non-analytic matrix
functions. Fidelity, Hilbert-Schmidt distance, and other
norm-based functions of the density matrix are all non-
analytic in the sense discussed above, and can similarly
be elucidated. One intriguing example is the application
of our methods to quantum speed limits which usually
involve bounds on ‖ρ˙‖ for some norm. However, some in-
teresting speed limits can instead be expressed in terms
of time derivative of ‖ρ‖ [67]. This remains the topic
of ongoing research for which our mathematical methods
are well suited.
Our techniques can even be employed for classical ap-
plications of complex patterned matrices, such as ana-
lyzing the condition number for Mueller matrices [68],
whose patterns are discussed in [69]. Understanding the
evolution of entanglement and other functions of complex
patterned matrices will have ramifications for an expan-
sive range of fields in the near future.
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Appendix A: Vectorized representation of the
partial transposition map
Here we derive Eq. (17), where the partial transpo-
sition map TB = 1 ⊗ T is recast to act on vectorized
dAdB × dAdB matrices as in (10), and takes the form of
(9), namely KB =
∑
iB
T
i ⊗Ai. This is accomplished by
finding the action of TB on each element of the standard
basis of matrices, and then vectorizing.
The standard basis consists of single-entry matrices
(J ij)kl = δikδjl with the following ordering (we reserve
J ij with no subscript for the dAdB × dAdB case):{
J1,1, J2,1, · · · , JdAdB−1,dAdB , JdAdB ,dAdB} . (A.1)
If we parametrize i and j by
i = (ai − 1)dB + bi, j = (aj − 1)dB + bj , (A.2)
with 1 ≤ ai, aj ≤ dA and 1 ≤ bi, bj ≤ dB , then we can
decompose J ij as
J ij = J (ai−1)dB+bi,(aj−1)dB+bj = Jai,ajdA ⊗ J
bi,bj
dB
, (A.3)
using m×m single-entry matrices J ijm . From this we can
read off the action of the partial transposition transfor-
mation on the basis elements
TB
(
J ij
)
= J
ai,aj
dA
⊗ Jbj ,bidB = J (ai−1)dB+bj ,(aj−1)dB+bi .
(A.4)
In the vectorized representation we use the basis
{vec J1,1, vec J2,1, · · ·, vec JdAdB−1,dAdB , vec JdAdB ,dAdB},
(A.5)
and the action of TB on basis elements is determined by
vectorizing both sides of (A.4) such that vecTB
(
J ij
)
=
KBvec J ij . KB is a (dAdB)
2× (dAdB)2 permutation ma-
trix whose elements can be expressed in terms of the
single-entry matrices Jqr
(dAdB)
2 , with 1 ≤ q, r ≤ (dAdB)2.
Note that these matrices are larger than the matrices
J ij with no subscripts. The vec J ij basis element has its
non-zero entry in position r = (j − 1)dAdB + i. Hence,
the rth column of KB is equal to vecTB
(
J ij
)
. From
(A.4) we see that partial transposition takes i → i′ =
(ai − 1) dB + bj and j → j′ = (aj − 1) dB + bi, so the rth
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column only has a non-zero entry in the qth row, where q = (j′ − 1) dAdB + i′. This non-zero element of KB can
be expressed as
I(i, j) =J
(j′−1)dAdB+i′,(j−1)dAdB+i
(dAdB)
2 = J
j′,j ⊗ J i′,i = J (aj−1)dB+bi,(aj−1)dB+bj ⊗ J (ai−1)dB+bj ,(ai−1)dB+bi . (A.6)
Every vectorized basis element vec J ij matches with an element I (i, j), so that KB is the sum of all such elements:
KB =
dA∑
ai,aj=1
dB∑
bi,bj=1
J (aj−1)dB+bi,(aj−1)dB+bj ⊗ J (ai−1)dB+bj ,(ai−1)dB+bi
=
dB∑
bi,bj=1
(
dA∑
a=1
J (a−1)dB+bi,(a−1)dB+bj
)
⊗
(
dA∑
a=1
J (a−1)dB+bj ,(a−1)dB+bi
)
=
dB∑
bi,bj=1
(
dA∑
a=1
Ja,adA ⊗ J
bi,bj
dB
)
⊗
(
dA∑
a=1
Ja,adA ⊗ J
bj ,bi
dB
)
=
dB∑
bi,bj=1
(
1dA ⊗ Jbi,bjdB
)
⊗
(
1dA ⊗ Jbj ,bidB
)
.
(A.7)
Another representation of KB involves a more optimal
basis choice. Consider a symmetric matrix, E, an anti-
symmetric matrix, O, and an arbitrary matrix, X. No-
tice that
TB (X ⊗ E) = X ⊗ ET = X ⊗ E, (A.8)
TB (X ⊗O) = X ⊗OT = −X ⊗O. (A.9)
Therefore the partial transposition map has as its eigen-
vectors matrices of the form X ⊗ E (eigenvalue 1) and
X ⊗O (eigenvalue -1). With this in mind, we can define
bases ES and EA of the symmetric and antisymmetric
matrices, respectively:
ES =
{
J ijdB + J
ji
dB
− 2J ijdBJ
ij
dB
}
, (A.10)
EAS =
{
J ijdB − J
ji
dB
|i 6= j
}
, (A.11)
which gives us a basis for the combined system
E =
{
J ijdA
}
⊗ (ES ∪ EAS) . (A.12)
KB is diagonal in the (vectorized) basis E; if we assume
the basis matrices are all normalized by their Frobenius
norm and order the basis so that the symmetric matrices
come first, it has the form
KEB =
[
1k 0
0 −1l
]
, (A.13)
where 1k is the k× k identity matrix with k = d2A |ES| =
1
2d
2
AdB (dB + 1), and 1l is the l × l identity matrix with
l = d2A |EAS| = 12d2AdB (dB − 1). We can thus write
KB = V
EKEB
(
V E
)T
, (A.14)
where V E has as its column vectors the vectorized matri-
ces from E.
Appendix B: Calculus of complex patterned matrices
In this appendix we recount the calculus of complex,
patterned matrices developed in [47, 70–72] and summa-
rized in [41]. This calculus was used in [41] to rigor-
ously compute the derivative of a scalar function with
respect to a Hermitian argument (20), and also provides
a rigourous derivation of our result on patterned Hessians
(36). We use these techniques in App. B 2 to discuss the
types of functions for which patterned and unpatterned
derivatives are not equal.
1. Formulation
Consider F (P,W,W ∗), a differentiable, complex
matrix-valued function of a real matrix variable P , a
complex matrix variable W and its complex conjugate
W ∗. The differential of such a function is given by
dvecF = (DPF ) dvecP + (DWF ) dvecW
+ (DW∗F ) dvecW ∗,
(B.1)
where the differentials of P , W andW ∗ are independent,
and the Jacobian DPF , for example, is
DPF :=
∂ vecF
∂ vecTP
. (B.2)
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Fortuitously, the differential commutes with vectoriza-
tion, tracing, transposition, and conjugation:
d (vecX) = vec (dX) , d (TrX) = TrdX,
d
(
XT
)
= (dX)
T
, d (X∗) = (dX)∗ .
(B.3)
Also, derivatives in this formalism satisfy a chain rule;
for a composite function
H (P,W,W ∗) = G [F (P,W,W ∗) , F ∗ (P,W,W ∗)] ,
(B.4)
we have
DPH = (DFG) (DPF ) + (DF∗G) (DPF
∗) , (B.5)
DWH = (DFG) (DWF ) + (DF∗G) (DWF
∗) , (B.6)
DW∗H = (DFG) (DW∗F ) + (DF∗G) (DW∗F
∗) . (B.7)
We must employ a careful strategy for taking deriva-
tives with respect to a matrix if there are any elements
in that matrix which are (possibly constant) functions
of the other elements. Such an approach was developed
in [70–72] and we summarize it here for a differentiable
function G(A,A∗) of a complex patterned matrix A:
(1) Let F be a function that acts on a set of unpat-
terned matrices [P,W,W ∗] to make a patterned matrix
A = F (P,W,W ∗). This function must be differentiable
with respect to P, W , and W ∗, and a diffeomorphism
between the sets of patterned and unpatterned matrices,
i.e., a smooth, bijective function whose inverse is also
smooth, must exist. The number of independent param-
eters contained in P,W,W ∗ that fully parametrize the
set of patterned matrices should be minimal.
(2) Let X be an unpatterned matrix with the same size
as A. Extend G to act on unpatterned matrices and find
its derivativesDXG (X,X∗) andDX∗G (X,X∗). Use the
chain rule for G(A,A∗) = H (P,W,W ∗) as in (B.4) to
find
DPH=DXG(X,X
∗)|X=ADPF+DX∗G(X,X∗)|X=ADPF ∗,
(B.8)
etc., where patterns are applied after differentiation.
(3) The derivative of G(A,A∗) with respect to the pat-
terned matrix A is given by
DAG = [DPH,DWH,DW∗H]DAF
−1. (B.9)
In other words, one should find a minimal basis to rep-
resent the set of patterned matrices A, compute deriva-
tives in this basis, then transform back to the standard
basis. The diffeomorphism F (P,W,W ∗) represents the
transformation from the minimal basis to the standard
basis, while its inverse F−1(A) produces a vector of ma-
trices [P,W,W ∗]T .
2. Analytic functions of matrices
In this section we discuss a sufficient condition for when
consideration of matrix patterns is unnecessary in tak-
ing derivatives of functions with respect to those ma-
trices. Let G(X,X∗) be a matrix-valued function that
is differentiable in matrices X. Suppose that G(X,X∗)
is analytic in the sense that it is independent of X∗,
i.e., DX∗G = 0. Let A be a patterned matrix with
the same size as X, and F an appropriate diffeomor-
phism acting on the minimal set of matrix parameters
[P,W,W ∗] such that A = F (P,W,W ∗). Define H so that
H(P,W,W ∗) = G(A,A∗) as in the beginning of App.
B 1. We have, from Eq. (B.8), that
DPH = DXG (X,X
∗) |X=ADPF, (B.10)
and similarly for DWH and DW∗H. This means that
Eq. (B.9) now reads
DAG = DXG|X=A[DPF,DWF,DW∗F ]DAF−1. (B.11)
But by construction the diffeomorphism F satisfies,
[DPF,DWF,DW∗F ]DAF
−1 = 1, (B.12)
since this amounts to changing from the standard basis
to the minimal basis and back [41]. Thus we can see that
DAG = DXG|X=A. (B.13)
The conclusion we draw is as follows: for functions in-
dependent of the complex conjugate of their argument,
taking the patterned derivative is equivalent to differen-
tiating with respect to the unpatterned argument and
evaluating it at the patterned matrix. The trace norm
does not obey this condition, and we found its patterned
derivative to have a different form compared to the un-
patterned counterparts.
Appendix C: Simplifying the Hessian of the trace
norm
To obtain simplified expressions for the trace norm
Hessian, we use identity (13) as well as a commutation
rule for the matrixK and the inverse of a Kronecker sum.
Supposing X ⊕ Y is invertible, and remembering that K
is self-inverse, we have
K(X ⊕ Y )−1 = [(X ⊕ Y )K]−1 = [K(Y ⊕X)]−1 = (Y ⊕X)−1K. (C.1)
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We can now write down the B matrices introduced in Eq. (31) using (42) in (40),
B00 =
(
|X|−1
)T
⊗ 1− (1⊗X)
(
|X|−1
)
⊕
(
1⊗ |X|−1
)(
|X|−1
)
⊕
(
1⊗X†) , (C.2)
B01 =−K (X ⊗ 1)
(
|X|−1
)T
⊕
(
|X|−1 ⊗ 1
)(
|X|−1
)T
⊕
(
1⊗XT ) , (C.3)
B10 =−K (X∗ ⊗ 1)
(
|X|−1
)
⊕
(
1⊗ |X|−1
)(
|X|−1
)
⊕
(
1⊗X†) , (C.4)
B11 =− (1⊗X∗)
(
|X|−1
)T
⊕
(
|X|−1 ⊗ 1
)(
|X|−1
)T
⊕
(
1⊗XT ) . (C.5)
The unpatterned Hessians are then
HX,X (‖X‖1) = −
1
2
K (X∗ ⊗ 1) (|X|⊕)−1
(
|X|−1
)
⊕
(|X|⊕)−1
(
1⊗X†) , (C.6)
HX∗,X∗ (‖X‖1) = −
1
2
K (X ⊗ 1) (|X|T⊕)−1 (|X|−1)T⊕ (|X|T⊕)−1 (1⊗XT ) , (C.7)
HX,X∗ (‖X‖1) =
1
2
(
|X|−1
)T
⊗ 1− 1
2
(1⊗X) (|X|⊕)−1
(
|X|−1
)
⊕
(|X|⊕)−1
(
1⊗X†) = (HX∗,X ‖X‖1)T . (C.8)
These are combined to form the patterned Hessian with respect to a Hermitian matrix A (36),
HA,A (‖A‖1) =
1
2
K
[(
|X|−1
)
⊕
−X⊕
(|X|⊕)−1 (|X|−1)⊕ (|X|⊕)−1X†⊕
]
X=A
, (C.9)
which was presented in (43). We can simplify this equation with the eigendecomposition A = UΛU† by noting
A⊕ = AT ⊕A = (U∗ ⊗ U) (Λ⊕ Λ)
(
UT ⊗ U†) (C.10)
|A|⊕ = |A|T ⊕ |A| = (U∗ ⊗ U) (|Λ| ⊕ |Λ|)
(
UT ⊗ U†) , (C.11)
and so on. Continuing in this manner, the patterned Hessian can be written solely in terms of the eigendecomposition
as
HA,A (‖A‖1) =
1
2
K(U∗ ⊗ U)
[
(|Λ|−1 ⊕ |Λ|−1)− (Λ⊕ Λ) (|Λ| ⊕ |Λ|)−1 (|Λ|−1 ⊕ |Λ|−1) (|Λ| ⊕ |Λ|)−1 (Λ⊕ Λ)
]
(UT ⊗ U†)
(C.12)
=
1
2
K(U∗ ⊗ U)
[
(|Λ| ⊕ |Λ|)2 − (Λ⊕ Λ)2
]
(|Λ| ⊕ |Λ|)−2 (|Λ|−1 ⊕ |Λ|−1)(UT ⊗ U†) (C.13)
=K(U∗ ⊗ U) [|Λ| ⊗ |Λ| − Λ⊗ Λ] (|Λ| ⊕ |Λ|)−2 (|Λ|−1 ⊕ |Λ|−1)(UT ⊗ U†) (C.14)
=K(U∗ ⊗ U) [1− signΛ⊗ signΛ] (|Λ| ⊗ |Λ|) (|Λ| ⊕ |Λ|)−2 (|Λ|−1 ⊕ |Λ|−1)(UT ⊗ U†) (C.15)
=K(U∗ ⊗ U) [1− signΛ⊗ signΛ] (|Λ| ⊕ |Λ|)−1 (UT ⊗ U†), (C.16)
where we relied on the fact that all of the matrices involving Λ are diagonal and commute. The final line was presented
in (44).
Appendix D: Details of open system dynamics
As per Ref. [56], the initial state of the pair of cavities is given by Eq. (55), and each cavity is coupled to a reservoir
with N → ∞ modes. Defining two amplitudes ξ (t) = e−t/2 and χ (t) = √1− e−t, where t is measured in units of
some dissipative constant, the state evolves to
ρ (t; p) =

a11 0 0 0 0 a16 0 0
0 a22 0 0 0 0 a27 0
0 0 a33 0 0 0 0 a38
0 0 0 a44 0 0 0 0
0 0 0 0 a55 0 0 0
a16 0 0 0 0 a66 0 0
0 a27 0 0 0 0 a77 0
0 0 a38 0 0 0 0 a88

(D.1)
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in the {|0〉 ⊗ |0〉 , |0〉 ⊗ |1〉 , |0〉 ⊗ |2〉 , |0〉 ⊗ |3〉 , |1〉 ⊗ |0〉 , |1〉 ⊗ |1〉 , |1〉 ⊗ |2〉 , |1〉 ⊗ |3〉} basis, where the matrix elements
are given by
a11 =
(
p+ χ4 + χ8 − χ8) /2, a22 = ξ2χ2 [2− p+ 3 (1− p)χ4] /2, a33 = (1− p) ξ4 (1 + 3χ4) /2,
a44 = (1− p) ξ6χ2/2, a55 = ξ2χ2
(
p+ χ4 − pχ4) /2, a66 = ξ4 [p+ 3 (1− p)χ4] /2, a77 = 3 (1− p) ξ6χ2/2,
a88 = (1− p) ξ8/2, a16 = ξ2
[
p+
√
3 (1− p)χ4
]
/2, a27 =
√
3/2 (1− p) ξ4χ2, a38 = (1− p) ξ6/2.
(D.2)
This can be used to calculate ∂ρ/∂t and ∂ρ/∂p in Eqs. (45) and (46), and can also be used to explicitly calculate the
eigenvalues of ρ for use in Eq. (1)
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