[1] We discuss numerical simulations of evolving fault zone structures in a 3-D lithospheric model with a seismogenic crust governed by a damage rheology that accounts for large strain associated with permanent brittle deformation. Results for the initial propagation of an existing narrow damage zone subjected to oblique loading exhibit strong asymmetry of the evolving damage with respect to the initial fault orientation and predict out-of-plane directions of the propagating damage zones. The orientations of the simulated damage zones agree with analytical expectations based on fracture mechanics for the directions of wing cracks generated at the tips of a crack under mixed mode loading. Lithosphere-scale numerical simulations for the long-term evolution of a large strike-slip fault zone produce initially a system of stepping en echelon segments associated with the asymmetric generation of new damage zones. The simulated fault zone segments evolve with continuing deformation to a throughgoing localized structure. Large-scale perturbation in the geometry of the Moho interface together with the regional heat regime can reduce considerably the degree of localization of the fault zone structure and the associated deformation fields.
Introduction
[2] Understanding the organization of distributed cracks and flaws to fault zones with concentrated damage, and subsequent evolution of the geometrical and material properties of the fault zones, is important for many topics including structural geology, earthquake and fault mechanics, engineering applications and seismic hazard assessments. In the present work, we use a thermodynamically based nonlinear continuum damage model for irreversible brittle deformation and a regional lithospheric framework [Lyakhovsky and Ben-Zion, 2008 , and references therein] to study the spatiotemporal evolution of large strike-slip fault zones in several representative environments.
[3] It is well established from field studies [e.g., Segall and Pollard, 1983; Willemse et al., 1997] and laboratory observations [e.g., Broberg, 1987; Cox and Scholz, 1988; Lockner et al., 1991; Ramsey and Chester, 2004 ] that faults do not propagate into intact crystalline rock in their own planes as shear fractures. Instead, the growth process is associated with the interaction and coalescence of randomly oriented mode I microcracks in a process zone ahead of the propagating fault [Reches and Lockner, 1994; Lyakhovsky, 2001] . Recent laboratory studies of acoustic emission [Stanchits et al., 2006] demonstrate clearly that tensile crack opening dominates during the early phases of loading, nucleation and fracture propagation in crystalline rocks. A wide variety of multidisciplinary observations summarized by Ben-Zion and Sammis [2003] indicate that newly created fault zones are characterized by highly irregular geometrical structures, and that continuing deformation leads to evolution from a disordered network of linked fault segments to simpler dominant localized fault zones [e.g., Tchalenko, 1970; Wesnousky, 1988; Stirling et al., 1996; Marco, 2007] .
[4] In section 4 we perform quantitative analyses of the evolution of large crustal fault zones using a 3-D lithospheric model consisting of a seismogenic crust governed by damage rheology over a viscoelastic substrate [Ben-Zion and Lyakhovsky, 2006; Lyakhovsky and Ben-Zion, 2008] . We first show that the initial trajectories of a preexisting narrow damage zone subjected to oblique loading agree well with the analytical solution of Erdogan and Sih [1963] for the propagation path of a crack under mixed loading conditions. This series of simulations connects classical fracture mechanics results with the employed continuum damage rheology. We demonstrate that the early evolution of a narrow damage zone mimics the growth of a single crack based on linear fracture mechanics. An advantage of the damage mechanics is that the modeling of the evolving damage zones may be extended far beyond the initial stage and implemented in a heterogeneous solid with multiple (rather than one dominant) failure zones. This is demonstrated by simulations of the nucleation and development of strike-slip fault zones in several realizations of a 3-D layered lithospheric model with various preexisting geometrical structures and heat regimes. The structural development in a basic model with planar horizontal boundaries between the layers is characterized by progressive evolution of the brittly deforming regions toward increasing localization and geometrical simplicity. A model realization with an assumed upward bulge in the topography of the Moho boundary produces persisting complexities of fault zone structures and related deformation fields.
Structural Evolution of Fracture Zone
[5] Mode I fractures have been studied extensively using linear elastic fracture mechanics (LEFM), and several criteria were introduced for the propagation of a predominantly mode I fracture under mixed mode loading conditions [Erdogan and Sih, 1963; Cotterell and Rice, 1980; Cooke and Pollard, 1996] . Attempts to produce a pure mode II shear fracture propagation in laboratory samples of lowporosity crystalline rocks, without a preexisting throughgoing failure zone, usually fail because opening fractures dominate the process. The available laboratory and theoretical results indicate that even a minor component of oblique loading may cause a deviation from the in-plane propagation of mode II fracture and blunt the crack front [Erdogan and Sih, 1963; Cotterell and Rice, 1980; Cooke and Pollard, 1996] .
[6] A common form of brittle blunting consists of wing cracks that are produced off the continuation of the crack in a near-tip tensile region. There are different theoretical criteria for the propagation direction of wing cracks under mixed mode loading, which can hardly be distinguished experimentally [e.g., Cooke and Pollard, 1996] . The maximum tangential stress criterion of Erdogan and Sih [1963] implies that a crack loaded obliquely will grow radially from the crack tip in the direction along which the tangential stress, s, is maximum and the shear stress, s rq , is zero. Using polar coordinates r and q centered at the fracture tip, the near-tip stresses are approximated by [Sih et al., 1962] :
For the case shown in Figure 1 , where a preexisting crack with length 2a is loaded in tension by a force acting in the direction having an angle b to the crack plane, the stress intensity factors K 1 and K 2 are given by [Sih et al., 1962] :
Using the stress intensity factors (2), the maximum tangential stress criterion of Erdogan and Sih [1963] predicts a fracture angle 8 (Figure 1 ), which varies between 0°and 71°as a function of the crack angle
The forgoing theoretical analysis of a kink angle based on LEFM predicts infinite stress at the crack tip [Irwin, 1957; Rice, 1968] . In spite of this unphysical singularity in the K dominant zone, the LEFM approach provides useful explanations for certain aspects of the observed deformation around dikes and faults [e.g., Pollard and Segall, 1987; Willemse and Pollard, 1998 ]. Olson and Pollard [1989] implemented the maximum tangential stress criterion into a boundary element numerical model and related the simulated curvature of joint traces to the magnitude of the remote stress. Thomas and Pollard [1993] compared the numerical predictions of Olson and Pollard [1989] to laboratory measured fracture paths and concluded that this approach is successful in predicting experimentally observed fracture paths.
[7] Real materials cannot sustain the large stresses in the K dominant zone and deform inelastically in a process zone that eliminates the stress singularity of LEFM. The process zone is often treated with models that include a cohesive zone near the crack tip within the plane of the crack [Dugdale, 1960; Barenblatt, 1962; Ida, 1972; Palmer and Rice, 1973; Willemse and Pollard, 1998 ]. As mentioned above, however, propagating cracks and faults are associated with evolving out-of-plane process zones and geometrical complexities. The damage zones generated near the crack tip modify the elastic moduli near those regions and affect the subsequent structural evolution [e.g., Huang et al., 1991; Chai, 1993; Zietlow and Labuz, 1998 ].
[8] Lyakhovsky [2001] used the damage rheology model outlined in section 3 to simulate out-ofplane process zone and analyze aspects of the geometry and rate of a slowly growing crack. The simulated growth rate of straight mode I cracks were shown to fit well the experimentally observed power law relation, with a subcritical crack index depending on the ratio between the driving force and confining pressure. 
A Viscoelastic Damage Rheology Model
[9] Following earlier works, Lyakhovsky and Myasnikov [1985] and Lyakhovsky et al. [1997a Lyakhovsky et al. [ , 1997b developed a thermodynamically based nonlinear continuum damage rheology model for evolving elastic properties of rocks sustaining irreversible brittle deformation. The model generalizes the strain energy function of a solid to account for first-order macroscopic effects of existing cracks (damage), and makes the elastic moduli functions of an evolving damage state variable representing the local crack density. The developments are done within a framework of continuum mechanics and irreversible thermodynamics [e.g., Onsager, 1931; Prigogine, 1955; Malvern, 1969; Kachanov, 1986] . The results are applicable to volumes with a sufficiently large number of cracks that allow quantitative description through properties of the crack distribution rather than those of the individual cracks. The damage model accounts for three general aspects of brittle rock deformation:
(1) mechanical response of a solid with an existing crack density, (2) kinetic changes associated with 
Mechanical Response
[10] The mechanical effects of existing damage are modeled by generalizing the elastic strain energy function of a deforming solid to the form
where r is the mass density, I 1 = e kk and I 2 = e ij e ij are the first and second invariants of the elastic strain tensor e ij , l and m are the Lamé parameters of linear Hookean elasticity, and g is a third modulus for a damaged solid. The first two terms of (4) give the classical strain potential of linear elasticity [Malvern, 1969] . The third term may be derived following the effective medium theory of Budiansky and O'Connell [1976] , modified for effects of crack opening and closure in response to local tension or compression in the direction normal to the crack surface [Lyakhovsky et al., 1997b] . The third term may be also obtained by expanding the strain energy potential as a general second-order function of the strain invariants and eliminating nonphysical terms of the expansion [Ben-Zion and Lyakhovsky, 2006] .
[11] The nonlinear stress-strain relations derived from the potential (4) is consistent with detailed laboratory observations. These include experimentally measured changes of the effective elastic moduli under reversal of the stress from compression to tension [Lyakhovsky et al., 1997a [Lyakhovsky et al., , 1997b , and references therein], rock dilation due to deviatoric stresses [Hamiel et al., 2005] and additional results of rock mechanics experiments Hamiel et al., 2004 Hamiel et al., , 2006 . Recently, Hamiel et al. [2009] demonstrated that the model fits well stress-and damage-induced seismic wave anisotropy observed during cycling load of Aue granite samples. The same formulation also explains observed changes in resonance curves of damaged materials under both low and high strain levels .
Damage Evolution
[12] The basic assumption leading to the equation for damage evolution is that in addition to the standard thermodynamic variables (strain tensor and temperature), the internal energy of a continuum solid, U, is a function of an independent scalar damage state variable, a, representing the local crack density. The elastic moduli are then functions of the damage state variable that evolves in the range 0 a 1. Using the balance equations of energy and entropy [Lyakhovsky et al., 1997a] , the damage-related entropy production density is represented as a product of a thermodynamic flux (da/dt) and a thermodynamic force (@U/@a). Adopting the Onsager principle [Onsager, 1931] of linear relations between thermodynamic forces and fluxes, the equation of damage evolution has the form [Lyakhovsky et al., 1997a] 
where C is a positive function of state variables that ensures nonnegative local entropy production. Using the potential (4) in equation (5a), assuming for simplicity that the moduli m(a) and g(a) are linear functions of a and that l is constant, and keeping the leading term gives [Lyakhovsky et al., 1997a] :
where x = I 1 / ffiffiffi ffi I 2 p is referred to as the strain invariants ratio. The coefficient C d gives the rate of positive damage evolution (material degradation) for x > x 0 and is constrained by laboratory fracturing experiments [Lyakhovsky et al., 1997a; Hamiel et al., 2004 Hamiel et al., , 2009 . The rate of damage recovery (material healing) for state of strain x < x 0 is assumed in (5b) to depend exponentially on a. This produces logarithmic healing with time in agreement with the behavior observed in laboratory experiments [e.g., Dieterich and Kilgore, 1996; Scholz, 2002; Johnson and Jia, 2005] with rocks and other materials. Lyakhovsky et al. [2005] showed that the above damage model reproduces the main phenomenological features of rate-and state-dependent friction, and constrained the healing parameters C 1 , C 2 by comparing model calculations with laboratory frictional results. The value x = x 0 controlling the transition from healing to damage accumulation is directly related to the internal friction of intact rock [Lyakhovsky et al., 1997a] .
[13] Following the onset of positive damage evolution above the elastic limit at x = x 0 , and before the final macroscopic failure, the model incorporates a gradual accumulation of inelastic strain, e ij i . Comparisons between theoretical predictions, observed deformation and acoustic emission from laboratory experiments in granites and sandstones, led Hamiel et al. [2004] to suggest that the accumulation rate of the damage-related irreversible deformation is proportional to the rate of damage increase:
where C v is a material constant and t ij = s ij À s kk d ij /3 is the deviatoric stress tensor. The damagerelated compliance or inverse of viscosity (C v da/dt) relates the deviatoric stress to the rate of irreversible strain accumulation. As in Maxwell viscoelasticity, the total strain tensor, e ij t = e ij +e ij i , is a sum of the elastic strain tensor and the inelastic component of deformation. This implies that the amount of irreversible strain that accumulates before the final macroscopic failure is proportional to the overall damage increase in the rock volume. Comparisons between model predictions and laboratory observations [Hamiel et al., 2004 [Hamiel et al., , 2006 support the forgoing assumption and constrain the value of C v . Ben-Zion and connected the rate of the gradual irreversible strain accumulation associated with equation (6) with partitioning between seismic and aseismic deformation in the seismogenic zone, and demonstrated that it is the major factor controlling properties of aftershock sequences.
Dynamical Aspect
[14] As the damage variable a increases, the modulus g increases from 0 for a damage-free Hookean solid (a = 0) to a maximum value g m , defined by normalization of the damage variable [Lyakhovsky and Ben-Zion, 2008] . The damage increase also leads to decreasing shear modulus, increasing Poisson ratio, and amplification of the nonlinearity of the effective rock elasticity. The process of damage increase becomes unstable with the loss of convexity of the potential (4), leading to macroscopic brittle instability at a critical level of damage [Lyakhovsky et al., 1997a; Lyakhovsky and Ben-Zion, 2008] . The dynamic stress drop during the brittle instability produces a rapid release of the elastic energy and accumulation of a permanent plastic strain. The main physical assumptions of the mathematical procedure used by Lyakhovsky and Ben-Zion [2008] are that following the onset of brittle instability (loss of convexity), the damage level of the unstable volume increases rapidly to its maximal value (a = 1) and the failing material undergoes frictional sliding. The slip associated with the macroscopic brittle failure is arrested and postfailure material healing starts when the strain invariant ratio is reduced to a fixed dynamic value
x 0 ) corresponding to a residual dynamic friction level. The condition x = x d rewritten in terms of stresses (conjugate variables) is equivalent to Drucker-Prager plasticity with yielding parameters that are connected to dynamic friction of planar faults [see Lyakhovsky and Ben-Zion, 2008, equation 11 and Figure 3] . Simulations with the discussed model produce stress drops and scaling relations between rupture areas and seismic potency values that are consistent [Lyakhovsky and Ben-Zion, 2008] with classical theoretical results and observations summarized by Kanamori and Anderson [1975] .
Structural Evolution of a Newly Created Damage Zone

Propagation Path Under Oblique Loading
[15] To test further model calculations against analytical results of LEFM, we study the propagation path of a preexisting narrow (one element thick) damage zone subjected to an oblique tension (Figure 1 ). Since the focus here is on overall changes of the geometry associated with brittle failure, we use a simplified version of the model without the gradual preinstability accumulation of inelastic strain associated with equation (6). The simulations employ the Fast Lagrangian Analysis of Continua (FLAC) algorithm [e.g., Cundall and Board, 1988; Poliakov et al., 1993; Ilchev and Lyakhovsky, 2001] and each simulation ends after the propagation and arrest of the first macroscopic brittle failure. The geometry of the zone with elements where the damage achieved its critical value during the first macroscopic brittle event is compared to the predicted propagation direction of cracks under mixed mode loading [Erdogan and Sih, 1963] .
[16] The simulations were done using the modified 3-D version of the code [Ilchev and Lyakhovsky, 2001 ] to meet 2-D plain stress conditions. Instead of 3-D tetrahedral elements, the reduced version uses triangle elements of variable sizes. The numerical solution based on the FLAC algorithm (as well as other numerical schemes) is sensitive to the size and orientation of the grid elements. To minimize this dependency the original FLACbased 2-D code, Poliakov et al. [1993] used a double overlap of the triangle elements. The initial mesh of the model was made of quadrilaterals subdivided into two pairs of constant strain triangular elements. This allowed a reduction of the grid dependency at the expense of grid flexibility and computation time. The current version of the code drops the double overlapping and allows construction of a flexible triangular mesh with a wide range of element sizes. Maimon et al. [2005] showed that a good agreement between calculated stresses in a damage free (a = 0) material around a narrow damage zone (a = 1) and analytical solution for stress distribution around a single crack in linear elastic body is achieved when the element size (width of the damage zone) is reduced to one thousandth of the damage zone length.
[17] Both linear elasticity and the employed damage rheology are scale-independent, and the only length scales in related model calculations are associated with preexisting geometrical features such as the length of a preexisting crack or damage zone. The solutions using these frameworks are therefore self-similar, and depend on the distance from the crack (damage zone) tip scaled to the crack (damage zone) size. To minimize the dependency of the numerical solution on the orientation of the grid elements, the tip of the preexisting damage zone is surrounded by a fine mesh with element sizes that gradually increase up to hundred times away from the initial damage zone. Figure 2 displays a section of the mesh around the tip of the damage zone. Figure 3 shows the geometry of newly created damage zones, colored with blue, around the preexisting narrow damage zone (thick black line) under different loading conditions. The dotted green lines represent the predicted orientation of crack propagation based on equation (3). The orientations of the newly created high-damage zones, shown with red color in Figure 3 , fit well the predicted paths of cracks under mixed mode I and mode II loading. Further propagation of the failing elements is controlled not only by the loading conditions, but also by the interaction between the different damaged zones. This process is discussed in section 4.2 as part of regional-scale simulations. The results of Figure 3 confirm the ability of the damage rheology approach to reproduce branching paths of fault zones compatible with LEFM and laboratory observations under oblique loading.
Evolution of Fault Geometry With Cumulative Slip
[18] To simulate results relevant for earthquakes and crustal faults, we use the damage rheology in a 3-D regional model that includes three main units of the lithosphere (Figure 4) . The upper layer represents a weak sedimentary cover, while the second and third layers represent the crystalline crust and upper mantle, respectively. Ben-Zion and provides a detailed description of the model setup.
[19] The total strain tensor e ij t in each layer is written as the sum of three strain components associated with different deformation mechanisms
where e ij is elastic strain related to the stress tensor through (4), e ij i denotes the damage-related inelastic strain with accumulation rate calculated using (6), and e ij d represents ductile strain. In the sedimentary layer the ductile strain is governed by Newtonian viscosity with h = 10 22 PaÁs, while in the lower crust and upper mantle it is governed by the power law relation [Weertman, 1978] between shear stress t and strain rate _ e:
The parameters A and n are empirical constants, Q is activation energy, V* is activation volume, P is pressure, T is temperature, and R is the gas constant. For relatively low pressures corresponding to depths less than 100 km, the PV* term in (8) is negligible.
[20] In the simulations below we use for the lower crust material constants A = 6.31 Â 10 À20 Pa Àn /s, n = 3.05, and Q = 276 kJ/mol appropriate for diabase rocks [Carter and Tsenn, 1987] , and for the upper mantle constants A = 1.9 Â 10 À15 Pa Àn /s, n = 3, and Q = 420 kJ/mol appropriate for wet olivine [Hirth and Kohlstedt, 2003] . The simulations incorporate a depth-dependent temperature distribution, corresponding to a predefined surface heat flux. The temperature distribution significantly affects the ductile strain rate (8) and controls the depth of the seismogenic zone [Ben-Zion and . The heat flux is therefore expected to have a significant impact on the style of strike-slip fault evolution. Two different cases are presented below, one for relatively cold lithosphere corresponding to 40 mW/m 2 surface heat flux, and another associated with a normal heat flux having 60 mW/m 2 . We consider a model volume that is 100 km wide, 200 km long and 50 km deep (Figure 4) . The volume is divided into tetrahedral elements of variable sizes that increase gradually from about 1 km in the seismogenic zone to about 5 km in the ductile region. This grid is sufficient to avoid significant computational errors related to the size of the numerical element and it allows the simulations to be done with a reasonable computation time. The size of the numerical element controls the smallest size of the simulated seismic events but has minor effects on the geometrical properties of the evolving fault zone.
[21] The boundary conditions, corresponding approximately to the Dead Sea transform region in Israel, consist of left-lateral plate motion with a rate of about 5 mm/year. The damage rheology model calculates the evolution of the elastic properties within the simulated volume, and leads to changes on the model boundaries that should be taken into account. In order to accommodate the external loading and internal changes, the forces acting on the boundaries should be updated during the simulation according to the mismatch (slip-deficit) between the far field plate motion and displacement of the boundary nodes. Following Lyakhovsky and Ben-Zion [2008] , the boundary forces are equal to this mismatch multiplied by a stiffness of virtual springs connecting the boundary points to the far field plate motion ( Figure 5) . These boundary conditions are equivalent to a constant force in the limit of very large mismatch between the plate motion and the boundary nodes displacement. In the limit of very large spring stiffness, the applied boundary conditions become equivalent to constant velocity conditions. The potencyarea scaling relations of simulated seismic events in models with spring stiffness values in the range St = 10 3 À10 6 MPa/km are very similar for most events [Lyakhovsky and Ben-Zion, 2008] . However, very strong events may produce significant boundary displacement if the stiffness of the virtual springs is relatively low. In this case the seismic potency of the simulated event is overestimated.
This effect disappears when the stiffness of the virtual springs is St = 10 5 MPa/km or higher. In the present study we use St = 10 5 MPa/km. The material parameters characterizing each model layer are listed in Table 1. [22] Figure 6 illustrates the evolution of a large strike-slip fault zone with simulations employing the 3-D model. The temperature distribution corresponds to a surface heat flux of 40 mW/m 2 . The applied boundary conditions include displacement discontinuities in the regions where the red lines, corresponding to preexisting strike-slip faults outside the simulated domain, cross the edges of the simulated volume. A fault zone nucleates near the left imposed discontinuity and propagates spontaneously inside the model volume. In agreement with the previous results, the simulated fault zone does not grow along a straight path. Instead, a system of left-stepping en echelon segments is first created (Figure 6a ). At this stage a series of pull- apart basins are formed and accumulate some amount of opening. However, this geometrically complex structure is not stable for a long-term evolution of the fault zone. After thousands of years of deformation, and accumulation of tens of meters of slip across the fault zone, the irregularities become considerably smoother and the highdamage region becomes more localized (Figure 6b ). The final configuration has a straight fault zone that cuts obliquely the whole seismogenic zone of the simulated volume. At larger depths, where ductile deformation dominates, the structure remains diffuse.
[23] In general, when the healing rate of damaged elements controlled by the values of C 1 and C 2 in equation (5b) is lower than the loading rate, the geometrical complexity of the fault zone evolves from initially disordered to smooth regular structure [Ben-Zion et al., 1999; Lyakhovsky et al., 2001] . The healing rate parameters may be constrained by combining available laboratory observations with geophysical and geodetic data [Finzi et al., 2009] . The rate of the geometrical regularization process depends on the effective ''brittleness'' of the model region. The process of fault zone localization and reduction of geometrical complexities is more efficient in more ''viscous'' lithosphere, with higher background temperature associated with the higher surface heat flux, increased damage-related viscosity (high C v values) and slower healing. High geometrical complexity is preserved for a longer time in more ''brittle'' lithosphere associated with the opposite set of conditions. The other parameters of the damage rheology model have minor effects on the evolving geometry of the fault zone. The value of x 0 , which controls the onset of damage accumulation and is equivalent to the internal friction angle [Lyakhovsky et al., 1997a] , governs the stress level required for the nucleation of the fault zone. The rate of damage accumulation (C d value) controls the time delay between the onset of damage accumulation and macroscopic brittle failure of the material element. This value is well constrained by the time span in rock mechanics experiments between the onset of acoustic emission and macroscopic sample failure [Lyakhovsky et al., 1997a; Hamiel et al., 2004 Hamiel et al., , 2006 Hamiel et al., , 2009 . In the regional-scale long-term simulations of the present paper, this short time delay has only minor effects on the evolution of the damage patterns.
[24] The generated structures and degree of strain localization can be affected significantly by the existence of large-scale geometrical and material heterogeneities. As an example, we consider a configuration with large preexisting deep sedimentary basin and corresponding Moho uplift (Figure 7 ). Such structures may be associated with preexisting magmatic intrusions in the upper mantle or sedimentary basins formed due to a previous local extension. The amount of uplift of the Moho interface isostatically compensates the presence of thick low-density sediments in the assumed basin. The Moho uplift, which replaces relatively ductile lower crust with mantle rocks, serves as a strong deep inclusion. Since the ductility of mantle rocks depends significantly on the temperature field, we present results for two model realizations (Figure 8 ). The first is associated with a relatively cold lithosphere having a temperature distribution corresponding to 40 mW/m 2 surface heat flux (Figures 8a-8c) , and the second is associated with a normal lithosphere having 60 mW/m 2 (Figures 8d-8f ).
[25] With accumulation of about 1 km displacement across the fault zone, the strain pattern in the seismogenic zone (10 km depth) is relatively simple in both cases (Figures 8a and 8d) . Some local complexities associated with the large-scale perturbation of the Moho topography remain in the model corresponding to the colder lithosphere (Figures 8a-8c ), whereas the model with normal heat flow environment exhibits high strain localization (Figures 8d-8f) . At the base of the seismogenic zone (20 km depth) and around the Moho level (30 km depth), the differences between the strain patterns simulated by the two model realizations become more significant (Figures 8b and 8e ). In the model with relatively cold lithosphere, the uplifted mantle block remains essentially undeformed and most of the deformation is localized at its periphery (Figure 8c ). In the model with higher temperatures and heat flow, the uplifted mantle block sustains significant deformation and the resulting strain pattern is smoother also at the Moho base (Figure 8f ). The results demonstrate that the deformation process in the upper mantle and resulting crustal fault zone structure can depend strongly on large-scale perturbations and the regional thermal regime.
Discussion
[26] The continuum damage mechanics employed in this study models the effects of distributed cracks in terms of a single scalar damage parameter a. Representative elementary volumes with a sufficiently large number of cracks corresponding to given values of a are assumed to be uniform and isotropic. However, the evolution and organization of the elementary damage zones, in response to external loadings and internal deformation, can produce macroscopic anisotropy and various patterns of large-scale fault zone structures [e.g., BenZion et al., 1999; Lyakhovsky et al., 2001] . In addition, the asymmetric response of the damaged material to tensional and compressional loadings associated with the potential (4) leads to local seismic anisotropy in elementary damaged elements . The rate of evolution of material and geometrical properties of the generated fault zones is controlled by the form and coefficients of the kinetic equation (5b).
[27] Lyakhovsky [2001] demonstrated that the process zone created by distributed damage at the tip of a mode I crack eliminates the stress singularity of LEFM and provides a finite rate of quasi-static crack growth compatible with experimental observations. Here we provide an additional connection between the damage rheology and LEFM. As shown in Figure 3 , the damage rheology model predicts a strong asymmetry of the process zone that is generated around the tip of a preexisting fault zone subjected to oblique loading. This asymmetry produces trajectories of the evolving newly created damage zones in out-of-plane directions that are in good agreement with the predicted directions of wing cracks under mixed mode I and mode II loading. The generated mixed I-II fracture modes govern the initial branching of the fault under oblique loading and contribute to the geometrical complexity of the fault zone at later evolutionary stages.
[28] Our 3-D simulations of a growing large strikeslip fault zone show evolution that is compatible with laboratory and field observations. A system of left-stepping en echelon segments is created at the initial stage of the fault evolution (Figure 6a ). The initially complex system becomes progressively smoother with accumulation of displacements across the fault zone, and with tens of meters of total displacement the fault zone localizes into a narrow straight zone that cuts obliquely the model area (Figure 6b ). In agreement with previous studies of coupled evolution of earthquakes and faults in a vertically averaged rheologically layered lithosphere [Ben-Zion et al., 1999; Lyakhovsky et al., 2001] , the evolution of the geometrical complexity of fault zones is controlled by the ratio between characteristic time scales of loading and healing. The time scale of loading is related primarily to the velocity of plate motion, while the healing time scale represents the complex thermo-chemical-mechanical processes of material recovery. Both time scales may vary between different regions and even within the same fault zone depending on the local tectonic rates, composition of the crustal rocks, temperature field, fluid content, etc. Fully 3-D simulations accounting for ductile strain components governed by the power law relations (8) enable us to compare the evolution of strike-slip fault zones in models with different temperature distributions. Elevated background temperature corresponding to a higher surface heat flux not only leads to a shallower seismogenic zone [Ben-Zion and Lyakhovsky, 2006] , but also enhances significantly the localization and reduction of the geometrical complexity with the ongoing deformation.
[29] Large preexisting geometrical and material heterogeneities of the lithosphere can significantly affect the process of fault zone evolution. An examined configuration with preexisting deep sedimentary basin and corresponding Moho uplift (Figure 7 ) leads to long-living distributed deformation throughout the entire seismogenic zone in a model realization with a low heat flux of 40 mW/m 2 (Figures 8a-8c) . The effects of the large-scale perturbation are reduced (e.g., Figures 8d-8f ) in model realizations with lower effective viscosity associated with higher background temperature (heat flux 60 mW/m 2 ), increased damage-related viscosity and slower healing. A more detailed parameter space study of evolving large strike-slip fault zone structures and associated deformation fields is given by Finzi et al. [2009] .
