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RESUMEN DEL CONTENIDO (ESPAÑOL) 
 
En este trabajo se realiza el control de un conversor de potencia tipo buck manejado con un modulador de 
ancho de pulso centrado (PWMC) mediante la inducción de un régimen de deslizamiento. La superficie de 
conmutación seleccionada para tal fin debe cumplir un promedio de dinámica cero en cada periodo de 
muestreo. Esta técnica es conocida como ZAD y ha sido implementada recientemente para el control de 
conversores de potencia. Dentro de las tareas desarrolladas sobre el sistema se encuentran el cálculo de sus 
estados de equilibrio, la determinación numérica de su estabilidad vía Exponentes de Lyapunov y la 
obtención de regiones de estabilidad a partir de un análisis en el espacio de parámetros. Además se realiza un 
análisis de perturbaciones en la entrada y en la carga del sistema para tareas de regulación y rastreo, el 
cálculo de un controlador que estabilice el sistema en zona de caos y el diseño, simulación e implementación 
de un prototipo para la realización de pruebas experimentales con el sistema considerado. Los resultados 
obtenidos muestran el buen desempeño de la técnica ZAD y el pulso centrado en el control del conversor 
buck, obteniéndose una diferencia esperada entre el comportamiento del sistema real y el simulado, esto 
debido a dinámicas no modeladas y a operaciones de cuantización, truncamiento y redondeo presentes en el 
diseño implementado. 
 
ABSTRACT 
 
In this work a buck power converter control with a centered pulse PWM is realized by inducting an sliding 
regimen. The selected conmutation surface has to fulfill a zero dynamic average in each sampled period. This 
technique is known as ZAD and has been recently established for  any power converter control. Some of the 
works developed in the system are the compute of its equilibrium states, its numerical stability determination 
through Lyapunov Exponents and the stability regions gotten from the parameters´ space analysis. Moreover 
it is realized a disturbance analysis in the input and in the system load in regulation and servo tasks, a 
controller computation in order to stabilize the system in chaos zone and the design, simulation and 
implementation of a prototype to realize experimental proves with the considered system. The obtained 
results show a good fulfillment in ZAD technique and the centered pulse in the buck converter’s control, 
getting the wanted difference between  the real system behavior and the simulated. This is because some no-
modeled  dynamics and sampling, truncating and rounding operations into the established design. 
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Introduction
Los conversores de potencia son dispositivos ampliamente usados en la industria para transformar
formas y niveles de tensión en el manejo de sistemas que requieren alta precisión en las señales de
alimentación. Una de las cualidades más apetecidas en estos dispositivos es su eficiencia de desempeño.
Esta eficiencia puede ser maximizada mediante el uso de dispositivos de conmutación correctamente
implementados [Stankovic et al, 1997].
Una parte significativa del tamaño de los conversores de potencia se atribuye al dispositivo de filtrado
de las señales de entrada o de salida, consecuencia de su alto contenido armónico. Tales armónicos,
presentes en las tensiones o corrientes en motores, por ejemplo, pueden excitar resonancias mecánicas,
conllevando a la aparición de ruido acústico y posibles pulsaciones de torque. Las soluciones a estos
problemas incluyen costosos rediseños mecánicos, o el aumento en la frecuencia de conmutación del
convertidor, lo que a su vez puede derivar en pérdidas de potencia, en caso de manejo incorrecto de la
conmutación [Stankovic et al, 1997].
Desde el punto de vista del modelado dinámico, los conversores de potencia conmutados son dis-
positivos electrónicos que pueden ser considerados sistemas de estructura variable, debido a los cam-
bios de topología que sufre el circuito cuando es comandado por una acción de control discontinua
[Biel et al, 2001]. Esto hace que en el comportamiento del sistema se puedan observar fenómenos de
bifurcaciones y caos bajo ciertas condiciones de parámetros. Aportes importantes en la observación de
esta fenomenología en circuitos eléctricos manejados con PWM fueron hechos por el Profesor Leon O.
Chua de la Universidad de California, a mediados de la década de los ochenta [Zhong and Ayrom, 1985].
Por lo anterior, probar e implementar técnicas de conmutación de bajo costo y con frecuencia fija,
mediante las cuales el sistema tenga un desempeño teóricamente óptimo y con alta eficiencia es un
tópico interesante donde las leyes de control por modos deslizantes tienen un buen desempeño. La
literatura reporta amplios estudios sobre el tema de estructura variable y régimen deslizante aplicados
en conversores de potencia, observándose el cumplimiento satisfactorio de las referencias impuestas y
robustez, característica propia de las mencionada estrategia de control.
Esta tesis se encuentra encaminada a conocer de manera numérica el desempeño de un tipo particular
de conversores de potencia conocido como buck y en corroborar de manera práctica algunos de los
resultados obtenidos de las simulaciones hechas al sistema. El objetivo fundamental de la estrategia
de control por modos deslizantes aplicada al conversor es hacer que el sistema cumpla la referencia
impuesta a la tensión en la carga, bien realizando tareas de regulación o de rastreo y que se garantice
frecuencia fija de conmutación.
El contenido de la tesis se encuentra distribuido en cinco capítulos, de los cuales los primeros cuatro se
centran en la simulación del sistema bajo ciertas condiciones de trabajo preestablecidas y el último pre-
senta la descripción y los resultados de la implementación. El Capítulo 1 proporciona una visión global
de los temas en los que se fundamenta todo el trabajo y se realiza su correspondiente interrelación.
El Capítulo 2 presenta el sistema de estudio mediante su modelo matemático, además de recopilar y
reproducir algunos resultados relevantes de la técnica de control a utilizar. Adicionalmente muestra el
desempeño ideal de la ley de control y contrasta sus resultados con los resultados de aplicar modos
deslizantes a frecuencia libre de conmutación.
El Capítulo 3 estudia el efecto de las perturbaciones sobre el sistema. Se presentan los casos en los que
a la fuente de alimentación DC se le adiciona una señal aleatoria de baja o alta frecuencia y pequeña
2magnitud, y los casos en que varía la carga conectada al circuito.
En el Capítulo 4 se analiza la estabilidad del sistema vía Exponentes de Lyapunov y se considera un
atraso en el cálculo de la señal de control. Además se realizan simulaciones para determinar si la
variación de parámetros relacionados con la superficie de deslizamiento y con el sistema de estudio
generan cambios cualitativos en su comportamiento, llegando a provocar fenómenos como bifurca-
ciones y caos.
El Capítulo 5 entrega una descripción detallada de la implementación del conversor tipo buck manejado
con PWM y controlado por modos deslizantes. Se presentan los pormenores de la construcción de
etapas del sistema y se contrastan los resultados obtenidos con una herramienta de simulación que
contempla la mayor cantidad de limitantes y características de los dispositivos reales.
De los análisis realizados en este trabajo se encuentran en elaboración dos artículos, uno de los cuales
se encuentra en consideración de una revista científica especializada en la materia, el cual se titula Con-
trolling chaos by induction to equilibrium point. El otro artículo se encuentra en proceso de escritura y
correcciones y trata sobre el diseño y la implementación realizada en laboratorio.
Capítulo 1
Marco Teórico Conceptual
Resumen
En este capítulo se realiza una breve descripción de los temas que inter-
vienen dentro del desarrollo del trabajo. Algunos conceptos matemáticos
y definiciones que son presentados hacen parte del glosario de conceptos
previos al tratamiento de tópicos puntuales.
1.1. Modulación por Ancho de Pulso (PWM)
En el control de conversores de potencia son utilizados dispositivos de conmutación con el fin de ma-
nipular la tensión obtenida en la salida del sistema. Uno de los métodos tradicionalmente implementa-
dos para manejar estos conmutadores consiste en controlar el tiempo de duración mientras conducen
tON o mientras no lo hacen tOFF , considerando una frecuencia fija de conmutación (periodo de con-
mutación constante T = tON+tOFF ). Generalmente se ajusta la duración de tON con el fin de obtener
la tensión de salida deseada. A este método se le llama Conmutación por Modulación de Ancho de Pul-
so, conocido por sus siglas en inglés PWM (Pulse-Width Modulation), en el cual se define d como el
periodo de tON dentro del periodo de conmutación [Mohan et al, 1995].
En la conmutación por PWM la señal de control Vc que maneja el estado ON-OFF de los conmutadores
es generada a partir de la comparación hecha entre una forma de onda periódica de amplitud constante
Vp con una señal de nivel Ve. Esta última proviene generalmente de la diferencia entre la tensión
de salida obtenida y la tensión deseada (error del sistema), como se muestra esquemáticamente en
la Figura 1.1(a). La señal periódica establece la frecuencia de la conmutación, la cual es mantenida
constante y suele estar en el rango de las decenas a centenas de KHz.
El modo de funcionamiento del método se muestra en la Figura 1.1(b). Cuando la señal Ve, la cual
tiene una variación temporal lenta respecto a la frecuencia de conmutación, es mayor que Vp, Vc toma
el nivel de ON. En caso contrario, el conmutador permanece abierto. Así, se genera una señal de control
conformada por una serie de pulsos de igual magnitud y cuyo ancho varía dependiendo del resultado
de la comparación entre Ve y Vp.
La técnica de PWM es ampliamente utilizada en aplicaciones de control sobre conversores de potencia
por su versatilidad a la hora de manipularse altos valores de tensión y frecuencias altas de conmutación
[Jaycar, 2001]. En el estudio de los conversores de potencia manejados por PWM es importante resaltar
que se realizan cálculos de dinámicas circuitales y leyes de control obviando muchas veces los fenó-
menos no lineales que ocurren como consecuencia de la presencia de un dispositivo de conmutación.
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Figura 1.1: Conmutación por PWM
Los trabajos de Tymerski et al desde los años ochenta [Tymerski, 1989] y posteriormente Dijk y sus co-
laboradores [Van Dijk et al, 1995] analizan modelos de conmutadores en los cuales se tienen en cuenta
efectos parásitos y no linealidades de segundo orden en el funcionamiento del PWM dentro del sis-
tema. El método resultante de sus análisis, denominado PWM-Switch Modeling, tiene como objetivo
reemplazar los conmutadores del conversor por su modelo equivalente mediante el promediado en el
espacio de estados.
1.2. Conversores de Potencia
1.2.1. Aspectos Generales
Los conversores de potencia son dispositivos electrónicos usados para convertir una forma de tensión en
otra (AC-DC ó DC-AC), y/o un nivel en otro (DC-DC ó AC-AC), suministrando a una carga conectada
al circuito la forma o nivel de tensión requeridos, con la mayor eficiencia posible. En este proceso, la
señal de salida se obtiene de la tensión aplicada al circuito, sin que en él se origine tensión alguna. Sin
embargo, los elementos que conforman al conversor producen pérdidas de potencia. En esta sección
se presentarán algunas topologías de los conversores de potencia más tratados en la literatura y se dará
una idea básica de su funcionamiento.
1.2.2. Topologías Básicas
Existen diferentes tipos de conversores de potencia, según sea la característica discriminante a tener en
cuenta. De manera global se distinguen dos tipos: aquellos que poseen aislamiento dieléctrico entre su
entrada y su salida, y los que por el contrario no lo poseen. Esta particularidad depende principalmente
de las tensiones manejadas por el circuito, del tipo de carga conectada y de los posibles componentes
existentes para el manejo de señal. La presencia de aislamiento dieléctrico es considerada en la liter-
atura cuando la relación entre las tensiones de salida y entrada es de 4:1 ó superior [Jaycar, 2001].
Existen diversos tipos de conversores discriminados según su topología, tales como conversores de
medio puente, de puente completo, de n transistores, etc, los cuales son considerados en la literatura
y ampliamente implementados [Erickson, 2000, Jaycar, 2001]. El presente trabajo está concentrado en
el estudio del conversor tipo buck, cuya topología y funcionamiento serán descritos posteriormente.
Asimismo, se realiza una breve descripción de otras topologías de conversores de acuerdo con la sigu-
iente clasificación:
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Tipo Buck
Tipo Boost
Tipo Buck-Boost
Tipo C´uk
Conversores con aislamiento dieléctrico
Tipo Flyback
Tipo Forward
Conversor tipo BUCK
El circuito básico de un conversor tipo Buck se aprecia en la Figura 1.2(a). Este tipo de conversor
conmutado es usado para realizar reducción de tensión (step-down), conservando la misma polaridad
en la entrada y en la salida. El circuito de conmutación conecta y desconecta la tensión de alimentación
al inductor. Durante el intervalo en el que S esta en ON, la corriente del inductor fluye a través de la
carga y el condensador comienza a cargarse. Durante el intervalo en el que S está en OFF, la corriente
del inductor fluye a través del diodo, transmitiéndose energía a la carga.
La forma de trabajo descrita es conocida como modo de conducción continua (CCM), estándar en este
tipo de conversores. Sin embargo, existe otro modo de operación conocido como modo de conducción
discontinua (DCM), que ocurre cuando la corriente en carga es comparativamente pequeña, causando
una abrupta caída de la corriente en el inductor. Durante la operación estándar del conversor, el conmu-
tador S se abre y cierra a una frecuencia fs, la cual es mucho mayor a la frecuencia de corte del filtro
LC, lo que hace que el rizado de conmutación prácticamente desaparezca, obteniéndose una señal de
tensión "suave" en la carga. La magnitud de esta tensión es regulada mediante la variación del ciclo
de trabajo d (proporción en cada periodo de conmutación que S está en ON), i.e., por modulación de
ancho de pulso (PWM).
Conversor tipo BOOST
La filosofía de trabajo en este conversor no se aleja de la que presenta el conversor tipo Buck, sólo que
los componentes del circuito son reconfigurados con el fin de lograr un aumento de la tensión de salida
respecto a la tensión de entrada, conservando la misma polaridad en ambas. La Figura 1.2(b) muestra
la topología del circuito.
Cuando S esta en ON, la tensión pasa a través del inductor, causando que la corriente allí crezca y
se almacene energía en su campo magnético. La carga es alimentada por la tensión acumulada en el
capacitor. Cuando S pasa a OFF, el diodo conduce, el condensador entra en periodo de carga y la
tensión suministrada en la salida es la suma de la entrada con la que se origina como consecuencia de
la acumulación de energía en el inductor. Por tanto, la tensión en la salida es mayor que la tensión de
la entrada.
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Este conversor, cuyo circuito se muestra en la Figura 1.2(c), produce una tensión de salida que es
opuesta en polaridad a la tensión de entrada. La tensión de salida puede tener una magnitud mayor o
menor respecto a la tensión de alimentación.
Durante el intervalo en el cual S está en ON, el inductor almacena energía en su campo magnético, y
la carga es alimentada por el condensador, ya que el diodo no conduce. Al pasar S a posición OFF, el
inductor hace que fluya corriente por el condensador, la carga y el diodo, aumentándose o disminuyén-
dose la tensión en la carga dependiendo del ciclo d del conmutador. Si d es mayor al 50 % (más tiempo
en ON), el conversor eleva la tensión de salida, mientras que si d es menor al 50 %, la magnitud de la
tensión de salida será menor que la de entrada.
Conversor tipo C´UK
Este conversor debe su nombre a su creador, el Profesor Slobodan C´uk del California Institute of Tech-
nology (EUA). Su trabajo es básicamente igual al realizado por un conversor Buck-Boost, sólo que,
debido al inductor y condensador adicionales, el rizado presente en la corriente de la carga es menor, y
mediante un ajuste adecuado del valor de estos dos elementos, se puede llegar a anular cualquier tipo
de rizado en las señales de salida. La Figura 1.2(d) muestra el diagrama circuital para este conversor.
Conversor tipo FLYBACK
El circuito básico de un conversor tipo Flyback es mostrado en la Figura 1.2(e). Generalmente este
conversor opera de la misma forma que un Buck-Boost, con la diferencia que utiliza un transformador
para almacenar la energía a cambio de un inductor. Este hecho también trae como consecuencia el
aislamiento dieléctrico entre la entrada y la salida del dispositivo. Este conversor es usado en contextos
de relativa baja potencia, donde se requieren altas tensiones con corrientes bajas.
Conversor tipo FORWARD
Este versátil tipo de conversores tiene como particularidad que lleva la tensión de la entrada a la salida
en un solo paso. La tensión en el devanado primario del transformador es AC, pudiéndose aprovechar
para aumentar o disminuir la tensión en la carga respecto a la tensión de entrada. Es bastante utilizado
en aplicaciones de alta potencia y su esquema es presentado en la Figura 1.2(f).
1.3. Control por Modos Deslizantes
1.3.1. Aspectos Generales
En el estudio del modelado matemático de sistemas pueden ser utilizadas ecuaciones diferenciales con
discontinuidades, las cuales dan origen a los sistemas de estructura variable [Utkin, 2000]. Estos sis-
temas consisten en un conjunto de subsistemas con su propia lógica conmutada, la cual permite que la
discontinuidad, actuando como conmutación, influya sobre el comportamiento del sistema permitiendo
que se opere en modo de deslizamiento [Utkin 1992]. Tal influencia hace que se obtenga una respuesta
deseada acorde con la manipulación de la dinámica.
En esta sección se realiza una introducción a la teoría del control por modos deslizantes y se presentan
las condiciones y características relevantes de la técnica.
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(c) Tipo Buck-Boost (d) Tipo C´uk
(e) Tipo Flyback (f) Tipo Forward
Figura 1.2: Esquemas de los Conversores de Potencia
1.3.2. Conceptos Matemáticos
La ecuación diferencial que describe un sistema dinámico afín (lineal respecto de la entrada) con una
única excitación exógena puede ser escrita como
dx
dt
= f(x) + g(x)u (1.1)
donde x ∈ X ⊂ Rn, es el vector de los estados del sistema, u es la función de control definida como
u : Rn → R, y f, g son campos vectoriales definidos como f , g : X → Rn. Se considera que
g 6= 0 ∀ x ∈ X.
Sea S = {x ∈ X : s(x) = 0} una subvariedad tal que S ∩ X 6= ∅, donde s es una función escalar
denominada superficie de deslizamiento, definida como s : X→ R, la cual debe cumplir que
∇s(x) 6= 0 ∀x ∈ X (1.2)
Cuando se restringe el movimiento del sistema de la ecuación (1.1) sobre esta subvariedad, se dice
que se está en presencia de régimen deslizante. El comportamiento que presente tal sistema cuando
se encuentre sobre la subvariedad (superficie de deslizamiento) sólo depende de los parámetros que
definen a esta última [Utkin, 2000].
Para lograr que el sistema se encuentre en régimen deslizante y aplicarle una ley de control de estructura
variable, se debe diseñar adecuadamente la superficie de conmutación, la ley de control y el modo de
8acercamiento, todo ello con la finalidad de que cualquier estado del sistema de la ecuación (1.1) que
se encuentre fuera de S evolucione hasta alcanzar esta subvariedad y se mantenga sobre ella a medida
que el tiempo tiende a infinito.
Una condición fundamental en el diseño de la superficie s(x) es que ésta sea invariante. En general,
una subvariedad es invariante cuando toda trayectoria que comience en algún punto de ella permanezca
allí indefinidamente [Khalil, 1996]. Si S es una subvariedad asociada al sistema de la ecuación (1.1),
se llamará control equivalente ueq a aquella ley de control mediante la cual el sistema
dx
dt
= f(x) + g(x)ueq(x) (1.3)
tenga a S como subvariedad invariante. Si esto se cumple, el campo vectorial (f + gueq) es tangente a
la subvariedad y por tanto
〈∇s, f + gueq〉 = 0
donde 〈·〉 significa producto punto, con lo cual
ueq = −〈∇s, f〉〈∇s,g〉 (1.4)
Si ueq está bien definido, es decir, se cumple la condición
〈∇s,g〉 6= 0 (1.5)
entonces el sistema descrito en la ecuación (1.3) corresponde con la Dinámica Deslizante Ideal sobre
S. La condición expresada en la ecuación (1.5) se conoce como Condición de Transversalidad Local.
El hecho de que ueq se encuentre bien definido sobre S constituye una condición necesaria pero no
suficiente para que exista movimiento deslizante.
Una ley de control de estructura variable puede ser obtenida cuando la función de control u toma uno
de dos valores posibles de acuerdo con el signo de s(x) así
u =
{
u+ si s(x) > 0
u− si s(x) < 0 (1.6)
donde las leyes de control realimentado u+ y u− son conocidas como valores de control extremo,
y u+ 6= u− [Sira-Ramirez, 1988]. Con esta definición de ley de control, una condición necesaria y
suficiente para que exista deslizamiento es [Utkin, 2000]
mı´n
{
u+
}
> ueq(x) > ma´x
{
u−
}
. (1.7)
Además, existirá regimen deslizante sobre una subvariedad S asociada al sistema de la ecuación (1.1)
si se satisfacen las Condiciones de Utkin [Sira-Ramirez, 1989]
l´ım
s→0+
〈∇s, f + gu+〉 < 0
l´ım
s→0−
〈∇s, f + gu−〉 > 0 (1.8)
Con estas condiciones, la restricción de la expresión (1.5) se convierte en
〈∇s,g〉 < 0 (1.9)
La Figura 1.3(a) muestra un esquema del comportamiento del sistema de la ecuación (1.1) bajo régimen
de deslizamiento.
9(a) Deslizamiento ideal (b) Chattering
Figura 1.3: Interpretación gráfica del deslizamiento
La implementación de leyes de control como las expuestas en la expresión (1.6) hacen suponer que
para alcanzar el régimen deslizante, u conmuta con una frecuencia infinita, cosa que no ocurre en la
práctica. Como consecuencia de esto, aparece un fenómeno indeseable conocido como chattering, el
cual consiste en la oscilación de las trayectorias sobre la superficie de conmutación s(x) = 0 (Figu-
ra 1.3(b)). Tal fenómeno es perjudicial para el comportamiento del sistema ya que puede conllevar
a la excitación de dinámicas no modeladas y/o generar problemas de pérdidas por calor en circuitos
eléctricos o vibraciones no deseadas en sistemas mecánicos, entre otros [Cicera, 1999]. Por lo tanto,
en algunas aplicaciones, y de ser posible, se hace necesario "suavizar" la señal de control median-
te la aplicación de técnicas desarrolladas para tal fin, entre ellas las que hacen uso de capa límite
o de frontera [Khalil, 1996, Slotine, 1993], de observadores [Utkin, 2000], de control promediante
[Young et al, 1996] y de sistemas extendidos [Utkin 1992].
Una característica de los sistemas con régimen de deslizamiento, si no la más relevante, es la robustez
ante perturbaciones externas. La idea fundamental es que, bajo ciertas condiciones, un sistema con
régimen deslizante presenta inmunidad a la influencia de perturbaciones que afecten sus parámetros
y su entorno. Esto hace al sistema robusto frente a cambios no previstos o a efectos dinámicos no
considerados en el modelo [Utkin 1992].
1.4. Conclusiones
A partir de los temas tratados globalmente en este capítulo, se construye una base teórico-conceptual
de las herramientas utilizadas en el desarrollo de esta tesis. La relación directa entre estos y otros temas
que aparecen en el transcurso de los capítulos posteriores se muestra en el esquema de la Figura 1.4.
Los conversores de potencia forman parte de una gran familia de sistemas de potencia que deben
ser sometidos al control de su comportamiento, el cual se ve reflejado en la calidad de la señal que
entregan a una carga conectada en su salida. Tal control debe ser introducido para contrarrestar efectos
indeseados provenientes de su entorno.
Uno de los métodos más implementados a nivel industrial para la manipulación de conversores es el
PWM. Tal método ha sido ampliamente analizado en la literatura y se destaca por su buen desempeño
y eficacia en en manejo de este tipo de sistemas de potencia, generando pocas pérdidas y permitiendo
el manejo de señales de alta frecuencia y conmutaciones a alta velocidad [Tymerski, 1989].
Dadas las características de los conversores de potencia, las técnicas de control basadas en modos
deslizantes se presentan como una buena alternativa para ser aplicadas y es por este motivo que serán
utilizadas en el desarrollo de esta tesis.
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Figura 1.4: Esquema de interacción de los temas del capítulo.
Capítulo 2
Aspectos Matemáticos del Sistema
Resumen
En este capítulo se presenta el modelo del sistema considerado, así como
la deducción y desarrollo matemático de expresiones de la ley de control
y del ciclo de trabajo. Adicionalmente se realizan algunas simulaciones
con frecuencia fija de conmutación y con el método de promediado cero a
frecuencia variable.
2.1. Modelo matemático
Sea el sistema mostrado esquemáticamente en la Figura 2.1, el cual corresponde a un conversor tipo
buck manejado mediante PWM sin considerar la dinámica del diodo.
Figura 2.1: Esquema de un conversor buck manejado por PWM.
Aplicando las leyes de Kirchoff en el circuito se obtienen las siguientes ecuaciones dinámicas
v˙C = − 1RC vC + 1C iL
i˙L = − 1LvC + ELu
(2.1)
donde u representa el estado de los conmutadores. Para el caso de la Figura 2.1, cuando los conmu-
tadores marcados con 1 están cerrados y los marcados con 2 están abiertos, el circuito es alimentado
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con una tensión continua de magnitud E. En el caso contrario el circuito es alimentado con −E. En la
expresión (2.1) las variables de tensión y corriente se encuentran derivadas con respecto al tiempo, el
cual será denotado por la variable τ y está dado en segundos.
El sistema (2.1) expresado en forma matricial queda dvCdτ
diL
dτ
 =
 − 1RC 1C
− 1L 0
( vC
iL
)
+
 0
E
L
u (2.2)
El modelo descrito en la ecuación (2.2) es una expresión del sistema con variables de estado correspon-
dientes a la tensión en el capacitor y a la corriente que fluye por el inductor. En adelante a este modelo
se llamará Modelo Real, debido a que representa la dinámica del circuito con las variables reales y sus
unidades correspondientes. Para este caso, los valores de los parámetros son L = 2mH, R = 20Ω, C =
40µF, E = 40V 1 y el periodo de conmutación es Tc = 50 µ s.
Con el fin de adimensionalizar la dinámica del sistema [Fossas and Zinober, 2001] se realiza el sigu-
iente cambio de variables: x1 = vCE , x2 =
iL
E
√
L
C y t =
τ√
LC
, con lo cual resulta γ = 1R
√
L
C = 0.35
y el nuevo periodo de conmutación será T = Tc√
LC
= 0.1767. Así, el modelo del sistema puede ser
reescrito como  dx1dt
dx2
dt
 = ( −γ 1−1 0
)(
x1
x2
)
+
(
0
1
)
u (2.3)
El modelo de la ecuación (2.3) será llamado en adelante Modelo Normalizado debido a la adimension-
alización, consecuencia de los cambios de variables realizados. Este cambio de variables hace que el
tiempo, denotado para este caso por t, no tenga dimensiones. Sin embargo, en el transcurso del trabajo
t será expresado en segundos normalizados.
La superficie de deslizamiento a utilizar fue definida por Carpita como [Carpita et al, 1988]
s(x) = x1 − x1ref + ks (x˙1 − x˙1ref ) (2.4)
donde x1 es la variable a controlar, x1ref es la señal de referencia y ks es la constante de tiempo de
la dinámica del error. Esta constante juega un papel importante en el comportamiento del sistema, tal
como se verá en capítulos posteriores.
La señal de control que se aplica al sistema esta definida como
u =

1 si kT ≤ t ≤ kT + d2
−1 si kT + d2 < t < kT + (T − d2)
1 si kT + (T − d2) ≤ t ≤ (k + 1)T
(2.5)
siendo d el ciclo de trabajo del PWM. Para este caso, donde el sistema opera con un arreglo de con-
mutadores de apertura y cierre por pares cruzados, d representa el tON para el par de conmutadores
marcados por 1 y se encuentra distribuído de tal forma que el correspondiente tOFF queda centra-
do dentro del periodo de conmutación. Por este hecho se le conoce como señal de control de pulso
centrado. La forma de esta señal se muestra en la Figura 2.2.
2.2. Cálculo del Ciclo de Trabajo
La obtención del ciclo de trabajo es un procedimiento que, en este caso, se encuentra estrechamente
ligado con el diseño de la estrategia de control a ser aplicada sobre el sistema. El objetivo a alcanzar
1Estos valores serán utilizados para realizar las simulaciones, salvo que se especifique otro valor.
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Figura 2.2: Señal de control con pulso centrado.
es que exista un ciclo de trabajo d tal que asegure un promedio de dinámica nulo en la superficie
deslizante asociada (ecuación (2.4)) dentro de un periodo de conmutación. Esta restricción da origen
a una técnica conocida como ZAD (Zero Average Dynamic) [Angulo et al, 2003, Fossas et al, 2001],
cuya implementación permite conseguir el ciclo de trabajo requerido a partir de la expresión∫ (k+1)T
kT
s(x(t))dt = 0 (2.6)
Este cálculo hecho de manera exacta implica solucionar una ecuación trascendente, lo cual dificul-
taría una implementación física de la técnica debido a largos tiempos de cómputo. Para esto, en
[Angulo and Fossas, 2003] se realiza el análisis de algunas alternativas para obtener d de forma más
simple. Se determina la validez de las aproximaciones comparándolas con el cálculo exacto y some-
tiendo al sistema a tareas de rastreo con una señal de referencia sinusoidal de 0.8sen(wt) donde
w = 100pi
√
LC (frecuencia del sistema normalizado). La manera mediante la cual se asegura un
promedio de dinámica cero consiste en considerar que la superficie se comporta como una recta a
tramos y la pendiente en cada tramo está determinada por la pendiente en el instante de conmutación.
Así ∫ T
0
s(x(t))dt ≈
∫ d
2
0
(s(0) + ts˙1(0)) dt+
∫ T− d
2
d
2
(s(0) +A+B) dt
+
∫ T
T− d
2
(
s(0) +A+B + (t− T + d
2
)s˙1(0)
)
dt (2.7)
con A = d2 s˙1(0) y B = (T − d2)s˙2(0), donde s(0) es el valor de la superficie deslizante al momento
de muestrear, y s˙1(0) y s˙2(0) corresponden a la pendiente que trae la superficie y a la que llevaría si
el interruptor estuviese en la posición contraria, respectivamente. Si se resuelve (2.7) para d y se nota
como dc, se tiene:
dc =
2s(0) + T s˙2
s˙2 − s˙1 (2.8)
Debido a que el valor del ciclo de trabajo sólo tiene sentido dentro del rango entre 0 y T , d queda
expresado por
d =
 T si dc ≥ Tdc si 0 < dc < T0 si dc ≤ 0 (2.9)
La Figura 2.3 muestra el desempeño de la aproximación para el cálculo del ciclo de trabajo.
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(b) Aproximación.
Figura 2.3: Ciclo de trabajo aproximado. Tomado de [Angulo and Fossas, 2003]
2.3. Puntos de Equilibrio
En esta sección se reproduce el cálculo de las expresiones que permiten obtener el valor de las va-
riables de estado y del ciclo de trabajo en régimen permanente, teniendo en cuenta el modelo nor-
malizado del sistema dado en la ecuación (2.3) y el ciclo de trabajo obtenido en la ecuación (2.9)
[Angulo and Fossas, 2003].
Retomando la expresión de la superficie dada en (2.4) y reemplazando la primera ecuación de estado,
se obtiene
s(x) = (1− ksγ)x1 + ksx2 − x1ref − ksx˙1ref (2.10)
cuya derivada será
s˙(x) =
∂s(x)
∂x
dx
dt
= ∇s(x) · x˙
= (ksγ2 − γ − ks)x1 + (1− ksγ)x2 + ksu− x˙1ref − ksx¨1ref (2.11)
La distinción entre s˙1 y s˙2 se hace por el signo de la variable de control para cada una, por lo que
s˙1 = s˙(x, u+)
= (ksγ2 − γ − ks)x1 + (1− ksγ)x2 + ksu− x˙1ref − ksx¨1ref (2.12)
s˙2 = s˙(x, u−)
= (ksγ2 − γ − ks)x1 + (1− ksγ)x2 − ksu− x˙1ref − ksx¨1ref (2.13)
El ciclo de trabajo dado en la ecuación (2.9) puede ser simplificado utilizando las expresiones (2.12) y
(2.13) de la siguiente manera
s˙1 =
∂s(x)
∂x
(
f + gu+
)
s˙2 =
∂s(x)
∂x
(
f + gu−
)
donde f =
( −γx1 + x2
−x1
)
y g =
(
0
1
)
. Por lo tanto
s˙2 − s˙1 = ∂s(x)
∂x
gu− − ∂s(x)
∂x
gu+
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pero u− = −u+ y haciendo u+ = 1 se tiene
s˙2 − s˙1 = −2∇s(x)g
que con los respectivos reemplazos queda
s˙2 − s˙1 = −2
(
1− ksγ ks
)( 0
1
)
= −2ks (2.14)
y reemplazando (2.14) en (2.9) el ciclo de trabajo será
d =
2s(0) + T s˙2
−2ks (2.15)
Si se considera que el sistema ha alcanzado el régimen permanente, es válido pensar que x1 = x1ref ,
con lo cual la superficie se anula y de las ecuaciones del sistema x˙1 = −γx1 + x2 = γx1ref + x2 =
x˙1ref , donde x2 = x˙1ref + γx1ref . Por lo tanto, los puntos de equilibrio de las variables de estado del
sistema son, para regulación
x∗1 = x1ref x
∗
2 = γx1ref (2.16)
y para rastreo
x∗1 = x1ref x
∗
2 = x˙1ref + γx1ref (2.17)
Con el fin de obtener la expresión de régimen permanente para el ciclo de trabajo, se reemplazan los
valores de las expresiones (2.16) y (2.17) en la ecuación (2.13) y así
s˙2 = −ksx1ref − ksγx˙1ref − ksx¨1ref − ks (2.18)
y luego, al reemplazar (2.18) en (2.15) se obtiene
d∗ = T
−ksx1ref − ksγx˙1ref − ksx¨1ref − ks
−2ks (2.19)
Así, a partir de (2.19), la expresión
d∗tr = T
x1ref + γx˙1ref + x¨1ref + 1
2
(2.20)
corresponde al valor en régimen permanente del ciclo de trabajo cuando se realizan tareas de rastreo.
Haciendo todas las derivadas de la referencia iguales a cero, se obtiene la expresión de d∗ para tareas
de regulación, dada por
d∗reg = T
x1ref + 1
2
(2.21)
El análisis anterior es válido bajo la suposición que la señal de control u inicia en +1, correspondiendo
con la forma de la señal que se presenta en la Figura 2.2
2.4. Desempeño de la técnica
Con el fin de probar la eficiencia del método, en esta sección se considera la manipulación del sistema
mediante PWM con el ciclo de trabajo de la ecuación (2.9). Se presentan los resultados para el caso de
regulación y rastreo.
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2.4.1. Regulación
Para el caso particular en que los valores sean: referencia de 0.8, γ=0.35, ks=4.5 y condiciones iniciales
x0=(0.8 0.2807541)T , los valores de estado estacionario para la variable asociada a la corriente, la
variable asociada a la tensión y el ciclo de trabajo, en 160 segundos normalizados, son respectivamente
0.27993, 0.79949 y 89.98772 %. El ciclo de trabajo sólo se satura al inicio de las simulaciones para
luego converger al estado estacionario. En la Figura 2.4 se muestra el comportamiento del sistema. El
error de regulación en este caso no supera el 0.0631 %.
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Figura 2.4: Regulación. Comportamiento del sistema.
2.4.2. Rastreo
El sistema ahora tiene como objetivo comportarse como un ondulador, tomando tensión DC de la
fuente de alimentación E y convirtiéndola en AC para ser entregada a la carga. El sistema, con γ = 0.35,
ks = 4.5, x0 = (0.8 0.0711)T y señal de referencia 0.8sin(100pi
√
LC), presenta el comportamiento
mostrado en la Figura 2.5. El sistema se simula durante 600 segundos normalizados. El ciclo de trabajo
se mueve entre el 10% y el 90%, adoptando un comportamiento tal que la carga recibe una tensión
alterna como lo impone la referencia establecida. El máximo error de rastreo se presenta cuando la
referencia cruza por cero, sin sobrepasar el 1.6 %. El comportamiento del error se muestra en la Figura
2.6.
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Figura 2.5: Rastreo. Comportamiento del sistema.
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Figura 2.6: Rastreo. Error de rastreo del sistema.
2.5. Cálculo de control a frecuencia libre
Diversas alternativas para el modelado y control de conversores de potencia son ofrecidas por la lit-
eratura en los últimos años. Para el caso particular del conversor tipo buck, algunos autores exponen
sus ideas para la obtención del modelo matemático que describe al sistema, así como para la ecuación
de la superficie y la forma de la señal de control, entre otros aspectos. Un trabajo en particular es el
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de Spiazzi [Spiazzi et al, 1997], donde se propone un modelado matemático del sistema considerando
como variables de estado el error de regulación x1 = vC − vCref y su derivada x2 = iCC . De esta
manera, el modelo matemático es expresado como
x˙1 = x2
x˙2 = − 1LCx1 − 1RCx2 + ELCu− 1LC vCref
(2.22)
Los autores proponen una superficie de la forma
s(x) = c1x1 + x2 (2.23)
donde c1 corresponde a la constante de proporcionalidad del error, la cual viene dada por c1 = kRC .
La manera de determinar el valor de k garantiza que la dinámica de la superficie, obtenida a partir de
(2.22) y (2.23) como
s(x) = c1x1 + x˙1 (2.24)
sea estable y lo suficientemente rápida sin perder el régimen deslizante. De hecho, la variación de k
induce la aparición de un sobreimpulso en el transitorio del sistema [Spiazzi et al, 1997].
Con base en este modelo y con el fin de realizar tareas de regulación, esta sección presenta el com-
portamiento del sistema cuando se le aplica un control por modos deslizantes con frecuencia de con-
mutación libre, en contraste con el control de frecuencia fija propuesto para el desarrollo del trabajo.
Para el caso, la señal de control aplicada al sistema es de la forma
u =
{ −1 si s(x) > 0
1 si s(x) < 0 (2.25)
Así, a diferencia con lo presentado en [Spiazzi et al, 1997], el circuito es alimentado con E ó −E
determinando el estado de los conmutadores. Con k = 15 y condiciones iniciales cero, la Figura 2.7
muestra el desempeño de la ley de control para dos valores de la referencia de tensión en la carga
vCref . Nótese como la salida de interés corresponde a vC = x1 + vCref .
El error de regulación no supera el 1.1 % en estado estacionario para ambos valores de referencia. Si el
valor de k se disminuye, desaparece el sobreimpulso en la tensión en la carga, pero aumenta levemente
el error de estado estacionario. El Cuadro 2.1 muestra numéricamente el efecto de la variación de k
en el error de regulación en estado estacionario (ess) y en el valor del sobreimpulso (SImax), ambos
medidos en porcentaje.
k 10 11 12 13 14 15 16 17 18
ess 1.34 1.26 1.21 1.05 1.08 1.05 0.97 0.95 0.92
SImax 0 0 0 0 3.10 3.10 3.11 6.36 6.36
Cuadro 2.1: Error en estado estacionario y máximo sobreimpulso con diferentes valores de k.
Con base en los resultados de esta sección y los obtenidos para regulación en la Sección 2.4, se puede
apreciar que el control con frecuencia fija ofrece un error de regulación más bajo respecto a la técnica de
frecuencia libre (0.065 % y 1.1 %, respectivamente). De otro lado, la señal de control que se obtiene en
frecuencia libre, debido a su alta conmutación, puede conllevar a problemas en actuadores, contrastan-
do con la señal de control para la técnica propuesta de frecuencia fija. Esto demuestra algunas ventajas
de la frecuencia fija para su aplicación en el control de conversores de potencia y particularmente para
el control de conversor buck realizado en este trabajo.
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(b) Tensión en la carga. vCref = 20V
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(c) Señal de control. vCref = 32V
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(d) Señal de control. vCref = 20V
Figura 2.7: Control a frecuencia libre de conmutación.
2.6. Conclusiones
Se ha presentado en este capítulo el modelo matemático del sistema y su transformación via cambios de
variable a un modelo matemático normalizado sobre el cual se realiza la aplicación de la estrategia de
control considerada. Adicionalmente se introducen aspectos como la señal de control de pulso centrado
y la deducción del ciclo de trabajo del PWM, lo cual se constituye en el centro de atención de la
técnica, ya que mediante su cálculo se imponen las restricciones de promediado cero en la dinámica de
la superficie (ZAD) y se fundamenta la estrategia de control aplicada al sistema.
El desempeño de la técnica mostrado en la Sección 2.4 es satisfactorio tanto en tareas de regulación
como de rastreo, observándose errores del 0.063 % y del 1.6 %, respectivamente. Con el fin de con-
trastar la estrategia aplicada en tareas de regulación, se han realizado simulaciones sobre el sistema
utilizando modos deslizantes con frecuencia libre de conmutación. Tal contraste muestra que el ZAD
y la frecuencia fija poseen atractivas ventajas en su desempeño, provocando errores teóricamente más
bajos y señales de control implementables en actuadores.
Capítulo 3
Análisis de Perturbaciones
Resumen
En este capítulo se analiza el comportamiento del sistema frente
a perturbaciones ocurridas a la entrada del circuito (fuente de ali-
mentación) y en la salida (resistencia de carga). Se obtienen resulta-
dos teóricos para regulación y rastreo basados en simulaciones con
el modelo normalizado.
El objetivo general de analizar las posibles perturbaciones sobre el sistema surge de la necesidad de
conocer el grado de robustez de la técnica de control cuando ocurren cambios importantes en los
elementos que comúnmente pueden variar dentro de un circuito convertidor de potencia, y los efectos
que el entorno causa sobre el funcionamiento global del sistema. De esta forma, el conocimiento del
comportamiento cualitativo del circuito sometido a posibles perturbaciones entregará información de
gran ayuda en el momento de la implementación del conversor. En [Biel et al, 2001] se verifica el
desempeño de un convertidor buck frente a cambios instantáneos en la resistencia de carga cuando se
controla el sistema mediante métodos cuasi-deslizantes con ZAD. En [Fossas et al, 1992] se analiza y
simula un conversor C´uk bajo la presencia de perturbaciones periódicas en la fuente de alimentación
y bajo cambios pulsantes en la resistencia de carga, utilizando un control deslizante. Los resultados
obtenidos a partir de análisis y simulación muestran que la técnica de control usada reduce la influencia
de la perturbación registrada en la carga o en la entrada de la tensión al sistema.
Las perturbaciones que se consideran en el presente trabajo son de dos clases: perturbaciones del
tipo ruido aleatorio, ubicadas en la entrada del sistema (fuente de alimentación) y perturbaciones del
tipo escalón ubicadas en la salida y representadas como variaciones en la carga resistiva del circuito.
Los resultados presentados a continuación se obtuvieron después de someter el sistema a múltiples
simulaciones y pueden ser tomados como representativos de forma general.
3.1. Perturbaciones en Regulación
El objetivo de esta sección es conocer el desempeño del sistema en presencia de perturbación cuando
se realizan tareas de regulación.
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3.1.1. Perturbaciones en la entrada
En este caso se ha supuesto la existencia de una fuente de ruido en serie con la fuente E que suministra
tensión DC al sistema. Esta fuente de ruido genera señales con magnitud aleatoria de amplitud máxima
equivalente al 10% de la amplitud de E. Así, la condición de amplitud será:
|eη| ≤ 0,1 |E| (3.1)
donde eη corresponde a la amplitud de la señal de la fuente de ruido. El esquema del circuito para este
caso se muestra en la Figura 3.1. En cuanto a la frecuencia de la fuente de ruido, se consideran dos
casos según su rango: bajas y altas frecuencias.
Figura 3.1: Esquema circuital para perturbación de entrada
Frecuencias bajas en la fuente de ruido
Dentro del estudio del comportamiento de los circuitos eléctricos de potencia, es difícil encontrar
señales de ruido con frecuencias del orden de los Hz. Sin embargo, es interesante considerar la pre-
sencia de valores correspondientes a los 50 y 60 Hz, los cuales pueden ser encontrados en la red de
suministro de energía eléctrica AC. Se presentan entonces resultados para estos valores, en donde se
llamará fη a la frecuencia de la fuente de ruido. Con el fin de medir la influencia del ruido sobre las
variables, se determina la varianza de las mismas durante la simulación.
Para el caso fη = 50Hz, el valor de la varianza del ciclo de trabajo se ubica alrededor de 3,1%,
mientras que para las variables de estado del sistema, la varianza se mantiene en valores inferiores a
10−6 para la corriente, y a 10−9 para la tensión, lo que muestra que la fuente de ruido no ejerce un
efecto importante sobre el comportamiento de las variables del sistema. El valor medio del ciclo de
trabajo se mantiene aproximadamente en 90,05% en presencia de la fuente de ruido, saturándose muy
pocas veces. El error de regulación es menor del 0,08% en estado estacionario. En la Figura 3.2 se
muestran los resultados.
Con fη = 60Hz, el comportamiento del sistema es básicamente similar al mostrado con fη = 50Hz,
notándose sólo un leve cambio en el error máximo de regulación.
Según las simulaciones realizadas, el sistema soporta perturbaciones de entrada con valores de amplitud
superiores al 10% de la amplitud de la fuente de alimentación DC, regulando la tensión en la carga y
mostrando errores menores del 2 %. La tolerancia llega hasta amplitudes de señal de ruido de un 16%
aproximadamente sin que el ciclo de trabajo sature ocasionando la pérdida del promedio de dinámica
cero sobre la superficie. La Figura 3.3 ilustra los fenómenos descritos en la tensión y en el ciclo de
trabajo, para una fuente de ruido con fη = 50Hz y amplitud 0.2|E|.
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Figura 3.2: Regulación. Perturbación en la entrada. Frecuencias Bajas. fη = 50Hz
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Figura 3.3: Regulación. Perturbación en la entrada. |eη| = 0,2 |E|
Frecuencias altas en la fuente de ruido
Como frecuencias altas se consideran, para el presente caso, valores de fη en el rango de 1 a 10 MHz.
Los resultados obtenidos reflejan que el aumento en la frecuencia no modifica el comportamiento
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del sistema respecto al mostrado con perturbaciones de baja frecuencia. Las varianzas y los valores
medios de las variables de estado no se modifican considerablemente. La varianza del ciclo de trabajo
es la única característica que sufre cierto cambio, pues para estas frecuencias se encuentra entre 2,4%
y 2,7%. El error de regulación se mantiene por debajo del 0,08% en estado estacionario.
El aumento de la amplitud de la perturbación genera iguales efectos en el sistema si la frecuencia de la
fuente de ruido está en rangos altos o bajos.
3.1.2. Perturbaciones en la salida
Existen diversos dispositivos que requieren el suministro de tensión regulada y/o que varían sus parámet-
ros de tal forma que su valor como carga dentro de un sistema global cambia considerablemente. Es
así como un conversor de potencia está destinado a entregar la tensión requerida contando con una ley
de control diseñada para que sea robusto ante cambios en el dispositivo al que se le entrega la señal de
tensión regulada.
Con el fin de analizar la influencia de las perturbaciones en la salida del sistema, se modifica el valor
nominal de la carga, con variaciones en R de ±30%, lo cual se refleja en una modificación del valor de
γ para el modelo normalizado del sistema. Recuérdese que:
γ =
1
R
√
L
C
(3.2)
La perturbación es aplicada pasados 150 segundos normalizados desde el inicio de la simulación. A
continuación se realizan las correspondientes observaciones del comportamiento del sistema, según
sea la variación de la carga.
Variación de la carga 30% por debajo (R = 14Ω)
En el caso en que el sistema tenga una variación instantánea en la carga, disminuyendo ésta de 20Ω a
14Ω, la corriente en la inductancia aumenta de manera sobreamortiguada hasta alcanzar un valor esta-
cionario alrededor de 0,40389 luego de la aparición de la perturbación. El ciclo de trabajo se estabiliza
nuevamente al 90% aproximadamente. La variable controlada tarda 28.27 segundos normalizados en
recuperar el estado estacionario. El máximo error de regulación, ocurrido al momento del cambio de
la carga, no supera el 4%. La Figura 3.4 muestra el comportamiento del sistema.
Variación de la carga 30% por encima (R = 26Ω)
Si por el contrario la carga del sistema aumenta instantáneamente de 20Ω a 26Ω, la corriente y el
ciclo de trabajo presentan comportamientos similares y tardan más tiempo en recuperar su estado esta-
cionario respecto al fenómeno de perturbación por disminución del valor de R. La tensión se reduce
instantáneamente alcanzando un máximo de error de regulación de 1,5% aproximadamente. Posteri-
ormente, la tensión tarda cerca de 28 segundos normalizados en regresar, de forma sobreamortiguada,
al valor de estado estacionario. El comportamiento del sistema se muestra en la Figura 3.5.
Otros valores en la resistencia de carga
Se puede considerar que el valor de la resistencia de carga alcance valores por fuera de los rangos
tratados anteriormente. Para esto, es importante conocer la estabilidad del sistema ante variaciones
mayores del ±30%, recordando que cualquier modificación de R afecta el valor de γ, parámetro que
a su vez es determinante en la estabilidad del sistema [Angulo et al, 2003].
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Figura 3.4: Regulación. Perturbación en la salida. R = 14Ω
Si el valor de la carga se reduce más del 30% por debajo del valor nominal, sin llegar al cortocircuito,
el sistema no se inestabiliza y regresa al valor de regulación para la tensión. El costo de la reducción del
valor de la carga se refleja en el aumento de la corriente en el inductor y en la disminución instantánea
de la tensión en el momento de la aparición de la perturbación, elevándose el valor del error máximo
de regulación. Para un caso puntual, si se supone una disminución instantánea de la carga hasta R =
10Ω, el error máximo de regulación es del 15,23% y la corriente alcanza un nuevo valor estacionario
de 0.56543. El ciclo de trabajo se ajusta luego de la aparición de la perturbación para mantener el
comportamiento del sistema. Así, el valor de γ pasa de 0.35 a 0.707, y se mantiene mayor que el limite
establecido en [Angulo and Fossas, 2003], el cual es de 0.26. La Figura 3.6 presenta el comportamiento
del sistema.
Se debe tener en cuenta que si el valor de R disminuye, la corriente aumenta y puede alcanzar mag-
nitudes que no son posibles de manejar por un sistema real. Por lo tanto, la resistencia tiene una
restricción de valor mínimo impuesta por la corriente que soporten los elementos del circuito y, en la
práctica, dispositivos de protección para sobrecorriente son usualmente implementados con el fin de
evitar daños en los componentes del sistema.
Valores por encima del 30 % de aumento de la carga en el circuito provocan fenómenos interesantes
de observar. La Figura 3.7 describe el caso en que la resistencia de carga cambia abruptamente del
valor nominal a 20KΩ. Cuando esto sucede, el sistema continua regulando luego de un transitorio de
recuperación que tarda alrededor de 124 segundos normalizados (Figura 3.7(a)). La corriente sufre un
importante cambio luego de la perturbación, mostrando oscilación entre valores positivos y negativos
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Figura 3.5: Regulación. Perturbación en la salida. R = 26Ω
(Figura 3.7(e)). En cuanto al ciclo de trabajo se observa que comienza a saturar de manera frecuente
y toma valores alrededor del 80 %. Sin embargo, se puede notar mediante la Figura 3.7(d) que la su-
perficie deslizante aparentemente no pierde su promedio cero en cada periodo de conmutación. Esto
se muestra con mayor detalle en la Figura 3.7(f). Se realizaron simulaciones para valores de carga su-
periores (tendiendo al circuito abierto) obteniéndose resultados bastantes similares a los anteriormente
descritos. Con estos valores de resistencia de carga, el valor que toma γ, dado por la ecuación (3.2),
hace que el sistema muestre fenómenos no lineales como bifurcaciones y caos, según el caso.
3.2. Perturbaciones en Rastreo
El análisis de las perturbaciones presentes en el sistema cuando éste se comporta como ondulador
tiene un objetivo similar al análisis realizado cuando se considera la tarea de regulación. Conocer
e identificar los fenómenos que ocurren en presencia de perturbaciones permite valorar y ajustar la
técnica de control para hacerla robusta a partir de la modificación de los parámetros comprometidos.
3.2.1. Perturbaciones en la entrada
Se considera la configuración mostrada en la Figura 3.1 y se tienen en cuenta las mismas considera-
ciones hechas para el análisis de estas perturbaciones en regulación.
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Figura 3.6: Regulación. Perturbación en la salida. R = 10Ω
Frecuencias bajas en la fuente de ruido
Como frecuencias bajas se consideran valores de fη = 50Hz y fη = 60Hz, debido a la posible
aparición de estas magnitudes frecuenciales en la señal de la red eléctrica AC. Con fη = 50Hz, el
ciclo de trabajo se ajusta de manera que el objetivo de control se cumpla, observándose que en los
periodos de conmutación en los que la referencia alcanza su máxima amplitud negativa, d presenta
valores por debajo del 10%. Las señal de tensión en el condensador, correspondiente a la tensión
entregada por el circuito a la carga, no sufre efecto alguno por la presencia del ruido, ni cambia su fase
o su amplitud. El rastreo se realiza de forma satisfactoria y el sistema es robusto con este valor de fη.
La corriente en el inductor mantiene su comportamiento oscilatorio sin sufrir ningún efecto debido a
la perturbación.
Si se considera fη = 60Hz, el sistema es también robusto a la presencia de la señal de ruido. La Figura
3.8 muestra el sistema con las condiciones de simulación predefinidas y con fη = 50Hz.
Frecuencias altas en la fuente de ruido
En este caso, la señal proveniente de la fuente de ruido posee una frecuencia fη que alcanza los MHz,
lo cual hace que la señal DC de la fuente E posea un "rizado" de amplitud variable, siempre cumplién-
dose la condición propuesta en la ecuación (3.1). A pesar de la diferencia de frecuencia, el sistema no
muestra ningún comportamiento distinto al observado con perturbaciones de baja frecuencia, excepto
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Figura 3.7: Regulación. Perturbación en la salida. R pasa de 20Ω a 20KΩ
en el ciclo de trabajo, en el cual se observan valores levemente superiores al 90%. El error de rastreo
no supera en ningún caso el 1.8 %.
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Figura 3.8: Rastreo. Perturbación a la entrada. Frecuencias bajas. fη = 50Hz
3.2.2. Perturbaciones en la salida
Los cambios son de tipo escalón y se introducen pasados 150 segundos normalizados desde el inicio
de la simulación, considerándose variaciones del ±30% en el valor nominal de R.
Variación de la carga 30% por debajo (R = 14Ω)
Cuando el valor de R disminuye a 14Ω, el ciclo de trabajo se ajusta de tal forma que la tensión del
condensador no presenta ningún efecto importante debido al cambio de la carga, aunque el error de
rastreo aumenta levemente, sin sobrepasar el 2.1 % y la corriente en el inductor aumenta su amplitud
pico. El ciclo de trabajo presenta pequeñas oscilaciones antes de estabilizarse nuevamente. En la Figura
3.9 se observa el efecto de la variación de R a 14Ω.
Variación de la carga 30% por encima (R = 26Ω)
Si el cambio de la carga se realiza aumentando su valor nominal, el sistema sigue siendo estable, pero
exhibe fenómenos no lineales en su comportamiento debido al nuevo valor de γ [Angulo et al, 2003].
El rastreo no sufre ningún efecto debido a la perturbación y por el contrario el error disminuye apro-
ximadamente un 0.2 %. La corriente asume las consecuencias de la perturbación, disminuyendo su
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Figura 3.9: Rastreo. Perturbación a la salida. R = 14Ω
amplitud y tardando más tiempo en alcanzar su valor de estado estacionario. La Figura 3.10 muestra el
comportamiento del sistema con esta variación en la carga.
Otros valores en la resistencia de carga
Como en el caso de regulación, se aumenta la carga por encima de los 26Ω o se disminuye por debajo
de 14Ω. Por un lado, si se establece un cambio de la carga, tomando R un valor menor a 14Ω, el
comportamiento de la tensión de salida deja ver el efecto de la perturbación, aunque éste es corregido
rápidamente por el ajuste del ciclo de trabajo. La amplitud en la corriente del inductor aumenta y
el error de rastreo alcanza un máximo en el momento de la aparición de la perturbación, el cual es
inversamente proporcional al nuevo valor de la carga. En la Figura 3.11(a) se muestra simultáneamente
la salida del sistema (tensión en el condensador) y la referencia impuesta, cuando R cambia de 20Ω a
5Ω. Se observa que luego de la perturbación, la salida tiende a seguir a la referencia de la misma forma,
aumentando levemente el error en régimen permanente. El máximo error alcanza el 30%. En la Figura
3.11(b) se muestra el comportamiento del ciclo de trabajo con esta perturbación de carga.
Por otro lado, si se somete el sistema a una perturbación tal que R sea superior a 26Ω, se continúa
realizando el rastreo aunque se presentan algunos picos cuando la señal cruza por cero. Tales picos se
producen debido a que el sistema se encuentra trabajando en zona de caos y se vuelve muy sensible
al cambio de sus condiciones y parámetros. La periodicidad de aparición y la amplitud de los picos
de tensión no son constantes y sólo se observa su presencia cuando el cambio de referencia es de
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Figura 3.10: Rastreo. Perturbación a la salida. R = 26Ω
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Figura 3.11: Rastreo. Perturbación a la salida. R = 5Ω
valor positivo a negativo. Este fenómeno se muestra en la Figura 3.12(a). El ciclo de trabajo satura
periódicamente perdiendo su comportamiento de régimen permanente. En cuanto a la corriente, su
máxima amplitud desciende como consecuencia del nuevo valor de resistencia. La superficie deslizante
mantiene su promedio cero en cada periodo de conmutación excepto donde se manifiestan los picos de
tensión. El error de rastreo se mantiene por debajo del 2 % excepto en los momentos en que aparecen
los fenómenos observados en la tensión del condensador. Estos comportamientos se muestran en la
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Figura 3.12. Al aumentar el valor de la resistencia, tendiendo a simular el circuito abierto, el sistema
exhibe el comportamiento descrito para el caso anteriormente considerado.
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Figura 3.12: Rastreo. Perturbación a la salida. R pasa de 20Ω a 20KΩ
3.3. Conclusiones
En este capítulo se han presentado diferentes pruebas numéricas mediante las cuales se observa el
comportamiento del conversor buck frente al efecto de perturbaciones en la entrada de alimentación
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continua y en la carga. La Figura 3.13 ofrece una idea global de las simulaciones realizadas.
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Figura 3.13: Esquema general del desarrollo del capítulo.
Cuando el conversor realiza tareas de regulación, las posibles perturbaciones en la entrada, acotadas por
la relación (3.1), no afectan de manera considerable el desempeño del sistema y, aunque los valores en
estado estacionario de las variables de estado se modifican levemente, el sistema en conjunto responde
a la referencia establecida sin observarse fenómenos relevantes en su comportamiento y conservando
el promedio de dinámica cero sobre la superficie. Considerar rangos altos o bajos en la frecuencia
de la señal de perturbación no representa discriminación importante para la dinámica del sistema.
En cuanto a las perturbaciones en la carga, es de especial interés práctico el caso en que el valor
de la resistencia disminuye abruptamente. Esto causa niveles de corriente que, dependiendo de los
dispositivos utilizados como actuadores (conmutadores), pueden ser elevados y encontrarse fuera del
rango de magnitud tolerable. Por otro lado, si R toma valores considerablemente superiores al nominal
(del orden de los KΩ) hasta llegar al circuito abierto, el sistema continua regulando pero permite
observar fenómenos no lineales en sus variables de estado. En términos generales el sistema se recupera
rápidamente de la aplicación de la perturbación, tardando en promedio 30 segundos normalizados en
regresar al estado estacionario (equivalentes a 8.5 milisegundos en el modelo real del sistema). El error
de regulación para todos los casos no superó nunca el 2 %.
En cuanto al sistema realizando tareas de rastreo, se puede concluir que las perturbaciones en la fuente
de alimentación E no afectan el funcionamiento global y la señal de referencia se obtiene en la salida
sin cambio considerable de amplitud y sin presentar desfase. Con la variación de la resistencia de carga
el sistema continua rastreando, pero dependiendo de la magnitud de dicha variación, puede encontrarse
en una zona de trabajo tal que tienda a inestabilizarse fácilmente. El efecto del cambio de polarización
en la señal de referencia es un factor para que se observen picos bruscos de magnitud en el compor-
tamiento de las variables de estado. El error de rastreo se mantiene por debajo del 2 % y la condición
impuesta a la dinámica de la superficie se cumple. Estas características se pierden en los momentos
donde se presentan los picos mencionados anteriormente, los cuales posiblemente no sean vistos al
momento de la implementación física del sistema debido a efectos de los componentes electrónicos,
saturaciones y otros fenómenos propios de los dispositivos.
Capítulo 4
Estabilidad y Control con Atraso 1-T
Resumen
En este capítulo se analiza la estabilidad del sistema mediante el cálculo
de los Exponentes de Lyapunov y, como caso particular, se estudia el de-
sempeño y la estabilidad cuando se considera un atraso de periodo de con-
mutación en el cálculo de la señal de control. Además se realizan las sim-
ulaciones para determinar si la variación de los parámetros ks y E generan
cambios cualitativos en el comportamiento del sistema, llegando a provo-
car fenómenos como bifurcaciones y caos. Se exponen los resultados de
las simulaciones realizadas y se concluye acerca de la influencia de cada
parámetro considerado sobre la estabilidad del sistema.
4.1. Análisis de Estabilidad
A partir del estudio hecho en el Capítulo 3 referido al análisis de perturbaciones, es interesante observar
el comportamiento del sistema frente a variaciones en la constante de tiempo de la superficie ks. En
esta sección se utiliza el cálculo de los Exponentes de Lyapunov con el fin de conocer la estabilidad del
sistema frente a cambios en el parámetro considerado cuando se realizan tareas de regulación y rastreo.
4.1.1. Exponentes de Lyapunov
Un Exponente de Lyapunov (EL) es una medida de la tendencia a la atracción o repulsión desde un
punto fijo en el espacio de estado, pudiendo ser aplicada esta noción a la divergencia de trayectorias
cercanas a cualquier punto del espacio de estado. Para espacios multidimensionales, el EL está asociado
con la tasa de expansión o contracción de trayectorias para cada una de las direcciones en el espacio de
estado [Hilborn, 1994]. Considérense dos trayectorias de una ecuación diferencial que se encuentran
separadas una distancia c0 infinitesimalmente pequeña para un tiempo t = 0. El comportamiento de
divergencia de las trayectorias al cabo de un tiempo t > 0, denotado como c(t), obedece a la ecuación:
c(t) = c0eλt (4.1)
donde λ es el EL de las trayectorias. Si λ es positivo y el sistema evoluciona en una región finita del
espacio de estado, se está en presencia de un comportamiento caótico [Hilborn, 1994]. Así, los EL son
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una herramienta útil para detectar y cuantificar el caos en el comportamiento de un sistema dinámico
[Chan and Tse, 1997].
El procedimiento para el cálculo de los (EL) del sistema parte del mapeo de Poincaré de las ecuaciones
de estado del sistema, dado por la expresión [Aström and Wittenmark, 1997]
x((k + 1)T ) = eATx(kT ) +
(
eA(T−
d
2 ) + I
)
A−1
(
eA
d
2 − I
)
b
−eA d2A−1
(
eA(T−d) − I
)
b (4.2)
Es posible utilizar directamente el mapeo debido a que no se presentan discontinuidades de campo al
momento de muestrear, es decir, el signo de la señal de control utilizada es el mismo para KT+ y para
KT− [Lim and Hamill, 1999]. Esta consideración se muestra en la Figura 4.1.
Figura 4.1: Señal de Control. Continuidad de campo.
Diversos estudios realizados en conversores de potencia utilizan los EL con el fin de determinar la
posible pérdida de estabilidad y la presencia de fenómenos no lineales en la dinámica estos sistemas.
Galias [1998] se usa los EL con el fin de caracterizar la sincronización de sistemas caóticos. Mues-
tra en su trabajo que existe una fuerte correlación entre un tipo de EL, conocidos como transversales
locales, y el comportamiento de los sistemas caóticos acoplados. Chan y Tse [Chan and Tse, 1997]
estudiaron los caminos de evolución hacia comportamiento caótico presentes en un conversor DC/DC
boost simple de segundo orden con un control de corriente programada bajo presencia y ausencia de
realimentación de tensión. Mediante el cálculo de los EL confirmaron la exhibición de órbitas cuasiper-
iódicas en el sistema. Además mostraron que al variar la corriente de referencia aparecían bifurcaciones
cuasiperiódicas (que suceden cuando el máximo EL se hace igual a cero), bifurcaciones 2-T y 4-T ,
llegándose finalmente al caos. Como conclusión relevante de este estudio, los autores muestran que
las bifurcaciones cuasiperiódicas son características de los conversores DC/DC de corriente programa-
da y dependiendo del conjunto de parámetros seleccionados, la ruta hacia el comportamiento caótico
podría exhibir este tipo de bifurcación. Iu y Tse [1999, 2000] usan los EL con el fin de analizar la
sincronización de dos conversores tipo C´uk. Dependiendo de la información entregada por este tipo
de exponentes, los autores pueden determinar la viabilidad de sincronización del sistema bajo ciertas
condiciones paramétricas.
4.1.2. Cálculo de los EL
El cálculo de los EL parte de la solución de las ecuaciones del Mapeo de Poincaré (ecuación (4.2)). Se
considera que esta solución puede ser expresada de forma general como:
x(k + 1) = f(x(k)) (4.3)
Sea J(f(x(k))) la matriz jacobiana de (4.3) y αi [J(f(x(k)))] el i-ésimo valor propio de J(f(x(k))).
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La expresión para el EL asociado al i-ésimo valor propio está dada por:
λi = l´ım
n→∞
{
1
n
n∑
k=1
log |αi [J(f(x(k)))]|
}
(4.4)
donde n es el número de muestras.
Cuando el sistema realiza tareas de regulación, la evolución de los EL respecto a la constante de tiempo
de la superficie ks, con una referencia de 0.8 se muestra en la Figura 4.2. Se puede observar que para
valores de ks mayores a 3.3 aproximadamente, los EL son ambos negativos y el sistema presenta
comportamiento estable [Angulo et al, 2003].
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Figura 4.2: Exponentes de Lyapunov para regulación. x1ref=0.8
Si el sistema hace rastreo y la referencia es fijada en 0.8sin(100pi√LC t), el límite de estabilidad
varía levemente respecto al sistema en regulación, ya que los EL se hacen ambos negativos a partir de
un ks de 3.1 aproximadamente. Valores menores a 3.1 hacen el sistema inestable. La evolución de los
EL al variar ks se muestra en la Figura 4.3. En esta figura no se presenta el comportamiento real de
los EL cuando el sistema es inestable ya que en este rango el ciclo de trabajo puede tomar un valor
de cero, lo que implica un cambio en la señal de control u al momento de muestrear, perdiéndose la
continuidad de campo (Figura 4.1).
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Figura 4.3: Exponentes de Lyapunov para rastreo. x1ref=0.8sin(100pi
√
LC t)
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4.2. Diagramas de Bifurcaciones
Dentro del desarrollo de esta sección se analizará el efecto de la variación del valor de la fuente de
alimentación E del circuito y de la constante de tiempo de la superficie sobre el comportamiento del
sistema. La idea fundamental es saber si ellos son parámetros de bifurcación.
Una bifurcación es un fenómeno que ocurre en un sistema dinámico cuando se presenta un cambio
cualitativo de su comportamiento como respuesta a la variación de un parámetro. Este cambio puede
hacer que se altere el número de puntos de equilibrio, la característica de las órbitas existentes en el
sistema, etc. El valor del parámetro en el cual ocurre una bifurcación se conoce como valor crítico o
valor de bifurcación [Slotine, 1993].
Diversos estudios realizados en conversores de potencia tratan el tema de las bifurcaciones. En cuanto
a conversores en general, Di Bernardo y sus colaboradores proponen y sustentan un nuevo mapeo dis-
creto para el análisis de fenómenos de bifurcación y caos en los conversores DC-DC controlados por
PWM [Di Bernardo et al, 1998]. Dentro de este trabajo se presentan las condiciones para la existencia
de estos fenómenos y por primera vez en la literatura la existencia de "fingers" en conversores. En
otro de sus trabajos [Di Bernardo et al, 1999] se discute la relación directa entre la aparición de bifur-
caciones de doble espiral y las soluciones periódicas denominadas órbitas deslizantes exhibidas por los
conversores DC-DC.
Particularizando a los conversores tipo buck, Fang y Abed [2001] estudian la aparición de bifurcaciones
biperiódicas mediante el análisis de balance armónico, obteniéndose la condición para que se dé este
tipo de fenómeno bajo diversas topologías del sistema. Olivar y Fossas [2001] utilizan el paquete de
simulación estándar conocido como AUTO con el fin de calcular bifurcaciones y puntos fijos dentro de
la dinámica de un conversor buck controlado por PWM. Yuan y sus colaboradores [Yuan et al, 1998]
han mostrado que muchas de las bifurcaciones observadas en los conversores buck son de tipo colisión
de borde, las cuales no cambian su estructura local con la variación del parámetro relacionado. Median-
te el método propuesto, basado en la construcción de una representación en forma normal del sistema,
los autores pueden predecir la estructura local de tales bifurcaciones no sólo para este conversor sino
para otros sistemas de estructura variable.
Chakrabarty [1996] analiza el convertidor cuando son tenidos en cuenta como parámetros de bifur-
cación la tensión de alimentación de entrada, la resistencia de carga, el valor de la inductancia y la fre-
cuencia y amplitud de la señal triangular del PWM. Por otro lado, Flegar y su equipo de investigadores
[2002] excluyen la consideración de la resistencia de carga y se efectúa el análisis de diagramas de
bifurcación de dos parámetros.
4.2.1. ks como parámetro de bifurcación
En esta sección se propone considerar la constante de tiempo ks relacionada con la superficie como
parámetro de bifurcación cuando el conversor realiza tareas de regulación. En la Figura 4.4 se observa
la variación del parámetro de bifurcación seleccionado y su influencia en la variables asociadas a la
corriente, a la tensión y en el ciclo de trabajo dado en porcentaje. Para este caso x1ref=0.8.
Nótese en las figuras que a medida que ks disminuye su valor en el rango considerado, iniciando en
4.5, existe un valor crítico en el cual las variables de estado y el ciclo de trabajo cambian su compor-
tamiento, apareciendo bifurcaciones biperiódicas y luego de periodo mayor. Este efecto se mantiene
con la disminución de ks hasta que el sistema entra en régimen caótico [Angulo and Fossas, 2003].
Obsérvese en la Figura 4.4(a) que d tiende a saturarse para valores de ks por debajo de 3.3. A partir
de los resultados obtenidos mediante el cálculo de los EL y de la observación de los diagramas de
bifurcación de la Figura 4.4 se puede concluir que ks es un parámetro de bifurcación en el sistema.
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Figura 4.4: Diagrama de bifurcaciones. Parámetro: ks.
4.2.2. E como parámetro de bifurcación
Se podría pensar, basándose en trabajos reportados en la literatura [Chakrabarty, 1996, Flegar et al, 2002],
que la magnitud de la fuente de alimentaciónE podría generar bifurcaciones. En esta sección se estudia
si la variación de E induce bifurcaciones para el cálculo de d propuesto en este trabajo. Por tanto, se
analiza el sistema a partir de la Aplicación de Poincaré de sus ecuaciones de estado (ecuación (4.2)) cal-
culando los autovalores de su matriz Jacobiana y observando si la parte real de éstos se mantiene dentro
del círculo unitario, es decir, | λi | < 1 para i = 1, 2. Así, los cálculos muestran que los autovalores
varían en el décimo decimal y se mantienen en λ1 = 0,9617771866 y λ2 = − 0,9847973613.
De manera análoga al procedimiento realizado con ks, para la variación de E se obtiene el compor-
tamiento del ciclo de trabajo y de las variables asociadas a la tensión del condensador y la corriente
del inductor. La referencia se impone para que sea el 80 % del valor de E. Dado que en el modelo
normalizado del sistema E no aparece explícitamente, se procedió a usar el modelo real del sistema.
Concluidos los cálculos se escalan nuevamente los estados para presentarlos en los mismos rangos
mostrados hasta ahora. En la Figura 4.5 se presenta el comportamiento de las variables mencionadas.
Nótese que el ciclo de trabajo tiende al valor de estado estacionario y la tensión de salida sigue satis-
factoriamente a la referencia.
Por lo tanto, a partir de los resultados mostrados por los diagramas de bifurcación de la Figura 4.5 y
por el análisis de los valores propios del Jacobiano del sistema, se concluye en este caso que E no es
un parámetro de bifurcación.
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Figura 4.5: Diagrama de bifurcaciones. Parámetro: E.
4.2.3. Espacio de Parámetros
En esta sección se calcula de manera numérica la región de estabilidad del sistema cuando se realiza
la variación de la inductancia, la capacitancia y la resistencia de los respectivos elementos del circuito
que conforman al conversor. Para desarrollar este estudio se utilizó el modelo real del sistema dado
en la ecuación (2.2) ya que permite discriminar directamente y de manera más sencilla el valor de los
parámetros con el fin de realizar las variaciones correspondientes. Mediante las simulaciones realizadas
se logra determinar una frontera clara entre estas zonas dentro de un espacio tridimensional formado
por los mencionados parámetros. La Figura 4.6 muestra una superficie que delimita estas dos zonas
para un valor de la constante de tiempo de la superficie ks=0.0013 (Correspondiente a ks=4.5 en el
modelo normalizado). Un punto ubicado en la zona bajo la superficie corresponde a combinación de
valores de R, L y C con la cual el sistema tendrá los valores propios de la matriz Jacobiana de su
aplicación de Poincaré dentro del círculo unitario y por tanto será estable. En contraste, un punto
perteneciente a la zona ubicada por encima de la superficie corresponde a una combinación de valores
de los parámetros que hacen que el sistema sea inestable.
Esta superficie cambia de posición espacial a medida que se modifica el valor de ks. El valor de la
resistencia se varía entre 10Ω y 30Ω; para la inductancia se varía entre 200µH y 20mH , y para la
capacitancia entre 10µF y 500µF . Se consideraron estos rangos de tal manera que en ellos estu-
vieran incluidos valores de parámetros usados en topologías circuitales presentadas en la literatura
[Deane et al, 1999, Fossas and Olivar,1996, Hamill et al, 1992, Tymerski, 1989]. En la Figura 4.7 se
presentan algunas superficies para diversos valores de ks. Nótese que a medida que tal parámetro
aumenta su valor, la región de estabilidad tiende a ser mayor dentro del espacio de parámetros consi-
derado, como era de esperarse de acuerdo con el cálculo de los EL (Figura 4.2).
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Figura 4.6: Espacio de Parámetros. ks=0.0013.
4.3. Análisis del sistema con atraso 1-T
En las secciones y capítulos anteriores el desempeño del sistema considera un cálculo del ciclo de tra-
bajo en tiempo real, es decir, obteniendo d inmediatamente después de cada toma de muestra. Debido a
que los dispositivos físicos que utilizan PWM de pulso centrado presentan retardos es necesario consid-
erar la presencia de este fenómeno. Tales retardos pueden ser ocasionados por procesos de adquisición,
propagación de señales en integrados y tiempos de conversión, entre otros.
A causa de los buenos resultados que se obtienen con la técnica ZAD en tiempo real, es conveniente
analizar el desempeño del sistema cuando se presenta un pulso de atraso (atraso 1-T ). En este caso se
considera que el ciclo de trabajo a ser aplicado en (k + 1)T es calculado con el valor de los estados
en KT . Con el fin de conocer la estabilidad del sistema ante esta situación y realizando tareas de regu-
lación, se utilizan los EL y se calculan para el sistema con atraso 1-T . Debido a que se observa que el
sistema es inestable, se aplica la técnica de control recientemente reportada en [Angulo et al, 2003(b)]
y se calculan nuevamente los EL con el fin de conocer la estabilidad del sistema resultante.
4.3.1. Estabilidad considerando atraso 1-T
En esta sección se muestra el efecto sobre el comportamiento y la estabilidad del sistema cuando el
cálculo del ciclo de trabajo d se realiza a partir de los estados atrasados un periodo de conmutación. La
evolución de los EL calculados se muestra en la Figura 4.8. Nótese que ambos exponentes son iguales
y positivos a lo largo del rango de ks considerado, lo que indica que el sistema es inestable.
El comportamiento de las variables de estado y del ciclo de trabajo para el sistema con atraso 1-T se
muestran en la Figura 4.9. Esta figura corrobora el comportamiento inestable del sistema, predicho me-
diante el cálculo de sus EL. El ciclo de trabajo oscila tendiendo a saturación y desaparece la regulación
de la variable x1.
4.3.2. Control considerando atraso 1-T
En esta sección se controla el sistema con atraso 1-T mediante la técnica recientemente reportada en
[Angulo et al, 2003(b)], la cual se basa en la inducción del ciclo de trabajo de estado estacionario.
40
(a) ks=6.6x10−4. (b) ks=0.0042.
(c) ks=0.0088. (d) ks=0.0121.
(e) ks=0.0158.
Figura 4.7: Espacio de Parámetros. Diversos valores de ks.
Sea d̂ el ciclo de trabajo calculado para el sistema con atraso 1-T y dss el valor del ciclo de trabajo
esperado para el sistema de la Sección (2.4). A partir de la ecuación (2.21)
d∗reg =
T
2
(1 + x1ref )
se genera un nuevo ciclo de trabajo como
dctr =
dˆ+ dss
2
(4.5)
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Figura 4.8: Exponentes de Lyapunov. Sistema con atraso 1-T .
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Figura 4.9: Comportamiento del sistema con atraso 1-T . ks=4.5.
donde dss = d∗reg. Con este ciclo de trabajo se realiza el control propuesto, lográndose que las variables
x1 y x2 tiendan al valor de estado estacionario esperado y el sistema se estabilice. Los EL calculados
para el sistema luego de aplicar el control, mostrados en la Figura 4.10, determinan que el sistema
será estable para valores de ks superiores a 3.9 aproximadamente. La Figura 4.11 permite observar el
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comportamiento del sistema considerando dctr como ciclo de trabajo.
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Figura 4.10: Exponentes de Lyapunov. Sistema con atraso 1-T y control.
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Figura 4.11: Comportamiento del sistema con atraso 1-T y control. ks=4.5.
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4.4. Conclusiones
En este capítulo se han presentado resultados numéricos de la estabilidad del sistema frente a la
variación de parámetros asociados al conversor y a la superficie de deslizamiento utilizada. Se re-
curre al cálculo de los Exponentes de Lyapunov con el fin de detectar la presencia de fenómenos no
lineales y de encontrar el rango de estabilidad en función del parámetro ks. Las simulaciones indican
que este parámetro afecta el comportamiento cualitativo de las variables de estado y del ciclo de tra-
bajo. En contraste, la variación de la magnitud de la fuente de alimentación E no consigue generar
cambios cualitativos relevantes ni desestabilizar el sistema. Los anteriores resultados se sustentan con
los diagramas de bifurcaciones presentados en las Figuras 4.4 y 4.5, así como con el cálculo de los
valores propios de la matriz Jacobiana del mapeo de Poincaré del sistema.
En cuanto al sistema con atraso 1-T , su comportamiento y el cálculo de sus EL determinan que será
inestable sin importar la variación de los parámetros que, como se vio en secciones anteriores, juegan
papeles decisivos en la estabilidad. Con el fin de obtener los EL del sistema con atraso 1-T es necesario
calcular el Jacobiano proveniente de un sistema de tres ecuaciones con estados x1, x2 y d, que corre-
sponden a las expresiones (4.2) y a una ecuación para d((k + 1)T ) en función de los estados xi(KT )
(i = 1, 2), d(KT ), referencia y parámetros del sistema y la superficie. Tal Jacobiano posee tres valores
propios, de los cuales dos están relacionados con las variables de estado del sistema (ecuación (4.2)) y
son de especial interés para el cálculo de los EL.
Mediante una técnica recientemente reportada en la literatura [Angulo et al, 2003(b)], consistente para
este caso en la inducción del ciclo de trabajo de estado estacionario correspondiente al sistema sin atra-
so, se logra estabilizar las variables de estado y llevarlas a los valores de estado estacionario deseados.
Con esta técnica se obtienen resultados satisfactorios en cuanto a rangos de estabilidad y velocidad de
respuesta del sistema.
Capítulo 5
Implementación y Resultados Prácticos
Resumen
En este capítulo se documenta de manera detallada la implementación del
conversor de potencia manejado por PWM. Se explican las diferentes eta-
pas del sistema físico y se muestran los resultados obtenidos. Inicialmente
se realiza un análisis del sistema mediante una herramienta de simulación
desarrollada con SIMULINKr, la cual contempla la mayor cantidad de
pormenores y limitantes existentes en laboratorio. Por último de presentan
los resultados de la experimentación.
5.1. Aspectos Generales
La implementación del sistema consiste básicamente de cuatro partes principales, las cuales se dis-
criminan en el esquema de la Figura 5.1
En primer lugar se encuentra la conformación de la superficie de deslizamiento basada en las
variables físicas adquiridas del circuito de potencia. Tal superficie se construye con un circuito
basado en amplificadores operacionales. Además de las variables del circuito, se introduce la
tensión de referencia.
En segundo lugar se encuentra la etapa de conversión análogo-digital, realizada por conversores
de 8 bits de resolución. Es en esta parte donde la señal proveniente de la tarjeta analógica es
discretizada y digitalizada para ser adquirida por el tercer bloque.
En tercer lugar se encuentra etapa del cálculo del ciclo de trabajo y generación de las señales de
control. Esta parte es realizada por un dispositivo FPGA, cuyas características y especificaciones
se presentarán posteriormente. Tal dispositivo realiza los cálculos necesarios para obtener el
ciclo de trabajo y compararlo con una señal triangular de frecuencia fija originada también por
la FPGA. Como resultado de esta comparación se genera la señal de control que es aplicada a
los conmutadores.
Por último se encuentra el circuito del conversor, en el cual se puede identificar la etapa de
conmutación conformada por 4 transistores de potencia, la parte del filtro LC y el resistor de
salida (carga).
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Figura 5.1: Esquema básico de la implementación del sistema.
El diseño implementado tiene como objetivo fundamental poder observar en la práctica el desempeño
de la ley de control basada en Modos Deslizantes realizando tareas de regulación, además de la visu-
alización experimental de fenómenos no lineales en circuitos electrónicos de potencia. Por tal motivo
existen interacciones adicionales entre los bloques anteriormente descritos además de las preestableci-
das por la topología del lazo de control. Lo que se pretende con estas interrelaciones básicamente es
variar parámetros de manera global o realizar medidas de variables del sistema, según sea conveniente.
5.2. Simulaciones
Previo a la implementación del sistema físico se ha realizado un programa en SIMULINKr de
MATLABr, el cual contempla de manera teórica una gran mayoría de las etapas y manipulaciones
de las señales existentes en el sistema real. Algunos de los bloques contienes constantes o parámetros
que serán definidos y explicados en secciones posteriores de este capítulo.
5.2.1. Estructura del Modelo
La Figura 5.2 muestra el esquema básico inicial del modelo diseñado. Dentro de éste se pueden distin-
guir las siguientes partes:
Placa Analógica de conformación de la superficie. En este bloque se consideran en forma de fun-
ción de transferencia o de ganancia, según el caso, cada uno de los amplificadores operacionales
que conforman el circuito diseñado para el cálculo de la superficie deslizante. Como entradas a
este bloque se encuentran la tensión de referencia, la tensión y la corriente del capacitor, prove-
nientes ambas del Circuito de Potencia. Este bloque contiene además elementos saturadores, los
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Figura 5.2: Simulink. Esquema de Bloques principal.
cuales se encargan de simular el margen dinámico de la tensión de salida del amplificador op-
eracional, cuyo rango lo determina la polarización correspondiente, que para este caso es ±5V .
Sin embargo los saturadores limitan a ±4V con el fin de preparar la señal para la etapa de con-
versión, en la cual se manejan valores más restringidos de polarización. Se incluye además en
este bloque un conversor digital-análogo (DAC), el cual cumple la función de variar la ganancia
de la derivada del error a partir de información obtenida desde la FPGA. Las funciones que se
implementan en este bloque se muestran en la Figura 5.3.
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Figura 5.3: Simulink. Subsistema de la placa analógica.
ADC. Este bloque simula los efectos de la discretización de la superficie de deslizamiento. Básica-
mente se realizan operaciones de cuantificación, redondeo y saturación. También se introduce la
señal dentro del rango dinámico de los conversores AD según las especificaciones de los inte-
grados.
Muestreo. Mediante este subsistema se simula la adquisición de las tres muestras de la superficie con
las que se calculan las derivadas s˙1 y s˙2 como se mostrará en la Sección 5.3.2. La Figura 5.4
muestra el subsistema correspondiente. El bloque denotado como Disparo genera una señal que
habilita la adquisición de una muestra de la superficie, la cual será llamada posteriormente s2.
Tal señal se genera debido al cruce por cero de la rampa cuando decrece su magnitud.
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Figura 5.4: Simulink. Subsistema de muestreo de la superficie.
Cálculo de Derivadas. Este subsistema calcula las derivadas según consideraciones posteriores (Sec-
ción 5.3.2) utilizando:
El valor del denominador del ciclo de trabajo (K).
El valor del ciclo de trabajo en el periodo de conmutación anterior.
Saturación como condición inicial para el ciclo de trabajo.
La Figura 5.5 muestra el subsistema.
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s2p
Figura 5.5: Simulink. Subsistema de cálculo de derivadas.
Ciclo de Trabajo. Para el cálculo del ciclo de trabajo se implementa una función y su resultado se
somete a la cuantización correspondiente teniendo en cuenta una precisión de 8 bits. Luego se
realiza un redondeo y se mantiene el valor durante un periodo de conmutación. La Figura 5.6
muestra la estructura del subsistema implementado.
Circuito de Potencia. Para la simulación de esta etapa se cuenta con las herramientas del Toolbox de
MATLABr Power System Blockset. Este Toolbox permite considerar los elementos circuitales
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Figura 5.6: Simulink. Subsistema de cálculo del ciclo de trabajo.
como subsistemas interactuantes de igual manera que pasa en un paquete de simulación de cir-
cuitos electrónicos. El subsistema creado consta del circuito de conmutación y de los respectivos
elementos de sensado (corriente y tensión). Las Figuras 5.7 y 5.7 muestran el diseño elaborado.
Nótese que se realizaron las correspondientes consideraciones de los sensores en cuanto a sus
anchos de banda mediante la inclusión de las funciones de transferencia respectivas.
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Figura 5.7: Simulink. Subsistema del circuito de potencia.
5.2.2. Resultados de Simulación
En esta sección se presentan los resultados de las simulaciones realizadas con el modelo diseñado. Los
valores utilizados para los parámetros corresponden a los del sistema considerado en el Capítulo 2 y a
valores especificados en secciones posteriores.
El comportamiento del sistema se presenta en las Figuras 5.9 y 5.10, donde cada una de ellas expone la
evolución de las variables para dos valores particulares de la constante asociada a la derivada del error
en la superficie. Para comodidad en la asociación de resultados con capítulos anteriores, se expresa la
constante mencionada en su valor para el modelo del sistema normalizado. El Apéndice A proporciona
la equivalencia de estos valores con el sistema implementado.
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Figura 5.8: Simulink. Subsistema del puente H y filtro LC.
Las Figuras 5.11, 5.12 y 5.13 muestran el comportamiento del sistema considerando perturbaciones en
la carga. Los casos simulados suponen un cambio en el valor de R una vez pasado 10ms desde el inicio
de las pruebas. Se visualiza la corriente del inductor iL, el ciclo de trabajo d y la tensión de salida del
sistema correspondiente a vc. Los casos tratados son los siguientes: Caso 1 : R cambia de 20Ω a 10Ω;Caso 2 : R cambia de 20Ω a 25Ω;Caso 3 : R cambia de 20Ω a circuito abierto.
5.3. Características del Sistema
En esta sección se expondrá de manera detallada la composición y funcionalidad de cada parte del
sistema de acuerdo con la distribución ofrecida en la Figura 5.14.
5.3.1. Tarjeta Analógica de Conformación de la Superficie
En la Tarjeta Analógica de Conformación de la Superficie (TACS) se reciben las señales provenientes
del circuito de potencia y la respectiva referencia. La tarjeta se muestra en la Figura 5.15.
Es así como se recibe la señal proveniente del sensor de tensión en la carga (vC) y la tensión propor-
cional a la corriente del capacitor (iC) proveniente del sensor de corriente ubicado en el circuito de
potencia. Nótese que iC = Cv˙C . Con estas entradas se conforma el circuito requerido para obtener la
superficie deslizante tal como se requiere en la ecuación (2.4). Este circuito se muestra en la Figura
5.16.
La expresión de la superficie que se genera con este circuito se expresa como
s(t) = G2
[
G1 (vC − vref ) + G3G4256 N
(
dvC
dt
− dvref
dt
)]
(5.1)
donde vref corresponde a tensión de referencia, Gi es la ganancia del i-ésimo amplificador operacional
y N es una secuencia de 8 bits mediante la cual se modifica el valor de la ganancia de la derivada del
error. Esta modificación de la ganancia se hace vía un conversor digital-análogo de salida por corriente,
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Figura 5.9: Resultados de simulación. ks = 4,5.
seguido de un amplificador operacional. Tal secuencia N proviene de la FPGA y su determinación será
presentada posteriormente. Los elementos constitutivos de esta tarjeta se describen en el Cuadro 5.1 y
el factor de atenuación de vref es 110 .
La determinación de los valores de resistencia de los potenciómetrosR1,R2,R3 yR4 se realiza a partir
de una calibración del sensor de corriente del circuito de potencia, la consideración de atenuación de la
tensión de referencia, un escalamiento previo a la tarjeta de conversión y restricciones de programación
51
0 0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016 0.018 0.02
0
5
10
15
20
25
30
35
tiempo
v
C
(t)
(a) Tensión en el condensador
0 0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016 0.018 0.02
0
1
2
3
4
5
6
tiempo
i L
(t)
(b) Corriente en el inductor
0 0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016 0.018 0.02
0
10
20
30
40
50
60
70
80
90
100
tiempo
C
ic
lo
 d
e 
tra
ba
jo
(c) Ciclo de trabajo
0 0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016 0.018 0.02
−4
−3
−2
−1
0
1
2
3
tiempo
s
(t)
(d) Superficie deslizante
0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016 0.018 0.02
1.45
1.5
1.55
1.6
1.65
1.7
1.75
tiempo
i L
(t)
(e) Corriente (Detalle)
7.5 7.55 7.6 7.65 7.7 7.75 7.8 7.85 7.9 7.95 8
x 10−3
−0.6
−0.4
−0.2
0
0.2
0.4
tiempo
s
(t)
(f) Superficie (Detalle)
Figura 5.10: Resultados de simulación. ks = 2,5.
particulares en la capacidad de los registros en la FPGA. Para el presente caso, los valores de tales
resistores y de las ganancias de los operacionales se muestran en el Cuadro 5.2.
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Figura 5.11: Cambio de Carga. Caso 1.
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Figura 5.12: Cambio de Carga. Caso 2.
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Figura 5.13: Cambio de Carga. Caso 3.
5.3.2. Tarjeta de conversión y multiplexación (TCM)
Esta parte del sistema fue diseñada con sobredimensionalización respecto a la presente implementación,
pues las características que se presentan a continuación con referencia a esta tarjeta están pensadas para
futuras implementaciones de conversores en paralelo y/o diseños que requieran más de una superficie
de deslizamiento simultáneamente (Figura 5.17). Así, esta tarjeta recibe la señal análoga correspon-
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Figura 5.14: Esquema detallado de la implementación del sistema.
Figura 5.15: Tarjeta Analógica de Conformación de la Superficie (TACS).
Elemento Descripción
Amplificadores Operacionales MAX414EDP
Conversor DAC AD7524KN
Resistores Potenciómetros Variables
Cuadro 5.1: Descripción de los elementos de la TACS.
diente a la superficie y mediante los conversores análogo-digitales, la transforma en un conjunto de
muestras tomado convenientemente con el fin de calcular el ciclo de trabajo para el PWM que maneja
al conversor.
En esta misma tarjeta se realiza la regulación de tensión y se generan los niveles de polarización
necesarios para alimentar tanto sus propios componentes como a la TACS. Es así como se cuenta con
un LM7805 y un LM7905 para regular de±15V de entrada a +5V y -5V, respectivamente. Este nivel de
polarización lo utilizan los multiplexores y los reguladores a +2.5V y -2.5V. Estos últimos se encargan
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Figura 5.16: Circuito analógico para la generación de s(t).
Resistor Valor de Resistencia Ganancia Valor de Ganancia
R1 19KΩ G1 1.9
R2 10KΩ G2 1
R3 10KΩ G3 1
R4 242KΩ G4 242x10−6
Cuadro 5.2: Valores de resistores y ganancias. TACS.
de producir la tensión de polarización justa para los conversores ADC. Así queda definido el margen
dinámico de la señal de entrada a los conversores en ±2,5V . Los conversores son los MAX153CWP
de 8 bits de resolución con 1MSps de frecuencia máxima de muestreo.
Debido a que esta tarjeta se comunica directamente con la FPGA, se implementa un conversor digital-
análogo con el fin de medir el ciclo de trabajo, el cual es calculado de manera digital dentro de la
FPGA. Tal conversor permite tener a disposición el ciclo de trabajo de manera analógica para medirlo
a través del osciloscopio. La discriminación completa de los elementos utilizados para la construcción
de la tarjeta se presenta en el Cuadro 5.3.
Las señales muestreadas corresponden a valores de la superficie de deslizamiento tomados en momen-
tos determinados dentro de un periodo de conmutación, así:
s
(
t = T2
)
= s
(
T
2
)
, s1
s
(
t = 3T4
)
= s
(
3T
4
)
, s2
s (t = T ) = s (T ) , s3
(5.2)
Tales momentos han sido seleccionados con el fin de calcular las derivadas de la superficie para obtener
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Figura 5.17: Tarjeta de Conversión y Multiplexación.
Elemento Descripción
LM7805 Regulador +5V
LM7905 Regulador -5V
MX580JCSA Regulador +2.5V
MX584JCSA Regulador -2.5V
MAX153CWP Conversor ADC 8 bits
MAX307CWI Multiplexor 8 canales
MAX414EPD Amplificador Operacional
MX7524KN Conversor DAC 8 bits
Cuadro 5.3: Descripción de los elementos de la TCM.
el ciclo de trabajo. Las consideraciones realizadas para el cálculo de estas derivadas son las siguientes:
El denominador del ciclo de trabajo dado por s˙2 − s˙1 (ecuación 2.8), se considera igual a una
constante K, ya que a partir de estudios previamente reportados en [Ramos et al, 2003] se ha
podido comprobar que se obtienen los mismos resultados o incluso levemente mejores realizán-
dose esta consideración, reduciendo la complejidad de cálculo. Tal constante K viene dada por
K = −2T E G2G3G4GDAC FADC
LC
(5.3)
donde GDAC es la ganancia del conversor DA existente en la Tarjeta Analógica, que para este
caso por tener una resolución de 8 bits, es igual a N256 . FADC corresponde a un factor dado por el
rango dinámico de los conversores AD respecto a su tensión máxima de polarización y que para
esta aplicación es igual a 51.2.
La expresión del ciclo de trabajo se ha normalizado con el fin de trabajar en el rango entre 0 y 1
(ó 0 y 255 luego de la cuantización). Así, si se divide entre el periodo de conmutación, se tienen
en cuenta las muestras tomadas de la superficie y se considera el denominador constante, resulta
dn(k) =
2s3 +
(
s˙2
T
)
K
(5.4)
A partir de K y las muestras tomadas de la superficie: s1, s2 y s3, se calculan las derivadas s˙1
y s˙2. Si el valor del ciclo de trabajo en el periodo de conmutación anterior dn(k − 1) es mayor
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que 0.5, las expresiones de tales derivadas serán (Figura 5.18(a))
s˙1 =
(s3 − s2)
4
(5.5)
s˙2 = s˙1 +K (5.6)
De otro lado, si el valor del ciclo de trabajo en el periodo de conmutación anterior dn(k − 1) es
menor que 0.5, se tiene (Figura 5.18(b))
s˙1 = s˙2 −K (5.7)
s˙2 =
(s2 − s1)
4
(5.8)
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Figura 5.18: Esquema de muestras de la superficie de deslizamiento.
Nótese que según lo expuesto anteriormente, el sistema no posee un periodo de muestreo constante en
la adquisición de las muestras de la superficie, pues realiza esta tarea en diferentes momentos dentro de
un periodo de conmutación. Así, para la presente implementación se utilizó un tiempo de conmutación
de 41µs, lo cual hace que se realice muestreo de la superficie una vez pasados 20.33µs, 30.66µs y
41µs.

5.3.3. Tarjeta de Desarrollo FPGA
Para la parte del control del sistema y cálculos de ciclo de trabajo, señales a los drivers y demás, se ha
utilizado una tarjeta de desarrollo Digilab 2 (D2) producida y distribuida por Digilent Inc., la cual con-
sta de una FPGA Xilinx Spartan 2 XC2S200-PQ208 (Figura 5.19). Además, esta tarjeta incluye otras
prestaciones como reguladores de tensión, ranuras para la incorporación de cristales de reloj y memo-
rias OTP (One Time Programming) [Digilent, 2002]. La elaboración de los algoritmos para la FPGA
se ha realizado en Foundation 3.1, el cual es una herramienta desarrollada para tal fin por la Xilinx,
Inc y han sido adaptados para el montaje partiendo de algoritmos existentes para implementaciones
previas [Biel et al, 2001, Ramos et al, 2002(a), Ramos et al, 2002(b), Ramos et al, 2003].
A esta tarjeta llegan las muestras de la superficie provenientes de la TCM con el fin de realizarse el
cálculo del ciclo de trabajo y por consecuencia el cálculo de las señales de control. La FPGA cuenta
con una señal de reloj de 50MHz, con la cual, realizando rutinas internas de división de frecuencia,
se obtienen las señales de sincronización que son enviadas a los conversores AD para la obtención
oportuna de s1, s2 y s3. Una vez obtenido el valor del ciclo de trabajo, se compara con una doble
rampa generada mediante un contador up-down interno, y la señal resultante se introduce en un bloque
signo para obtener las señales que comandan a cada uno de los transistores de potencia del puente H.
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Figura 5.19: Tarjeta de Desarrollo para FPGA
Para esta implementación, estas señales se llevan a la TCM para, mediante un puerto destinado para tal
fin, ser llevadas a la tarjeta de los Drivers y Circuito de Conmutación. Con el propósito de no causar
cortocircuito al momento de la conmutación de los transistores de potencia, los conjuntos de señales
de control para cada rama del puente H llevan un retardo entre sí de dos periodos de reloj de la FPGA,
lo cual equivale a 166ns.
Adicionalmente, se realiza la variación externa de la constante de la derivada del error, término que
hace parte del cálculo del ciclo de trabajo y que está presente analógicamente en la construcción de la
superficie de deslizamiento. Para esto se han generado tablas de valores discretos de variación de ks y
se han almacenado en bloques de memorias dentro del algoritmo de programación de la FPGA. Estos
valores pueden ser consultados en el Apéndice A. La variación física (efectuada a través de la Tarjeta
de Variación y Visualización) hace que el algoritmo consulte en el bloque de memorias el valor de ks
seleccionado y lo utilize para la obtención del ciclo de trabajo. A su vez, este valor de ks se encuentra
asociado con un valor de N para la determinación de la ganancia del convertidor DA en la TA y así
asegurar que ks es igual en la parte digital (Algoritmo dentro de la FPGA) y en la parte analógica
(construcción de la superficie). Por tanto, de la tarjeta de desarrollo de la FPGA sale además el valor
de N que va hacia la TA para el ajuste de la ganancia de la derivada del error.
5.3.4. Tarjeta de Variación y Visualización
En esta parte de la implementación se ha trabajado con una Digilab Digital I/O 1, la cual es una
tarjeta de expansión diseñada especialmente para trabajar con sistemas de desarrollo Digilab, Inc.
[Digilent, 2002]. Esta tarjeta viene prevista de dispositivos electrónicos de entrada y salida como pul-
sadores, interruptores, LED´s y visualizadores (Figura 5.20). Mediante este dispositivo se realizan
variaciones en algunos datos internos de la FPGA correspondientes a valores del algoritmo de control,
a la vez que se muestra su magnitud en cada momento.
La descripción de las modificaciones y ajustes realizables mediante este dispositivo son los siguientes:
Pulsadores. Se utilizan los 4 pulsadores existentes en la tarjeta. El primero se encarga de aumentar el
valor de N , el cual se relaciona con el valor de K. Al aumentar N aumenta la magnitud de la
constante de la derivada del error en la expresión de la superficie. El segundo disminuye el valor
de N . El tercero realiza un reset ocasionando que el puntero de los registros de las memorias de
la FPGA se ubiquen de tal manera queN sea igual a 80H (mitad del rango dinámico de variación
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Figura 5.20: Tarjeta de Variación y Visualización
de los parámetros aquí manipulados). Con el cuarto pulsador se realizan tareas de visualización,
explicadas posteriormente.
Interruptores. Con los interruptores se configuran dos cosas: el rango dinámico y la consideración
del denominador del ciclo de trabajo calculado por la FPGA. Con los interruptores SW1 y SW2
se realizan cuatro combinaciones lógicas con el fin de obtener el valor de K para el cálculo del
ciclo de trabajo dn. Los posibles casos se muestran en le Cuadro 5.4.
Combinación 0 0 0 1 1 0 1 1
K Muestras si Entrada externa Mixto Entrada externa
Cuadro 5.4: Posibilidades en la consideración del valor de K.
Por Muestras si se entiende queK es calculada a partir de la diferencia s˙2−s˙1, quienes provienen
de las muestras de la superficie. Por Entrada externa entiéndase que K es calculada a partir de
un valor introducido del exterior, que para este caso proviene de las memorias de la FPGA y que
es modificado vía pulsadores. Por último, Mixto significa que el algoritmo calcula K salvo en
ocasiones donde no le sea posible, momento en el cual hace uso del K definido en el registro de
entrada externa. Con los interruptores SW3 y SW4 es posible cambiar el rango dinámico del ciclo
de trabajo dn. El máximo rango posible de dn es de 0 a 255 (combinación lógica 00), pero puede
tener otros dos valores intermedios hasta llegar al mínimo, el cual va de 15 a 240 (combinación
lógica 11). El Cuadro 5.5 muestra los rangos posibles de dn y su respectiva combinación lógica.
Combinación 0 0 0 1 1 0 1 1
Rango del Ciclo 0 a 255 7 a 252 7 a 248 15 a 240
Cuadro 5.5: Rango dinámico de dn.
Visualizadores. Mediante los visualizadores se puede consultar el valor actual de la constante de la
superficie y mediante el cuarto pulsador consultar la magnitud de N y el valor de K en base
hexagecimal.
5.3.5. Tarjeta de Drivers y Circuito de Conmutación (TDCC)
Esta etapa cumple la función de aislar la partes de control y de potencia, lo cual evita averías y daños
graves en la etapa electrónica debido a un posible fallo en el circuito de conmutación. Este aislamiento
se realiza mediante dos integrados IR2110, los cuales son drivers diseñados para soportar tensiones
de hasta 600V. Cada integrado maneja una rama del puente H de transistores de potencia IRFP450,
quienes están alimentados por la fuente E. La lista detallada de los elementos que componen esta
etapa se encuentra en el Cuadro 5.6.
La Figura 5.21 muestra un esquema de conexión en la tarjeta de Drivers y Circuito de conmutación.
En este mismo esquema aparecen los elementos del Circuito del Conversor Electrónico de Potencia y
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Elemento Descripción
IR2110 Driver
IRFP450 MOSFET de Potencia
BYV26C Diodo
MUR1560 Diodo de Potencia
Cuadro 5.6: Descripción de los elementos de la TDCC.
los sensores implementados para tomar las medidas necesarias en el algoritmo de control, quienes se
tratarán posteriormente.
V OUT
IR2110
V DD
H IN
S D
LIN
V SS
H O
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V CC
COM
LO
V DD
H IN
S D
LIN
V SS
H O
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15uF 100uF
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15uF
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+V CC -V CC
200
100
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11
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LA25NP
2mH
40uF
20
200
100
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25
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100K
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2.2uF
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OUT HI
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OUT LO
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+V ISO
-V ISO
IN COM
IN+
IN-
FB
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Figura 5.21: Circuito esquemático correspondiente a la TDCC
5.3.6. Circuito del Conversor Electrónico de Potencia
Esta última parte de la implementación consta del sistema en estudio y de los sensores para la adquisi-
ción de las señales de interés. La Figura 5.22 muestra el esquema correspondiente.
En primer lugar se encuentra un condensador de 10mF en paralelo con la fuente de alimentación.
La finalidad de este elemento consiste en evitar problemas en la alimentación del circuito debidos a
las características de la señal de la fuente o a la naturaleza pulsante del sistema. Posteriormente se
encuentra el filtro LC que para este caso está conformado por una bobina de 2mH de inductancia y por
un capacitor de 40µF. En serie con el capacitor se encuentra el sensor de corriente, cuya sensibilidad
es S = 5mA/A. La ganancia de esta rama debe ser ajustada de tal manera que sea igual a G4, para lo
cual se cuenta con un potenciómetro denominado Raj . Así, esta ganancia será
GIc = S C Raj (5.9)
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Figura 5.22: Esquema del convertidor buck implementado.
de donde resulta Raj = 1210Ω para este caso.
En paralelo al mismo capacitor se encuentra un sensor de tensión AD215BY, el cual toma el valor de
la tensión vC y la aísla de la siguiente etapa de procesamiento. Nótese en la Figura 5.22 que aunque
el interés de la ley de control es manipular la tensión de salida, se está sensando la tensión en el
condensador. Esto se debe a que se toma sólo la tensión del capacitor y no la de la rama para evitar la
caída en la resistencia del sensor de corriente. Sin embargo, esta tensión en el sensor es tan pequeña
que a efectos prácticos las señales vC y la tensión en la carga son las mismas. El Cuadro 5.7 presenta
características de los sensores utilizados.
Referencia Elemento Descripción
LA25NP Sensor de Corriente Sensibilidad: 5mA/A
AD215BY Sensor aislador de tensión Ganancia: -1/10
Cuadro 5.7: Características de los sensores utilizados.
Las Figuras 5.23 y 5.24 muestran el hardware implementado y los equipos de alimentación y medición
de las variables del sistema diseñado y construido para las pruebas reales.
Figura 5.23: Sistema de pruebas en laboratorio. Diseño.
5.4. Resultados
En esta sección se exponen los resultados obtenidos en laboratorio con el sistema descrito durante este
capítulo. En primer lugar, la Figura 5.25 muestra la superficie de deslizamiento ideal y las señales de
61
Figura 5.24: Sistema de pruebas en laboratorio. Diseño y Equipos.
control para la toma de muestras. Obteniendo esta señal se confirma el desempeño correcto de la etapa
de adquisición de las muestras de la superficie.
Figura 5.25: Superficie y señal de adquisición de muestras si.
Como en la Sección 5.2.2, la constante de la derivada del error será expresada como si se considerada
el modelo normalizado del sistema. Las equivalencias a valores reales se encuentran disponibles en
el Apéndice A. Las figuras en adelante presentadas muestran el ciclo de trabajo en color púrpura, la
tensión del condensador en color azul, la corriente en el inductor en color verde y la superficie de
deslizamiento en color cyan (matiz entre azul y verde). La forma de presentación del ciclo de trabajo
se hace ajustando la saturación en el extremo superior de la figura y el extremo inferior como cero.
El extremo superior corresponde a la máxima tensión de referencia presente en el conversor DA que
permite la medida análoga del ciclo. Se realiza este ajuste con el fin de calibrar de la manera más precisa
posible la medida del ciclo de trabajo y no desperdiciar el rango de visualización del osciloscopio
utilizado.
Se presentarán a continuación grupos de figuras y sus correspondientes observaciones de acuerdo con
el valor de ks fijado por el usuario mediante la Tarjeta de Variación y Visualización.
La Figura 5.26 presenta el comportamiento de las variables del sistema, la superficie deslizante y el ci-
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clo de trabajo cuando ks = 4,5. La tensión de salida es de 31.7V, lo que origina un error de regulación
del 0.94 %. El ciclo de trabajo oscila levemente alrededor del 90 % (aproximadamente un ±1.25 %,
Figura 5.27) y la superficie deslizante posee la forma de la corriente del condensador, oscilando alrede-
dor de un nivel DC. La corriente posee un pequeño rizado, manteniéndose cerca al valor esperado en
estado estacionario (aproximadamente 1.6A).
(a) iL y dn (b) dn y superficie
(c) vC
Figura 5.26: Resultados. Comportamiento del sistema (ks = 4,5).
En la Figura 5.27 se presenta el comportamiento del sistema cuando ks = 3,5. Es posible observar que
las variables de estado se mantienen cualitativamente igual, la corriente de inductor aumenta levemente
su magnitud y en la superficie de deslizamiento se tiende a reducir su valor pico a pico. El error de
regulación se mantiene constante debido a que el sistema se encuentra en la zona de estabilidad. El
ciclo de trabajo aumenta su oscilación, llegando a tener variaciones del ±2.5 % respecto al valor de
estado estacionario esperado.
La Figura 5.28 muestra el comportamiento del sistema cuando ks = 2,5. La tensión de salida dis-
minuye a 31.5V, lo que conlleva a un error del 1.56 %. La corriente en el inductor para este caso se
presenta sin su componente DC con el fin de visualizar una oscilación más pronunciada respecto al
valor de ks anterior. Dentro de esta oscilación se producen picos en el momento de conmutación, los
cuales se reflejan en la señal de tensión de salida. El ciclo de trabajo oscila dentro de una banda mas
gruesa de valores, causando que la superficie deslizante tenga un comportamiento irregular y tienda a
perder el comportamiento uniforme observado para valores mayores de ks. Esta variación del ciclo es
del ±6.88 % aproximadamente y se presenta saturación en algunos periodos.
Cuando la constante ks es fijada en 1,502, la corriente de inductor permite observar, sin retirar el nivel
DC de la señal, la pronunciada oscilación y ciertos picos ocurridos en el instante de conmutación, los
cuales se aprecian también en la tensión del condensador. El error de regulación es del 1.25 %, pues
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(a) iL y vC (b) dn y superficie
Figura 5.27: Resultados. Comportamiento del sistema (ks = 3,5).
(a) iL y vC (b) dn y superficie
Figura 5.28: Resultados. Comportamiento del sistema (ks = 2,5).
la tensión en la carga es de 31.6V. El ciclo de trabajo presenta una varianza de ±8.12 %, tendiendo
a saturar en más ocasiones. La superficie deslizante presenta un comportamiento irregular y depende
directamente de la variación del ciclo de trabajo en cada periodo. La Figura 5.29 muestra el compor-
tamiento del sistema para este caso.
(a) iL y vC (b) dn y superficie
Figura 5.29: Resultados. Comportamiento del sistema (ks = 1,502).
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Cuando ks se disminuye a un valor de 0.5126, el sistema continua regulando aunque la corriente en el
inductor ofrezca una variación más pronunciada y el ciclo de trabajo aumente la banda donde puede
tomar valores, saturando constantemente. La superficie deslizante adopta un comportamiento similar
al que presenta en los anteriores casos. La Figura 5.30 muestra el comportamiento del sistema con el
valor de ks definido.
(a) iL y vC (b) dn y superficie
Figura 5.30: Resultados. Comportamiento del sistema (ks = 0,5126).
Si el valor de ks es reducido por debajo de 0.3 aproximadamente, el ciclo de trabajo puede tomar
cualquier valor del rango posible y las variables de estado divergen. La corriente tiende al valor máximo
de corriente que pueda entregar la fuente de alimentación E. La Figura 5.31 muestra el comportamiento
anteriormente descrito para el ciclo de trabajo con ks=0.2472.
De los resultados anteriormente expuestos se pueden extraer los valores que se encuentran en el Cuadro
5.8. Tal cuadro muestra, para una variación de la constante proporcional de la derivada del error en la
superficie, la tensión en la carga, el error de regulación y la banda de variación en la cual puede tomar
valores el ciclo de trabajo. Los resultados muestran que el sistema presenta menor error de regulación
cuando ks toma valores pequeños dentro del rango considerado.
ks Tensión de Salida Error de Regulación Banda de dn
4.4743 31.65 1.09 % ± 1.25 %
3.5093 31.65 1.09 % ± 2.50 %
2.5091 31.50 1.56 % ± 6.88 %
1.5090 31.60 1.25 % ± 8.12 %
0.5088 31.70 0.93 % ± 10 %
Cuadro 5.8: Resultados. Desempeño del sistema con distintos valores de ks.
En la Figura 5.32 se muestra el comportamiento de las variables del sistema cuando se provocan per-
turbaciones en la carga del conversor. En todos los casos se hizo ks = 4,5. La Figura 5.32(a) muestra
el ciclo de trabajo y la tensión de salida del sistema cuando ocurre un cambio súbito del valor de R
disminuyendo de 20Ω a 10Ω. Nótese que la tensión de salida recupera su valor en aproximadamente
3ms y el ciclo de trabajo se ajusta oscilando alrededor de un valor levemente mayor al que conservaba
antes de la perturbación. La Figura 5.32(b) presenta la corriente del inductor, la tensión de salida y el
ciclo de trabajo para un cambio de carga de 20Ω a 25Ω. La incorporación de la señal iL en esta figura
se hace para comprobar que se esta presentando cambio en el valor de R, pues si se observa la tensión
de salida solamente no es posible inferir este fenómeno. Por último, en la Figura 5.32(c) se muestra el
comportamiento del sistema cuando se realiza la desconexión de la carga (circuito abierto). La tensión
de salida recupera aproximadamente el valor impuesto por la referencia mientras que el ciclo de trabajo
tiende a oscilar perdiendo el régimen que poseía antes de la perturbación.
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Figura 5.31: Resultados. Ciclo de trabajo para ks = 0,2472.
(a) iL y vC (b) dn y superficie
(c) dn y superficie
Figura 5.32: Resultados. Comportamiento del sistema frente a perturbaciones provocadas en la carga.
5.5. Conclusiones
En este capítulo se ha presentado de manera detallada la implementación de un sistema de control para
un conversor de potencia tipo buck utilizando la técnica de promedio cero en la dinámica del error.
Se han realizado simulaciones previas mediante una herramienta diseñada con el fin de considerar una
gran cantidad de condiciones experimentales y fenómenos propios de los dispositivos utilizados. El
desempeño del diseño realizado cumple con los requerimientos de control deseados, dando la posibil-
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idad al usuario de observar fenómenos de comportamiento y características en las variables de estado
y en las señales de control, además de manipular constantes que modifican la dinámica del conversor.
Los resultados obtenidos de manera teórica son en general reproducidos en la practica desde un punto
de vista cualitativo, pues no se puede conocer a ciencia cierta el grado de incertidumbre de algunos
factores externos que influencian las medidas y las señales de la planta de manera global.
Como uno de los principales factores de incertidumbre se puede citar la calidad y especificaciones de
los dispositivos de sensado, control y manipulación de la planta. Estos dispositivos agregan retardos y
dinámicas no modeladas que la ley de control no alcanza a manejar, ocasionando la presencia de niveles
DC espurios y de comportamientos no esperados en señales como el ciclo de trabajo y la superficie de
conmutación.
Los elementos que conforman el conversor electrónico de potencia determinan en gran parte la calidad
de las señales medidas y observadas. Pruebas previas a las mostradas con condensadores de menor cal-
idad habían permitido visualizar formas de la corriente iC bastante irregulares y con mucha influencia
del comportamiento de carga y descarga del condensador, lo que producía que, aunque la regulación
se mantenía presente, el ciclo de trabajo cambiara irregularmente para valores de la constante ks en los
cuales no deberían ocurrir esté fenómeno. De otro lado, otro elemento responsable de la presencia de
estos comportamientos "anómalos" es el inductor. Su resistencia interna puede llegar a afectar bastante
el desempeño del sistema o puede hacer que se estabilice debido al fenómeno de disipación intrínseco
que se adiciona a la dinámica del conversor.
Por otro lado, se ha corroborado experimentalmente la robustez del sistema a perturbaciones ocurri-
das en la carga. Se han realizado variaciones disminuyendo súbitamente el valor de la carga un 50 %,
aumentándolo un 25 % y desconectando la resistencia del sistema para generar circuito abierto. Ante
todos estos cambios la tensión de salida o bien recupera el valor impuesto por la referencia, observán-
dose un transitorio no mayor de 3ms, o no se observa influencia de la perturbación provocada.
De las pruebas realizadas variando ks se puede notar que el sistema presenta menor error de regulación
cuando tal parámetro toma valores pequeños dentro del rango considerado en la implementación. Esto
es un tema por explorar en cuanto a su demostración matemática, sin embargo puede deberse a que con
estos valores la importancia del término de la derivada del error en la superficie pierde importancia.
En adelante, el sistema es sensible a refinamientos y acondicionamientos con el fin de mejorar su
desempeño y optimizar su funcionamiento. Gracias a la implementación con una FPGA, el sistema es
bastante eficaz en el cálculo de las señales de manipulación de los conmutadores y da la posibilidad
de realizar pruebas y ajustes incorporando consideraciones nuevas en la ley de control. Un aporte
interesante de este sistema de pruebas consiste en la incorporación de la variación de la constante de
la derivada del error. Mediante esto es posible buscar y observar fenómenos dinámicos presentes en
circuitos electrónicos de potencia y asociado con la versatilidad de la programación de algoritmos de
manipulación del sistema, poder estudiar y diseñar nuevas leyes de control basadas en comportamientos
de régimen periódico y/o caótico.
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Anexo A
Valores Almacenados en la FPGA y
Equivalencias
Los cuadros presentados en este apéndice muestran los siguientes valores de acuerdo a la variación de
N :
K: Denominador del ciclo de trabajo normalizado (Ecuación 5.3).
Kred: Ajuste de K al número entero más cercano.
KH : Valor de Kred en base hexagecimal.
kreal: Valor de la constante de la derivada del error en el sistema implementado.
ks: Valor de la constante de la derivada del error en el modelo normalizado del sistema.
Las expresiones que relacionan N , kreal y ks son las siguientes:
ks =
kreal
G1
√
LC
(A.1)
kreal =
N G4
256
(A.2)
N K Kred KH kreal ks
0 0 0 000 0 0
1 1.9844 2 002 4.9629 x 10−6 0.0175
2 3.9688 4 004 9.9258 x 10−6 0.0351
3 5.9532 6 006 1.4889e-005 0.0526
4 7.9376 8 008 1.9852 x 10−5 0.0702
5 9.9220 10 00A 2.4814 x 10−5 0.0877
6 11.9064 12 00C 2.9777 x 10−5 0.1053
7 13.8908 14 00E 3.4740 x 10−5 0.1228
8 15.8752 16 010 3.9703 x 10−5 0.1404
9 17.8596 18 012 4.4666 x 10−5 0.1579
Cuadro A.1: Valores para N entre 0 y 9.
71
72
N K Kred KH kreal ks
10 19.8440 20 014 4.9629 x 10−5 0.1755
11 21.8284 22 016 5.4592 x 10−5 0.1930
12 23.8128 24 018 5.9555 x 10−5 0.2106
13 25.7972 26 01A 6.4518 x 10−5 0.2281
14 27.7816 28 01C 6.9480 x 10−5 0.2457
15 29.7660 30 01E 7.4443 x 10−5 0.2632
16 31.7504 32 020 7.9406 x 10−5 0.2807
17 33.7348 34 022 8.4369 x 10−5 0.2983
18 35.7192 36 024 8.9332 x 10−5 0.3158
19 37.7036 38 026 9.4295 x 10−5 0.3334
20 39.6880 40 028 9.9258 x 10−5 0.3509
21 41.6724 42 02A 1.0422 x 10−4 0.3685
22 43.6568 44 02C 1.0918 x 10−4 0.3860
23 45.6412 46 02E 1.1415 x 10−4 0.4036
24 47.6256 48 030 1.1911 x 10−4 0.4211
25 49.6100 50 032 1.2407 x 10−4 0.4387
26 51.5944 52 034 1.2904 x 10−4 0.4562
27 53.5788 54 036 1.3400 x 10−4 0.4738
28 55.5632 56 038 1.3896 x 10−4 0.4913
29 57.5476 58 03A 1.4392 x 10−4 0.5088
30 59.5320 60 03C 1.4889 x 10−4 0.5264
31 61.5164 62 03E 1.5385 x 10−4 0.5439
32 63.5008 64 040 1.5881 x 10−4 0.5615
33 65.4852 65 041 1.6378 x 10−4 0.5790
34 67.4696 67 043 1.6874 x 10−4 0.5966
35 69.4540 69 045 1.7370 x 10−4 0.6141
36 71.4384 71 047 1.7866 x 10−4 0.6317
37 73.4228 73 049 1.8363 x 10−4 0.6492
38 75.4072 75 04B 1.8859 x 10−4 0.6668
39 77.3916 77 04D 1.9355 x 10−4 0.6843
40 79.3760 79 04F 1.9852 x 10−4 0.7019
41 81.3604 81 051 2.0348 x 10−4 0.7194
42 83.3448 83 053 2.0844 x 10−4 0.7370
43 85.3292 85 055 2.1340 x 10−4 0.7545
44 87.3136 87 057 2.1837 x 10−4 0.7720
45 89.2980 89 059 2.2333 x 10−4 0.7896
46 91.2824 91 05B 2.2829 x 10−4 0.8071
47 93.2668 93 05D 2.3326 x 10−4 0.8247
48 95.2512 95 05F 2.3822 x 10−4 0.8422
49 97.2356 97 061 2.4318 x 10−4 0.8598
50 99.2200 99 063 2.4814 x 10−4 0.8773
51 101.2044 101 065 2.5311 x 10−4 0.8949
52 103.1888 103 067 2.5807 x 10−4 0.9124
53 105.1732 105 069 2.6303 x 10−4 0.9300
Cuadro A.2: Valores para N entre 10 y 53.
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N K Kred KH kreal ks
54 107.1576 107 06B 2.6800 x 10−4 0.9475
55 109.1420 109 06D 2.7296 x 10−4 0.9651
56 111.1264 111 06F 2.7792 x 10−4 0.9826
57 113.1108 113 071 2.8288 x 10−4 1.0001
58 115.0952 115 073 2.8785 x 10−4 1.0177
59 117.0796 117 075 2.9281 x 10−4 1.0352
60 119.0640 119 077 2.9777 x 10−4 1.0528
61 121.0484 121 079 3.0274 x 10−4 1.0703
62 123.0328 123 07B 3.0770 x 10−4 1.0879
63 125.0172 125 07D 3.1266 x 10−4 1.1054
64 127.0016 127 07F 3.1762 x 10−4 1.1230
65 128.9860 129 081 3.2259 x 10−4 1.1405
66 130.9704 131 083 3.2755 x 10−4 1.1581
67 132.9548 133 085 3.3251 x 10−4 1.1756
68 134.9392 135 087 3.3748 x 10−4 1.1932
69 136.9236 137 089 3.4244 x 10−4 1.2107
70 138.9080 139 08B 3.4740 x 10−4 1.2283
71 140.8924 141 08D 3.5237 x 10−4 1.2458
72 142.8768 143 08F 3.5733 x 10−4 1.2633
73 144.8612 145 091 3.6229 x 10−4 1.2809
74 146.8456 147 093 3.6725 x 10−4 1.2984
75 148.8300 149 095 3.7222 x 10−4 1.3160
76 150.8144 151 097 3.7718 x 10−4 1.3335
77 152.7988 153 099 3.8214 x 10−4 1.3511
78 154.7832 155 09B 3.8711 x 10−4 1.3686
79 156.7676 157 09D 3.9207 x 10−4 1.3862
80 158.7520 159 09F 3.9703 x 10−4 1.4037
81 160.7364 161 0A1 4.0199 x 10−4 1.4213
82 162.7208 163 0A3 4.0696 x 10−4 1.4388
83 164.7052 165 0A5 4.1192 x 10−4 1.4564
84 166.6896 167 0A7 4.1688 x 10−4 1.4739
85 168.6740 169 0A9 4.2185 x 10−4 1.4914
86 170.6584 171 0AB 4.2681 x 10−4 1.5090
87 172.6428 173 0AD 4.3177 x 10−4 1.5265
88 174.6272 175 0AF 4.3673 x 10−4 1.5441
89 176.6116 177 0B1 4.4170 x 10−4 1.5616
90 178.5960 179 0B3 4.4666 x 10−4 1.5792
91 180.5804 181 0B5 4.5162 x 10−4 1.5967
92 182.5648 183 0B7 4.5659 x 10−4 1.6143
93 184.5492 185 0B9 4.6155 x 10−4 1.6318
94 186.5336 187 0BB 4.6651 x 10−4 1.6494
95 188.5180 189 0BD 4.7147 x 10−4 1.6669
96 190.5024 191 0BF 4.7644 x 10−4 1.6845
97 192.4868 192 0C0 4.8140 x 10−4 1.7020
Cuadro A.3: Valores para N entre 54 y 97.
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N K Kred KH kreal ks
98 194.4712 194 0C2 4.8636 x 10−4 1.7196
99 196.4556 196 0C4 4.9133 x 10−4 1.7371
100 198.4400 198 0C6 4.9629 x 10−4 1.7546
101 200.4244 200 0C8 5.0125 x 10−4 1.7722
102 202.4088 202 0CA 5.0621 x 10−4 1.7897
103 204.3932 204 0CC 5.1118 x 10−4 1.8073
104 206.3776 206 0CE 5.1614 x 10−4 1.8248
105 208.3620 208 0D0 5.2110 x 10−4 1.8424
106 210.3464 210 0D2 5.2607 x 10−4 1.8599
107 212.3308 212 0D4 5.3103 x 10−4 1.8775
108 214.3152 214 0D6 5.3599 x 10−4 1.8950
109 216.2996 216 0D8 5.4096 x 10−4 1.9126
110 218.2840 218 0DA 5.4592 x 10−4 1.9301
111 220.2684 220 0DC 5.5088 x 10−4 1.9477
112 222.2528 222 0DE 5.5584 x 10−4 1.9652
113 224.2372 224 0E0 5.6081 x 10−4 1.9828
114 226.2216 226 0E2 5.6577 x 10−4 2.0003
115 228.2060 228 0E4 5.7073 x 10−4 2.0178
116 230.1904 230 0E6 5.7570 x 10−4 2.0354
117 232.1748 232 0E8 5.8066 x 10−4 2.0529
118 234.1592 234 0EA 5.8562 x 10−4 2.0705
119 236.1436 236 0EC 5.9058 x 10−4 2.0880
120 238.1280 238 0EE 5.9555 x 10−4 2.1056
121 240.1124 240 0F0 6.0051 x 10−4 2.1231
122 242.0968 242 0F2 6.0547 x 10−4 2.1407
123 244.0812 244 0F4 6.1044 x 10−4 2.1582
124 246.0656 246 0F6 6.1540 x 10−4 2.1758
125 248.0500 248 0F8 6.2036 x 10−4 2.1933
126 250.0344 250 0FA 6.2532 x 10−4 2.2109
127 252.0188 252 0FC 6.3029 x 10−4 2.2284
128 254.0032 254 0FE 6.3525 x 10−4 2.2459
129 255.9876 256 100 6.4021 x 10−4 2.2635
130 257.9720 258 102 6.4518 x 10−4 2.2810
131 259.9564 260 104 6.5014 x 10−4 2.2986
132 261.9408 262 106 6.5510 x 10−4 2.3161
133 263.9252 264 108 6.6006 x 10−4 2.3337
134 265.9096 266 10A 6.6503 x 10−4 2.3512
135 267.8940 268 10C 6.6999 x 10−4 2.3688
136 269.8784 270 10E 6.7495 x 10−4 2.3863
137 271.8628 272 110 6.7992 x 10−4 2.4039
138 273.8472 274 112 6.8488 x 10−4 2.4214
139 275.8316 276 114 6.8984 x 10−4 2.4390
140 277.8160 278 116 6.9480 x 10−4 2.4565
141 279.8004 280 118 6.9977 x 10−4 2.4741
Cuadro A.4: Valores para N entre 98 y 141.
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N K Kred KH kreal ks
142 281.7848 282 11A 7.0473 x 10−4 2.4916
143 283.7692 284 11C 7.0969 x 10−4 2.5091
144 285.7536 286 11E 7.1466 x 10−4 2.5267
145 287.7380 288 120 7.1962 x 10−4 2.5442
146 289.7224 290 122 7.2458 x 10−4 2.5618
147 291.7068 292 124 7.2954 x 10−4 2.5793
148 293.6912 294 126 7.3451 x 10−4 2.5969
149 295.6756 296 128 7.3947 x 10−4 2.6144
150 297.6600 298 12A 7.4443 x 10−4 2.6320
151 299.6444 300 12C 7.4940 x 10−4 2.6495
152 301.6288 302 12E 7.5436 x 10−4 2.6671
153 303.6132 304 130 7.5932 x 10−4 2.6846
154 305.5976 306 132 7.6429 x 10−4 2.7022
155 307.5820 308 134 7.6925 x 10−4 2.7197
156 309.5664 310 136 7.7421 x 10−4 2.7372
157 311.5508 312 138 7.7917 x 10−4 2.7548
158 313.5352 314 13A 7.8414 x 10−4 2.7723
159 315.5196 316 13C 7.8910 x 10−4 2.7899
160 317.5040 318 13E 7.9406 x 10−4 2.8074
161 319.4884 319 13F 7.9903 x 10−4 2.8250
162 321.4728 321 141 8.0399 x 10−4 2.8425
163 323.4572 323 143 8.0895 x 10−4 2.8601
164 325.4416 325 145 8.1391 x 10−4 2.8776
165 327.4260 327 147 8.1888 x 10−4 2.8952
166 329.4104 329 149 8.2384 x 10−4 2.9127
167 331.3948 331 14B 8.2880 x 10−4 2.9303
168 333.3792 333 14D 8.3377 x 10−4 2.9478
169 335.3636 335 14F 8.3873 x 10−4 2.9654
170 337.3480 337 151 8.4369 x 10−4 2.9829
171 339.3324 339 153 8.4865 x 10−4 3.0004
172 341.3168 341 155 8.5362 x 10−4 3.0180
173 343.3012 343 157 8.5858 x 10−4 3.0355
174 345.2856 345 159 8.6354 x 10−4 3.0531
175 347.2700 347 15B 8.6851 x 10−4 3.0706
176 349.2544 349 15D 8.7347 x 10−4 3.0882
177 351.2388 351 15F 8.7843 x 10−4 3.1057
178 353.2232 353 161 8.8339 x 10−4 3.1233
179 355.2076 355 163 8.8836 x 10−4 3.1408
180 357.1920 357 165 8.9332 x 10−4 3.1584
181 359.1764 359 167 8.9828 x 10−4 3.1759
182 361.1608 361 169 9.0325 x 10−4 3.1935
183 363.1452 363 16B 9.0821 x 10−4 3.2110
184 365.1296 365 16D 9.1317 x 10−4 3.2286
185 367.1140 367 16F 9.1813 x 10−4 3.2461
Cuadro A.5: Valores para N entre 142 y 185.
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N K Kred KH kreal ks
186 369.0984 369 171 9.2310 x 10−4 3.2636
187 371.0828 371 173 9.2806 x 10−4 3.2812
188 373.0672 373 175 9.3302 x 10−4 3.2987
189 375.0516 375 177 9.3799 x 10−4 3.3163
190 377.0360 377 179 9.4295 x 10−4 3.3338
191 379.0204 379 17B 9.4791 x 10−4 3.3514
192 381.0048 381 17D 9.5287 x 10−4 3.3689
193 382.9892 383 17F 9.5784 x 10−4 3.3865
194 384.9736 385 181 9.6280 x 10−4 3.4040
195 386.9580 387 183 9.6776 x 10−4 3.4216
196 388.9424 389 185 9.7273 x 10−4 3.4391
197 390.9268 391 187 9.7769 x 10−4 3.4567
198 392.9112 393 189 9.8265 x 10−4 3.4742
199 394.8956 395 18B 9.8762 x 10−4 3.4917
200 396.8800 397 18D 9.9258 x 10−4 3.5093
201 398.8644 399 18F 9.9754 x 10−4 3.5268
202 400.8488 401 191 1.0025 x 10−3 3.5444
203 402.8332 403 193 1.0075 x 10−3 3.5619
204 404.8176 405 195 1.0124 x 10−3 3.5795
205 406.8020 407 197 1.0174 x 10−3 3.5970
206 408.7864 409 199 1.0224 x 10−3 3.6146
207 410.7708 411 19B 1.0273 x 10−3 3.6321
208 412.7552 413 19D 1.0323 x 10−3 3.6497
209 414.7396 415 19F 1.0372 x 10−3 3.6672
210 416.7240 417 1A1 1.0422 x 10−3 3.6848
211 418.7084 419 1A3 1.0472 x 10−3 3.7023
212 420.6928 421 1A5 1.0521 x 10−3 3.7199
213 422.6772 423 1A7 1.0571 x 10−3 3.7374
214 424.6616 425 1A9 1.0621 x 10−3 3.7549
215 426.6460 427 1AB 1.0670 x 10−3 3.7725
216 428.6304 429 1AD 1.0720 x 10−3 3.7900
217 430.6148 431 1AF 1.0769 x 10−3 3.8076
218 432.5992 433 1B1 1.0819 x 10−3 3.8251
219 434.5836 435 1B3 1.0869 x 10−3 3.8427
220 436.5680 437 1B5 1.0918 x 10−3 3.8602
221 438.5524 439 1B7 1.0968 x 10−3 3.8778
222 440.5368 441 1B9 1.1018 x 10−3 3.8953
223 442.5212 443 1BB 1.1067 x 10−3 3.9129
224 444.5056 445 1BD 1.1117 x 10−3 3.9304
225 446.4900 446 1BE 1.1167 x 10−3 3.9480
226 448.4744 448 1C0 1.1216 x 10−3 3.9655
227 450.4588 450 1C2 1.1266 x 10−3 3.9830
228 452.4432 452 1C4 1.1315 x 10−3 4.0006
229 454.4276 454 1C6 1.1365 x 10−3 4.0181
Cuadro A.6: Valores para N entre 186 y 229.
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N K Kred KH kreal ks
230 456.4120 456 1C8 1.1415 x 10−3 4.0357
231 458.3964 458 1CA 1.1464 x 10−3 4.0532
232 460.3808 460 1CC 1.1514 x 10−3 4.0708
233 462.3652 462 1CE 1.1564 x 10−3 4.0883
234 464.3496 464 1D0 1.1613 x 10−3 4.1059
235 466.3340 466 1D2 1.1663 x 10−3 4.1234
236 468.3184 468 1D4 1.1712 x 10−3 4.1410
237 470.3028 470 1D6 1.1762 x 10−3 4.1585
238 472.2872 472 1D8 1.1812 x 10−3 4.1761
239 474.2716 474 1DA 1.1861 x 10−3 4.1936
240 476.2560 476 1DC 1.1911 x 10−3 4.2112
241 478.2404 478 1DE 1.1961 x 10−3 4.2287
242 480.2248 480 1E0 1.2010 x 10−3 4.2462
243 482.2092 482 1E2 1.2060 x 10−3 4.2638
244 484.1936 484 1E4 1.2109 x 10−3 4.2813
245 486.1780 486 1E6 1.2159 x 10−3 4.2989
246 488.1624 488 1E8 1.2209 x 10−3 4.3164
247 490.1468 490 1EA 1.2258 x 10−3 4.3340
248 492.1312 492 1EC 1.2308 x 10−3 4.3515
249 494.1156 494 1EE 1.2358 x 10−3 4.3691
250 496.1000 496 1F0 1.2407 x 10−3 4.3866
251 498.0844 498 1F2 1.2457 x 10−3 4.4042
252 500.0688 500 1F4 1.2506 x 10−3 4.4217
253 502.0532 502 1F6 1.2556 x 10−3 4.4393
254 504.0376 504 1F8 1.2606 x 10−3 4.4568
255 506.0220 506 1FA 1.2655 x 10−3 4.4743
Cuadro A.7: Valores para N entre 230 y 255.
