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Abstract
Resurgence is the reappearance of an extinguished operant response when an alternative
behavior is subsequently treated with extinction (Podlesnik & Shahan, 2009). A potential
solution to this problem is training serial alternative responses. During the present study,
undergraduate students were trained to engage in an arbitrary response analogous to problem
behavior and two alternative responses. Each response was reinforced for a distinct duration to
establish different reinforcement histories and then tested under conditions of resurgence. The
purpose of the present study was to evaluate the effects of duration of reinforcement on behavior
subsequently exposed to resurgence contingencies. Three subjects engaged in the target response
most often, five subjects engaged in alternative responses most often, and one subject engaged in
all response equally during resurgence.
Keywords: alternative response, reinforcement history, relapse, resurgence, treatment integrity
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Chapter 1: Resurgence
Relapse of problem behavior following successful treatment can be characterized as the
resurgence of a response (Pritchard, Hoerger, Mace, 2014). More broadly, relapse describes the
reemergence of a response following a successful treatment. Resurgence is characterized by the
reappearance of an extinguished operant response when an alternative behavior is subsequently
treated with extinction (Podlesnik & Shahan, 2009). Resurgence may occur when caregivers fail
to reinforce functional communication responses (FCR). For example, a mother may not provide
reinforcement (e.g., access to iPad) when her child makes an appropriate request by saying, “I
want my iPad” because the mother is on the phone or did not hear the child. The child may then
begin to hit him or herself (a previously extinguished response) if appropriate requesting
continues to be ignored and the iPad is not delivered.
Poor treatment fidelity may lead to the resurgence of problem behavior. Treatment
fidelity errors are common across therapists, teachers, and primary caregivers (St. Peter Pipkin,
Vollmer, & Sloman, 2010) Several factors contribute to poor treatment integrity. First,
inadequate training of the behavior change agent may occur (Vollmer, Sloman, & St. Peter
Pipkin, 2008). For example, if adequate training is not provided for caregivers or therapists, they
may not conduct key treatment components (e.g., reinforce alternative responses, extinction)
properly. Another factor that may contribute to poor treatment integrity is the complexity of the
intervention. Caregivers or therapists may be unable to conduct multiple steps across several
responses. In addition, poor generalization, competing environmental contingencies, and
competing schedules of reinforcement may impact treatment integrity (Vollmer, Sloman, & St.
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Peter Pipkin, 2008).
Resurgence research has predominately evaluated problem behavior contingent on
alternative communication responses being met with extinction contingencies. For example,
Bruzek, Thompson, and Peters (2009) evaluated the extent to which resurgence would occur
with undergraduate students following negative reinforcement. The participants entered a room
containing a crying doll and contingent on rocking the doll, the doll stopped crying. During the
second phase, the crying continued regardless of the participants’ interactions with the doll. Once
meeting criterion for extinction (no longer engaging in the target response one for two
consecutive sessions), crying was terminated contingent on playing with the doll (placing a toy
in the doll’s visual field). During the final phase, crying occurred for the duration of the session
regardless of the participant’s responding. Results demonstrated that when playing was placed on
extinction, target rocking reemerged. In a related study, Lieving and Lattal (2003) trained
pigeons to peck response keys and press levers to gain access to food. Key pecking resulted in
food delivery on a VI-30 s schedule for a minimum of 20 sessions until key pecking occurred at
a stable rate. Then, key pecking was extinguished while simultaneously reinforcing lever
pressing on a VI-30 s schedule for a minimum of 20 sessions until lever pressing occurred at a
stable rate. When both responses were treated with extinction contingencies, key pecking
reemerged. These two studies demonstrate the occurrence of resurgence across both human and
non-human species.
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Chapter 2: Multiple Responses
Research on prevention of resurgence has focused on evaluating the effects of teaching
serial alternative responses. Training serial alternative responses involves creating a hierarchy of
responses, that is, increasing the size of the response class that leads to the same functional
reinforcer (Lambert, Bloom, Samaha, Dayton, & Rodewald, 2015). The goal of training multiple
alternative responses is to delay reemergence of problem behavior or prevent it by providing
multiple alternative behaviors that result in reinforcement. For example, an individual who
previously engaged in head banging to gain access to cookies is taught to sign “cookie” and is
also taught to hand over a “cookie” icon and contingent on either of these responses, the
individual is given a cookie. If the individual “signs” and cookies are not provided, the
individual may attempt to hand over the “cookie” icon before beginning to engage in head
banging again.
Resurgence may occur following behavioral treatments based on differential
reinforcement and extinction procedures (Sweeney & Shahan, 2015). One common treatment
that involves differential reinforcement and extinction is functional communication training
(FCT). Prior to FCT, a functional assessment may be conducted to determine environmental
events that serve as reinforcers for problem behavior. Following a functional assessment, an
appropriate communicative response is taught and reinforcers that previously maintained
problem behavior are only provided contingent on the occurrence of the learned response (Tiger,
Hanley, & Bruzek, 2008). Teaching multiple appropriate responses may be more effective in
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reducing the effects of resurgence than only teaching one alternative response. Expanding
the individual’s response repertoire may increase the likeliness that he or she will engage in
another alternative response rather than engaging in problem behavior (Bloom & Lambert,
2015).
Teaching multiple responses can be trained simultaneously or one at a time with or
without previous exposure to extinction. For example, Lambert, Bloom, Samaha, Dayton, and
Rodewald (2015) evaluated resurgence by increasing the size of the response class. Participants
were trained to emit an arbitrary response that was analogous to problem behavior. Following
training of the arbitrary response, three alternative responses were trained. One alternative
response was taught at a time. During the training and reinforcement of subsequent responses,
previously taught responses were treated with extinction. Participants who were taught multiple
alternative responses displayed lower levels of resurgence of problem behavior compared to
those being taught a single alternative response. These results suggest that teaching multiple
responses may increase resurgence of appropriate behavior before problem behavior occurs or
may prevent resurgence of problem behavior. Lambert et al. (2015) also observed the recency
effect during resurgence for 2 of 3 participants. The recency effect suggests that the most
recently reinforced response in a serial training program resurges with greater magnitude
compared to other behaviors (e.g., Leiving & Lattal, 2003). These results suggest that the most
recently reinforced response may resurge with greater magnitude and the recency effect may be
important when evaluating the effects of training serial alternative responses on resurgence.
In a similar study by Hoffman and Falcomata (2014), participants diagnosed with autism
were trained to emit two mands simultaneously. Once trained, Mand 2, and problem behavior
were placed on extinction. Contingent on the occurrence of Mand 1, reinforcement was delivered
4

for 30 s. Following this phase, all responses were placed on extinction. Once the participant no
longer emitted Mand 1 for 3 min, reinforcement was delivered for 30 s contingent on Mand 2
while simultaneously placing Mand 1 and problem behavior on extinction. During the test for
resurgence, all responses were placed on extinction. High levels of Mand 1 were observed during
the initial extinction condition and eventually were extinguished. However, during the test for
resurgence, Mand 1 reemerged and Mand 2 occurred at elevated levels compared to conditions in
which a response was reinforced. Average latency to Mand 1 was much lower in comparison to
the average latency to problem behavior during tests for resurgence. Overall, teaching multiple
responses resulted in the reemergence of appropriate behaviors before problem behavior when
one or more responses were met with extinction contingencies.
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Chapter 3: History of Reinforcement
History of reinforcement is the duration of time and magnitude a behavior was
reinforced. It is common for clinicians to treat problem behavior with longer reinforcement
histories in comparison to and alternative responses. This imbalance in history of reinforcement
is one challenge common to behavior analysts. Lambert et al. (2017) trained participants to emit
four mands that were functionally equivalent to problem behavior. Participants were provided
access to functional reinforcers for 30 s prior to the beginning of all conditions. Prior to each
component, the reinforcer was removed, but remained within sight. Contingent on problem
behavior, the reinforcer was returned to the individual. Problem behavior was then treated with
extinction contingencies and appropriate mands were reinforced on an FR1 schedule. Mands
were initially prompted and eventually prompts were faded using a progressive time delay.
During the reinforcement of a specific mand, the other mands were treated with extinction
contingencies. Once mands were emitted independently, the resurgence test was conducted,
during which all problem behavior and alternative responses were ignored. Problem behavior
remerged within the same amount of time during the test and control conditions for one
participant. During the test for resurgence for the second participant, recovery of problem
behavior occurred three sessions earlier when one alternative response was trained than when
multiple alternative responses were trained. The second participant also engaged in elevated
levels of problem behavior during the test component compared to the control component. The
discrepancy in the results observed in Lambert et al. (2017) may have been due to differences in
the histories of reinforcement for problem behavior and the alternative responses. The problem
6

behavior for each participant had an unknown but well-established history of
reinforcement in comparison to trained alternative responses.
Behavior with long reinforcement histories reemerge more often and at high rates (e.g.,
Da Silva, Maxwell, & Lattal, 2008; Doughty, Cash, Finsh, Holloway, & Wallington, 2010). For
example, Winterbaur, Lucke, and Bouton (2013) taught rats to press two levers to gain access to
food. The experimenters initially reinforced pressing lever one for 12 sessions. Pressing lever
one was treated with extinction while simultaneously reinforcing pressing lever two for four
sessions. When food was no longer provided contingent on pressing the second lever (i.e.,
extinction for lever two), the rat began to press lever one despite not contacting reinforcement for
that response. These results suggest that higher levels of resurgence occur for responses with
longer reinforcement histories.
Bruzek, Thompson, and Peters (2009) found similar results in the second part of their
study. Contingent on participants rocking a crying doll, the crying was terminated. To establish a
longer reinforcement history, this condition continued until the participant engaged in the
response for 5 min across three consecutive sessions. Following this series of reinforcement, one
session was conducted in which contingent on playing with the doll terminated crying. When
both responses were met with extinction contingencies, all participants displayed higher rates of
rocking compared to playing. This demonstrates that responses with longer reinforcement
histories may reemerge at greater rates than other responses with shorter reinforcement histories
when met with extinction contingencies.
In summary, resurgence is a relapse-related phenomenon characterized by the
reappearance of an extinguished operant response when an alternative behavior introduced
during extinction is subsequently treated with extinction (Podlesnik & Shahan, 2009).
7

Resurgence may occur due to poor treatment integrity and the unintentional implementation of
extinction. One way to prevent resurgence is teaching multiple alternative responses. Teaching
multiple alternative responses decreases the probability of problem behavior reoccurring and
increases the persistence of appropriate behavior (Volkert et al., 2009). Inconsistent results
during resurgence may be due to different histories of reinforcement. Problem behavior typically
has a well-established history of reinforcement in comparison to recently taught alternative
responses. Thus, evaluating resurgence is important in relation to maintaining low rates of
problem behavior during lapses of treatment integrity. The purpose of the current study is to
evaluate the duration of exposure to reinforcement contingencies on resurgence when multiple
alternative responses have been taught.
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Chapter 4: Method
Subjects and Setting
Nine subjects, 7 females and 2 males, ages 19-29 years old were recruited for this study.
Table 1 shows the subjects’ demographics. All subjects were current undergraduate students.
Subjects received extra credit points in one of their courses for participation in the study.
Students were not compensated in any other way. The study was conducted in an enclosed office
space retrofitted with two chairs, a table, and an iPad. Subjects were recruited through flyers and
announcements that were distributed to classes within an Applied Behavior Analysis
undergraduate minor program.
Data Collection and Reliability of the Observation System
The primary dependent measures were frequency of an arbitrary response that was
designated as the target response and two alternative responses. These responses were available
within a computer program developed for this study (described below). The target response was
labeled T and was analogous to problem behavior and was associated with the longest
reinforcement history. T was defined as tapping the purple target. There were two alternative
responses labeled A1 and A2. A1 and A2 were analogous to functional communicative responses
typically taught in an FCT paradigm. A1 was defined as tapping the gold target and was
associated with a shorter reinforcement history. A2 was defined as tapping the teal target and
was associated with the shortest reinforcement history. These durations were used to resemble

9

histories of reinforcement of problem behavior (e.g., years) and alternative responses
(e.g., months or weeks) in applied settings, albeit on a small scale.
Data were collected electronically via laptop computers using BDataPro software
(Bullock, Fisher, & Hagopian, 2017); both in-vivo and/or post session via video playback. A
secondary observer scored responses independently or via video playback. Observers collected
data on the frequency of T, A1, and A2. Interobserver agreement was calculated using a mean
count-per-interval method (Mudford, Taylor, & Martin, 2009). Each session was divided into 10s intervals and the smaller response count was divided by the larger response count for each
interval. The percentage of agreement for each interval was then be summed, divided by the total
number of intervals, and multiplied by 100. Table 2 shows interobserver agreement calculations
for each subject. Interobserver agreement was collected for at least 33% of sessions for each
subject. The mean percentage for interobserver agreement for T was 94.02% (ranged 89.82%97.57%), A1 was 92.81% (ranged 89.15%-98.11%) and A2 was 95.16% (ranged 81.35%99.04%).
Calibration tests were conducted to evaluate the computer software’s measurement
accuracy (Johnston & Pennypacker, 2009). A mock session was conducted during the calibration
test. During the mock session, the experimenter followed a script consisting of 10 commands
(see Appendix A). Experimenters compared the software data stream output against a script of
what occurs in the mock session. Correct calibration was defined as 100% agreement between
the script and software data stream output. Incorrect calibration was defined as any disagreement
between the script and software data stream output. Incorrect calibration would have been
addressed by reconfiguring the computer software until 100% agreement was attained. Incorrect
calibration did not occur; therefore, reconfiguration was not necessary during this study.
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Calibration tests were conducted prior to the beginning of each condition for each subject and
100% agreement between the script and data stream output was observed across all subjects.
Treatment Integrity
Observers trained on the procedures collected treatment integrity data on appropriate
researcher behavior. A fidelity checklist (see Appendix B) was used to ensure the researcher
engaged in a script of responses during the study. Treatment integrity errors did not occur during
this study. If treatment integrity errors had occurred, observers would have provided feedback to
the experimenter after each session in which less than 100% integrity was observed. Treatment
integrity data were collected for 33% of sessions with 100% fidelity for all subjects.
General Procedures
Sessions were 1 min in duration. Subjects were given a computerized task to complete.
The computerized task consisted of tapping a moving circular target on a touchscreen interface.
The touchscreen interface had a white background and a moving colored target (purple, gold,
and/or teal). When the target currently being reinforced was tapped with the subject’s finger, it
“popped” into small red triangular pieces. Once the target popped, it reappeared on the screen
immediately. When the target being met with extinction was tapped with the subject’s finger, the
target did not pop and remained on the screen. Figure 1 depicts a still illustration of the
computerized task. Targets currently being reinforced also resulted point accrual. Points were
displayed in the upper righthand corner of the touchscreen interface. Points were not
exchangeable for back up reinforcers.
During training, the experimenter first told the subject the contingency in effect; for
example, “when you tap the purple target, you will receive a point.” Prior to the onset of all other
11

sessions, the experimenter told the subject, “Earn as many points as you can.” Once a response
was trained, the corresponding target remained on the screen across all subsequent sessions.
However, a target that was currently being treated with extinction would not result in the target
popping or point accrual and remained on the screen regardless of responding. Number of points
earned were always visible.
Phase One: Reinforcement of Target Response
During phase one, experimenters trained the target response (T). T corresponded with a
purple target. The researcher began the first two sessions of T by stating the contingency to the
subject; for example, “when you tap the purple target, you will receive a point.” Subjects were
trained to emit T for two consecutive sessions. Points were delivered contingent on T on an FR1
schedule.
Following training, thirteen consecutive sessions were conducted without stating the
contingency associated with the session (i.e., “Earn as many points as you can”). Points were
delivered contingent on T on an FR1 schedule. Number of points earned were visible throughout
the session. Phase one was terminated after 15 sessions.
Phase Two: Reinforcement of Alternative Responses
During phase two, experimenters trained subjects to emit separate alternative
responses (A1 and A2). That is, experimenters trained subjects to emit A1 while simultaneously
treating T with extinction contingencies. A1 corresponded with the gold target. The researcher
began the first two sessions of A1 by stating the contingency to the subject; for example, “when
you tap the gold target, you will receive a point.” Contingent on A1, reinforcement was delivered
on an FR1 schedule.
12

Then, experimenters treated A1 and T with extinction and trained subjects to emit A2. A2
corresponded with the teal target. Procedures during this session were identical to the training of
A1, however, contingent on A2, reinforcement was delivered on an FR1 schedule. A1 and A2
were trained for two consecutive sessions each.
Sessions then were conducted on a 1:4 ratio. That is, for every session in which A2 was
reinforced; four sessions were conducted in which A1 was reinforced. This alternation pattern
was used in attempt to minimize the recency effect when responses were treated with extinction.
This was conducted for a total of eight sessions for A1 and two sessions for A2. During sessions
in which A1 and T were placed on extinction, contingent on A2, reinforcement was delivered on
an FR1 schedule. During sessions in which A2 and T were placed on extinction, contingent on
A1, reinforcement was delivered on an FR1 schedule. To ensure the subject was responding to
the programmed contingencies instead of instructions, directions associated with the contingency
were not stated prior to the beginning of these remaining sessions.
Phase 3: Resurgence Test
During the test for resurgence, all responses were met with extinction. Procedures during
this phase were identical to the previous phases; however, all responding was ignored and did not
result in the target popping or point accrual. Sessions were conducted until the subject failed to
respond across three consecutive sessions during phase three or a total of 3 h lapsed across all
phases.
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Chapter 5: Results
Three analyses were conducted to evaluate the effects of histories of reinforcement on
resurgence. First, overall rate of responding during resurgence was evaluated to determine which
response was emitted the most. Second, the initial-time period following extinction was
evaluated to determine which response was emitted first and in what order. Finally, proportion of
baseline responding was examined to evaluate responding without being overly influenced by
differences of response rates during baseline.
The overall rate of responding during the resurgence test was evaluated to determine
which response was emitted the most when met with extinction. This analysis helped determine
whether responses with longer reinforcement histories resurged at higher rates compared to the
responses with shorter reinforcement histories during extinction. Table 3 shows the rate of
responding for T, A1, and A2 across the test for resurgence. Prior to the test for resurgence, all
subjects engaged in high rates of T during phase one and engaged in the currently reinforced
responses (A1 or A2) at high rates during phase two. During the test for resurgence, Rachel, Ben,
and Ashley engaged in higher rates of T compared to A1 and A2. Emily and Lauren engaged in
higher rates of A1 compared to T and A2. Olivia, Beth, and Dennis engaged in higher rates of
A2 compared to T and A1. Kate engaged in equal rates of all three responses during resurgence.
Overall, more responding was observed with T and A2 across subjects. Figure 2 shows response
rates for all subjects across all phases.
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Additionally, when reinforcement was withheld, responding gradually decreased until
responses were extinguished for all but two subjects. The response that was extinguished first
and last may be important to examining resurgence. For Rachel, T was extinguished first and
was extinguished last. For Olivia and Ashley, A1 was extinguished first. For Dennis, Beth, Kate,
Ben, and Emily, A1 was extinguished first. For Emily, Olivia, and Kate, T was extinguished last.
For Ben, Beth, Olivia, and Dennis, A1 was extinguished last. For, Rachel, A2 was extinguished
last. Lauren never stopped responding during the resurgence test.
Another important point to examine resurgence was during session 30, the initial session
of extinction for all responses. This analysis determined which response was emitted first when
all responses were initially exposed to extinction. Figures 3 and 4 show a second by second
analysis of responding during session 30. Five subjects engaged in A1 first and four subjects
engaged in A2 first. Table 4 shows the rate of responding during the initial test for resurgence for
each subject. Emily and Ben engaged in higher rates of T compared to A1 and A2. Lauren and
Olivia engaged in higher rates of A1 compared to T and A2. Rachel and Dennis engaged in
higher rates of A2 compared to T and A1. For Kate, equal higher rates of T and A2 were
observed compared to A1. Ashley engaged in equal higher rates of T and A1 compared to A2.
Figure 5 depicts proportion of baseline for target and alternative responses. Proportion of
baseline allows responding to be evaluated across phases and control for differences during
baseline. These data were calculated by averaging response rates during the final session of
reinforcement for each response and dividing the response rate for each session during
resurgence. A record floor was used when zero responding occurred during the test for
resurgence. The record floor was equal to .01. Averages for T during baseline for Rachel, Emily,
Ben, Kate, Lauren, Ashley, Beth, Olivia, and Dennis was 112, 102, 101, 124, 97, 88, 97, 112,
15

and 107, respectively. Averages for A1 during baseline for Rachel, Emily, Ben, Kate, Lauren,
Ashley, Beth, Olivia, and Dennis was 105, 105, 114, 120, 91, 91, 87, 108, and 99, respectively.
Averages for A2 during baseline for Rachel, Emily, Ben, Kate, Lauren, Ashley, Beth, Olivia, and
Dennis was 107, 105, 104, 120, 102, 84, 88, 103, and 99, respectively. For Rachel, Emily, Kate,
Ashley, Beth, Olivia, and Dennis, overall, lower rates of responding were observed during the
test for resurgence compared to baseline. For Lauren and Ben, equal and higher rates of
responding were observed during resurgence compared to baseline.
During phase three, Rachel, Emily, Ben, Kate, Ashley, Beth, Olivia, and Dennis met
extinction criterion in 21, 25, 23, 9, 5, 13, 18, and 4 sessions, respectively. For Ben, high rates of
responding were observed until he abruptly stopped responding during session 51. Lauren never
met the extinction criterion and continued to emit all three responses at high rates during the
resurgence test.
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Chapter 6: Discussion
The present study evaluated the effects of different durations of reinforcement histories
on resurgence. The discrepancies observed in Lambert et al. (2015) and Lambert et al. (2017)
may have been due to the differences in histories of reinforcement, specifically the unknown, but
well-established history of reinforcement of problem behavior. The present study addressed these
discrepancies by establishing specific, different reinforcement histories for three separate
responses. One response was analogous to problem behavior and was associated with the longest
history of reinforcement and two responses were analogous to alternative responses and were
associated with two different shorter reinforcement histories. This arrangement was designed to
be similar to teaching serial alternative responses in applied settings.
All subjects engaged in at least one alternative response prior to engaging in T during the
test for resurgence. This suggests that latency to problem behavior may be increased by the
inclusion of serial alternative responses during extinction. This may be relevant to clinicians or
caregivers who work with individuals who engage in problem behavior. Increases in latency to
problem behavior allows caregivers time to respond to appropriate behavior before the individual
engages in problem behavior. For example, if an individual will engage in alternative responses
ten times prior to engaging in problem behavior, a caregiver has ten opportunities to reinforce
appropriate behavior before problem behavior reemerges. These results support those
demonstrated by Lambert et al. (2015).
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When evaluating the resurgence test, there are two relevant variables to consider.
The initial time-period following extinction and the overall rate of responding during the
resurgence test. The initial time-period can be evaluated in terms of a recency effect. The
recency effect suggests behavior reinforced last in serial training programs will reemerge with
greater magnitude than other behaviors taught in the sequence (e.g., Leiving & Lattal, 2003).
Counter to the recency effect, seven out of nine subjects engaged in A1 prior to engaging in T or
A2 which was not the most recently reinforced response prior to the resurgence test. According
to the recency effect, researchers would expect subjects to engage in A2 prior to engaging in T or
A1 because A2 was the most recently reinforced responses prior to the test for resurgence.
Although the recency effect may be observed in other contexts (e.g., intermittent reinforcement
conditions), the present study focused on the initial time-period following extinction. An
alternative to the recency effect is the primacy effect which suggests behavior taught first in a
serial training program will reemerge with greater magnitude (e.g., Leiving & Lattal, 2003).
According to the primacy effect, researchers would expect subjects to engage in T prior to
engaging in A1 or A2. However, the primacy effect was not observed in this study. In clinical
settings, the most recently reinforced response is typically an alternative response. Therefore,
recency may not be an effect clinicians can rely on in terms of resurgence. However, these
procedures did not include an equal reinforcement history across the two alternative responses.
This difference in reinforcement history may have minimized a recency effect. Future
researchers should continue to examine serial alternative responses at similar and different
reinforcement histories to evaluate the recency effect.
Examining overall response rates during the resurgence test (until all responses were
extinguished) demonstrated inconsistent patterns across subjects. Five out of nine subjects
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engaged in higher rates of A1 or A2 whereas three out of nine subjects engaged in higher rates of
T. One subject engaged in all three responses equally. Although not included in the initial
analysis, only Emily matched the response she engaged in first during the resurgence test and the
response she engaged in most frequently. It may be beneficial for future researchers to evaluate
correlations between overall rate of responding following extinction and the most recent
behavior. Additionally, it may be beneficial to compare rates of responding sooner in the
extinction process to overall rates of responding. However, clinically it is unlikely for clinicians
to program complete extinction of both target and alternative responses. Both problem behavior
and alternative responses may undergo extinction unintentionally. This may occur in a clinical
setting in which a novel therapist is introduced to a client and fails to provide reinforcement for
appropriate behavior while simultaneously treating problem behavior with extinction. The
relevance lies in informing clinical practice if overall rate of resurged problem behavior is
comparable to alternatives. Future studies may also measure response magnitude/intensity in
addition to rate, a known variable to be influenced by extinction procedures.
A limitation of this experiment may be illustrated in the response patterns of Lauren and
Ben. Although reinforcement was being withheld, Lauren and Ben continued to respond at high
rates. Both subjects engaged in rates similar to those observed during baseline. This may have
been related to the instruction (i.e., “Earn as many points as you can.”) provided before every
session. It is possible that instructional control was established between the subjects and the
researcher resulting in high rates of responding regardless of reinforcement being withheld.
Future research should evaluate whether instructions affect responding when reinforcement is
withheld.
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There are limitations associated with the use of an analogue procedure in a laboratory
setting. The present study involved undergraduate students which may limit the generality of the
results. Generality is a concern because undergraduate students may not be representative of
individuals diagnosed with developmental of disabilities who engage in problem behavior.
Tapping a target on a touchscreen interface may not be topographically similar to, or occur at
similar rates as typical problem behavior such as self-injury. Future studies may also evaluate
these procedures in applied settings or across populations. Additionally, it is possible the
combination of the instruction (e.g., “Earn as many points as you can”) and the reinforcement
contingencies in place resulted in high response rates. These rates are higher than what would
typically be observed with problem behavior. Future researchers may change the topography of
responding to include a higher response effort that approximates problem behavior more closely.
The degree to which these results predict what will happen in clinical settings depends on
the degree to which serial response resurgence scenarios enacted in a laboratory setting capture
the relevant features encountered in clinical cases. In the present study, the results were variable,
and therefore did not provide a prediction so strong that one pattern of resurgence outside of the
laboratory can be expected, unlike Lambert et al. (2017). This study posited that duration of
reinforcement history might play a role in the degree to which teaching serial alternative
responses would mitigate target resurgence. For some individuals, even the minimal discrepancy
in duration of reinforcement history resulted in target resurgence greater than alternative
response resurgence. Greater differences in reinforcement history might produce more robust and
consistent findings. Regardless, these results suggest that for some individuals, clinical serial
alternative response DRA models would have the best chance of decreasing target resurgence
relative to alternative response resurgence if clinicians established long durations of
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reinforcement history for at least one alternative response. However, the degree to which the
current population is representative to the general population (or the target population) is
unknown.
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Table 1
Demographic Information for all Subjects
Subject
Lauren
Beth
Olivia
Ashley
Emily
Rachel
Kate
Ben
Dennis

Age (years)
19
20
20
21
21
22
23
29
29
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Table 2
Interobserver Agreement for All Subjects
Subject
Rachel
Emily
Ben
Beth
Lauren
Kate
Ashley
Olivia
Dennis

% of Sessions
with IOA
34
34
34
34
41
46
51
95
100

T
91.18
92.91
89.82
96.78
92.31
95.86
97.57
94.13
95.66
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% Agreement
A1
92.16
89.68
89.15
98.02
97.08
95.53
98.11
95.54
98.06

A2
98.04
81.36
90.96
99.58
97.47
95.71
97.27
97.03
99.04

Table 3
Average Frequency of Responding Per Session During Phase Three
Subject
Ashley
Rachel
Ben
Emily
Lauren
Beth
Dennis
Olivia
Kate

T
3.0
5.6
59.4
5.4
52.4
7.6
1.8
11.16
1.2

A1
2.3
5.3
55.0
5.8
69.3
7.4
2.0
10.95
1.2
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A2
2.7
5.0
58.5
5.4
61.7
7.7
2.4
11.74
1.2

Table 4
Rate During Session 30
Subject
Kate
Emily
Ben
Olivia
Lauren
Ashley
Beth
Rachel
Dennis

T
(RPM)
7
37
74
50
43
12
22
41
8

A1
(RPM)
6
30
67
51
46
12
22
38
9
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A2
(RPM)
7
35
60
45
35
13
27
43
11

Figure 1. A still illustration of the computerized task when all targets were visible on the screen.
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Figure 2. Results for reinforcement of T, A1, and A2 and the test for resurgence for each subject. Open circles depict T, closed
squares depict A1, and closed triangles depict A2.
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Figure 3. Cumulative record of responding during session 30 for each subject. Solid lines depict T, dashed lines depict A1, and dotted
lines depict A2.
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Figure 4. Second by second analysis of responding in session 30 on a log scale for each subject. Solid lines depict T, dashed lines
depict A1, and dotted lines depict A2.
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Figure 5. Proportion of baseline for target and alternative responses. A record floor was used when zero responding occurred during
the test for resurgence. The record floor was equal to .01. Open circles depict T, closed squares depict A1, and closed triangle depict
A2.
30

References
Bruzek, J. L., Thompson, R. H., & Peters, L. C. (2009). Resurgence of infant
caregiving responses. Journal of the Experimental Analysis of Behavior, 92, 327–343.
doi: 10.1901/jeab.2009-92-327
Bloom, S. & Lambert, J. (2015). Implication for practice: Resurgence and
differential reinforcement of alternative responding. Journal of Applied Behavior
Analysis, 48, 781-784. doi: 10.1002/jaba.266
Bullock, C., Fisher, W., & Hagopian, L. (2017). Description and validation of computerized
behavioral data program “bDataPro.” Behavior Analyst, 40, 275-285. doi:
10.1007/s40614-016-0079-0
Da Silva, S. P., Maxwell, M. E., & Lattal, K. A. (2008). Concurrent resurgence and
behavioral history. Journal of the Experimental Analysis of Behavior, 90, 313
331. doi: 10.1901/jeab.2008.90-313
Doughty, A. H., Cash, J. D., Finch, E. A., Holloway, C., & Wallington, L. K. (2010).
Effects of training history on resurgence in humans. Behavioural Processes, 83, 340–343.
doi: 10.1016/j.beproc.2009.12.001
Hoffman, K. & Falcomata, T. (2014). An evaluation of resurgence of appropriate

31

communication in individuals with autism who exhibit severe problem behavior. Journal
of Applied Behavior Analysis, 47, 651-656. doi: 10.1002/jaba.144.
Lambert, J., Bloom, S., Samaha, A., & Dayton, E. (2017). Serial functional
communication training: Extending serial DRA to mands and problem behavior.
Behavior Interventions, 32, 311-325. doi: 10.1002/bin.1493
Lambert, J., Bloom, S., Samaha, A., Dayton, E., & Rodewald, A. (2015). Serial
alternative response training as intervention for target response resurgence. Journal of
Applied Behavior Analysis, 48, 765-780. doi: 10.1002/jaba.253
Lieving, G. A., & Lattal, K. A. (2003). Recency, repeatability, and reinforcer
retrenchment: An experimental analysis of resurgence. Journal of the
Experimental Analysis of Behavior, 80, 217–233. doi:10.1901/jeab.2003.80-217
Mudford, O., Taylor, S., & Martin, N. (2009). Continuous recording and interobserver agreement
algorithms reported in the Journal of Applied Behavior Analysis (1995-2000). Journal of
Applied Behavior Analysis, 42, 165-174. doi: 10.1901/jaba.2009.42-165
Podlesnik, C.A., Jimenez-Gomez, C., Shahan, T. (2006). Resurgence of alcohol
seeking produced by discontinuing non-drug reinforcement as an animal model of drug
relapse. Behavioural Pharmacology, 17, 369-374. doi:
10.1097/01.fbp.0000224385.09486.ba
Podlesnik, C. A., & Shahan, T. A. (2009). Behavioral momentum and relapse extinguished

32

operant responding. Learning & Behavior, 37, 357–364. doi:
10.3758/LB.37.4.357
Pritchard, D., Hoerger, M., & Mace, F.C. (2014). Treatment relapse and behavioral
momentum theory. Journal of Applied Behavior Analysis, 47, 814-833. doi:
10.3758/LB.37.4.357
Sweeney, M & Shahan, T. (2015). Renewal, resurgence, and alternative reinforcement
context. Behavioral Processes, 116, 43-49. doi: 10.1016/j.beproc.2015.04.015
St. Peter Pipkin, C., Vollmer, T., & Sloman, K. (2010). Effects of treatment integrity failures
during differential reinforcement of alternative behavior: A translational model. Journal
of Applied Behavior Analysis, 43, 47-70. doi: 10.1901/jaba.2010.43-47
Tiger, J., Hanley, G., & Bruzek, J. (2008). Functional communication training: A
review and practical guide. Behavior Analysis in Practice, 1(1), 16-23.
Volkert, V., Lerman, D., Call, N., & Trosclair-Lasserre, N. (2009). An evaluation of
resurgence during treatment with functional communication training. Journal of Applied
Behavior Analysis, 42, 145-160. doi: 10.1007/BF03391716
Vollmer, T., Sloman, K., and St. Peter Pipkin, C. (2008). Practical implications of
data reliability and treatment integrity monitoring. Behavior Analysis in Practice, 1(2), 411. doi:10.1007/BF03391722
Winterbauer, N., Lucke, S., Bouton, M. (2013) Some factors modulating the strength of resurgence
33

extinction of instrumental behavior. Learning and Motivation, 44, 60-71. doi:
10.1016/j.lmot2012.03.003

34

Appendices

35

Appendix A: Calibration Test
Phase 1
Subject: ____________________________ Data Collector:_______________________
Command
1. Tap the purple target.
2. Tap the purple target 2 times.
3. Tap the white space.
4. Tap the purple target 2 times.
5. Tap the white space.
6. Tap the purple target 3 times.
7. Tap the purple target.
8. Tap the purple target 2 times.
9. Tap the white space.
10. Tap the white space.

Correct?
Y/N
Y/N
Y/N
Y/N
Y/N
Y/N
Y/N
Y/N
Y/N
Y/N

Phase 2: A1 Training
Subject: ____________________________ Data Collector:_______________________
Command
1. Tap the gold target.
2. Tap the purple target 2 times.
3. Tap the white space.
4. Tap the gold target 2 times.
5. Tap the white space.
6. Tap the purple target 3 times.
7. Tap the gold target.
8. Tap the white space 2 times.
9. Tap the purple target.
10. Tap the white space.

Correct?
Y/N
Y/N
Y/N
Y/N
Y/N
Y/N
Y/N
Y/N
Y/N
Y/N
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Phase 3: A2
Subject: ____________________________ Data Collector:_______________________
Command
1. Tap the blue target.
2. Tap the purple target 2 times.
3. Tap the white space.
4. Tap the gold target 2 times.
5. Tap the white space.
6. Tap the blue target 3 times.
7. Tap the purple target.
8. Tap the blue target 2 times.
9. Tap the purple target.
10. Tap the white space.

Correct?
Y/N
Y/N
Y/N
Y/N
Y/N
Y/N
Y/N
Y/N
Y/N
Y/N

Phase 2: A1
Subject: ____________________________ Data Collector:_______________________
Command
1. Tap the gold target.
2. Tap the purple target 2 times.
3. Tap the white space.
4. Tap the blue target 2 times.
5. Tap the white space.
6. Tap the purple target 3 times.
7. Tap the gold target.
8. Tap the gold target 2 times.
9. Tap the blue target.
10. Tap the white space.

Correct?
Y/N
Y/N
Y/N
Y/N
Y/N
Y/N
Y/N
Y/N
Y/N
Y/N
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Phase 3: Resurgence
Subject: _____________________________Data Collector:_______________________
Command
1. Tap the blue target.
2. Tap the purple target 2 times.
3. Tap the blue target.
4. Tap the gold target 2 times.
5. Tap the white space.
6. Tap the purple target 3 times.
7. Tap the gold target.
8. Tap the blue target 2 times.
9. Tap the purple target.
10. Tap the white space.

Correct?
Y/N
Y/N
Y/N
Y/N
Y/N
Y/N
Y/N
Y/N
Y/N
Y/N
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Appendix B: Training Fidelity Checklist
Subject: _________________________
Session #: _________
Data Collector: ____________________
1.

2.

3.
4.

Training T1
State the contingency before beginning
the program, “If you tap the gold
target, you will earn points.”
Provide instructions before beginning
the program, “Earn as many points as
you can.”
Begin the program after directions and
contingencies were stated.
The session was terminated after 2 min
elapsed.

Implemented Correctly?

Steps Correct

Y / N

Y / N

/4

Y / N
Y / N

Subject: _________________________
Session #: _________
Data Collector: ____________________
Training A1
1. State the contingency before beginning
the program, “If you tap the grey target,
you will earn points.”
2. Provide instructions before beginning
the program, “Earn as many points as
you can.”
3. Begin the program after directions and
contingencies were stated.
4. The session was terminated after 2 min
elapsed.

Implemented Correctly?

Steps Correct

Y / N

Y / N

/4

Y / N
Y / N

Subject: _________________________
Session #: _________
Data Collector: ____________________
Training A2
1. State the contingency before
beginning the program, “If you tap the
black target, you will earn points.”
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Implemented Correctly?

Steps Correct

Y / N

/4

2. Provide instructions before beginning
the program, “Earn as many points as
you can.”
3. Begin the program after directions and
contingencies were stated.
4. The session was terminated after 2
min elapsed.

Y / N
Y / N
Y / N

Subject: _________________________
Session #: _________
Data Collector: ____________________
Reinforcement
1. No contingency is provided.
2. Provide instructions before beginning
the program, “Earn as many points as
you can.”
3. Begin the program after directions were
stated.
4. The session was terminated after 2 min
elapsed.

Implemented Correctly?
Y / N

Steps Correct

Y / N
/4
Y / N
Y / N

Subject: _________________________
Session #: _________
Data Collector: ____________________
Resurgence
1. No contingency is provided.
2. Provide instructions before beginning
the program, “Earn as many points as
you can.”
3. Begin the program after directions were
stated.
4. The session was terminated after 2 min
elapsed.
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Implemented Correctly?
Y / N

Steps Correct

Y / N
/4
Y / N
Y / N
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Study Approval Period: 11/11/2018 to 11/11/2019
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research on perception, cognition, motivation, identity, language, communication, cultural
beliefs or practices, and social behavior) or research employing survey, interview, oral history,
focus group, program evaluation, human factors evaluation, or quality assurance methodologies.

As the principal investigator of this study, it is your responsibility to conduct this study in
accordance with IRB policies and procedures and as approved by the IRB. Any changes to the
approved research must be submitted to the IRB for review and approval via an amendment.
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business days.
We appreciate your dedication to the ethical conduct of human subject research at the University
of South Florida and your continued commitment to human research protections. If you have
any questions regarding this matter, please call 813-974-5638.
Sincerely,
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