Our aim is to give for some classes non-additive measures some limit theorems. For balanced games we obtain a weak and strong law of large numbers for bounded random variables, a sharper conclusion is obtain with exact games. We provide an extension to upper enveloppe measures.
Introduction
Non-additive measures are nowadays studied in different field of expertise. They are originally known as capacities in potential theory ( [4] ), games with transferable utilitiy in cooperative game theory, fuzzy measures in artificial intelligence or imprecise probabilities in statistics. Since Kolmogorov's ( [8] ) axiomatic treatise on probability, the measure theoretic approach became the standard framework. σ-additive measures turned out to be the appropriate objects to model random phenomenon. A major requirement for a good probability theory is to be able to give a frequentist justification to probability numbers via limit frequencies or equivalently laws of large numbers should hold. We address this question for nonadditive measures. An important class of games which contain some very mild additivity conditions are balanced games ( [2] , [12] ) and with more structure, exact games ( [13] ). This games are particularly important since they introduce the core, a key concept to understand the geometry of a game. A natural approach is to introduce the usual Markov's conditions to obtain weak and strong law of large numbers for balanced and exact games. Our results can be sharpened through upper integrals. There interest for upper integrals rely on the possibility to deal with set of measures. This gives a more flexible treatement of uncertainty in decision making theory as in the multi-prior model of Gilboa-Schmeidler (1989) ([7] , see [3] for σ-measures). Our approach is more elementary and departures from the existing topological results, where powerful analytical methods are used, see Marinacci ([10] ) for compact spaces and Maccheroni-Marinacci ( [9] ) for polish spaces.
Definition
Let (Ω, A) be a measurable space. w : A → IR + is called a set function if w(∅) = 0. w is said to be monotone if w(A) ≥ w(B) whenever A ⊃ B. w is said to be subadditive if w(A ∪ B) ≤ w(A) + w(B) for all A, B ∈ A with A∩B = ∅. If the inequality is replaced by an equality w is additive, i.e. w ∈ ba + . If moreover, w(∪ n A n ) = n w(A n ) holds for any sequence of disjoint sets, w is called σ-additive, i.e., w ∈ ca + . A monotone subadditive set function is called a submeasure.
The conjugate of w denoted by w c is defined by w c (A) = w(Ω) − w(A c ) for all A ∈ A. w is said to be continuous from above
For submeasures order-continuity is an equivalent condition for continuity from above and below, Proposition 2.1 Let w be a submeasure. Then, w is continuous from above and form below if and only if w is order-continuous.
Proof: (only if) by definition. (if) Let
A n ↑ A. By monotonicity and subadditivity we get,
Denote with AC(w) the anti-core 2 of w given by AC(w) = {P : P ∈ ba + , P ≤ w, P (Ω) = w(Ω)}.
If AC(w) = ∅, w is called balanced (Bondareva [2] , [12] ). Moreover if for all A ∈ A, w(A) = max{P (A) : P ∈ AC(w)}, then w is called 1 If w is additive then σ-additivity, continuity from below, continuity from above and ordercontinuity are equivalent. 2 The core is defined as C(w c ) = {P : P ∈ ba + , P ≥ w c , P (Ω) = w c (Ω)}, and coincide with AC(w). The Choquet integral will plays the rôle of the standard Lebesgue integral for classical probabilities. A real function X : Ω −→ IR is measurable if {X > t} = {ω : X(ω) > t} ∈ A for all t ∈ IR. We denote by IB(Ω, A) the space of bounded A-measurable functions (IB for short). For X ∈ IB, X ≥ 0, its Choquet integral ( [4] , [14] ) with respect to w is given by,
where the strict inequality can be replaced by a large inequality. For real-valued functions we extended it as the assymetric integral,
The properties of the Choquet integral functional are exposed in [6] , [11] . Whenever w is balanced one can introduce the upper (lower) integral of X ∈ IB, given by J w (X) = sup
XdP, I w (X) = inf 
Law of large numbers
In order to consider Markov's conditions we need to define an analogue of the variance for balanced games. Let X, Y ∈ IB, their covariance is given by
and the variance of X is given by,
X, Y are said to be w-negatively correlated if cov w (X, Y ) ≤ 0.
Weak law of large numbers
We now establish a non-additive version for balanced games of the classical weak law of large numbers, i.e. Bienaymé-Tchebitchev's theorem. The result can be sharpen for exact games.
Theorem 3.1 Let w be a balanced game and a sequence {X n } n ⊂ IB . Assume
Moreover, if w is order-continuous and exact then
In particular if w = P is σ-additive and the X n 's have common mean then
Proof: We shall prove in fact a sharper result using the upper and lower integrals instead of the Choquet integrals. The proof relies directly on the application of Bienaymé-Tchebitchev's inequality for classical measures. Let Y n = X n − X n dP for all n. For P ∈ AC(w) ∩ ca + ,
thus for ǫ > 0 we get,
For the second part of the theorem we use a powerful result for continuous exact games (see [5] ). According to Theorem 10 in [11] p.11 and its remark on positive games, there exists a measure λ ∈ AC(w) for which the measure in AC(w) are uniformly countably additive i.e.
for p ∈ IN and its corresponding δ(p). According to the first part of the theorem we have lim n λ(A n ) = 0, so there exists N(p) such that for all n ≥ N(p), λ(A n ) < δ(p). Thus for all P ∈ AC(w) we have P (A n ) < 1 p , and w(A n ) < 1 p follows by exactness.
⊓ ⊔ Remark 1: If for some (resp. all) P ∈ AC(w) ∩ ca
X k )} n converges to 0 then the first (second) part of conclusion holds.
Strong law of large numbers
We now establish a non-additive version for balanced games of the classical strong law of large numbers i.e., Markov's theorem. For exact games the result can be precised.
Theorem 3.2 Let w be a balanced game and a sequence {X n } n ⊂ IB. Assume {V w (X n )} n and {nV w (
Proof: We shall prove in fact a sharper result using the upper and lower integrals instead of the Choquet integrals. We may assume that lim sup n 1 n n k=1 J w (X n ) < +∞ or −∞ < lim inf n 1 n n k=1 I w (X n ), otherwise the statement is immediate. Let us assume that lim sup n 1 n n k=1 J w (X n ) < +∞, otherwise we work with −X n . Put Y n = X n − X n dP for all n. For P ∈ AC(w) ∩ ca + , we have,
and also,
We can apply the law of large number for the classical case
Now since lim sup n is a subadditive functional we have for any sequences {a n } n , {b n } n ⊂ IR, lim sup a n + b n ≥ lim sup n a n + lim inf n b n ≥ lim inf a n + b n , thus
that is
and finally
Similarly,
Following the same line we get,
Combining these results it follows,
the conclusion follows from P ≤ w. For the second part of the theorem. For any P ∈ AC(w) ⊂ ca it holds
by exactness it follows,
If for some (resp. all) P ∈ AC(w) ∩ ca + (⊂ ca + ), {V P (X n )} n and {nV P ( 1 n n k=1 X k )} n are bounded then the first (second) part of conclusion holds. Another sufficient condition to obtain the required conditions is when the {X n } n are pairwise w-negatively dependent random variables or w-negatively correlated. Two measurable functions X, Y are pairwise w-negatively (positively) dependent if for all x, y > 0 and for all P ∈ AC(w)
A sequence {X n } n of measurable functions is pairwise w-negatively dependent (correlated) if for all n, m ∈ IN X n and X m are w-negatively dependent (correlated). By definition w-negatively dependent functions are w-negatively correlated.
Theorem 3.3 Let {X n } n be a sequence of w-negatively correlated (or w-negatively dependent) measurable functions. The conclusions of Theorem 3.1, respectively 3.2 remain valid whenever { 1 n n k=1 V w (X n )} n is bounded, respectively {V w (X n )} n is bounded.
Proof: Let {X n } n be w-negatively correlated and P ∈ AC(w). Then {X n } n is P -negatively correlated. We prove by induction that,
For n = 1 it is immediate. For n > 1,
⊓ ⊔
Extension to upper integrals
Upper integrals are a natural generalization of the classical Lebesgue integral, for they consider a set of probabilities instead of a sole one. This situation is encountered in a framework of decision making under uncertainty as the multi prior model ( [7] ). Typically, we consider the functional
where C is a non-empty convex weak-star compact set of finitely additive probabilities i.e. C ⊂ ba + 1 . The associated game is defined by w C (A) = max{P (A) : P ∈ C}. By construction this game is exact since C ⊂ AC(w C ). The upper integral introduced for balanced games is a special case where J w = J AC(w) . For all X ∈ IB,
where I C (X) = min{ XdP : P ∈ C}. Theorem 4.1 Let C be a non-empty subset of ba + , w C its associated submeasure with w C (Ω) < ∞ and a sequence {X n } n ⊂ IB.
Moreover, if C ⊂ ca + and C is convex and weak-star compact then
Similarely, Theorem 4.2 Let C be a non-empty subset of ba + , w C its associated submeasure with w C (Ω) < ∞ and a sequence {X n } n ⊂ IB. Assume {V C (X n )} n and {nV C (
Moreover, if C ⊂ ca + and C is weak-star compact then
The following proposition is essentially built upon the proof of Lemma 9 in [11] and makes precise the relation between continuity and set of measures.
Proposition 4.1 Let C ⊂ ba + be a non-empty weak-star compact set of nonnegative charges and w C = max C P the associated exact game. Then C ⊂ ca + if and only if w C is continuous.
Proof: (if) It is immediate.
(only if) Since C is weak-star compact and C ⊂ AC(w C ), w C is exact. From Proposition 2.1 it remains to prove that w C is continuous at ∅. Let {A n } n ⊂ A be a weakly decreasing sequence converging to ∅. Consider the functions
{φ n } n is a weakly decreasing sequence of weak-star continuous functions converging to 0. Thus by Dini's theorem, the convergence must be uniform i.e. for all ǫ > 0 there exists n(ǫ) such that for n ≥ n(ǫ), sup C {µ(A n )} < ǫ, thus w C (A n ) < ǫ. ⊓ ⊔ Remark 3: Theorem 3.2 in [13] can be seen as the special case where C = AC(w).
Since AC(w) is weak-star compact, if AC(w) ⊂ ca + then w AC(w) is continuous, if moreover w is exact i.e., w = w AC(w) , then w is continuous. Moreover, since w C is continuous whenever C ⊂ ca + it follows that AC(w C ) ⊂ ca + .
In order to prove the second part of the weak law of large numbers we need some preliminary material.
Whenever C = {Q} then both definition coincide, the equivalence can be mentained if C is weak-star compact, Proposition 4.2 Let P ∈ ca + and C a weak-star compact subset of ca + . The following statements are equivalent,
There exists ǫ > 0, such that for all η = 1 n , there exists A n ∈ A and Q n ∈ C such that P (A n ) ≤ 1 n and Q n (A n ) ≥ ǫ, thus w C (A n ) ≥ ǫ. (i) ⇒ (iii). Assume (iii) does not hold. There exists A n ∈ A such that P (A n ) → 0 and w C (A n ) → 0. Take Q n ∈ C such that Q n (A n ) = w C (A n ) for all n. Thus there exists ǫ > 0, and a subsequence n k such that, P n k (A n k ) ≥ ǫ for all k. From Lemma 5 in [3] , C is weak-star sequentially compact thus {P n k } k admits a converging subsequence {P n k l } l .
We may now apply a version of Vitali-Hahn-Saks (Theorem 8.7.4 p.224 in [1] ). Consider the probability measure ψ = l 1 2 l P n k l . Since {P n k l } l is weakly convergent, the set {P n k l } l is uniformely dominated by ψ. Moreover since P >> P n k l for all l it follows that P >> ψ, thus P >> u. {P n k l } l . Finally, as P (A n k l ) → 0 then max l P n k l (A n k l ) → 0, contradicting that P n k l (A n k l ) ≥ ǫ for all l.
⊓ ⊔ Thanks to Proposition 4.2, we may extend remark 1 to upper integrals. Whenever C is convex and weak-star compact, following Delbaen's suggestion p.224 ( [5] ), Lemma 5 in [3] guaranties the existence of some P ∈ C such that P >> wk C.
A basic example
We finally present a natural example that illustrates the weak and strong law of large numbers for upper probabilities through limit frequencies.
Example : Let Ω n = {0, 1} for all n and Ω = n Ω n , A = 2 Ω . Define X n (ω) = ω n ∈ {0, 1} for ω = (ω 1 , . . .). Take p ∈ (0, 1), ǫ n ∈ (0, 1) for all n with ǫ n ≤ p, 1 − p. Consider
The standard interpretation is to consider Ω as sequence of head and tails through independent trials with different coins and with an unknown probability lying in [p − ǫ n , p + ǫ n ]. C ǫ is convex. We first check that C ǫ is weak-star closed (thus weak-star compact). Let {P α } α be a net in C ǫ converging to P 0 . For A = {1} × m =n Ω m , P α (A) = p n,α −→ p n ∈ [p − ǫ n , p + ǫ n ]. For any cylinder I = I {ω i } × −I Ω n with I a finite subset of IN, we have P α (I) = I (1 − p n,α )δ 0 (ω i ) + p n,α δ 1 (ω i ) −→ I (1 − p n )δ 0 (ω i ) + p n δ 1 (ω i ). And if A is not a cylinder then P α (A) = 0 thus P 0 (A) = 0. Finally, P 0 = ⊗ n (1 − p n )δ 0 + p n δ 1 ∈ C h . For all P ∈ C ǫ the random variables {X n } n are P independent and for all n,
