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FLIPPING SURFACES
PAUL HACKING, JENIA TEVELEV AND GIANCARLO URZU´A
Abstract. We study semistable extremal 3-fold neighborhoods,
which are fundamental building blocks of birational geometry, fol-
lowing earlier work of Mori, Kolla´r, and Prokhorov. We classify
possible flips and extend Mori’s algorithm for computing flips of
extremal neighborhoods of type k2A to more general k1A neigh-
borhoods. The novelty of our approach is to show that k1A belong
to the same deformation family as k2A, in fact we explicitly con-
struct the universal family of extremal neighborhoods. This con-
struction follows very closely Mori’s division algorithm, which can
be interpreted as a sequence of mutations in the cluster algebra.
We identify, in the versal deformation space of a cyclic quotient
singularity, the locus of deformations such that the total space ad-
mits a (terminal) antiflip. We show that these deformations come
from at most two irreducible components of the versal deforma-
tion space. As an application, we give an algorithm for computing
stable one-parameter degenerations of smooth projective surfaces
(under some conditions) and describe several components of the
Kolla´r–Shepherd-Barron–Alexeev boundary of the moduli space of
smooth canonically polarized surfaces of geometric genus zero.
1. Introduction
We continue the study of semistable extremal neighborhoods pio-
neered by Mori, Kolla´r, and Prokhorov [M88, KM92, M02, MP11].
Our motivation is to compute explicitly stable one-parameter degen-
erations of smooth canonically polarized surfaces and to describe their
moduli space introduced by Kolla´r and Shepherd-Barron [KSB88].
We work throughout over k = C. Extremal neighborhoods are fun-
damental building blocks of the Minimal Model Program approach to 3-
dimensional birational geometry [KM98]. The goal of this program is to
construct a canonical representative in the birational class of a smooth
(or mildly singular) proper 3-fold by gradually forcing the canonical di-
visor to intersect curves non-negatively. On each step of the program,
one has to analyze the local picture of a 3-fold around a curve which
has negative intersection with the canonical divisor. Concretely, let X
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be the germ of a 3-fold along a proper reduced irreducible1 curve C
such that X has terminal singularities. We say X is an extremal neigh-
borhood if there is a germ Q ∈ Y of a 3-fold and a proper birational
morphism
f : (C ⊂ X )→ (Q ∈ Y)
such that f∗OX = OY , f−1(Q) = C (as sets) and KX · C < 0. Then
C ≃ P1. The exceptional locus (the union of positive-dimensional
fibers) of f is either equal to C or is a divisor with image a curve
passing through Q. We say f is a flipping contraction in the first case
and a divisorial contraction in the second.
If f is a divisorial contraction then Q ∈ Y is a terminal singularity
[MP11, Th 1.10]. If one is running the minimal model program, Y will
(locally) give its next step. If f is a flipping contraction then one has
to construct the flip. The flip of f is a germ X+ of a 3-fold along a
proper reduced curve C+ such that X+ has terminal singularities, and
a proper birational morphism
f+ : (C+ ⊂ X+)→ (Q ∈ Y)
such that f+∗ OX+ = OY , (f+)−1(Q) = C+ (as sets), and KX+ ·C+ > 0.
The existence of the flip was proved by Mori [M88, Th. 0.4.1] and
uniqueness follows fromX+ = ProjY
⊕
m≥0
OY(mKY) cf. [KM98, Cor. 6.4].
To classify extremal neighborhoods, following Miles Reid, we choose
a general member EX ∈ |−KX |. Let EY = π(EX) ∈ |−KY |. Then EX
and EY are normal surfaces with at worst Du Val singularities [KM92,
Th. 1.7]2. We say the extremal neighborhood f : X → Y is semistable
if Q ∈ EY is a Du Val singularity of type A [KM92, p. 541]. Semistable
extremal neighborhoods are of two types k1A and k2A. We say f is
of type k1A or k2A if the number of singular points of EX equals one
or two respectively [KM92, §1, C.4, p.542]. In the case of a flipping
contraction, f is semistable iff the general hyperplane section through
Q ∈ Y is a cyclic quotient singularity 1
n
(1, a) ([KM92], Corollary 3.4
and Appendix), i.e., is (locally analytically) isomorphic to the quotient
of A2 by µn acting by (x, y) → (ζx, ζay), where ζ ∈ µn is a primitive
root of unity.
We are primarily interested in semistable neighborhoods due to ap-
plications to compact moduli spaces of surfaces. Let s ∈ mY ,Q ⊂ OY ,Q
be a general element. Consider the corresponding morphism Y → A1s
1 In some papers C is allowed to be reducible, however we can always reduce to
the irreducible case by factoring f locally analytically over Q ∈ Y, see [K88, 8.4].
2 This is a special case of the general elephant conjecture of Miles Reid.
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and the induced morphism X → A1s. Write
X = X0 = (s = 0) ⊂ X and Y = Y0 = (s = 0) ⊂ Y .
Thus we can view an extremal neighborhood as a total space of a flat
family of surfaces.
Let Xs, 0 < |s| ≪ 1, denote a nearby smooth fiber. In this paper we
assume that the second Betti number
b2(Xs) = 1.
Our motivation for this assumption is as follows.
LetMK2,χ be Gieseker’s moduli space of canonical surfaces of general
type with given numerical invariants K2 and χ. LetMK2,χ be its com-
pactification, the moduli space of stable surfaces of Kolla´r, Shepherd-
Barron, and Alexeev. Given a map D× → MK2,χ from a punctured
smooth curve germ, i.e. a family X× → D× of canonical surfaces, one is
interested in computing its “stable limit” D→MK2,χ, perhaps after a
finite base change. In many important cases the family X× → D× can
be compactified by a flat family X → D, where the special fiber X is
irreducible, normal, and has quotient singularities. Computing the sta-
ble limit then amounts to running the relative minimal model program
for X → D. It turns out that we can always reduce to the case of flips
and divisorial contractions of type k1A and k2A with b2(Xs) = 1 (in
an analytic neighborhood of a contracted curve) after a finite surjective
base change by passing to a small partial resolution using simultane-
ous resolution of Du Val singularities (see e.g. [KM98, Th. 4.28] and
[BC94, §2]). See Section 5 for more details.
Building on [MP11], we show in Section 2 that if X is an extremal
neighborhood of type k1A (resp. k2A) with b2(Xs) = 1 then X is
normal and has one (resp. two) cyclic quotient singularities along C of
the following special form
(P ∈ X) ≃ 1
m2
(1, ma− 1)
for some m, a ∈ N, gcd(a,m) = 1, a so-called Wahl singularity.
In [M02] Mori gave an explicit algorithm for computing flips of ex-
tremal neighborhoods of type k2A. We extend his result to neigh-
borhoods of type k1A. The novelty of our approach is that instead
of considering extremal neighborhoods one-by-one, we construct their
universal family (see Section 3), and in particular show that k1A neigh-
borhoods belong to the same deformation family as k2A (see Proposi-
tion 2.4, whose proof in given at the end of §3.4).
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Theorem 1.1. For any extremal neighborhood of type k1A or k2A with
b2(Xs) = 1, in Section 3 we define a four-tuple of integers (a
′
1, m
′
1, a
′
2, m
′
2)
and the following data which depends only on this four-tuple:
A positive integer δ, a toric surface M and a toric birational mor-
phism p : M → A2 which depend only on δ (M is only locally of finite
type for δ > 1), flat irreducible families of surfaces
U→M, Y→ A2, X+ → A2,
and morphisms
π : U→ Y×A2 M, and π+ : X+ → Y,
such that the following holds.
Let f : (C ⊂ X )→ (Q ∈ Y) be an extremal neighborhood of type k1A
or k2A with b2(Xs) = 1 and with associated four-tuple (a
′
1, m
′
1, a
′
2, m
′
2).
Then there is a morphism g : (0 ∈ A1t )→M such that p(g(0)) = 0 ∈ A2
and X → Y is the pull-back of U→ Y×A2 M under g. In other words,
U is the universal family of extremal neigborhoods.
If f is a flipping contraction then the flip f+ : X+ → Y is the
pullback of X+ → Y under p ◦ g.
We give an explicit combinatorial algorithm to compute all k1A and
k2A corresponding to this family (see Propositions 2.3 and 2.4).
The construction of the universal family, which is the content of
Section 3, follows very closely the division algorithm in [M02], which
one can interpret as a sequence of mutations in the cluster algebra of
rank 2 with general coefficients (see Remark 3.7).
If δ = 1 the morphism p is the blowup of 0 ∈ A2. If δ ≥ 2, M is the
toric variety associated to the fan Σ with support
{(x1, x2) ∈ R2 | x1, x2 ≥ 0 and either x1 > ξx2 or x2 > ξx1} ∪ {0},
where ξ = (δ +
√
δ2 − 4)/2 ≥ 1. It has rays spanned by vi ∈ Z2 for
i ∈ Z \ {0} given by v1 = (1, 0), v2 = (δ, 1), vi+1 + vi−1 = δvi for
i ≥ 2, and v−1 = (0, 1), v−2 = (1, δ), v−(i+1) + v−(i−1) = δv−i for i ≥ 2.
Over torus orbits of dimension 1 (resp. 0) corresponding to rays of Σ
(resp. 2-dimensional cones), fibers of π are surfaces with one (resp. two)
Wahl singularities.
In the flipping case, the special fiber Y ⊂ Y is a germ of a cyclic quo-
tient singularity 1
∆
(1,Ω) and the special fiber X+ ⊂ X+ is its extremal
P-resolution, i.e., a partial resolution f+0 : (C
+ ⊂ X+)→ (Q ∈ Y ) such
that X+ has only Wahl singularities 1
m′2i
(1, m′ia
′
i − 1) for i = 1, 2, the
exceptional curve C+ = P1, and KX+ is relatively ample.
4
Example 1.2. Let m′1 = 5, a
′
1 = 2, and m
′
2 = 3, a
′
2 = 1. The Wahl
singularities 1
52
(1, 9) and 1
32
(1, 2) are minimally resolved by chains of
smooth rational curves E1, E2, E3 and F1, F2 respectively, such that
E21 = −3, E22 = −5, E23 = −2, F 21 = −5, and F 22 = −2. Let (C+ ⊂ X+)
be a surface germ around a C+ = P1 such that X+ has these two Wahl
singularities, C+ passes through both of them, and in the minimal
resolution of X+, the proper transform of C+ is a (−1)-curve which
only intersects E1 and F1, and transversally at one point. With this
data we build a π+ : X+ → Y as Theorem 1.1. We have δ = 4. With
this we construct the universal antiflip π : U → Y, where the central
fiber of Y is a surface germ with one singularity 1
94
(1, 53), and the
corresponding birational toric morphism p : M → A2 defined by the
morphism between fans shown in Figure 1.
In this figure, the rays vi, v−i with i ≥ 2 in the fan Σ are decorated
by the data (m, a) of the associated k1A antiflip, which has as central
fiber a surface with one singularity 1
m2
(1, ma − 1). Two consecutive
vi, vi+1 or v−i, v−(i+1) with i ≥ 2 represents a k2A antiflip, which has
two singularities, one from each of the k1A of the rays. These k1A’s
are recovered from the k2A by Q-Gorenstein smoothing up one of the
singularities while preserving the other. When i tends to infinity, the
rays vi and v−i approach to two lines with irrational slopes ξ and
1
ξ
,
where
ξ = 2 +
√
3 = 4− 1
4− 1...
.
The rays v1 and v−1 correspond to the Wahl singularities
1
32
(1, 2) and
1
52
(1, 9) of X+ respectively.
...
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Figure 1. The map between fans for p : M → A2.
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In Section 3, following [M02], we show that an extremal P-resolution
of a cyclic quotient singularity gives a unique family U→ M of (termi-
nal) antiflips. In addition we identify, in the versal deformation space of
this cyclic quotient singularity X+, the locus of deformations such that
the total space admits a terminal antiflip, see Corollary 3.23. Specifi-
cally, we show that a smoothing X+ → A1s admits a terminal antiflip if
and only if there is a divisor D ∈ | −KX+ | such that D|X+ is the toric
boundary of X+ for some choice of toric structure and the axial mul-
tiplicities α1, α2 of the singularities of X+ satisfy α21 − δα1α2+α22 > 0.
This raises the following question, which we find very interesting:
Question 1.3. Classify smoothings of cyclic quotient singularities which
admit an antiflip (not necessarily terminal).
See also Remark 3.25 and Example 3.26 of a canonical antiflip.
In §4.2 we classify extremal P-resolutions. We show, by a combinato-
rial argument built on continued fractions representing zero [C89, S89]
(see §4.1), that any cyclic quotient singularity admits at most two
extremal P-resolutions (and thus at most two families of antiflips).
Moreover, we prove in §4.3 that these two families must have the same
parameter δ, i.e., they live over the same toric surface M . At the end
of §4.1, we give a list with the first cyclic quotient singularities (up to
order 45) admitting one or two extremal P-resolutions.
Finally, in Section 5, we give an application to moduli of stable sur-
faces, which was the original motivation for this paper. We start by
constructing a stable surface which admits a Q-Gorenstein smoothing
to a canonically polarized smooth surface with K2 = 4 and pg = 0,
following ideas of Lee and Park [LP07]. The surface X has two Wahl
singularities P1 =
1
2522
(1, 252 · 145− 1) and P2 = 172 (1, 7 · 5− 1), and no
local-to-global obstructions to deform (i.e. deformations of its singu-
larities globalize to deformations of X). The Kolla´r–Shepherd-Barron–
Alexeev moduli space of stable surfaces near X is two-dimensional and
has two boundary curves, which correspond to Q-Gorenstein defor-
mations X  X1 and X  X2 which smoothen P1 (resp. P2) and
preserve the remaining singularity. We address the question of describ-
ing minimal models of X1 and X2. Namely, we consider deformations
X˜  X˜1 and X˜  X˜2 of surfaces obtained by simultaneously resolving
P1 (resp. P2) and run our explicit MMP to find new limits X˜
+ of each
family. This allows us to conclude that X˜1 is a rational surface and
X˜2 is a Dolgachev surface of type (2, 3), i.e., an elliptic fibration over
P1 with two multiple fibers of multiplicity 2 and 3, respectively. More
systematic study of the boundary of the moduli space of surfaces of
geometric genus 0 will appear elsewhere.
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2. Extremal neighborhoods
2.1. Toric background. We recall that the minimal resolution of
a cyclic quotient singularity of type 1
n
(1, a) has exceptional locus a
nodal chain of smooth rational curves with self-intersection numbers
−b1, . . . ,−br where
n/a = [b1, . . . , br] = b1 − 1
b2 − 1...− 1
br
, bi ≥ 2 for all i
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is the expansion of n/a as a Hirzebruch–Jung continued fraction. See
[F93], p. 46. Moreover, the minimal resolution can be described tori-
cally as follows. Identify the singularity (P ∈ X) with the germ
(0 ∈ A2x1,x2/ 1n(1, a))
of the affine toric surface corresponding to the cone σ = R2≥0 in the
lattice
N = Z2 + Z 1
n
(1, a).
Define αi, βi ∈ N for 1 ≤ i ≤ r by α1 = βr = 1 and
αi/αi−1 = [bi−1, . . . , b1] for 2 ≤ i ≤ r,
βi/βi+1 = [bi+1, . . . , br] for 1 ≤ i ≤ r − 1.
Define
vi =
1
n
(αi, βi) for 1 ≤ i ≤ r.
Then each vi is a primitive vector in the lattice N . The minimal resolu-
tion π : X˜ → X is the toric proper birational morphism corresponding
to the subdivision Σ of the cone σ given by adding the rays
ρi = R≥0vi
generated by the vi for i = 1, . . . , r. Let Ei denote the exceptional
curve corresponding to the ray ρi. Then Ei is a smooth rational curve
such that E2i = −bi. Define
li = (xi = 0) ⊂ X for i = 1, 2.
Let l′i ⊂ X˜ denote the strict transform of li. Then the toric boundary
of X˜ is the nodal chain of curves l′1, Er, . . . , E1, l
′
2. Moreover, we have
π∗l1 = l
′
1 +
1
n
∑
αiEi
and
π∗l2 = l
′
2 +
1
n
∑
βiEi.
(Indeed, since Ei corresponds to the primitive vector vi =
1
n
(αi, βi) ∈
N , the orders of vanishing of x1 and x2 along Ei equal αi/n and βi/n
respectively.) Finally the discrepancies ci ∈ Q defined by
KX˜ = π
∗KX +
∑
ciEi
are given by
ci = −1 + (αi + βi)/n.
(Indeed, for any toric variety X with boundary B we have KX+B = 0.
Thus in our case KX = −(l1+ l2) and KX˜ = −(l′1+Er+ · · ·+E1+ l′2).
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Now the formula for the discrepancies follows from the formulas for the
pullback of l1 and l2 above.)
The Wahl singularity is a cyclic quotient singularity of the form
(P ∈ X) ≃ A2p,q/ 1m2 (1, ma− 1)
for some m, a ∈ N, gcd(a,m) = 1. The number m is the index of the
singularity. We have an identification
(P ∈ X) ≃ (ξη = ζm) ⊂ A3ξ,η,ζ/ 1m(1,−1, a)
given by
ξ = pm, η = qm, ζ = pq.
The deformation (P ∈ X )→ (0 ∈ A1t ) of (P ∈ X) is of the form
(0 ∈ (ξη = ζm + tαh(t)) ⊂ (A3ξ,η,ζ/ 1m(1,−1, a))× (0 ∈ A1t ))
for some α ∈ N and convergent power series h(t), h(0) 6= 0. It follows
that we have an isomorphism of germs
(P ∈ X ) ≃ (0 ∈ (ξη = ζm + tα) ⊂ (A3ξ,η,ζ/ 1m(1,−1, a))× A1t ).
The number α ∈ N is called the axial multiplicity of P ∈ X [M88,
Def. 1a.5, p. 140]. In particular, the 3-fold germ X is analytically
Q-factorial by [K91, 2.2.7].
The following proposition is mostly a combination of results from
[M02] and [MP11].
Proposition 2.1. Let f : (C ⊂ X ) → (Q ∈ Y) be an extremal neigh-
borhood of type k1A or k2A. Let t ∈ mY ,Q ⊂ OY ,Q be a general element
and let X → (0 ∈ A1t ) be the corresponding morphism. Let X = X0
denote the special fiber and Xs, 0 < s ≪ 1, a nearby fiber. Then
b2(Xs) = 1 iff X is normal and has the following description.
If f is of type k2A then X has two singular points Pi ∈ C ⊂ X,
i = 1, 2. For each i = 1, 2 there are numbers mi, ai ∈ N, mi > 1,
gcd(ai, mi) = 1, and an isomorphism of germs
(Pi ∈ C ⊂ X) ≃ (0 ∈ (qi = 0) ⊂ A2pi,qi/ 1m2i (1, miai − 1)).
If f is of type k1A then X has one singular point P1 ∈ C ⊂ X.
There are numbers m1, a1 ∈ N, gcd(a1, m1) = 1, and an isomorphism
(P1 ∈ C ⊂ X) ≃ (0 ∈ (pm01 = qm21 ) ⊂ A2p1,q1/ 1m2
1
(1, m1a1 − 1))
for some m0, m2 ∈ N such that
m0 ≡ m2(m1a1 − 1) mod m21.
9
Proof. The proper birational morphism
f0 : (C ⊂ X)→ (Q ∈ Y )
can be described as follows. If f is of type k2A then X is normal
and has two singular points Pi ∈ C ⊂ X , i = 1, 2, of index greater
than 1. For each i = 1, 2 there are numbers ρi, mi, ai ∈ N, mi > 1,
gcd(ai, mi) = 1, and an isomorphism of germs
(Pi ∈ C ⊂ X) ≃ (0 ∈ (qi = 0) ⊂ A2pi,qi/ 1ρim2i (1, ρimiai − 1)).
See [M02, Rk. 2.3]. If f is of type k1A then X is not necessarily normal.
If X is normal then X has one singular point P1 ∈ C ⊂ X of index
greater than 1 and possibly an additional singular point P2 ∈ C ⊂ X
of index 1. There are numbers ρ1, m1, a1 ∈ N, gcd(a1, m1) = 1, ρ2 ∈ N
and an isomorphism
(P1 ∈ C ⊂ X) ≃ (0 ∈ (pm01 = qm21 ) ⊂ A2p1,q1/ 1ρ1m21 (1, ρ1m1a1 − 1))
for some m0, m2 ∈ N such that
m0 ≡ m2(ρ1m1a1 − 1) mod ρ1m21.
If ρ2 = 1 then P1 ∈ X is the unique singular point. If ρ2 > 1 we have
an additional singular point P2 ∈ X and an isomorphism
(P2 ∈ C ⊂ X) ≃ (0 ∈ (x2 = 0) ⊂ A2x2,y2/ 1ρ2 (1,−1))).
(So in particular P2 ∈ X is a Du Val singularity of type Aρ2−1.) See
[MP11, Th. 1.8.1].
If X is normal then we have
b2(Xs) = 1 + (ρ1 − 1) + (ρ2 − 1).
Indeed, C is irreducible by assumption, the link of a cyclic quotient
singularity is a lens space, and the Milnor fiber M of a Q-Gorenstein
smoothing of a singularity of type 1
ρm2
(1, ρma− 1) has Milnor number
µ := b2(M) = ρ − 1. Now the result follows from a Mayer–Vietoris
argument. So b2(Xs) = 1 iff ρ1 = ρ2 = 1 as claimed.
It remains to show that if X is not normal then b2(Xs) > 1. We
use the classification of the non-normal case given in [MP11], Theo-
rem 1.8.2. Let ν : H ′ → X denote the normalization of X and C ′ ⊂ H ′
the inverse image of C. Then C ′ has two components C ′1, C
′
2 ≃ P1
meeting in a single point N ′. We have an isomorphism
(N ′ ∈ C ′ ⊂ H ′) ≃ (0 ∈ (x1x2 = 0) ⊂ A2x1,x2/ 1n(1, b))
for some n, b. There are also points P ′1 ∈ C ′1 \ {N ′}, P ′2 ∈ C ′2 \ {N ′}
and isomorphisms
(P ′1 ∈ C ′1 ⊂ H ′) ≃ (0 ∈ (x1 = 0) ⊂ A2x1,x2/ 1m(1, a))
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and
(P ′2 ∈ C ′2 ⊂ H ′) ≃ (0 ∈ (x1 = 0) ⊂ A2x1,x2/ 1m(1,−a))
for some m, a. The non-normal surface X is formed from H ′ by iden-
tifying the curves C ′1 and C
′
2. The points P
′
1 and P
′
2 are identified to a
point P ∈ X and we have an isomorphism
(P ∈ X) ≃ (0 ∈ (xy = 0) ⊂ A2x,y,z/ 1m(1,−1, a)).
Moreover the image N ∈ X of N ′ is a degenerate cusp singularity
(cf. [KSB88, Def. 4.20]) and X has normal crossing singularities along
C \ {N,P}.
Let µ : H˜ → H ′ be the minimal resolution. Since Y = Y0 is a rational
singularity (by [KM92], Corollary 3.4), H˜ is a resolution of Y , and Ys
is a smoothing of Y , we have
K2
H˜
+ b2(H˜) = K
2
Ys + b2(Ys).
See [L86], 4.1c. We remark that K2 is well-defined in our situation (see
e.g. [L86]), and b2 is the second Betti number as usual. The morphism
Xs → Ys is a proper birational morphism of smooth surfaces, hence a
composition of blowups, so
K2Xs + b2(Xs) = K
2
Ys + b2(Ys).
Also K2Xs = K
2
X because X → (0 ∈ A1t ) is Q-Gorenstein, so we obtain
K2
H˜
+ b2(H˜) = K
2
X + b2(Xs).
We use this equation to show that b2(Xs) > 1 if X is non-normal.
Write C˜i ⊂ H˜ for the strict transform of C ′i. The exceptional locus
of µ is a disjoint union of 3 chains of smooth rational curves E1, . . . , Er,
F1, . . . , Fs, and G1, . . . , Gl (the exceptional loci over the singularities
P ′1, P
′
2, and N
′) such that the curves
Er, Er−1, . . . , E1, C˜1, G1, . . . , Gl, C˜2, F1, . . . , Fs
form a nodal chain. We have
KH˜ + C˜1 + C˜2 = π
∗(KH′ + C
′) +
∑
αiEi +
∑
βiFi −
∑
Gi
for some αi, βi ∈ Q. Write E2i = −ai and F 2i = −bi. By Lemma 2.2
below, we have
(
∑
αiEi)
2+(
∑
βiFi)
2 = (2r−
∑
ai−a/m)+(2s−
∑
bi−(m−a)/m)
= 2(r + s)− 1−
∑
ai −
∑
bi.
Now since the cyclic quotient singularities P ′1 and P
′
2 are conjugate,
that is, of the form 1
m
(1, a) and 1
m
(1,−a) for some a,m, we have the
identity ∑
(ai − 1) =
∑
(bi − 1) = r + s− 1.
(Proof: By induction using the following characterization of conjugate
singularities. We identify a cyclic quotient singularity 1
m
(1, a) with the
associated continued fraction m/a = [a1, . . . , ar], ai ≥ 2. Then [2], [2]
is a conjugate pair, and if [a1, . . . , ar], [b1, . . . , bs] is a conjugate pair,
so is [a1 + 1, . . . , ar], [2, b1, . . . , bs].) So we obtain
(
∑
αiEi)
2 + (
∑
βiFi)
2 = 1− r − s.
Thus
(KH˜ + C˜1 + C˜2 +
∑
Gi)
2 = (KH′ + C
′)2 + 1− r − s.
We also compute
(KH˜+C˜1+C˜2+
∑
Gi)
2 = K2
H˜
+2KH˜(C˜1+C˜2+
∑
Gi)+(C˜1+C˜2+
∑
Gi)
2
= K2
H˜
−2((2+C˜21 )+(2+C˜22)+
∑
(2+G2i ))+C˜
2
1+C˜
2
2+(
∑
Gi)
2+2(l+1)
= K2
H˜
− C˜21 − C˜22 −
∑
G2i − 2l − 6.
where we have used the adjunction formula KH˜Γ+Γ
2 = −2 for Γ ≃ P1.
Combining, we obtain
(1) K2
H˜
= (KH′ + C
′)2 + C˜21 + C˜
2
2 +
∑
G2i + 2l + 7− r − s.
By [MP11], Theorem 1.8.2, we have
C˜21 + C˜
2
2 +
∑
G2i + 2l + 5 ≥ 0.
So
K2
H˜
≥ (KH′ + C ′)2 + 2− r − s
Now b2(H˜) = r + s + l + 2 and KH′ + C
′ = ν∗KX , so combining we
obtain
K2
H˜
+ b2(H˜) ≥ K2X + l + 4.
Now (1) gives b2(Xs) ≥ l + 4 ≥ 4. 
The first formula of the following lemma is well-known, see e.g.
[Ish00].
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Lemma 2.2. Let (P ∈ X) be a cyclic quotient singularity of type
1
n
(1, a). Let π : X˜ → X be the minimal resolution of X. Write n/a =
[b1, . . . , br], bi ≥ 2 for all i. Let a′ denote the inverse of a modulo n.
Then
K2
X˜
= 2r + 2−
r∑
i=1
bi − (2 + a + a′)/n.
Let P ∈ D ⊂ X be a curve such that
(P ∈ X,D) ≃ (0 ∈ A2x1,x2/ 1n(1, a), (x1 = 0)).
Let D′ ⊂ X˜ be the strict transform of D. Then
(KX˜ +D
′)2 = 2r −
r∑
i=1
bi − a/n.
Proof. Write li = (xi = 0) ⊂ X and let l′i ⊂ X˜ be the strict transform.
Let E1, . . . , Er be the exceptional curves of π, a nodal chain of smooth
rational curves with self-intersection numbers −b1, . . . ,−br, such that
l′2 meets E1 and l
′
1 meets Er. We have
KX˜ = −(l′1 + l′2 +
∑
Ei) =
∑
aiEi
for some ai ∈ Q, −1 < ai < 0. The exceptional curves E1 and Er
correspond to the rays in the fan Σ of X˜ generated by 1
n
(1, a) and
1
n
(a′, 1), so a1 =
1
n
(1 + a)− 1 and ar = 1n(a′ + 1)− 1. Now we have
K2
X˜
= −KX˜(l′1 + l′2 +
∑
Ei) = −(
∑
aiEi)(l
′
1 + l
′
2)−KX˜(
∑
Ei)
= −a1 − ar +
∑
(E2i + 2) = 2r + 2−
∑
bi − (2 + a+ a′)/n
where we have used the adjunction formula KX˜Ei + E
2
i = −2.
In the second case, we have
KX˜ +D
′ = KX˜ + l
′
1 = −(l′2 +
∑
Ei) =
∑
(ai − µi)Ei
where
π∗l1 = l
′
1 +
∑
µiEi,
in particular, µ1 =
1
n
. So
(KX˜+D
′)2 = −(KX˜+D′)(l′2+
∑
Ei) = −(
∑
(ai−µi)Ei)l′2−(KX˜+l′1)(
∑
Ei)
= −(a1 − µ1) +
∑
(E2i + 2)− 1 = 2r −
∑
bi − a/n.

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2.2. Explicit description of k1A neighborhoods.
Proposition 2.3. Let f : (C ⊂ X ) → (Q ∈ Y) be an extremal neigh-
borhood of type k1A with b2(Xs) = 1 as in Proposition 2.1, in particular
(P1 ∈ C ⊂ X) ≃ (0 ∈ (pm01 = qm21 ) ⊂ A2p1,q1/ 1m2
1
(1, m1a1 − 1))
for some m0, m2 ∈ N such that
m0 ≡ m2(m1a1 − 1) mod m21.
Let π : X˜ → X denote the minimal resolution of X. Thus the excep-
tional locus of π is a nodal chain of smooth rational curves E1, . . . , Er
with self-intersection numbers −e1,..., −er where
m21/(m1a1 − 1) = [e1, . . . , er].
Let C˜ ⊂ X˜ denote the strict transform of C. Then C˜ is a (−1)-curve
which intersects a single component Ei of the exceptional locus of π
transversely in one point. Moreover, identifying (P1 ∈ X) with the
germ of the affine toric variety given by the cone σ = R2≥0 in the lattice
N = Z2 + Z 1
m2
1
(1, m1a1 − 1),
the exceptional divisor Ei is extracted by the toric proper birational
morphism given by subdividing σ by the ray
ρ = R≥0 · 1m2
1
(m2, m0).
Define ak ∈ N, 1 ≤ ak ≤ mk, gcd(mk, ak) = 1 for each k = 0, 2, by
[er, . . . , ei+1] = m0/(m0 − a0)
if i < r, m0 = a0 = 1 if i = r, and
[e1, . . . , ei−1] = m2/(m2 − a2)
if i > 1, m2 = a2 = 1 if i = 1.
The surface germ (Q ∈ Y ) is isomorphic to a cyclic quotient singu-
larity of type 1
∆
(1,Ω), where
[e1, . . . , ei−1, ei − 1, ei+1, . . . , er] = ∆/Ω,
equivalently,
∆ = m21 −m0m2 and Ω = m1a1 −m0(m2 − a2)− 1.
We also have
KX · C = −δ/m1, where δ := (m0 +m2)/m1, δ ∈ N,
and
(2) a0 + (m2 − a2) = δa1.
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Proof. The description of the minimal resolution together with the
strict transform C ′ of C is given by [MP11], Theorem 1.8.1. Con-
tracting C ′, we obtain a resolution of Q ∈ Y with exceptional locus a
chain of smooth rational curves with self-intersection numbers
−e1, ..,−ei−1,−(ei − 1),−ei+1, . . . ,−er.
Hence Q ∈ Y is a cyclic quotient singularity of type 1
∆
(1,Ω) where3
∆/Ω = [e1, . . . , ei−1, ei − 1, ei+1, . . . , er].
Given n, a ∈ N with a < n, gcd(a, n) = 1, write
n/a = [b1, . . . , br], bi ≥ 2 for all i
for the Hirzebruch–Jung continued fraction. Define a′, q ∈ N by
aa′ = 1 + qn, a′ < n.
The continued fraction corresponds to the factorization in SL(2,Z)(−q a
−a′ n
)
=
(
0 1
−1 b1
)
· · ·
(
0 1
−1 br
)
,
see [BR13], Proposition 2.1. Now, assuming i 6= 1, r, the equalities
[er, . . . , ei+1] = m0/(m0 − a0)
[e1, . . . , ei−1] = m2/(m2 − a2)
[e1, . . . , er] = m
2
1/(m1a1 − 1)
give
[e1, . . . , ei−1, ei − 1, ei+1, . . . , er] = ∆/Ω,
where(∗ (m1a1 − 1)− Ω
∗ m21 −∆
)
=
(∗ m2 − a2
∗ m2
)(
0 0
0 1
)(∗ m0 − a′0
∗ m0
)
=
(∗ m0(m2 − a2)
∗ m0m2
)
So Ω = m1a1−m0(m2− a2)− 1 and ∆ = m21 −m0m2 as claimed. The
cases i = 1, r are proved similarly.
From the discussion in §2.1, the discrepancy ci in the formula
KX˜ = π
∗KX +
∑
j
cjEj
is given by
ci = −1 + (m2 +m0)/m21.
3 Although this resolution is not necessarily minimal, the continued fraction is
well defined and computes the type of the singularity, see [BR13, Prop. 2.1].
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Now
KX ·C = π∗KX ·C ′ = (KX˜−
∑
cjEj)·C ′ = −1−ci = −(m2+m0)/m21.
Note that m1KX is Cartier so
δ := (m2 +m0)/m1 = −m1KX · C
is an integer. The matrix factorization(
a21 + 1−m1a1 m1a1 − 1
m1a1 + 1−m21 m21
)
=
(
0 1
−1 e1
)
· · ·
(
0 1
−1 er
)
=
=
(∗ m2 − a2
∗ m2
)(
0 1
−1 ei
)( ∗ ∗
−(m0 − a0)· m0
)
implies that(
m2 −(m2 − a2)
∗ ∗
)(
a21 + 1−m1a1 m1a1 − 1
m1a1 + 1−m21 m21
)
=
( ∗ ∗
−(m0 − a0) m0
)
,
which gives
(3) m0 = m2(m1a1 − 1)− (m2 − a2)m21
and
(4) − (m0 − a0) = m2(a21 + 1−m1a1)− (m2 − a2)(m1a1 + 1−m21).
The equation (3) implies that
(5) δ = a1m2 +m1a2 −m1m2.
Adding (3) and (4) gives
(6) a0 = a
2
1m2 − (m1a1 + 1)(m2 − a2).
Finally, combining (5) and (6) gives (2). 
2.3. k1A degenerates to k2A.
Proposition 2.4. Let f0 : (C ⊂ X) → (Q ∈ Y ) be as in Proposi-
tion 2.3. We retain the notations δ,∆,Ω and ai, mi, i = 0, 1, 2.
Define proper birational morphisms
f i0 : (C
i ⊂ X i)→ (Q ∈ Y )
for i = 0, 1 as follows. We identify (Q ∈ Y ) with the germ of the affine
toric variety given by the cone σ = R2≥0 in the lattice
N = Z2 + Z 1
∆
(1,Ω).
Define
vi =
1
∆
(m2i+1, m
2
i ) ∈ N.
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Let f i0 be the toric proper birational morphism corresponding to the
subdivision Σi of σ given by the ray ρi = R≥0v
i, and C i the exceptional
curve of f i0.
Let P i1, P
i
2 ∈ X i denote the torus fixed points corresponding to the
maximal cones 〈e1, vi〉R≥0, 〈e2, vi〉R≥0 of Σi respectively. Then X i has
cyclic quotient singularities of types
1
m2i
(1, miai − 1) and 1
m2i+1
(1, mi+1ai+1 − 1).
Moreover,
KXi · C i = − δ
mimi+1
.
The one parameter deformation of f i0 : (C
i ⊂ X i) → (Q ∈ Y ) given
by the trivial deformation of the 1
m2
1
(1, m1a1 − 1) singularity and the
versal Q-Gorenstein smoothing of the remaining singularity of X i (with
the target (Q ∈ Y ) being fixed) has general fiber isomorphic to the
morphism f0 : (C ⊂ X)→ (Q ∈ Y ).
We postpone the proof until the end of §3.4, since it is a consequence
of the construction of the universal family.
3. Construction of universal family of flipping and
divisorial contractions
We follow [M02] closely.
Let a1, a2, m1, m2 ∈ N be such that 1 ≤ ai ≤ mi and gcd(ai, mi) = 1
for each i = 1, 2, and
(1) δ := m1a2 +m2a1 −m1m2 > 0,
(2) ∆ := m21 +m
2
2 − δm1m2 > 0.
3.1. Construction of versal deformation of k2A surface. Write
W = (x1y1 = z
m1 + u1x
δ
2, x2y2 = z
m2 + u2x
δ
1) ⊂ A5x1,x2,y1,y2,z ×A2u1,u2.
Γ = {γ = (γ1, γ2) | γm11 = γm22 } ⊂ G2m.
Define an action of Γ on W by
(7) Γ ∋ γ = (γ1, γ2) : (x1, x2, y1, y2, z, u1, u2) 7→
(γ1x1, γ2x2, γ
δ
2γ
−1
1 y1, γ
δ
1γ
−1
2 y2, γ
a1
1 γ
a2−m2
2 z, u1, u2)
Define
W o =W \ (x1 = x2 = 0)
and
X =W o/Γ.
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Write
U1 = (x2 6= 0) ⊂ X, U2 = (x1 6= 0) ⊂ X.
Then X = U1 ∪ U2 is a open covering of X and we have identifications
Ui = (ξiηi = ζ
mi
i + ui) ⊂ A3ξi,ηi,ζi/ 1mi (1,−1, ai)× A2u1,u2.
for each i = 1, 2. Here the coordinates ξ1, η1, ζ1 are the restrictions of
the coordinates x1, y1, z on W to the µm1 cover of U1 given by setting
x2 = 1. Similarly for i = 2. The glueing
U1 ⊃ (ξ1 6= 0) = (ξ2 6= 0) ⊂ U2
of U1 and U2 is given by
ξm11 = ξ
−m2
2 , ξ
−a1
1 ζ1 = ξ
m2−a2
2 ζ2.
(The expression for η1 in U2 is determined by the equation of U1.)
Write
C = (y1 = y2 = z = u1 = u2 = 0) ⊂ X
and
Pi = (xi = y1 = y2 = z = u1 = u2 = 0) ∈ X
for each i = 1, 2. Then Pi is the point 0 ∈ Ui ⊂ X for each i = 1, 2,
and C is a proper smooth rational curve in X with local equations
C ∩ Ui = (ηi = u1 = u2 = 0) ⊂ Ui
for each i = 1, 2. Write
Si = (xi = 0) ⊂ X
for each i = 1, 2.
The morphism
X→ A2u1,u2
is a flat family of surfaces (flatness is clear in the charts U1 and U2).
Write
X = X0 = (u1 = u2 = 0) ⊂ X
for the fiber over 0 ∈ A2. Then X is a toric surface. Write
Vi := Ui ∩X
Then
Vi = (ξiηi = ζ
mi
i ) ⊂ A3ξi,ηi,ζi/ 1mi (1,−1, ai)
and we have an identification
Vi = A
2
pi,qi
/ 1
m2i
(1, miai − 1)
given by
ξi = p
mi
i , ηi = q
mi
i , ζi = piqi.
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The glueing
V1 ⊃ (p1 6= 0) = (p2 6= 0) ⊂ V2
is given by
p
m21
1 = p
−m22
2 , p
−(m1a1−1)
1 q1 = p
m2(m2−a2)+1
2 q2.
The surface X is the toric variety associated to the fan Σ in the
lattice N = Z2 defined as follows. Let
v1 = (−m1a1 + 1,−m21), v = (1, 0), v2 = (m2(m2 − a2) + 1, m22)
be vectors in N . Let Σ be the fan in N with cones {0}, ρ1 = R≥0v1,
ρ2 = R≥0v2, ρ = R≥0v, σ1 = ρ1 + ρ and σ2 = ρ + ρ2. The ray ρi
corresponds to the divisor
li := (pi = 0) ⊂ Vi
for each i = 1, 2 and the ray ρ corresponds to the curve C ⊂ X .
Let
∧ : ∧2 Z2 ∼−→ Z
((a1, a2), (b1, b2)) 7→ a1b2 − a2b1
denote the usual orientation of Z2. Note that
v1 ∧ v2 = ∆ > 0
by assumption. So the support |Σ| of the fan Σ is the convex cone
σ := ρ1 + ρ2. Let Y denote the affine toric surface associated to the
cone σ in N and let 0 ∈ Y denote the torus fixed point. We compute
N = Zv1 ⊕ Zv2 + Z 1
∆
(1,Ω)
where
Ω ≡ (m1a1 − 1)(m2a2 + 1)−m21(a2(m2 − a2) + 1)
≡ (m2 − δm1)(m2 − a2) +m1a1 − 1 mod ∆.
Thus
Y = A2z1,z2/
1
∆
(1,Ω)
where
z∆1 = q
m2
1
1 , z
∆
2 = q
m2
2
2 .
We have a toric proper birational morphism
π0 : X → Y
with exceptional locus the curve C ⊂ X .
Let MΓ denote the cokernel of the homomorphism of abelian groups
Z→ Z2, 1 7→ (m1,−m2).
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Then
Γ = Hom(MΓ,Gm)
and
MΓ = Hom(Γ,Gm).
Lemma 3.1. The equality X = (W \ (x1 = x2 = 0))/Γ induces an
identification
Cl(X)
∼−→MΓ
such that
[Si] 7→ e¯i ∈ MΓ = Z2/Z(m1,−m2)
for each i = 1, 2.
Proof. Write
Z = (x1 = x2 = 0) ⊂W.
Then
Z = (x1 = x2 = z = 0) ⊂ A5x1,x2,y1,y2,z × A2u1,u2.
In particular Z ⊂W is an irreducible divisor. We have
(x1) = Z + S˜1, (x2) = Z + S˜2.
where S˜i ⊂W is an irreducible divisor for each i = 1, 2. Note that
W ′ := W\(Z∪S˜1∪S˜2) =W\((x1 = 0)∪(x2 = 0)) = (Gm)2x1,x2×A3z,u1,u2.
In particular Cl(W ′) = 0 and Γ(W ′,O×W )/k× = 〈x1, x2〉. Now W o =
W \ Z and S˜i ∩W o = (xi) for i = 1, 2, so
Cl(W o) = Cl(W ′) = 0
and
Γ(W o,O×W ) = k×.
Write
q : W o → X =W o/Γ
for the quotient map. We can define a group homomorphism
(8) Cl(X)→ MΓ, [D] 7→ χ
as follows. Write
q−1D = (f)
some f ∈ Γ(W o,OW ). Then, for each γ ∈ Γ, we have
γ · f = χ(γ)f
for some χ ∈MΓ = Hom(Γ,Gm).
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The action of the group Γ on W o has finite stabilizers and is free
in codimension 1. It follows that the homomorphism (8) is an isomor-
phism with inverse
χ 7→ (OW o ⊗k χ−1)Γ
where we regard χ ∈ MΓ as a one dimensional representation of Γ and
we identify [D] ∈ Cl(X) with the isomorphism class of the rank one
reflexive sheaf OX(D). 
Remark 3.2. The quotient map q : W o → X is identified with the spec-
trum of the (relative) Cox ring
SpecXCox(X)→ X,
where Cox(X) =
⊕
[D]∈Cl(X)OX(D), via
Γ = Hom(Cl(X),Gm).
Strictly speaking, in order to define the Cox ring we need to choose a
representativeDα of each class α ∈ Cl(X) and compatible isomorphisms
OX(Dα1)⊗OX(Dα2) ∼−→ OX(Dα1+α2).
In our case we take representatives c1S1 + c2S2 for (c1, c2) ∈ Z2 a list
of coset representatives for the quotient MΓ and isomorphisms derived
from the isomorphism
OX(m1S1) ≃ OX(m2S2), x−m11 7→ x−m22 .
3.2. Cluster variables. Assume without loss of generality that m1 ≥
m2. Define a sequence
d : Z→ Z
as follows. Define
d(1) = m1, d(2) = m2.
For i ≥ 2, if d(i) is defined and d(i) > 0, define
d(i+ 1) = δd(i)− d(i− 1).
Lemma 3.3. There exists k ≥ 3 such that d(k − 1) > 0 and d(k) ≤ 0.

Definition 3.4. Let k ∈ N be the number defined by Lemma 3.3.
Define d(k + 1) = −d(k − 1) < 0, d(k + 2) = −d(k) ≥ 0, and
m′1 := d(k − 1) > 0, m′2 := −d(k) ≥ 0.
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If δ = 1 then k = 3 and we have
d(1) = m1 > 0, d(2) = m2 > 0, d(3) = m2 −m1 ≤ 0,
d(4) = −m2 < 0, d(5) = m1 −m2 ≥ 0.
In this case we define d(i) for i ∈ Z by requiring d(i + 5) = d(i) for
each i ∈ Z. Then
d(i− 1) + d(i+ 1) = d(i) for i ≡ 0, 1, 2 mod 5.
If δ > 1 then we define d(i) for i ≤ 0 and i ≥ k+3 by requiring that
d(i− 1) + d(i+ 1) = δd(i) for i 6= k + 1, k + 2.
Lemma 3.5. If δ > 1 then d(i) ≥ 0 for i 6= k, k + 1.

Define a sequence
f : Z→ Z2
as follows.
f(0) = (0, 1), f(1) = −(1, 0), f(2) = −(0, 1), f(3) = (1, 0).
If δ = 1 define
f(4) = f(3)− f(2) = (1, 1)
and define f(i) for i ∈ Z by requiring f(i+5) = f(i) for each i ∈ Z. If
δ ≥ 2 define f(i) for i ∈ Z by requiring
f(i− 1) + f(i+ 1) = δf(i) for i 6= 1, 2.
Lemma 3.6. If δ > 1 then f(i) ∈ Z2>0 for all i 6= 0, 1, 2, 3.

We define a sequence Li ∈ Cl(X) for i ∈ Z as follows. Define
L1 = [S2] ∈ Cl(X), L2 = [S1] ∈ Cl(X).
Define Li for 3 ≤ i ≤ k by
Li−1 + Li+1 = δLi for 2 ≤ i ≤ k − 1.
Define
Lk+1 = −Lk−1, Lk+2 = −Lk.
If δ = 1 then k = 3 and
L1 = [S2], L2 = [S1], L3 = L2 − L1, L4 = −L2, L5 = L1 − L2.
We define Li for i ∈ Z by requiring Li+5 = Li for each i ∈ Z. Then
Li−1 + Li+1 = δLi for i ≡ −1, 0, 1 mod 5.
If δ > 1 define Li for i ≤ 0 and i ≥ k + 3 by requiring that
Li−1 + Li+1 = δLi for i 6= 1, 2, k, k + 1.
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We define a sequence Fi ∈ Γ(X, Li) for i ∈ Z. Define
F0 = y1, F1 = x2, F2 = x1, F3 = y2.
We have Fi ∈ Γ(X, Li) for i = 1, 2 by the definitions, and for i = 0, 3
by the definition (7) of the Γ-action and Lemma 3.1. Note that the
equations of W can be rewritten
F0F2 = z
d(1) + F δ1u
−f(1) = u−f(1)(zd(1)uf(1) + F δ1 )
F1F3 = z
d(2) + F δ2u
−f(2) = u−f(2)(zd(2)uf(2) + F δ2 )
Define Fi for 4 ≤ i ≤ k by
Fi−1Fi+1 = z
d(i)uf(i) + F δi for 3 ≤ i ≤ k − 1.
Define Fk+1 by
Fk−1Fk+1 = z
−d(k)F δk + u
f(k) = z−d(k)(zd(k)uf(k) + F δk )
and Fk+2 by
FkFk+2 = z
−d(k+1)F δk+1 + u
f(k+1) = z−d(k+1)(zd(k+1)uf(k+1) + F δk+1)
If δ = 1 then k = 3 and one checks that F5 = F0. We define Fi for
all i ∈ Z by requiring Fi+5 = Fi for all i ∈ Z. If δ > 1 then we define
Fi for i ≤ −1 and i ≥ k + 3 by requiring
Fi−1Fi+1 = z
d(i)uf(i) + F δi for i 6= 1, 2, k, k + 1.
We can rewrite the equations defining the Fi as follows:
Fi−1Fi+1 = qiF
δ
i + ri for i ∈ Z
where qi, ri ∈ k[z, u1, u2] are defined as follows. If δ = 1 then
q1 = u1, q2 = u2, q3 = z
m1−m2 , q4 = z
m2 , q5 = 1
r1 = z
m1 , r2 = z
m2 , r3 = u1, r4 = u1u2, r5 = z
m1−m2u2
and qi+5 = qi, ri+5 = ri for each i ∈ Z. If δ > 1 then
qi =

u1 i = 1
u2 i = 2
z−d(k) = zm
′
2 i = k
z−d(k+1) = zm
′
1 i = k + 1
1 otherwise.
and
ri =

zd(1) = zm1 i = 1
zd(2) = zm2 i = 2
uf(k) i = k
uf(k+1) i = k + 1
zd(i)uf(i) otherwise.
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Note in particular that qi, ri are coprime monomials in k[z, u1, u2] for
each i. Moreover, we have
qi−1qi+1r
δ
i = ri−1ri+1 for all i ∈ Z
Remark 3.7. In the terminology of [FZ02] the algebra
k[u±11 , u
±2
2 , z
±1][{Fi | i ∈ Z}]
is a cluster algebra of rank 2, with clusters
{(Fi, Fi+1)}i∈Z
and coefficient group P ≃ Z3 the group of monomials in z, u1, u2. In
the notation of [FZ02], Example 2.5, p. 502, the exchange relations are
given by b = c = δ and coefficients qi, ri as defined above. In particular
the case δ = 1 is a cluster algebra of finite type associated to the root
system A2.
Proposition 3.8. For each i ∈ Z we have Fi ∈ Γ(X, Li).
Proof. (Cf. [M02], Theorems 3.10, 3.12, and 3.13.)
From the definitions it is clear that Fi is a rational section of Li
for each i ∈ Z. We must show that it is a regular global section, or,
equivalently, Fi ∈ Γ(W o,OW ).
We say f, g ∈ Γ(W o,OW ) are coprime on X if (f = g = 0) ⊂ X has
codimension 2.
Define statements Ai, Bi, Ci,i+1 for i ∈ Z as follows.
(Ai) Fi ∈ Γ(X, Li).
(Bi) Fi and zu1u2 are coprime on X.
(Ci,i+1) Fi and Fi+1 are coprime on X.
The following implications are immediate from the equations
Fi−1Fi+1 = qiF
δ
i + ri.
(1) For each i ∈ Z,
(Ai−1, Ai, Ai+1 and Bi)⇒ (Ci−1,i and Ci,i+1).
(2) For each i ∈ Z \ {1, 2, k, k + 1}, we have
(a)
(Ai−1, Ai, Ai+1 and Ci−1,i)⇒ Bi−1
(b)
(Ai−1, Ai, Ai+1 and Ci,i+1)⇒ Bi+1
Indeed, for (1) we have
(Fi−1 = Fi = 0) ⊂ (Fi = ri = 0) ⊂ (Fi = zu1u2 = 0).
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Similarly for Bi,i+1. For (2a), we have
(Fi−1 = zu1u2 = 0) ⊂ (Fi−1 = qiF δi = 0) = (Fi−1 = Fi = 0)
using qi = 1 for i 6= 1, 2, k, k + 1. Case (2b) is similar.
We show
(Ai−2, Ai−1, Ai, Ai+1, Bi−1, Bi and Ci−1,i)⇒ (Ai−3 and Ai+2).
for each i ∈ Z. We have
(9) FiFi+2 = qi+1F
δ
i+1 + ri+1 ∈ Γ(W o,OW ).
Also, let ≡ denote congruence modulo Fi in Γ(W o,OW ), then
qi−1F
δ
i−1(FiFi+2) = qi−1F
δ
i−1(qi+1F
δ
i+1 + ri+1)
= qi−1(qi+1(Fi−1Fi+1)
δ + F δi−1ri+1) = qi−1(qi+1(qiF
δ
i + ri)
δ + F δi−1ri+1)
≡ (qi−1qi+1rδi ) + qi−1F δi−1ri+1 = ri−1ri+1 + qi−1F δi−1ri+1
= ri+1(qi−1F
δ
i−1 + ri−1) = ri+1(Fi−2Fi) ≡ 0.
So qi−1F
δ
i−1Fi+2 ∈ Γ(W o,OW ). Now Fi and qi−1F δi−1 are coprime on
X, so by (9) we have Fi+2 is regular in codimension 1 on W
o. Hence
Fi+2 is regular on W
o because W is normal. Similarly Fi−3 is regular
on W o.
We verify Ai, Bi for i = 0, 1, 2, 3 and Ci,i+1 for i = 0, 1, 2 by direct
computation. Now by induction using the implications above we prove
Ai for i ≤ k + 2, Bi for i ≤ k and Ci,i+1 for i ≤ k − 1.
We claim that Bk+1 and Bk+2 hold. (Note that the implication (2b)
was not established for i = k, k + 1 so cannot be used here.) Observe
that the loci
(z = 0), (u1 = 0), (u2 = 0) ⊂ X
are irreducible divisors. So it suffices to prove that (Fk = 0) and
(Fk+1 = 0) do not contain any of these divisors. But by Lemma 3.9
below the intersection (z = u1 = u2 = 0) of these divisors is not
contained in (Fk = 0) or (Fk+1 = 0). This establishes the claim.
Finally we deduce that Ai, Bi, Ci,i+1 hold for all i ∈ Z by induction.

Lemma 3.9. Define a sequence g : {1, 2, . . . , k + 1} → Z by g(1) = 0,
g(2) = 1, and g(i+1)+ g(i−1) = δg(i) for 2 ≤ i ≤ k. (Then g(i) ≥ 0,
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and g(i) > 0 unless i = 1 or δ = 1 and i = k + 1 = 4.) Then
(z = 0)|X = l1 + l2 + C
(F0 = 0)|X = m1l2 +m1C
(F1 = 0)|X = m2l2
(Fi = 0)|X = d(i− 1)l1 +m2g(i− 1)C for 2 ≤ i ≤ k
(Fk+1 = 0)|X = m′2l2 + (m2g(k) +m′2)C
(Fk+2 = 0)|X = (m′1 + δm′2)l2 + (m2g(k + 1) +m′1 + δm′2)C.
In particular, set-theoretically we have
(Fk = Fk+1 = 0) ∩X = C
and
(Fk−1 = Fk+2 = 0) ∩X ⊆ C,
with equality for k 6= 3.
Proof. (Cf. [M02], (3.2), p. 172.) The description of (z = 0)|X and
(Fi = 0)|X for 0 ≤ i ≤ 3 are verified by direct computation. We
establish the description of (Fi = 0)|X for 0 ≤ i ≤ k + 2 by induction
using the equations
Fi−1Fi+1 = qiF
δ
i + ri ≡ qiF δi mod (u1, u2) for 3 ≤ i ≤ k + 1.
The final statements follow using l1 ∩ l2 = ∅. 
3.3. Construction of the contraction and flip. Define a sequence
c : Z→ Z as follows. Define
c(1) = a1, c(2) = m2 − a2.
Define c(i) for 3 ≤ i ≤ k by
c(i− 1) + c(i+ 1) = δc(i) for 2 ≤ i ≤ k − 1
We also define
c(k + 1) = −c(k − 1), c(k + 2) = −c(k).
If δ = 1 then k = 3 so
c(1) = a1, c(2) = m2 − a2, c(3) = m2 − a2 − a1,
c(4) = a2 −m2, c(5) = a1 + a2 −m2.
We define c(i) for i ∈ Z by requiring c(i+ 5) = c(i). If δ > 1 we define
c(i) for i ∈ Z by requiring
c(i− 1) + c(i+ 1) = δc(i) for i 6= k + 1, k + 2.
(Compare with the definition of the sequence d(i), i ∈ Z.)
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Definition 3.10. Define a′1 by
a′1 ≡ c(k − 1) mod m′1, 1 ≤ a′1 ≤ m′1
and if m′2 = −d(k) > 0 define a′2 by
a′2 ≡ c(k) mod m′2, 1 ≤ a′2 ≤ m′2.
Define
W ′ = (x′1y
′
1 = z
m′1x′2
δ
+u′1, x
′
2y
′
2 = z
m′2x′1
δ
+u′2) ⊂ A5x′
1
,x′
2
,y′
1
,y′
2
,z×A2u′
1
,u′
2
and
Γ′ = {γ′ = (γ′1, γ′2) | γ′1m
′
1 = γ′2
m′
2} ⊂ G2m.
Define an action of Γ′ on W ′ by
Γ′ ∋ γ′ : (x′1, x′2, y′1, y′2, z, u′1, u′2) 7→
(γ′1x
′
1, γ
′
2x
′
2, γ
′−1
1 y
′
1, γ
′−1
2 y
′
2, γ
c(k−1)
1 γ
c(k)
2 z, u
′
1, u
′
2).
Define
W ′
o
=W ′ \ (x′1 = x′2 = 0)
and
X′ = (W ′
o
)/Γ′.
Write
U ′1 = (x
′
2 6= 0) ⊂ X′, U ′2 = (x′1 6= 0) ⊂ X′
Then X′ = U ′1 ∪ U ′2,
U ′i = (ξ
′
iη
′
i = ζ
′
i
m′i + u′i) ⊂ A3ξ′i,η′i,ζ′i/
1
m′i
(1,−1, a′i)× A2u′
1
,u′
2
for each i = 1, 2, and the glueing is given by
U ′1 ⊃ (ξ′1 6= 0) = (ξ′2 6= 0) ⊂ U ′2,
ξ′1
m′
1 = ξ′2
−m′
2 , ξ′1
−c(k−1)
ζ ′1 = ξ
′
2
−c(k)
ζ ′2.
Write
X ′ = (u′1 = u
′
2 = 0) ⊂ X′,
C ′ = (y′1 = y
′
2 = z = u
′
1 = u
′
2 = 0) ⊂ X′,
and
P ′i = (x
′
i = y
′
1 = y
′
2 = z = u
′
1 = u
′
2 = 0) ⊂ X′
for each i = 1, 2. Then X ′ is a toric surface, C ′ ⊂ X ′ is a proper
smooth rational curve, and P ′1, P
′
2 ∈ C ′ are the torus fixed points of X ′.
We also write
l′i = (x
′
i = z = u
′
1 = u
′
2 = 0) ⊂ X ′
for each i = 1, 2.
Define
Y = Spec(Γ(X′,OX′)) = Spec(Γ(W ′o,OW ′)Γ′)→ A2u′
1
,u′
2
.
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Note that (x′1 = x
′
2 = 0) ⊂W ′ has codimension 2, and W ′ is normal.
Thus the coordinate ring of the affine variety Y is given by
Γ(Y,OY) = Γ(W ′o,OW ′)Γ′ = Γ(W ′,OW ′)Γ′ = (R′/I ′)Γ′
where
R′ := k[x′1, x
′
2, y
′
1, y
′
2, z, u
′
1, u
′
2]
and
I ′ := (x′1y
′
1 − (zm
′
1x′2
δ
+ u′1), x
′
2y
′
2 − (zm
′
2x′1
δ
+ u′2)) ⊂ R′.
We have a natural morphism
π′ : X′ → Y.
Define a birational toric morphism
A2u1,u2 → A2u′1,u′2
via
u′1 7→ uf(k+1), u′2 7→ uf(k).
Define a morphism
π : X→ Y×A2
u′
1
,u′
2
A2u1,u2
over A2u1,u2 using the following diagram
Γ(Y,OY) = Γ(W ′,OW ′)Γ′
π∗



// Γ(W ′,OW ′)

R′oo
φ
zztt
t
t
t
t
t
t
t
t
t
Γ(X,OX) = Cox(X)Γ   // Cox(X)
by
φ(x′1, x
′
2, y
′
1, y
′
2, z) = (Fk, Fk+1, Fk+2, Fk−1, z)
Note that by construction the equations ofW ′ correspond to the rela-
tions Fk−1Fk+1 = · · · and FkFk+2 = · · · between the Fk−1, Fk, Fk+1, Fk+2.
Also, the group Γ′ = Hom(MΓ′ ,Gm) is identified with Γ = Hom(MΓ,Gm)
via
MΓ
∼−→ Cl(X), e¯1, e¯2 7→ [S1], [S2]
and
MΓ′
∼−→ Cl(X), e¯1, e¯2 7→ Lk, Lk+1.
Here we are using the case i = k in the second formula of:
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Lemma 3.11. For 1 ≤ i ≤ k + 1 we have
−KX = c(i)Li+1 − c(i+ 1)Li
and an identification
Z2/Z(−d(i+ 1), d(i)) ∼−→ Cl(X), e¯1, e¯2 7→ Li, Li+1.
Proof. Cf. [M02], Propositions 3.14 and 3.15, p. 174. 
It follows that π is well defined.
Lemma 3.12. There exists a Gm-action on X, A
2
u1,u2
, X′, Y, and A2u′
1
,u′
2
such that
(1) The morphisms X → A2u1,u2, Y → A2u′1,u′2, A
2
u1,u2 → A2u′1,u′2, π,
and π′ are Gm-equivariant, and
(2) Gm fixes the points 0 ∈ A2u1,u2, 0 ∈ A2u′1,u′2, and 0 ∈ Y and in
each case acts with positive weights on the corresponding max-
imal ideal in the affine coordinate ring.
Proof. We define the Gm action on X→ A2u1,u2 by
λ ∋ Gm : (x1, x2, y1, y2, z, u1, u2) 7→ (x1, x2, λm1y1, λm2y2, λz, λm1u1, λm2u2).
Recall the equalities F0 = y1, F1 = x2, F2 = x1, and F3 = y2. Using
the equations
Fi−1Fi+1 = qiF
δ
i + ri for i ∈ Z
we find that Fi is a Gm-eigenfunction for each i ∈ Z. (The equations
are seen to be homogeneous for the Gm-action by induction on i using
the equalities qi−1qi+1r
δ
i = ri−1ri+1.) Moreover, the weight of Fi for
2 ≤ i ≤ k + 2 is given by
wt(Fi) = g(i− 1)m2 for 2 ≤ i ≤ k,
wt(Fk+1) = m2g(k) +m
′
2,
and
wt(Fk+2) = m2g(k + 1) +m
′
1 + δm
′
2.
Cf. Lemma 3.9. Recall that x′1 = Fk, x
′
2 = Fk+1, y
′
1 = Fk+2, y
′
2 = Fk−1,
and u′1 = u
f(k+1), u′2 = u
f(k). So we obtain a compatible Gm-action
on X′ → A2u′
1
,u′
2
, and an induced action on Y → A2u′
1
,u′
2
. We observe
that Gm acts with positive weights on A
2
u1,u2, A
2
u′
1
,u′
2
, and Y as claimed.
(Note that if k = 3 then Gm acts with weight 0 on y
′
2 = F2 = x1, but
no power of y′2 is Γ
′-invariant.) 
Proposition 3.13. Assume d(k) = 0. Then m′1 = δ = gcd(m1, m2),
c(k) = −1, and we have an identification
Y = (ξη = ζm
′
1 + u′1) ⊂ A3ξ,η,ζ/ 1m′
1
(1,−1, a′1)× A2u′
1
,u′
2
.
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Proof. (Cf. [M02], Theorem 4.5, p. 178.) Mori’s proof works verbatim.

Remark 3.14. In particular, in the case d(k) = 0 the family Y→ A2u′
1
,u′
2
is independent of u′2, that is, it is the pullback of a family Y
′ → A1u′
1
under the projection A2u′
1
,u′
2
→ A2u′
1
. For the moment we will keep
the redundant variable u′2 in order to treat both cases d(k) = 0 and
d(k) < 0 simultaneously.
Proposition 3.15. Assume d(k) < 0. The morphism
π′ : X′ → Y
is a proper birational morphism with exceptional locus C ′ = π′−1(0).
Moreover
KX′ · C ′ = δ
m′1m
′
2
> 0,
or, equivalently, δ = cm′1m
′
2 − m′1a′2 − m′2a′1, where −c is the self-
intersection of the proper transform of C ′ in the minimal resolution of
X ′.
Proof. (Cf. [M02], Theorem 4.7, p. 178.)
The morphism Π′ is clearly birational.
We have
(x′i)
a(y′j)
b, (x′i)
azc ∈ Γ(Y,OY)
for some a, b, c ∈ N, for each i = 1, 2 and j = 1, 2. Recalling that
C ′ := (y′1 = y
′
2 = z = u
′
1 = u
′
2 = 0) ⊂ X′,
we deduce (π′)−1(0) = C ′. It follows that π′ is proper over a neighbour-
hood of 0 ∈ Y, and hence over Y using the existence of a contracting
Gm-action on π
′ : X′ → Y, see Lemma 3.12.
We compute
KX′ · C ′ = KX′ · C ′ = δ
m′1m
′
2
using the toric description of the section X ′.
Observe that z ∈ Γ(X′,−KX′) and C ′ is the only proper curve con-
tained in B′ := (z = 0) ⊂ X′. (Indeed the fibers of
B′ → A2u′
1
,u′
2
are obtained from the special fiber
B′0 = (z = 0)|X′ = l′1 + C ′ + l′2
(the toric boundary of X ′) by smoothing a subset of the two nodes.)
Now since KX′ is relatively ample over Y (using KX′ · C > 0, C =
30
(π′)−1(0), and the contracting Gm-action) it follows that the excep-
tional locus of π′ equals C ′. 
Proposition 3.16. (1) Assume d(k) < 0. The morphism π is a
proper birational morphism with exceptional locus the codimen-
sion 2 set
E := (Fk = Fk+1 = 0).
We have
π(E) = {0} ×A2
u′
1
,u′
2
A2u1,u2 ⊂ Y×A2u′
1
,u′
2
A2u1,u2
or explicitly
π(E) =
{
(x′1 = x
′
2 = y
′
1 = y
′
2 = z = u1u2 = 0) if k ≥ 4
(x′1 = x
′
2 = y
′
1 = y
′
2 = z = u2 = 0) if k = 3.
(2) Assume d(k) = 0. The morphism π is a proper birational mor-
phism with exceptional locus the irreducible divisor
E := (Fk+1 = 0) ⊂ X.
We have
π(E) = (ζ = ξδ + uf(k) = 0) ⊂ Y×A2
u′
1
,u′
2
A2u1,u2
Proof. (Cf. [M02], Theorem 4.3, p. 177.)
It is easy to see that π is birational.
Now consider the base change
Y×A2
u′
1
,u′
2
A2u1,u2
and the morphism π : X → Y ×A2
u′
1
,u′
2
A2u1,u2 . Let 0 ∈ Y ×A2u′
1
,u′
2
A2u1,u2
denote the origin.
If d(k) < 0 then the element (x′i)
a(y′j)
b ∈ R′/I ′ is Γ′-invariant for
some a, b ∈ N, for each i = 1, 2 and j = 1, 2. If d(k) = 0 then the
elements
(x′1)
a, (y′1)
a, x′2y
′
2 ∈ R′/I ′
are Γ′ invariant for some a ∈ N. It follows that
π−1(0) := (x′1 = x
′
2 = y
′
1 = y
′
2 = u1 = u2 = 0) ⊂
(x′1 = x
′
2 = u1 = u2 = 0) ∪ (y′1 = y′2 = u1 = u2 = 0).
Now
C = (x′1 = x
′
2 = u1 = u2 = 0)
and
C ⊇ (y′1 = y′2 = u1 = u2 = 0)
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by Lemma 3.9 (using Fk−1 = y
′
2, Fk = x
′
1, Fk+1 = x
′
2, Fk+2 = y
′
1). Thus
π−1(0) = C.
It follows that there is an open neighbourhood 0 ∈ U ⊂ Y ×A2
u′
1
,u′
2
A2u1,u2 such that π is proper over U . Moreover, by Lemma 3.12 we have
a contracting Gm-action on π : (C ⊂ X) → (0 ∈ Y ×A2
u′
1
,u′
2
A2u1,u2). It
follows that π is proper.
Suppose d(k) < 0. Then Lk ·C = d(k)m1m2 < 0 and Lk+1 ·C =
−d(k−1)
m1m2
<
0 by [M02], Proposition 3.14(2), p. 174. Thus −Lk and −Lk+1 are
relatively ample over some open neighbourhood 0 ∈ U ⊂ Y ×A2
u′
1
,u′
2
A2u1,u2 (because π
−1(0) = C). Using the contracting Gm-action again
we deduce that −Lk and −Lk+1 are relatively ample over Y ×A2
u′
1
,u′
2
A2u1,u2. Now E := (Fk = Fk+1 = 0) where Fk ∈ Γ(X, Lk), Fk+1 ∈
Γ(X, Lk+1). So the exceptional locus of π is contained in E. We have
E ∩ X = C = π−1(0) by Lemma 3.9. Also, E is preserved by the
contracting Gm-action (because E = (Fk = Fk+1 = 0) and Fk, Fk+1
are eigenfunctions for the Gm-action). Moreover, each fiber of E over
A2u1,u2 is either empty or irreducible of dimension 1. Thus every fiber
of E → A2u1,u2 is algebraically equivalent to a multiple of C. It follows
that the exceptional locus of π is equal to E.
Similarly, if d(k) = 0, then −Lk+1 is relatively ample over Y×A2
u′
1
,u′
2
A2u1,u2, and E := (Fk+1 = 0) satisfies E ∩X = C by Lemma 3.9 (using
m′2 = −d(k) = 0). Also, the locus E is preserved by the contracting
Gm-action. It follows that each fiber of E → A2u1,u2 is a proper curve,
such that each component is algebraically equivalent to a multiple of C.
So the exceptional locus of π equals E. Finally, since the Milnor number
of a Q-Gorenstein smoothing of a singularity of type 1
m2
(1, ma − 1)
equals 0, we have b2(Xt) = b2(X0) = 1 for all t ∈ A2u1,u2 . It follows that
the fibers of E → A2u1,u2 are irreducible, and hence that E is irreducible.
See [M02], Theorem 4.5, p. 178 for the identification of π(E).

We identify the exceptional locus E explicitly in the case d(k) < 0
of flipping contractions.
Proposition 3.17. Assume d(k) < 0. The locus
E := (Fk = Fk+1 = 0) ⊂ X
is given in the charts U1, U2 as follows. We have E ⊂ (u1 = 0) for
k = 3 and E ⊂ (u1u2 = 0) for k > 3. Write Ei = E ∩ (ui = 0) for
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i = 1, 2. Then
E1 ∩ U1 = (qm21 + u2pδm1−m21 ) ⊂ (u1 = 0) ⊂ U1
E1 ∩ U2 = (η2 = u1 = 0) ⊂ U2
and similarly, for k > 3,
E2 ∩ U1 = (η1 = u2 = 0) ⊂ U1
E2 ∩ U2 = (qm12 + u1pδm2−m12 ) ⊂ (u2 = 0) ⊂ U2
In particular, the nonempty fibers of E → A2u1,u2 are irreducible of
dimension 1.
Proof. First observe that Fk = Fk+1 = 0 implies u
f(k) = uf(k+1) = 0
using the equations Fk−1Fk+1 = · · · and FkFk+2 = · · · . Hence E ⊂
(u1 = 0) if k = 3 and E ⊂ (u1u2 = 0) if k > 3.
Recall thatE∩(u1 = u2 = 0) = C by Lemma 3.9. In Proposition 3.19
we show that, for k > 3, the restriction of the morphism π : X →
Y×A2
u′
1
,u′
2
A2u1,u2 to the open subset
(u1 6= 0) ⊂ A2u1,u2
is identified with the restriction of the morphism
π2 : X2 → Y×A2
u′
1
,u′
2
A2u2
1
,u2
2
associated to the data
(m21, m
2
2, a
2
1, a
2
2) := (m2, δm2 −m1, m2 − a2, δa2 − (m1 − a1))
to the open subset
(u22 6= 0) ⊂ A2u2
1
,u2
2
.
Thus it suffices to describe E ∩ (u2 6= 0).
Let 0 6= s ∈ (u1 = 0) ∈ A2u1,u2. Consider the fibers
U1,s = (ξ1η1 = ζ
m1
1 ) ⊂ A3ξ1,η1,ζ1/ 1m1 (1,−1, a1) = A2p1,q1/ 1m21 (1, m1a1 − 1)
U2,s = (ξ2η2 = ζ
m2
2 + u2) ⊂ A3ξ2,η2,ζ2/ 1m2 (1,−1, a2).
Define closed irreducible curves k1, k2, h, F ⊂ Xs as follows.
k1 = (ξ1 = ζ1 = 0) = (p1 = 0) ⊂ U1,s
k2 = (ξ2 = 0) ⊂ U2,s
h ∩ U1,s = (η1 = ζ1 = 0) = (q1 = 0) ⊂ U1,s
h ∩ U2,s = (ζ2 = 0) ⊂ U2,s
F ∩ U1,s = (qm21 + u2pδm1−m21 = 0) ⊂ U1,s
F ∩ U2,s = (η2 = 0) ⊂ U2,s
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Now, similarly to Lemma 3.9, one checks
(z = 0)|Xs = k1 + h
(F0 = 0)|Xs = m1h
(F1 = 0)|Xs = k2
(Fi = 0)|Xs = d(i− 1)k1 + g(i− 1)F for 2 ≤ i ≤ k
(Fk+1 = 0)|Xs = m′2h+ g(k)F
Thus, noting that k1 ∩ h ⊂ F , we obtain
F = (Fk = Fk+1 = 0) ∩ Xs = E ∩ Xs.

3.4. The universal family of K negative surfaces. Let j ∈ Z be
such that d(j), d(j + 1) > 0. Explicitly, if δ > 1 then we require
j 6= k − 1, k, k+ 1 if d(k) < 0 and j 6= k − 1, k, k + 1, k + 2 if d(k) = 0.
If δ = 1 we require j ≡ 0, 1 mod 5 if d(k) < 0 and j ≡ 1 mod 5 if
d(k) = 0. We will call the allowed values of j admissible. In what
follows the superscripts j are understood modulo 5 in the case δ = 1.
Define
mj1 = d(j), m
j
2 = d(j + 1), a
j
1 = c(j), a
j
2 = m
j
2 − c(j + 1).
Thus m1i = mi and a
1
i = ai for each i = 1, 2.
Lemma 3.18. We have 1 ≤ aji ≤ mji and gcd(aji , mji ) = 1 for each
i = 1, 2 and all admissible j. Moreover,
δj := mj1a
j
2 +m
j
2a
j
1 −mj1mj2 = δ > 0
and
∆j := (mj1)
2 + (mj2)
2 − δjmj1mj2 = ∆ > 0.

We apply the above constructions to the data (mj1, m
j
2, a
j
1, a
j
2), and
denote the result by the same notations decorated by a superscript j.
Proposition 3.19. For each admissible j the family X′j → A2
u′j
1
,u′j
2
is
identified with X′ → A2u′
1
,u′
2
by identifying variables with the same name
(forgetting the superscript), that is,
(x′
j
1, x
′j
2, y
′j
1, y
′j
2, z
′j , u′
j
1, u
′j
2) = (x
′
1, x
′
2, y
′
1, y
′
2, z
′, u′1, u
′
2).
In particular we have an induced identification Yj = Y.
Let j, j + 1 be admissible. Then we have an identification
Xj ⊃ (uj1 6= 0) = (uj+12 6= 0) ⊂ Xj+1
given by
zj = zj+1,
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(uj1, u
j
2) = ((u
j+1
2 )
−1, uj+11 (u
j+1
2 )
δ),
and
F ji =
{
F j+1i−1 i 6= 2
(uj+12 )
−1F j+1i−1 i = 2.
where the subscript i is understood modulo 5 if δ = 1.
Using the above identifications we obtain the following:
(1) A toric surface M (only locally of finite type for δ > 1) together
with a toric birational morphism
p : M → A2u′
1
,u′
2
such that M is the union of the toric open affine sets A2
uj
1
,uj
2
for
j admissible and the restriction of p to A2
uj
1
,uj
2
is the morphism
A2
uj
1
,uj
2
→ A2u′
1
,u′
2
.
(2) A proper birational morphism
Π: U→ Y×A2
u′
1
,u′
2
M
such that Π−1(A2
uj
1
,uj
2
) = Xj and the restriction of Π to Xj is the
morphism
πj : Xj → Y×A2
u′
1
,u′
2
A2
uj
1
,uj
2
.

The toric birational morphism p : M → A2u′
1
,u′
2
can be described ex-
plicitly as follows. We identify A2u′
1
,u′
2
as the toric variety associated to
the cone σ = R2≥0 in the lattice N = Z
2. We define a fan Σ in N with
support |Σ| contained in σ such that the toric birational morphism
corresponds to the map of fans Σ → σ. If δ = 1, define v1 = (1, 0),
v2 = (1, 1), and v3 = (0, 1). Let Σ be the fan with cones {0}, R≥0vi,
i = 1, 2, 3, and 〈vi, vi+1〉R≥0, i = 1, 2. (So in the case δ = 1 the mor-
phism p is the blowup of 0 ∈ A2u′
1
,u′
2
.) If δ ≥ 2, define primitive vectors
vi ∈ N for i ∈ Z \ {0} by
v1 = (1, 0), v2 = (δ, 1),
vi+1 + vi−1 = δvi for i ≥ 2,
and
v−1 = (0, 1), v−2 = (1, δ),
v−(i+1) + v−(i−1) = δv−i for i ≥ 2.
(So v−i = T (vi) where T (x1, x2) := (x2, x1).) Let Σ be the fan with
cones {0}, R≥0vi for i ∈ Z\{0}, 〈vi, vi+1〉R≥0 for i ≥ 1, and 〈v−i, v−(i+1)〉R≥0
for i ≥ 1.
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For δ ≥ 2 define
ξ = (δ +
√
δ2 − 4)/2 ≥ 1
That is, ξ is the larger root of the quadratic equation
x2 − δx+ 1 = 0.
Equivalently, ξ is given by the infinite Hirzebruch-Jung continued frac-
tion
ξ = δ − 1
δ − 1...
Then the support |Σ| of the fan Σ is the region
|Σ| = {(x1, x2) ∈ R2 | x1, x2 ≥ 0 and either x1 > ξx2 or x2 > ξx1}∪{0}
or, equivalently,
|Σ| = {(x1, x2) ∈ R2 | x1, x2 ≥ 0 and x21 − δx1x2 + x22 > 0} ∪ {0}.
Let E ⊂ U denote the exceptional locus of Π (thus E ∩ Xj = Ej).
Write B = (z = 0) ⊂ U and B′ = (z = 0) ⊂ X′.
Theorem 3.20. Let f : (C ⊂ X )→ (Q ∈ Y) be an extremal neighbor-
hood of type k1A or k2A. Let (Q ∈ Y) → (0 ∈ A1t ) be the morphism
determined by a general element t ∈ mY ,Q ⊂ OY ,Q. Assume that the
general fiber Xs of X → (0 ∈ A1t ) satisfies b2(Xs) = 1. Then there is a
universal family
Π: U→ Y×A2
u′
1
,u′
2
M, p : M → A2u′
1
,u′
2
as in Proposition 3.19 and a morphism
g : (0 ∈ A1t )→M
such that p(g(0)) = 0 ∈ A2u′
1
,u′
2
and the diagram
(C ⊂ X )→ (Q ∈ Y)→ (0 ∈ A1t )
is isomorphic to the pullback of the diagram
(Eg(0) ⊂ U)→ ((0, g(0)) ∈ Y×A2
u′
1
,u′
2
M)→ (g(0) ∈M)
under g.
If f is a flipping contraction and
f+ : (C+ ⊂ X+)→ (Q ∈ Y)
is the flip of f then the diagram
(C+ ⊂ X+)→ (Q ∈ Y)→ (0 ∈ A1t )
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is identified with the pullback of the diagram
(C ′ ⊂ X′)→ (0 ∈ Y)→ (0 ∈ A2u′
1
,u′
2
)
under p ◦ g.
Furthermore, if D ∈ | − KX | is a general element, then we may
assume that D is the pullback of B. (Then, if f is a flipping contraction,
the strict transform D′ ∈ | −KX+ | is the pullback of B′.)
Remark 3.21. We note that the cone 〈v1, v2〉R≥0 corresponds to an ex-
tremal neighborhood of type k2A with singularities
1
d(k−1)2
(1, d(k−1)(d(k−1)−c(k−1))−1), 1
d(k−2)2
(1, d(k−2)c(k−2)−1).
If it is of flipping type, then δd(k − 1)− d(k − 2) < 0. In this case one
of the singularities of the surface X ′, which is the fiber over (0, 0) of
X′ → A2u′
1
,u′
2
, is
1
d(k−1)2
(1, d(k − 1)(d(k − 1)− c(k − 1))− 1)
(see §3.3). Similarly for the cone 〈v−1, v−2〉R≥0. In this way, both
singularities of X ′ can be read from these “initial” k2A. (It is possible
that d(k−1) = 1. In that case the corresponding point inX ′ is smooth.)
Lemma 3.22. The flat family of surfaces U → M induces a versal
Q-Gorenstein deformation of each fiber. The flat families of pairs
(U,B)→M
and
(X′,B′)→ A2u′
1
,u′
2
induce a versal Q-Gorenstein deformation of each fiber.
Proof. By openness of versality and the existence of the contracting
Gm-actions (Lemma 3.12) it suffices to consider the toric fibers. We
will establish the statement for pairs first. We prove it for (U,B)→ M ,
the other case being identical. Let A2u1,u2 ⊂ M be a toric chart and
(X,B) the toric fiber over 0 ∈ A2u1,u2 .
The logarithmic tangent sheaf TX(− logB) is the sheaf of infinitesi-
mal automorphisms of the pair (X,B). Since (X,B) is toric we have
an identification
TX(− logB) = OX ⊗Z N ≃ O⊕2X
where N is the lattice of 1-parameter subgroups of the torus acting on
X . Thus H i(TX(− logB)) = 0 for i > 0. It follows that the local-to-
global map from the versal Q-Gorenstein deformation space of the pair
(X,B) to the product of the Q-Gorenstein versal deformation spaces
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of the singularities (Pi ∈ X,B), i = 1, 2 of the pair is an isomorphism.
Recall also that a singularity (P ∈ Z) of type 1
m2
(1, ma− 1) has versal
Q-Gorenstein deformation space a smooth curve germ (0 ∈ A1t ), with
versal family
(0 ∈ (ξη = ζm + t) ⊂ (A3ξ,η,ζ/ 1m(1,−1, a))× A1t ).
Moreover, writing P ∈ B ⊂ Z for the toric boundary, the forgetful
map
(10) DefQG(P ∈ Z,B)→ DefQG(P ∈ Z)
from the versal Q-Gorenstein deformation space of the pair (P ∈ Z,B)
to the versal Q-Gorenstein deformation space of (P ∈ Z) is an isomor-
phism. (Indeed B is Cartier on the index one cover
(P ′ ∈ Z ′)→ (P ∈ Z)
given by
(P ′ ∈ Z ′) = 1
n
(1,−1) = (ξη = ζn) ⊂ A3ξ,η,ζ,
and the Q-Gorenstein deformation is induced by an equivariant defor-
mation of the index one cover. So there are no obstructions to lifting
B to the deformation. Moreover, since B = (ζ = 0) ⊂ Z, it’s easy
to see that every infinitesimal embedded deformation of B is induced
by an infinitesimal automorphism of Z. Combining it follows that the
forgetful map (10) is an isomorphism.) Now it is clear from the explicit
charts U1, U2 for the restriction of the family U → M to A2u1,u2 ⊂ M
that (U,B) → M induces a versal Q-Gorenstein deformation of the
pair (X,B).
Finally, we prove versality for U → M . By the above, it suffices to
show that H1(TX) = H
2(TX) = 0 for each toric fiber X , so that the
local-to-global map from the versal Q-Gorenstein deformation space
of X to the product of the versal Q-Gorenstein deformation spaces of
the singularities of X is an isomorphism. Let H be the orbifold stack
associated to X , that is, H is the Deligne–Mumford stack with coarse
moduli space X determined by the local smooth covers
(0 ∈ A2)→ (0 ∈ A2/G)
at each quotient singularity of X . Write
B = B0 +B1 +B2 = C + l1 + l2
and B ⊂ H, Bi ⊂ H for the associated stacks. Then we have an exact
sequence of sheaves on H
0→ TH(− logB)→ TH →
⊕
i
NBi/H → 0
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(where NZ/W = Hom(IZ/W/I2Z/W ,OZ) denotes the normal bundle of a
closed embedding Z ⊂W ). Pushing forward via the natural morphism
q : H→ X , we obtain an exact sequence
0→ TX(− logB)→ TX →
⊕
N ′Bi/X → 0.
where N ′Bi/X := q∗NBi,H. So, since H i(TX(− logB)) = 0 for i > 0
(see above) and l1, l2 are affine, we have H
1(TX) = H
1(N ′C/X) and
H2(TX) = 0. Finally, we compute that the degree of the line bundle
N ′C/X on C ≃ P1 equals −1, so H1(N ′C/X) = 0 as required. In general,
if L is a line bundle on a proper orbifold curve C, with coarse moduli
space q : C→ C, and orbifold points
Qi ∈ C ≃ (0 ∈ [A1x/µri]),
where
µri ∋ ζ : x 7→ ζx
and the action of µri on the fiber L|Qi is via the character ζ 7→ ζ−wi,
0 ≤ wi < ri, then
deg q∗L = degL−
∑ wi
ri
.
Recall that we have isomorphisms
(Pi ∈ C ⊂ X) ≃ (0 ∈ (qi = 0) ⊂ A2pi,qi/ 1m2i (1, miai − 1)).
Hence the degree of the line bundle N ′C/X on C ≃ P1 is given by
degN ′C/X = C2 −
m1a1 − 1
m21
− m2a2 − 1
m22
Using the formula
C2 = −∆/m1m2
(see [M02], Proof of Proposition 2.6), we find degN ′C/X = −1. Thus
H1(N ′C/X) = 0 as required. 
Proof of Proposition 2.4. The computation of the singularities of X i
and the intersection number KXi ·C i are straightforward toric calcula-
tions. (Note that it suffices by symmetry to treat the case i = 1. Now
the formulas for ∆ and Ω agree with those in §3.1 and in particular we
see that the vector v1 lies in N and is primitive.)
Now by the description of the versal deformation
π : X→ Y×A2
u′
1
,u′
2
A2u1,u2
of f i0 : X
i → Y over A2u1,u2 given in §3.3 and the identification of the
fibers over (u1u2 = 0) (in particular the description of the exceptional
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curve in Proposition 3.17) we find that the general fiber over the ap-
propriate component of the boundary (u1u2 = 0) is isomorphic to the
given contraction f0. Indeed, it suffices to check that the strict trans-
form of the exceptional curve for the deformation of f i0 intersects the
same component of the exceptional locus of the minimal resolution
of the 1
m2
1
(1, m1a1 − 1) singularity as in the original k1A surface con-
traction f0 : X → Y . By the description of the local equation of the
exceptional curve in Proposition 3.17 this component corresponds to
the ray
ρ = R≥0
1
m2
1
(m2, m0)
in the toric description of the minimal resolution of the singularity.
(To see this, note first that m0 +m2 = δm1 by definition (see Propo-
sition 2.3), and that the number δ coincides with the invariant of the
same name for the k2A surface X i defined in §2, by the computation
of KXi ·C i. Now observe that the local equation of C ′ is homogeneous
with respect to the grading determined by the primitive generator of
ρ. So the strict transform meets the interior Gm ⊂ P1 of the associated
exceptional divisor.) This agrees with the description of the original
k1A surface X given in Proposition 2.3. 
Proof of Theorem 3.20. By construction (and the classification of k2A
extremal neighborhoods), the hyperplane section X0 = X of a k2A
extremal neighbourhood occurs as a fiber of a universal family U→ M
over a torus fixed point of M . See [M02], Remark 2.3, p. 159. By
Proposition 2.4, the hyperplane section of a k1A extremal neighbor-
hood occurs as a fiber of a universal family over an interior point of a
1-dimensional toric stratum of M . Moreover, in each case, the defor-
mation of the fiber given by the family U→M is a versal Q-Gorenstein
deformation. This establishes the existence of g.
In the case of a flipping contraction it is immediate that the pullback
(C ′ ⊂ X ′)→ (Q ∈ Y) of X′ → Y is a proper birational morphism with
exceptional locus C ′ such thatKX ′ is Q-Cartier and KX ′ ·C ′ > 0. (Note
here that the proper birational morphism X′ → Y has exceptional locus
C ′ ⊂ X′0, see Proposition 3.15, and p(g(0)) = 0.) So it is the flip of f .
For the final statement, note first that H0(−KX ) → H0(−KX) is
surjective by Kawamata–Viehweg vanishing and cohomology and base
change (using −KX relatively ample), so the restriction of a general
element D of | −KX | is a general element of | −KX |. We observe that
every pair (X,B) of a k1A or k2A surface X together with a general
element B ∈ |−KX| occurs as a fiber of (U,B)→M . (See Lemma 3.9
and the proof of Proposition 3.17 for the the description of the fibers of
B = (z = 0) ⊂ U in the k2A and k1A cases respectively.) The family
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of pairs (U,B) → M gives a versal Q-Gorenstein deformation of each
fiber by Lemma 3.22. So we may assume D is the pullback of B. 
Corollary 3.23. Let f+0 : (C
+ ⊂ X+) → (Q ∈ Y ) be a partial reso-
lution of a cyclic quotient singularity such that X+ has T-singularities
and KX+ is relatively ample, and (C
+ ⊂ X+)/(0 ∈ A1t ) a one pa-
rameter Q-Gorenstein smoothing of the germ (C+ ⊂ X+). Then the
morphism f+0 extends to a proper birational morphism
f+ : (C+ ⊂ X+)→ (Q ∈ Y)
over (0 ∈ A1t ).
Assume that the general fiber X+s , 0 < |s| ≪ 1 satisfies b2(X+s ) = 1.
Then C+ is irreducible and X+ has only cyclic quotient singularities of
type 1
m2
(1, ma− 1) for some m, a ∈ N with gcd(a,m) = 1. The 3-fold
X+ has Q-factorial terminal singularities.
The morphism f+0 is toric. Choose a toric structure and let B
+ ⊂ X+
denote the toric boundary. Let Pi ∈ X+, i = 1, 2 be the torus fixed
points, mi the index of Pi, and define δ ∈ N by KX+ · C+ = δ/m1m2.
Assume that the exceptional locus of f+ equals C+.
Then there exists an antiflip
f : (C ⊂ X )→ (Q ∈ Y)
of f+ such that X has terminal singularities if and only if the following
conditions are satisfied.
(1) For some choice of toric structure, there is a divisorD ∈ | −KX+ |
such that D|X+ = B+, the toric boundary of X+.
(2) If δ ≥ 2, define ξ = (δ + √δ2 − 4)/2 ≥ 1. Then the axial
multiplicities α1, α2 of the singularities of X+ satisfy α1 > ξα2
or α2 > ξα1. Equivalently, we have
α21 − δα1α2 + α22 > 0.
Remark 3.24. In the case that X+ has fewer than two singularities,
we define the axial multiplicities α1, α2 as follows. Let D be a general
element of | − KX+ |. By condition (1) the restriction D|X+ = B+ is
a choice of toric boundary for X+. Let P1, P2 ∈ B+ be the singular
points of B+. If Pi is a smooth point of X+, then the local deformation
(Pi ∈ D ⊂ X+)→ (0 ∈ A1t ) of (Pi ∈ B+ ⊂ X+) is of the form
(0 ∈ (ξη = tαh(t)) ⊂ A2ξ,η × A1t )
for some α ∈ N and convergent power series h(t), h(0) 6= 0. Equiva-
lently, Pi ∈ D is a Du Val singularity of type Aα−1. We define αi = α. If
Pi is a singular point of X+ then the definition of the axial multiplicity
is the usual one.
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Proof. The morphism f+0 : X
+ → Y extends to a morphism f+ : X+ →
Y because R1f+0 ∗OX+ = 0 (see [KM92], Proposition 11.4).
The morphism f+0 : X
+ → Y is a P -resolution of Y [KSB88], Def-
inition 3.8. It is toric by [KSB88], Lemma 3.14. The singularities of
X+ are cyclic quotient singularities of type 1
ρm2
(1, ρma − 1) for some
ρ,m, a ∈ N with gcd(m, a) = 1 (by the existence of the Q-Gorenstein
smoothing, see [KSB88], Proposition 3.10). The Milnor fiber M of
a Q-Gorenstein smoothing of such a singularity has Milnor number
µ := b2(M) = ρ − 1. Thus, if r is the number of irreducible com-
ponents of C+ and the singularities Pi ∈ X+ have invariants ρi, a
Mayer–Vietoris argument gives
b2(X
+
s ) = r +
∑
(ρi − 1)
Hence b2(X
+
s ) = 1 iff C
+ is irreducible and ρi = 1 for each i.
The 3-fold X+ has singularities of the form
(0 ∈ (ξη = ζm + tα) ⊂ (A3ξ,η,ζ/ 1m(1,−1, a))× A1t ).
The number m ∈ N is the index of the singularity and the number
α ∈ N is the axial multiplicity of the singularity [M88], Definition–
Corollary 1a.5, p. 140. As already noted, these singularities are termi-
nal, and analytically Q-factorial by [K91], 2.2.7. Thus X+ is terminal
and Q-factorial. (Note: In general, a one parameter Q-Gorenstein
smoothing of a surface quotient singularity is terminal [KSB88], Corol-
lary 3.6. The modern proof of this fact uses “inversion of adjunction”,
see e.g. [KM92], Theorem 5.50(1), p. 174.)
Since Q ∈ Y = (t = 0) ⊂ Y is a cyclic quotient singularity, it follows
from the classification of non-semistable flips [KM92], Appendix that
if f : X → Y is a terminal antiflip of f+ then f is semistable, that
is, of type k1A or k2A. Moreover X = (t = 0) ⊂ X is normal and
ρ1 = ρ2 = 1 by Proposition 2.1 because b2(Xs) = b2(Ys) = b2(X
+
s ) = 1
for 0 < |s| ≪ 1. Let D ∈ | − KX | be a general element. Then, by
Theorem 3.20, f : (X , D)→ Y is the pullback of a universal family
Π: (U,B)→ Y×A2
u′
1
,u′
2
M, p : M → A2u′
1
,u′
2
via a morphism g : (0 ∈ A1t )→M , such that p(g(0)) = 0.
Let D′ ∈ | −KX+ | denote the strict transform of D. Then
(X+, D′)→ Y → (0 ∈ A1t )
is the pull back of
(X′,B′)→ Y→ A2u′
1
,u′
2
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via the morphism p ◦ g, and D′ ∈ | − KX+ | = | − KX | is a general
element such that D′|X+ = B+, so (1) holds.
The morphism
p ◦ g : A1t → A2u′
1
,u′
2
is given by
u′1 = λ1t
α1 + · · · , u′2 = λ2tα2 + · · ·
for some λ1, λ2 ∈ k \ {0}, α1, α2 ∈ N (where · · · denotes higher order
terms in t). By the description of the family X′ → A2u′
1
,u′
2
, we see that
α1, α2 are the axial multiplicities of the singularities of X+.
Identify the fan Σ of M with its image in the cone σ = R2≥0 of A
2
u′
1
,u′
2
under the map of fans corresponding to p. The point g(0) lies in the
toric boundary stratum of M corresponding to the smallest cone τ of
the fan of M containing the point (α1, α2). In particular (α1, α2) lies
in the support of the fan of M . Now the explicit description of the fan
of M above gives (2).
Conversely, suppose the conditions (1) and (2) are satisfied. Let
D ∈ | −KX+ | be general, so D|X+ = B+ is a choice of toric boundary
for X+ by (1). Let
Π′ : (X′,B′)→ Y→ A2u′
1
,u′
2
be the deformation of
f+ : (X+, B+)→ Y
constructed in §3.3. By Lemma 3.22,
f+ : (X+, D)→ Y → (0 ∈ A1t )
is the pullback of
Π′ : (X′,B′)→ Y→ A2u′
1
,u′
2
via a map h : (0 ∈ A1t )→ A2u′
1
,u′
2
such that h(0) = 0.
The numerical data to build U from X′ is the following. Let
1
m′
1
2 (1, m′1a
′
1 − 1), 1m′
2
2 (1, m′2a
′
2 − 1)
be the singularities of X+ ⊂ X′ such that m′12
m′
1
a′
1
−1
= [e1, . . . , er1],
m′2
2
m′
2
a′
2
−1
= [f1, . . . , fr2 ], and
∆
Ω
= [fr2 , . . . , f1, c, e1, . . . , er1],
where −c is the self-intersection of the proper transform of C+ in the
minimal resolution of X+. If a singularity (or both) is (are) actually
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smooth, then we set m′i = a
′
i = 1. Define
δ = cm′1m
′
2 −m′1a′2 −m′2a′1.
Define m1 = m
′
2, a1 = m
′
2 − a′2 if m′2 6= a′2, or a1 = 1 else, and
m2 = δm
′
2 +m
′
1, a2 =
δ+m1m2−a1m2
m1
. One can check that 0 < a2 < m2
and gcd(m2, a2) = 1. If
m2
2
m2a2−1
= [g1, . . . , gr3], then one can check
[gr3, . . . , g1, 1, fr2, . . . , f1] =
∆
Ω
.
One can verify that this gives an “initial” k2A for a Mori sequence
whose “flipping” surface is X+ (see Remark 3.21). For the other initial
k2A, we define m2 = m
′
1, a2 = m
′
1 − a′1 if m′1 6= a′1, or a2 = 1 else, and
m1 = δm
′
1+m
′
2, a1 =
δ+m1m2−a2m1
m2
. Notice that these are the only two
possibilities for initial k2A corresponding to X′.
By assumption (2) and the description of the toric morphism p : M →
A2u′
1
,u′
2
, the morphism h admits a lift g : (0 ∈ A1t ) → M such that
h = p ◦ g. Indeed, as above, (2) is equivalent to requiring that the
vector (α1, α2) given by the vanishing orders of the components of h
lies in the image of the fan of M in the cone σ = R2≥0 corresponding
to A2u1,u2. This in turn is equivalent to the existence of the lift g. Now
the pull back of U → Y ×A2
u′
1
,u′
2
M → M by g is the desired terminal
antiflip f : X → Y → (0 ∈ A1t ) of f+. 
Remark 3.25. If we only impose condition (1) in Corollary 3.23 then
there is an antiflip f : X → Y such that X has canonical singularities.
This is an application of [KM92], Theorem 3.1, p. 561. Indeed, by (1),
for a general divisor D ∈ | −KX+ | the restriction D|X+ is a choice B+
of toric boundary for X+0 = X+. Then, since D|X+ is a nodal curve,
D ∈ | − KX+ | is a normal surface with at worst Du Val singularities
of type A (at the nodes of D0). Moreover the contraction D¯ = f∗D ∈
|−KY | has at worst a Du Val singularity of type A. (More precisely, for
D general, we have Du Val singularities of type Amiαi−1 at Pi ∈ D for
i = 1, 2, where mi is the index and αi the axial multiplicity of Pi ∈ X+,
and a Du Val singularity of type Am1α1+m2α2−1 at Q ∈ D¯.) Now by
[KM92], Theorem 3.1, the OY -algebra
R(Y ,−KY) :=
⊕
m≥0
OY(m(−KY))
is finitely generated, and
X := ProjY R(Y ,−KY)
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has canonical singularities. The morphism f : X → Y is the antiflip of
f+ : X+ → Y .
Example 3.26. This is an explicit example of a Q-Gorenstein smoothing
of a X+ as in Corollary 3.23 which has a nonterminal but canonical
antiflip. Let X be a surface with one singularity given by the Z/4Z-
quotient of a simple elliptic singularity (cf. [K88], Theorem 9.6(3)).
The exceptional locus of its minimal resolution X˜ is a union of 4 smooth
rational curves E1, E2, E3, and F so that the Ei are disjoint, each meets
the curve F transversally at a single point, and E21 = −2, E22 = −4,
E23 = −4, and F 2 = −3. Assume X has a smooth rational curve C such
that its proper transform in X˜ is a (−1)-curve intersecting only E1 and
transversally at one point. Notice that KX · C = −12 and C · C = −25 .
The surfaceX has aQ-Gorenstein smoothingX ⊂ X → (0 ∈ A1t ) (cf.
[W13]). The corresponding singularity in X is canonical by [KSB88],
Theorem 5.1. Let (Q ∈ Y ⊂ Y) be the contraction of C ⊂ X ⊂ X
(the blowing down deformation; cf. [KM92, 11.4]). Then (Q ∈ Y ) is
the cyclic quotient singularity 1
24
(1, 7). By [W13], Proposition 3.1(4),
the extremal nbhd C ⊂ X → Q ∈ Y is Q-factorial. Therefore, if it
is of divisorial type, then Y would be Q-Gorenstein but (Q ∈ Y) is
not a T-singularity. So, it is flipping, and the flip is given by the P-
resolution X+ → Y whose exceptional curve is a P1 passing through
two singularities of type 1
4
(1, 1).
4. Classification of extremal P-resolutions
Fix integers 0 < Ω < ∆ with gcd(∆,Ω) = 1. Let (Q ∈ Y ) be
the cyclic quotient singularity 1
∆
(1,Ω). An extremal P-resolution of
(Q ∈ Y ) is a partial resolution f+0 : (C+ ⊂ X+) → (Q ∈ Y ) such that
X+ has onlyWahl singularities (= cyclic of the type 1
m2
(1, ma−1) with
gcd(m, a) = 1), the exceptional curve C+ = P1, and KX+ is relatively
ample. They appear when we perform flips with the extremal neighbor-
hoods of type k1A or k2A of the previous sections (see Corollary 3.23).
The surface X+ has at most two Wahl singularities 1
m2i
(1, miai − 1)
(i = 1, 2) such that
m21
m1a1−1
= [e1, . . . , er1 ],
m22
m2a2−1
= [f1, . . . , fr2], and
∆
Ω
= [fr2 , . . . , f1, c, e1, . . . , er1],
where −c is the self-intersection of the proper transform of C+ in the
minimal resolution of X+. If a singularity (or both) is (are) actually
smooth, then we set mi = ai = 1. We define
δ = cm1m2 −m1a2 −m2a1.
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Then ∆ = m21 +m
2
2 + δm1m2,
KX+ · C+ = δ
m1m2
> 0, and C+ · C+ = −∆
m21m
2
2
< 0.
4.1. The continued fraction of an extremal P-resolution. By
[KSB88], Theorem 3.9, there is a natural bijection between P-resolutions
of (Q ∈ Y ) and irreducible components of the formal deformation space
Def(Q ∈ Y ). In [C89, S89], Christophersen and Stevens prove that P-
resolutions of (Q ∈ Y ) are in bijection with certain continued fractions
representing zero. For extremal P-resolutions we have the following.
Let ∆
∆−Ω
= [c1, . . . , cs]. Then the extremal P-resolutions of (Q ∈ Y )
are in bijection with pairs 1 ≤ α < β ≤ s such that
0 = [c1, . . . , cα−1, cα − 1, cα+1, . . . , cβ−1, cβ − 1, cβ+1, . . . , cs].
We label these P-resolutions by [c1, . . . , c¯α, . . . , c¯β, . . . , cs]. We now re-
call how to describe torically the P-resolution from the zero continued
fraction. We follow [A98].
Let us define in Z2 the vectors w0 = (0, 1), w1 = (1, 1), and
wi−1 + wi+1 = ciw
i
for i ∈ {1, . . . , s}. If wi = (xi, yi), then yixi = [1, c1, . . . , ci−1] for 2 ≤ i ≤
s+ 1. Note that ws+1 = (∆,Ω).
The fan Σ of the toric surface X+, where the toric birational mor-
phism f+0 : (C
+ ⊂ X+) → (Q ∈ Y ) is the extremal P-resolution,
has two cones τ 1 = 〈u1, u2〉 and τ 2 = 〈u2, u3〉 where u1 = (1, 0),
u2 = (−(m2(m2 − a2) − 1), m22), and u3 = (−Ω,∆); see [A98] pp.7–8.
The wα, wβ which correspond to τ 1, τ 2 respectively in [A98] (giving the
“roofs” of the cones) are
wα = (m2, m2−a2), wβ = ((∆−m22)/m1, (Ω−(m2(m2−a2)−1))/m1).
One can verify that δ = wβ ∧ wα.
Proposition 4.1. The extremal P-resolution [c1, . . . , c¯α, . . . , c¯β, . . . , cs]
has
m2
a2
= [c1, . . . , cα−1],
m1
a1
= [cs, . . . , cβ+1],
(if α = 1 and/or β = s, the corresponding points are smooth) and
either δ
ǫ
= [cα+1, . . . , cβ−1], if α + 1 6= β, for some 0 < ǫ < δ, or
δ = 1 , if α + 1 = β.
Proof. Since wα = (m2, m2 − a2), we have m2−a2m2 = [1, c1, . . . , cα−1].
Hence m2
a2
= [c1, . . . , cα−1]. By symmetry, we have
m1
a1
= [cs, . . . , cβ+1].
We know that δ = wβ ∧ wα = xβyα − xαyβ. Then use Lemma 4.2
below with [1, c1, . . . , cr] and
yi
xi
= [1, c1, . . . , ci−1] =: [e1, . . . , ei] =
pi+1
qi+1
,
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setting i = α + 2 and l = β − α − 1 for the second equality in that
lemma. 
Lemma 4.2. Let [e1, . . . , er] be a continued fraction with ei ≥ 1 and
pi
qi
= [e1, . . . , ei−1] > 0 for all i ∈ {2, . . . , r + 1}. Define p1 = 1,
p0 = q1 = 0, and q0 = −1. Then
pi−1qi − piqi−1 = 1 and pi−1qi+l − pi+lqi−1
pi−1qi+l−1 − pi+l−1qi−1 = [ei+l−1, . . . , ei]
for all 1 ≤ i ≤ r, 1 ≤ l ≤ r + 1− i.
Proof. We have pi−1+pi+1 = eipi and qi−1+qi+1 = eiqi for all 1 ≤ i ≤ r.
We now do induction on i for the first equality, and induction on l for
the second. 
The following are all the extremal P-resolutions for cyclic quotient
singularities 1
∆
(1,Ω) with 2 ≤ ∆ ≤ 45, apart from the type ∆
∆−1
=
[2¯, 2, . . . , 2, 2¯] (which corresponds to 1
∆
(1, 1)). The underlined notation
represents another extremal P-resolution for the same singularity.
7
5
= [2, 2, 3]
11
8
= [2, 2, 3, 2]
13
10
= [2, 2, 2, 4]
15
11
= [2, 2, 3, 2, 2]
16
7
= [3, 2, 2, 3]
19
15
= [2, 2, 2, 3, 2, 2]
19
12
= [2, 3, 2, 3]
21
17
= [2, 2, 2, 2, 5]
22
17
= [2, 2, 2, 4, 2]
23
19
= [2, 2, 2, 2, 3, 2, 2]
24
17
= [2, 2, 4, 2, 2]
25
16
= [2, 3, 2, 2, 3]
27
23
= [2, 2, 2, 2, 2, 3, 2, 2]
29
13
= [3, 2, 2, 2, 4]
31
27
= [2, 2, 2, 2, 2, 2, 3, 2, 2]
31
26
= [2, 2, 2, 2, 2, 6]
31
24
= [2, 2, 2, 4, 2, 2]
34
25
= [2, 2, 3, 2, 2, 3]
35
31
= [2, 2, 2, 2, 2, 2, 2, 3, 2, 2]
36
23
= [2, 3, 2, 2, 4]
37
30
= [2, 2, 2, 2, 5, 2]
37
27
= [2, 2, 3, 2, 4]
39
35
= [2, 2, 2, 2, 2, 2, 2, 2, 3, 2, 2]
39
29
= [2, 2, 3, 2, 2, 2, 2, 2, 2, 2, 2]
40
31
= [2, 2, 2, 4, 2, 2, 2]
40
29
= [2, 2, 3, 3, 2, 2]
41
18
= [3, 2, 2, 3, 3]
43
39
= [2, 2, 2, 2, 2, 2, 2, 2, 2, 3, 2, 2]
43
37
= [2, 2, 2, 2, 2, 2, 7]
43
34
= [2, 2, 2, 3, 2, 2, 3]
43
33
= [2, 2, 2, 5, 2, 2]
45
29
= [2, 3, 2, 2, 2, 4]
45
19
= [3, 2, 3, 2, 3]
The purpose of the next two subsections is to prove
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Theorem 4.3. A cyclic quotient singularity 1
∆
(1,Ω) can admit at most
two distinct extremal P-resolutions.
Theorem 4.4. If a cyclic quotient singularity 1
∆
(1,Ω) admits two ex-
tremal P-resolutions, then the δ’s are equal.
Theorem 4.3 says that there are at most two universal antiflips over
a given 1
∆
(1,Ω), and Theorem 4.4 says that the δ of a universal antiflip
is an invariant of 1
∆
(1,Ω). The proofs for both theorems are going to be
completely combinatorial, using the continued fraction of an extremal
P-resolution and the formula for δ in Proposition 4.1.
4.2. At most two extremal P-resolutions over 1
∆
(1,Ω). Accord-
ing to [C89, S89], [v1, . . . , vr] is a zero-continued fraction if and only if
there exists a triangulation of the (r+ 1)-gon with vertices indexed by
{0, . . . , r} such that the number of triangles meeting at the i-th vertex
is equal to vi. We define v0 as the number of triangles meeting at the
0-th vertex. We obviously have
(11) v0 = 3r − 3−
r∑
i=1
vi.
Definition 4.5. We say that a sequence of integers
a = {a1, . . . , ar}, ai > 1 for any i,
is of WW type if there exists 1 ≤ α < β ≤ r such that
(12) [a1, . . . , aα − 1, . . . , aβ − 1, . . . , ar]
is a zero-continued fraction.
To prove Theorem 4.3, we proceed by induction on r, and along the
way we more or less classify sequences of WW type.
A sequence a of WW type gives rise to a triangulation that corre-
sponds to (12). We say that this triangulation is compatible with a.
The claim is that there are at most two triangulations compatible
with a. For any triangulation, we call {v0, . . . , vr} the vertex sequence.
By (11), all triangulations compatible with a have the same v0. We
define a0 = v0. Notice that a0 can be equal to one.
It is easy to see (e.g. by induction) that the vertex sequence always
contains at least two 1’s. So we have the following possibilities:
(A) a0 = v0 > 1, all vertex sequences compatible with a have
two 1’s, a is obtained by substituting these 1’s with 2’s.
(B) a0 = v0 = 1.
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We can handle case (B) by induction. Indeed, in this case all trian-
gulations compatible with a contain a triangle T formed by vertices r,
0, and 1. Therefore they define triangulations of the r-gon obtained by
chopping off the triangle T . These triangulations are compatible with
the sequence
a′0 = a1 − 1, a′1 = a2, . . . , a′r−2 = ar−1, a′r−1 = ar − 1.
If a′ contains two 1’s then a1 = ar = 2. This implies that r = 3 and
we are triangulating a square. This case is obvious. If a′ contains at
most one 1 then we are done by induction.
Now we deal with case (A). First we inductively classify all trian-
gulations with exactly two 1’s in the vertex sequence. If vi = 1 then
we can chop off a triangle with vertices i − 1, i, i + 1. Unless r = 3,
a new triangulation will have exactly two 1’s, one of them at i − 1 or
i+ 1. We chop off the next vertex with 1, and proceed inductively. In
other words, we can get any sequence a of this type by the following
procedure. Start with a sequence 2, 2, 2. Then do a recursion analo-
gous to enumeration of all T -singularities: add a new 2 on one end and
increase another and by 1. So, for example, we can do
[2, 2¯, 2]→ [3, 2¯, 2, 2]→ [2, 3, 2¯, 2, 3]→ [2, 2, 3, 2¯, 2, 4]→ . . .
After doing several steps, fold a sequence around a circle and add a
new 2¯ between the ends. Now choose v0 anywhere except at over-
lined 2’s (which should be decreased to ones in the vertex sequence).
We are going to ignore v0 from now on. In particular, we will sometimes
rotate indices if this will be convenient.
Start with our sequence a = {a0, . . . , ar} of type (A) and let s be the
number of i’s such that ai > 2. Now take any triangulation compatible
with a. Let 0 < p < q ≤ r be the indices such that vp = vq = 1. By
the discussion above, unless we are triangulating a square, there exist
unique indices p′, q′ such that the p-th vertex is adjacent to the vertex
vp′ > 2, and similarly for q, q
′. We rotate, and if necessary reflect the
indices (in the dihedral group) so that, for the first triangulation, p = 1
and p′ = 0. We create two new sequences:
• v0 = α0, . . . , αs−1 is a subsequence of a of terms greater than 2.
• xi for i = 0, . . . , s − 1 is the number of 2’s in a between the
terms that correspond to αi and αi+1 increased by 1.
The indexing set here is Zs.
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Then the inductive procedure above allows us to compute αi’s in
terms of xi’s. There are two cases. If s = 2l is even, we have
αi =
{
xi i = 0, l
x−i + 2 i 6= 0, l
If s = 2l + 1 is odd, we have
αi =

x0 i = 0
xl i = l + 1
x−i + 2 i 6= 0, l + 1
Now consider the second triangulation. We change notation, and let
p, p′, q, q′ denote the data of the second triangulation.
Example 4.6. The sequence
{5, 2, 2, 2, 2, 3, 2, 2, 7, 2, 2, 3, 2, 2, 2, 2, 5}
has r = 16, s = 5, and l = 2. The overlined and the underlined 2’s
should be decreased by 1 to get the two vertex sequences. The first
triangulation has p = 1, q = 10; the second has p = 6, q = 15. In this
way, α0 = 5, α1 = 3, α2 = 7, α3 = 3, and α4 = 5, and so x0 = 5,
x1 = 3, x2 = 3, x3 = 5, and x4 = 1. The sequence
{3, 2, 2, 3, 2, 2, 3, 5, 3, 2, 2, 3, 2, 2, 3, 5}
has r = 15, s = 8, and l = 4. We have α0 = 3, α1 = 3, α2 = 3, α3 = 5,
α4 = 3, α5 = 3, α6 = 3, and α7 = 5, and so x0 = 3, x1 = 3, x2 = 1,
x3 = 1, x4 = 3, x5 = 3, x6 = 1, and x7 = 1.
We first consider the case of odd s = 2l + 1. After interchanging p
and q if necessary, we can assume that the vertex p is located clock-
wise from the vertex p′. We define k ∈ Zs through vp′ = αk. Notice
that k > 0. Then the sequence α0, . . . , αs−1 satisfies another system of
equations:
αi =

xk i = k
xk+l i = k + l + 1
x2k−i + 2 i 6= k, k + l + 1
(as a reminder, the indexing set is Zs). We claim that k is uniquely
determined by the sequence {xi}. This will show that the second trian-
gulation compatible with a is unique (if exists). We have the following
system of equations when k 6= l or k 6= l + 1
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
xi = xi+2k i 6= 0,−k, l,−k + l
x0 = x2k + 2
x−k = xk − 2
xl = xl+2k + 2
x−k+l = xk+l − 2
Let
Γ = 〈k〉 = 〈2k〉 ⊂ Zs.
Then the system of equations above shows that xi is constant on Γ-
cosets in Zs unless a coset contains 0, −k, l, or −k+l. Next we compute
a Gauss sum
G =
s−1∑
i=0
xiµ
i,
where µ is a primitive s-th root of unity. Clearly only one or two Γ
cosets contribute non-trivially to the Gauss sum. Namely, if
l 6∈ Γ
then there will be two non-trivial cosets, and we have
G = −2(µ2k + µ4k + . . .+ µ2kα)− 2(µ2k+l + µ4k+l + . . .+ µ2kα+l),
where α is the minimal positive integer such that 2kα ≡ −k. Geometric
series and some manipulations give
(13) G = 2
µk
µk + 1
(1 + µl).
We can clearly recover µk, and hence k, by applying a fractional-linear
transformation.
If l ∈ Γ then in fact Γ = Zs, so there is only one coset. We have
2kl ≡ −k, and we choose a minimal t such that 2kt ≡ l. There are two
further subcases, either t < l and we have
G = −2(µ2k+. . .+µ2kt)−4(µ2k(t+1)+. . .+µ2kl)−2(µ2k(l+1)+. . .+µ2k(t+l)),
and so G = 2 µ
k
µk+1
(1 + µl), or t > l, in which case a similar calculation
gives G = 2 µ
k
µk+1
(1 + µl). For the cases k = l and k = l + 1 we obtain
same G as well. Therefore k is uniquely determined by the {xi}.
Now let’s consider the case of even s = 2l. After interchanging p
and q if necessary, we can assume that p′ satisfies vp′ = αk with 0 ≤
k < l. There are two further subcases: in the clockwise (resp. counter-
clockwise) case the vertex p is located clockwise (resp. counter-clockwise)
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from the vertex p′. Notice that in the clockwise case k > 0. The se-
quence α0, . . . , αs−1 satisfies a new system of equations:
αi =
{
xi i = k, l + k
x2k−i + 2 i 6= k, k + l
in the clockwise case and
αi =
{
xi−1 i = k, l + k
x2k−i−1 + 2 i 6= k, k + l
in the counter-clockwise case. This gives a system of equations on xi:
xi = xi+2k i 6= 0,−k, l, l − k
xi = xi+2k + 2 i = 0, l
xi = xi+2k − 2 i = −k, l − k
in the clockwise case and
xi = xi+2k−1 i 6= 0,−k, l, l − k
xi = xi+2k−1 + 2 i = 0, l
xi = xi+2k−1 − 2 i = −k, l − k
in the counter-clockwise case. We have to recover k (and whether we
have a clockwise or a counter-clockwise case from the sequence xi). To
simplify this problem, consider a new sequence yi defined as
yi =
xi + xi+l
4
, i = 0, . . . , l − 1.
we think about yi as indexed by the cyclic group Zl. It satisfies the
following system of equations:
yi = yi+2k i 6= 0,−k
y0 = y2k + 1
y−k = yk − 1
in the clockwise case and
yi = yi+2k−1 i 6= 0,−k
y0 = y2k−1 + 1
y−k = yk−1 − 1
in the counter-clockwise case. We define a subgroup
Γ = 〈2k〉 ⊂ Zl (resp. Γ = 〈2k − 1〉 ⊂ Zl)
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in the clockwise (resp. counter-clockwise) case. We also define a Gauss
sum
G =
l−1∑
i=0
yiµ
i,
where µ is a primitive l-th root of unity.
The system of equations above shows that yi is constant on Γ-cosets
in Zl unless a coset contains 0 or −k. Moreover, in the latter case the
coset must contain both 0 and −k, as otherwise we will have a non-
constant periodic monotonous function. Only this coset will contribute
non-trivially to G. In the clockwise case we have
−k ∈ 〈2k〉 ⇒ 〈k〉 = Z2m+1,
−k ≡ 2mk, and
y2k + 1 = y4k + 1 = . . . = y2mk + 1 = y2(m+1)k = . . . = y0.
Therefore
G = −µ2k − µ4k − . . .− µ2mk = µ
k
1 + µk
.
Obviously µk = G
1−G
and G determines k. In the counter-clockwise case
we have
(14) − k ∈ 〈2k − 1〉 ⇒ 〈k〉 = 〈2k − 1〉 = Zl.
Hence
y2k−1 + 1 = y2(2k−1) + 1 = . . . = ya(2k−1) + 1 = yk−1 = . . . = y0,
where −k ≡ a(2k − 1). So we obtain
(15) G = −µ2k−1 − µ2(2k−1) − . . .− µa(2k−1) = µ
k−1 − µ2k−1
1− µ2k−1 .
It follows that
G
1−G = µ
k−1 1− µk
1− µk−1 ,
and so
(16)
∣∣∣∣ G1−G
∣∣∣∣ 6= 1 :
indeed, as we connect a fixed vertex 1 of an l-gon to other vertices by
diagonals, two consecutive diagonals never have equal length, unless
l = 2k − 1, but this would contradict (14). In particular, we cannot
have both a clockwise (in which case
∣∣ G
1−G
∣∣ = 1) and a counter-clockwise
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case. It follows from (15) that we can find k by solving the quadratic
equation
(µk)2 +
1
G− 1(µ
k) +
G
1−Gµ = 0.
By (16), this equation cannot have two solutions.
4.3. Same δ over 1
∆
(1,Ω). We now prove Theorem 4.4. As for The-
orem 4.3, we only need to consider case (A). Let a = {a0, . . . , ar} be
a sequence of type (A). We adopt the same conventions as before, and
define a0 = α0, α1, . . . , αs−1, and the {x0, . . . , xs−1}, where p1 = 1 < q1
and p2 < q2 are the indices defining the two zero continued fractions
corresponding to a. We define for j = 1, 2
δj
εj
:= [apj+1, . . . , aqj−1],
for some εj (see Proposition 4.1). One can verify that
δ2j
δjλj + 1
= [aqj+1, aqj+2, . . . , ar, a0, . . . , aqj−1]
for some 0 < λj < δj with gcd(δj , λj) = 1; this is a property of the
dual of continued fractions fromWahl singularities (see [S89], 3.5). The
following is [S89], Lemma 3.4.
Lemma 4.7. Given [b1, . . . , br] =
m2
ma−1
with 0 < a < m and gcd(m, a) =
1, we define as in §2.1 the sequences αi/αi−1 = [bi−1, . . . , b1] for 2 ≤
i ≤ r, and βi/βi+1 = [bi+1, . . . , br] for 1 ≤ i ≤ r − 1. Define α0 = 0
and β0 = m
2. Let mδi := αi + βi for 0 ≤ i ≤ r + 1. Let α˜i, β˜i,
(a+m)δ˜i := α˜i + β˜i be the numbers for
(a+m)2
(a+m)m−1
= [e1 + 1, . . . , er, 2].
Then δ˜i = δi for 1 ≤ i ≤ r + 1, and δ˜0 = δ˜r+2 = m+ a = δ1 + δr+1.
This lemma gives a way to compute m, a for continued fractions of
Wahl singularities from the inductive procedure (cf. [KSB88], Proposi-
tion 3.11) [e1, . . . , er]→ [e1 + 1, . . . , er, 2] or [2, e1, . . . , er + 1], starting
with [4]. For [4] one has m = 2, a = 1; here δ1 = 1, δ0 = δ2 = 2. Thus
for [5, 2] we have m = 1 + 2 = 3, a = 1 + 2− 2 = 1, and so on. There-
fore, the δi’s can be used to compute m, a from the continued fraction
of m
2
ma+1
. Start with [2, 2, 2] and assign 1 for the first 2 and 1 for the last
2. For the new continued fraction we assign to the new 2 the addition
of the extremal previous assignations. To obtain m from [e1, . . . , er],
we just add the numbers assigned to e1 and to er. For [2, 2, 2] we have
m = 1 + 1 = 2. For [3, 2, 2, 2] we have m = 1 + 2 = 3, for [2, 3, 2, 2, 3]
m = 3 + 2 = 5, for [3, 3, 2, 2, 3, 2] m = 3 + 5 = 8, etc.
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The continued fraction
x
y
= b1 +
1
b2 +
1
...+ 1
bs
,
where bi > 0 for all i, will be denoted by 〈b1, . . . , bs〉. We have(
x ∗
y ∗
)
=
(
b1 1
1 0
)(
b2 1
1 0
)
. . .
(
bs 1
1 0
)
.
Lemma 4.8. Consider a sequence a = {a0, . . . , ar} of type (A) as
above. We recall that for p2, q2 we have indices p
′
2, q
′
2 and an integer
0 ≤ k < s− 1. Then
δ1
∗ = 〈xl − 1, . . . , x1, x−1, x0 − 1〉 and
δ2
∗ =
{
〈xk+l − 1, . . . , xk+1, xk−1, xk − 1〉 if p′2 = p2 − 1
〈xk−1+l − 1, . . . , xk−2, xk, xk−1 − 1〉 if p′2 = p2 + 1
.
Proof. The proof uses the inductive way to compute δ1 for the contin-
ued fraction of
δ2i
δiλi+1
, and the numbers {x0, . . . , xs−1} defined before.
The role of x0 is taken by xk (if p
′
2 = p2− 1) or xk−1 (if p′2 = p2+1) to
compute δ2. We start with [2, 2, 2] and use x0 to obtain [α0, 2, 2, . . . , 2].
Then use x−1 to obtain [2, . . . , 2, α0, 2, 2, . . . , 2, α1], and continue. Dur-
ing this process we keep track of the assigned multiplicities explained
above. This defines the recursion n−1 = 1, n0 = x0 − 1,
ni =
{
x−i−1
2
ni−1 + ni−2 i = odd
x i
2
ni−1 + ni−2 i = even
for 1 ≤ i ≤ s− 2, and δ1 = ns−1 = (xl − 1)ns−2 + ns−3. In this way,
ns−1
ns−2
= 〈xl − 1, . . . , x1, x−1, x0 − 1〉.

We are going to compare the δi’s, but before another lemma.
Lemma 4.9. Let X =
(
a b
c d
)
be a matrix such that detX = 1. Define
matrices
R1 =
(
1 −1
1 0
)
and R−1 =
(
1 1
−1 0
)
.
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Consider an arbitrary sequence i = {i1, . . . , iq}, where iα = ±1, and
the matrix
Ri := XRi1X
tRi2XRi3X
t . . .
(which ends with X or X t depending on parity of q). Then
(1) Ri =
(
pi(a) ∗
∗ ∗
)
, where pi(a) is a polynomial which depends
only on a.
(2) If q is even, the left-upper corner of Ri is equal to the left-upper
corner of Rj, where j = {j1, . . . , jk} is a sequence given by
jα = −iα for any α.
Proof. The first statement follows by induction on q, where we can
show, more precisely, that
Ri =
(
afi(a) cfi(a) + gi(a)
∗ ∗
)
if q is odd and
Ri =
(
afi(a) bfi(a) + gi(a)
∗ ∗
)
if q is even, where fi(a) and gi(a) are polynomials in a only.
The second statement of the lemma follows from the first. Indeed,
in order to compute pi(a) we can assume that X = X
t is a symmetric
matrix of determinant 1. Then Ri = R
t
k (and in particular their upper-
left entries are the same), where k is a sequence obtained from j by
reversing the order. On the other hand, we can also assume that X =(
a −1
1 0
)
. Then pi(a) is equal (up to sign) to the numerator of the
Hirzebruch–Jung continued fraction with entries (a, i1,−a, i2, . . . , a).
This numerator does not change if we reverse the order. 
We will show δ1 = δ2 case by case. Some notation: a sequence
{i0, . . .} is a sequence of ±1, z = {z1, . . . , zw} is a sequence of integers,
and z¯ is the same sequence of integers but in reversed order.
Case I. Assume s = 2l and p′2 = p2 + 1, i.e. the counter-clockwise
case. Here we have Γ = 〈2k − 1〉 = Zs. One can check that for all d,
x−d = xk−1+d. By the formulas of Lemma 4.8, we have δ1 = δ2.
Case II. Assume s = 2l and p′2 = p2 − 1, i.e. the clockwise case.
We know that either −k or l − k belongs to Γ. Assume that −k ∈ Γ.
We also redefine x0 := x0 − 1 and xl = xl − 1. Then, the transposed
formulas of Lemma 4.8 are
δ1
∗ = 〈x0, z, xl + i0, xl − i0, z¯, x0 + i1, x0 − i1, z, xl + i2, xl − i2, z¯, . . . , xl〉
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and
δ2
∗ = 〈x0, z, xl − i0, xl + i0, z¯, x0 − i1, x0 + i1, z, xl − i2, xl + i2, z¯, . . . , xl〉
for some {i0, . . .} and z. But we know that δi’s are computed via
the upper-left corner of the multiplication of the corresponding 2 × 2
matrices, and if
X =
(
x0 1
1 0
)(
z1 1
1 0
)
. . .
(
zw 1
1 0
)(
xl 1
1 0
)
we can use Lemma 4.9 to prove δ1 = δ2. We notice that(
xl + i0 1
1 0
)(
xl − i0 1
1 0
)
=
(
xl 1
1 0
)(
1 −i0
i0 0
)(
xl 1
1 0
)
.
Case III. Assume s = 2l, p′2 = p2 − 1, and that l − k ∈ Γ. We also
redefine x0 := x0 − 1 and xl = xl − 1. Then, the transposed formulas
of Lemma 4.8 are
δ1
∗ = 〈x0, z, xl + i0, xl − i0, z¯, x0 + i1, x0 − i1, z, xl + i2, xl − i2, z¯, . . . , xl〉
and
δ2
∗ = 〈xl, z¯, x0− i0, x0+ i0, z, xl− i1, xl+ i1, z¯, x0− i2, x0+ i2, z, . . . , x0〉
for some {i0, . . .} and z. So we do the same as in Case II, noticing that
by Lemma 4.9 the use of X or X t does not change the δi.
Case IV. Assume s = 2l + 1, k 6= l or l + 1, and that l ∈ Γ. Then
Γ = Zs. In this case p
′
2 = p2 − 1. One can verify that xd = xk+l−d
for all d, and so by Lemma 4.8 if δ1
∗
= 〈z〉 then δ2
∗
= 〈z¯〉. This gives
δ1 = δ2.
Case V. Assume s = 2l + 1, k 6= l or l + 1, and that l is not in Γ.
Here p′2 = p2 − 1. This case can be treated as case II.
Case VI.Assume s = 2l+1, and that k = l. Then via Lemma 4.8 we
have δ1
∗
= 〈xl−1, x0, . . . , x0, x0−1〉 and δ2∗ = 〈x0−1, x0, . . . , x0, xl−1〉.
In the case k = l + 1, we would have δ1
∗
= 〈x0 − 1, x0, x0 − 2, . . . , x0 −
2, x0 − 1〉 and δ2∗ = 〈x0 − 1, x0 − 2, . . . , x0 − 2, x0, x0 − 1〉.
Therefore, in any case, δ1 = δ2.
5. Applications to moduli spaces of stable surfaces
Let MK2,χ be the Gieseker’s moduli space of canonical surfaces of
general type with given numerical invariants K2 and χ. Let MK2,χ
be its compactification, the moduli space of stable surfaces of Kolla´r,
Shepherd-Barron, and Alexeev. Given a map D× → MK2,χ from a
punctured smooth curve germ, i.e. a family X× → D× of canonical
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surfaces, one is interested in computing its “stable limit” D→MK2,χ,
perhaps after a finite base change. We would like to make more explicit
a well-known algorithm for computing a stable limit under an extra
assumption that the family X× → D× can be compactified by a flat
family X → D, where the special fiber X is irreducible, normal, and
has quotient (=log terminal) singularities. We will show that the stable
limit can be found using only flips and divisorial contractions from the
extremal neighborhoods of type k1A and k2A of the previous sections.
Remark 5.1. We are going to perform various operations on families
(e.g. simultaneous partial resolutions) which make it necessary to as-
sume that the total space of the family is an algebraic space (or an
analytic space) rather than a scheme, even if the total space of the
original family is a scheme. However, our main applications are to
moduli of surfaces of geometric genus 0, in which case any flat family
is projective, and therefore its total space is a scheme. So the reader
can ignore this technicality.
The next lemma shows that we can reduce our analysis to the case
when X → D is a Q-Gorenstein smoothing and the special fiber has
Wahl singularities only. This is a global version of the M-resolution
[BC94] of Behnke and Christophersen.
Lemma 5.2. Let X → D be a flat family of irreducible reduced pro-
jective surfaces such that the special fiber has quotient (=log-terminal)
singularities. There exists a finite morphism D′ → D, an analytic
space X ′, and a proper birational map F : X ′ → X ×D D′ such that
(1) The special fiber X ′ is irreducible and has Wahl singularities.
(2) X ′ has terminal singularities.
(3) F induces a minimal resolution of general fibers X ′s → Xs.
(4) KX ′ is F -nef.
Proof. By [KSB88], Theorem 3.5, we can choose X ′ such that all prop-
erties above are satisfied except that X ′ is allowed to have arbitrary
T-singularities (i.e. Q-Gorenstein smoothable quotient singularities).
Notice that locally on X this is nothing but a P-resolution. By [BC94],
any singular point of X ′ has an analytic neighborhood U and a proper
crepant map V → U (a crepant M-resolution) which has the proper-
ties required in the Lemma, in particular the special fiber has Wahl
singularities only. Gluing these resolutions gives the required analytic
space. 
Theorem 5.3. Assume we have a Q-Gorenstein smoothing (X ⊂
X ) → (0 ∈ D) of a projective surface X with only Wahl singulari-
ties. Suppose some positive multiple of KX is effective. Then, after a
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finite sequence of flips and divisorial contractions from extremal neigh-
borhoods of type k1A and k2A (with b2(Xs) = 1, as in Proposition 2.1),
we obtain a Q-Gorenstein smoothing F : X ′ → D with KX ′ F -nef.
Proof. Notice thatKX is nef if and only ifKX is F -nef. Indeed, suppose
KX ·Cs < 0 for some curve in a general fiber. Without loss of generality
we can assume that Cs is a (−1)-curve, and therefore deforms over
D×. Since X is Q-Gorenstein, KX will intersect negatively one of the
irreducible components of the central fiber of the closure of this family
of (−1)-curves.
To avoid issues with the fact that X in general is not a variety, we will
run a MMP on X guided by a MMP on the special fiber. SupposeKX is
not nef. Then we have an extremal contraction X → Y of log terminal
surfaces, where the exceptional locus C is an irreducible rational curve.
Singularities of Y are log terminal, and therefore rational. By blowing
down deformations [KM92, 11.4], we get an extremal neighborhood
X → Y of either divisorial or flipping type, and in the latter case the
flip exists in the category of analytic spaces by [M88]. It remains to
show that we only encounter flips (or divisorial contractions) of types
k1A and k2A (with b2(Xs) = 1). Since Y has quotient singularities,
we just have to rule out the possibility of having non cyclic quotient
singularities. However, this is known by [K88], pp. 157–159, the proof
that subcase (3c) of page 154 does not occur. 
5.1. Example. Below we construct a stable surface X which belongs
to MK2,χ with K2 = 4 and pg = 0 (so q = 0 and χ = 1). The
surface X has two Wahl singularities P1 =
1
2522
(1, 252 · 145 − 1) and
P2 =
1
72
(1, 7 · 5− 1), and no local-to-global obstructions to deform (i.e.
deformations of its singularities globalize to deformations of X). We
will show that a Q-Gorenstein smoothing of X is a simply connected
smooth projective surface of general type with the above invariants.
This is the first example in the literature with those invariants and two
Wahl singularities, which is the maximum possible under no local-to-
global obstructions. Examples with one Wahl singularity appeared in
[PPS09-2].
We consider a Q-Gorenstein deformation of X which preserves the
singularity Pi and smooths Pj . Since this deformation is trivial around
Pi, we resolve simultaneously Pi to obtain a Q-Gorenstein smoothing
of a surface with a single Wahl singularity at Pj. On this deformation
we explicitly run the MMP of Theorem 5.3. We do it for each i = 1, 2.
Let us consider the cubic pencil
t0 (x
2
0 + x1x2)(2x0 − x1 + x2) + t1 x0x1x2 = 0
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in P2x0,x1,x2 with [t0 : t1] ∈ P1t1,t2 . Let L1 = (x0 = 0), L2 = (x1 = 0),
L3 = (x2 = 0), B = (x
2
0 + x1x2 = 0), and A = (2x0 − x1 + x2 =
0). The curves B and A are tangent at [1 : 1 : −1]. This pencil
defines an elliptic fibration g : Z → P1t0,t1 with singular fibers I7, 2I1, III
(Kodaira’s notation; Cf. [BHPV04], p. 201), after we blow-up the nine
base points. Choose a nodal I1 fiber and denote it by F , and consider
the line M passing through the point r := A ∩ L1 and the node of F .
The line M becomes a double section of g.
G12
G1
G2
G5
G7 G13
G3
G6
G4
G8
G10
G9
G11
L1
L2 L3
E3
E4
E1
E2
F
B
A
M
S
R
Figure 2. Relevant curves in Z˜
We blow up 13 times Z to obtain Z˜. Write τ : Z˜ → Z for the
composition of these blow-ups. The curves Gi in Figure 2 are the
exceptional curves of τ . The order of the blow-ups is indicated by the
subindices of the Gi. In Figure 2 we label all relevant curves for the
construction. The self-intersections of all of them are in Figure 3. Let
σ : Z˜ → X be the contraction of the configurations
W1 = G9+G10+B + S + F +G5+M +L2+E4+E3 +L1 +E1+E2
and W2 = G12 + G11 + A + R. Let Pi be the image of Wi, so P1 =
1
2522
(1, 252 · 145− 1) and P2 = 172 (1, 7 · 5− 1).
-1
-1
-3
-2
-2
-2
-2
-3
-2
-1
-2-1
-4
-5
-2
-2
-1
-2
-4
-1
-1
-6
-6
-1
-2
-4
Figure 3. Self-intersections of relevant curves in Z˜
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Proposition 5.4. The surface X has no local-to-global obstructions to
deform. A Q-Gorenstein smoothing of X is a simply connected projec-
tive surface of general type with K2 = 4 and pg = 0. The surface X is
a stable surface.
Proof. According to [LP07], Section 2, if H2(ZZ˜(− log(W1+W2))) = 0,
then X has no local-to-global obstructions to deform. Let τ0 : Z0 → Z
be the composition of blow-ups corresponding to G5, G9, and G10. Let
C be the general fiber of g : Z → P1t0,t1 , and let D = L2 + E4 + E3 +
L1 + E1 + E2. Then
KZ0 ∼ −τ ∗0C +G5 +G9 + 2G10
and so dimCH
2(TZ0(−F − A − B − G9 − D)) = dimCH0(Ω1Z0(KZ0 +
F + A+B +G9 +D)) ≤ dimCH0(Ω1Z0(τ ∗0C +D)) = 0. We can follow
the strategy in [LP07] to show H2(TZ˜(− log(W1 +W2))) = 0.
We now compute σ∗KX . We have KZ˜ ∼ −τ ∗C +
∑13
i=1Gi + G6 +
G10 + 2G11 + 5G12 + 8G13 and
τ ∗C ∼ F +2G5+3G6+G4 ∼ B+A+2G9+4G10+5G11+9G12+13G13
and so
σ∗KX ≡ 125
252
F+
17
36
B+
5
14
A+
5
7
R+
248
252
S+G1+G2+G3+
1
2
G4+
250
252
G5+
1
2
G6 +G7 +G8 +
107
252
G9 +
214
252
G10 +
15
14
G11 +
25
14
G12 +
5
2
G13.
Relevant intersections are σ∗KX .G8 = σ
∗KX .G7 =
29
63
, σ∗KX .G13 =
17
126
, σ∗KX .G6 =
83
84
, σ∗KX .G4 =
179
252
, σ∗KX .G3 =
47
84
, σ∗KX .G2 =
59
84
,
and σ∗KX .G1 =
85
126
. This says that KX is nef. In addition, note that
the support of σ∗KX above contains F , G4, G5, and G6. This is the
support of a fiber, and so σ∗KX zero curves should be contained in
fibers. There are no such curves. Then by Nakai-Moishezon criterion
we haveKX is ample, hence X is stable. We clearly have pg(X) = 0 and
K2X = 4 = −13 + 13+ 4, and so for the general fiber of the smoothing.
To compute the fundamental group of the general fiber of a Q-
Gorenstein smoothing of X , we follow the same strategy as in [LP07],
Theorem 3. Let us write l ∼ l′ for two equivalent loops l, l′ in π1(Z˜ \
(W1∪W2)). We refer to [Mum61] (see pages 12 and 20) for the relations
we will use among loops. In particular notice that for any loop l around
W1 we have l
2522 = 1, and for any loop l′ around W2 we have l
′7
2
= 1.
The relevant loops for us are: l1 around G9, l2 around G10, l3 around
G12, l4 around B, l5 around M , and l6 around R. Because of G13, we
have l3 ∼ l±2 . In this way, l492 = l493 = 1 in π1(Z˜ \ (W1 ∪ W2)). By
[Mum61], we have l2 ∼ l21, and so 1 = l492 = l981 . By [Mum61], we also
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have l4 ∼ l71, and so l144 = l981 = 1. Because of G7, we have the relation
l4 ∼ l±5 , and so l145 = 1. But, again by [Mum61], we have l5 ∼ l7231 .
Hence, since 723 = 3 · 241, we obtain l141 = 1. Therefore, the relation
l4 ∼ l71 implies l24 = 1. But now we use G2 to have l4 ∼ l±6 , and so
l26 = 1. This together with l
49
6 = 1 gives l6 = 1. Then l4 = 1 and l5 = 1,
and so l1 = 1. The fact that l1 = l6 = 1 in π1(Z˜ \ (W1∪W2)) is enough
to use directly the method in [LP07], to conclude that a Q-Gorenstein
smoothing of X is simply connected. 
Consider a Q-Gorenstein deformation of X which preserves the sin-
gularity P1 and smooths P2. Let X1 be the minimal resolution of P1 ∈
X . Since this deformation is trivial around P1, we resolve minimally
simultaneously P1 to obtain a Q-Gorenstein smoothing X1 ⊂ X1 →
0 ∈ D of X1. We are going to run Theorem 5.3 on X1 ⊂ X1 → 0 ∈ D.
In general, we use the following notation to save writing when running
the MMP of Theorem 5.3.
Notation 5.5. Locally, let F : (C ⊂ X ⊂ X ) → (Q ∈ Y ⊂ Y) be an
extremal neighborhood of type k1A or k2A (with b2(Xs) = 1). Let X˜
be the minimal resolution of X . We remark that the proper transform
C˜ ⊂ X˜ of C is a (−1)-curve. We have the following dual graph for the
exceptional divisors and C˜. We draw • for the exceptional curves and
a ⊖ for C˜, edges are the transversal intersections between curves. If F
is divisorial, then we draw • for exceptional curves in the dual graph of
the minimal resolution of Y . If F is flipping, we draw the dual graph
of the exceptional curves in the minimal resolution of X+ (the surface
corresponding to the extremal P-resolution) and the proper transform
C˜+ of C+, • for the exceptional and a ⊕ for C˜+. Numbers are minus
the self-intersections of the curves, no number means (−1)-curve.
-
6 2 2 4 4
- +
34 2 6 2 2 5 3 4
Figure 4. Examples of dotted graphs for a flipping and
a divisorial birational transformation of type k2A
Globally, let X be a projective surface with Wahl singularities, which
has a Q-Gorenstein smoothing (X ⊂ X )→ (0 ∈ D). Let X˜ be its min-
imal resolution. We consider the dual graph of all exceptional divisors
and some curves which may be used when we perform flips and diviso-
rial contractions of X . At the beginning we draw • for the exceptional
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curves and ◦ for the rest. One of them is a ⊖ which defines the first
birational operation (locally as above). The operation is indicated with
an arrow. The resulting dual graph is the minimal resolution of the
new central fiber (either Y or X+). When flipping a ⊕ will appear,
indicating the proper transform of the flipping curve. Also, a new ⊖
will indicate the next birational operation. Of course the new dotted
graph depends on the computations of the previous sections, and they
will be omitted.
We start with the curve C as in Figure 5. This curve defines a flipping
extremal neighborhood of type k1A (C ⊂ X1 ⊂ X1) → (0 ∈ D). (We
use same letter for a curve and its proper transform.) We perform the
flip and obtain C+ ⊂ X+. This is our new central fiber. In Figure 5 we
show the action of the flip on the minimal resolutions of X1 and X
+.
C-
-1
-3
-2
-2
-2
-2
-3
-2
-1
-2-1
-4
-5
-2
-2
-2
-4
-1
-1
-6
-6
-1
-2
-4 -1
C+
2
= -2
C+
-1
-3
-2
-2
-2
-2
-3
-2
-1
-2-1
-5
-2
-2
-4
-1
-1
-6
-6
-1
-2
-1
-3
-3
Figure 5. The flip between surfaces: from X1 to X
+
Figure 6 shows the dual graphs (as explained above) for a sequence
of flips and divisorial contractions starting with X1. The first arrow
represents the situation in Figure 5. In order we have: two flips, two
divisorial contractions and two flips. The three concurrent edges of the
last graph represent a (simple) triple point.
Proposition 5.6. The general fiber of (X1 ⊂ X1) → (0 ∈ D) is a
rational surface. In this way the singularity P1 ∈ X labels a boundary
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curve in MK2,χ which generically consists of rational stable surfaces
with only 1
2522
(1, 252 · 145− 1) as singularity.
Proof. The last central fiber in the sequence of birational transforma-
tions shown in Figure 6 is nonsingular. 
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Figure 6. Several flips and divisorial contractions
We now do it for P2 ∈ X . As before, consider a Q-Gorenstein defor-
mation of X which preserves the singularity P2 and smooths P1. Let
X2 be the minimal resolution of P2 ∈ X . Since this deformation is
trivial around P2, we resolve minimally simultaneously P2 to obtain a
Q-Gorenstein smoothing (X2 ⊂ X2)→ (0 ∈ D) of X2.
We now perform 20 flips, the first 19 are of type k1A and the last
of type k2A. The corresponding sequence of dual graphs is shown in
Figures 7 and 8. (We clarify that in Figures 7 and 8 there is one darker
edge connecting a (−2)-curve and a (−5)-curve which are tangent. This
is after the 9th flip.)
We will prove that the canonical class of the last special fiber (see
lower right corner of Figure 8) is nef. To save notation, we first contract
the configuration (−5)−(−2)−(−1)−(−5)−(−2)−(−1)−(−5)−(−2)
into (−4) − (−2) − (−3) − (−2). Let X20 be the resulting surface
(last special fiber), and let X˜20 be its minimal resolution. In Figure
9 we show relevant curves in the blow-up of X˜20 at one point (the
corresponding (−1)-curve is F9). Notice that the singular X20 has two
T-singularities given by the configurations F + E1 +M + L2 and B.
The Fi’s in Figure 9 are the exceptional curves to obtain the minimal
initial elliptic fibration (with singular fibers I7, 2I1, III) from P
2. The
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Figure 8.
Ei’s are the exceptional curves for the four further blow-ups needed to
get X˜20. Notice we do not have the 9th blow-up associated to F9.
Let σ : X˜20 → X20 be the minimal resolution of both T-singularities,
and let π : X˜20 → P2 be the composition of the 8+ 4 blow-ups. In that
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way, if H is the class of a line in P2, then the canonical class of X˜20 is
KX˜20 ∼ −3H +
8∑
i=1
Fi + F3 + 2F4 + F6 + 2F7 + E1 + 2E2 + E3 + E4.
Now we write down σ∗KX20 Q-effectively. We have
1
2
(F + F1 + F2+ 2F3 + 3F4+ F5 + 2F6+ 3F7 + F8+ 2E1 + 3E2) ≡ 3
2
H
1
2
(B + F2 + 2F3 + 3F4 + F5 + 2F6 + 3F7 + E3 + E4) ≡ H
1
2
(M + F1 + E1 + E2 + E3 + E4) ≡ 1
2
H
and so σ∗KX20 ≡ 16F + 16M + 16E1 + 12F8 + 13L2. Then KX20 is nef and
K2X20 = 0.
L
1
L2 L3
E1
E2
E3
E4
F5
F3
F4
F1
F8
F9
F7
F2
F
6
F
B
M
A
Figure 9. The initial elliptic fibration with singular
fibers I7, 2I1, III blown-up four times
We know that the Q-Gorenstein smoothing of X20 is simply con-
nected with pg = 0, and it has a (−4) and a (−5) smooth rational
curves C4 and C5 respectively, coming from the singularity at P2. If
Xs is the general fiber of the Q-Gorenstein smoothing of X20, then
KXs ≡ (1 − 1a − 1b )G, where G is the general fiber of the elliptic fibra-
tion of Xs, and a, b are the multiplicities of the two multiple fibers. In
this way, we find a = 2 and b = 3 using the equations KXs · C4 = 2
and KXs · C5 = 3. Therefore Xs is a Dolgachev surface of type 2, 3
[BHPV04], p.383.
Proposition 5.7. The general fiber of (X2 ⊂ X2) → (0 ∈ D) is a
Dolgachev surface of type 2, 3 which has a chain of four P1’s with con-
secutive self-intersections (−4), (−5), (−2), (−2). In this way the
singularity P2 ∈ X labels a boundary curve in MK2,χ which generically
66
parametrizes Dolgachev surfaces of type 2, 3 containing the exceptional
divisor of 1
72
(1, 7 · 5− 1).
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