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Faasikenttäkidemalli (engl. phase field crystal, PFC) on uusi materiaalitieteen mallinnusmenetelmä, jonka
avulla voidaan mallintaa prosesseja, jotka tapahtuvat atomistisella mittakaavalla ja diffusiivisella aikaskaalalla.
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1 Introduction
Formation of a solid phase, when a liquid is cooled below its freezing point, is such
a matter of course in everyday life that one seldom wonders what exactly happens
during the process and why. Therefore, it might be surprising to learn that even
today ﬁnding more accurate answers to these very questions are of great impor-
tance to both academic and industrial communities. From a scientiﬁc point of view,
even though the basic principles of why solidiﬁcation emerges are known, many
details about the process still lack an adequate explanation. From a technological
standpoint, more accurate understanding of solidiﬁcation is desired for at least two
important reasons. First, the details of the process through which a material is pre-
pared greatly aﬀect the microstructure of the material. Therefore a more detailed
understanding of solidiﬁcation processes could potentially enable one to manufacture
materials with better properties. Second, if the processes involved in solidiﬁcation
were known more accurately, the knowledge could potentially be utilized in manu-
facturing new kinds of self-organizing nanostructures.
First mathematical descriptions of solidiﬁcation date back to 1831, when French
scientists Gabriel Lame´ and Benoˆıt Paul E´mile Clapeyron studied the thickness of
a solidifying crust on top of a liquid as a function of time. Later in about 1890, a
similar equation of motion for the boundary between the phases was formulated by
a Slovene physicist Jozˆeph Stefan (best known for the Stefan-Boltzmann radiation
law) for studying the formation of ice in the polar seas. [1] After Stefan, the class of
mathematical problems that consider a moving sharp interface between two phases
are known as Stefan problems. In Stefan problems, the solid and liquid phases
are treated as continuous matter, with a sharp interface separating the two phases.
The formulations take into account the known laws of energy conservation and heat
transport, and their eﬀect on the motion of the interface. Progress on mathematical
formulations and solutions to the continuum sharp-interface Stefan problems has
24
continued throughout the 20th century [1, 2].
Starting from the mid-1980s, another continuum approach to modeling solidiﬁcation
known as phase ﬁeld (PF) models emerged. The method was motivated in part by
Hilliard and Cahn’s work on the interface between a solid and its melt [3], as well as
numerical feasibility. The most profound diﬀerence between PF models and Stefan
problems is that, in PF models, the explicit tracking of solid and liquid phases and
the interface in between is replaced by a continuous order parameter ﬁeld. This ﬁeld
exhibits constant values in the bulk of solid and liquid phases (for example, one in
the solid and zero in the liquid), and a smooth transition between the two values in
the boundary between the phases. Due to the smooth, rather than sharp, interface
between the solid and liquid phases, the PF models are also known as the diﬀuse
interface approach to modeling solidiﬁcation. The most important advantage of PF
models over more traditional Stefan approaches is that it allows the study of much
more complicated solidiﬁcation patterns, as one does not need to explicitly track
the position of the interface (see e.g. Ref. [4] for a brief and recent review of PF
models and their applications in materials science, or Ref. [5] for a more thorough
introduction to the subject).
On the other hand, as the atomistic view of the world developed in the 20th century,
the question of how the transition between solid and liquid phases emerges from the
laws governing the motions of individual atoms began to draw attention. As early as
1910, the ﬁrst theory explaining mechanism of melting was proposed by Lindemann,
who used vibration of atoms in the crystal to explain the melting transition. Based
on his model, Lindemann proposed a simple criterion stating that melting of a solid
would be expected, when amplitude of the lattice vibrations reaches about 10 % of
the nearest-neighbor distance [6]. In subsequent studies this criterion, now known as
the Lindemann melting rule, has been found to agree well with experiments for many
simple solids (see for example Ref. [7]). In another approach in 1969, starting from
the liquid side, Hansen and Verlet found from computer simulations of the Lennard-
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Jones system that freezing of the liquid occurs when the height of the ﬁrst peak in the
dimensionless structure factor S(km) of the liquid, a measure of the degree of long-
range order in the liquid, reaches a value of 2.85 [8]. In subsequent studies, it has
been generalized that freezing of simple liquids takes place when S(km)  2.9± 0.1,
and the rule has now become known as the Hansen-Verlet freezing criterion [9].
The foremost classical theory of freezing that could explain both of the above men-
tioned empirical rules is the classical density functional theory (CDFT) of freezing,
proposed by Ramakrishnan and Yussouﬀ (RY) in 1979 [10]. The theory of RY uses
the structure factor S(k) of the liquid as an input, from which it predicts a periodic
density proﬁle of a solid phase, and then deﬁnes whether this solid coexists with
the liquid. In their study of argon and sodium, RY showed that using their theory
the requirement for S(km) to obtain a coexistence between solid and liquid phases
agreed quantitatively with the Hansen-Verlet melting rule. In addition the predicted
density proﬁles of the solid agreed well with the Lindemann melting criterion. After
RY, the CDFT of freezing has been extended and applied to study a wide range
of phenomena including the freezing of various diﬀerent ﬂuids, solid-melt interfaces,
nucleation, and binary mixtures and more complex materials (see Ref. [9] and ref-
erences therein). The theory has also been reﬁned and many variants have been
proposed, perhaps the most sophisticated variant to date being the fundamental
measure theory, which is able to predict freezing properties of hard objects with a
remarkable accuracy [11].
The phase ﬁeld crystal (PFC) model, which is a central topic of the present work,
was developed by K. R. Elder et al. as recently as 2002 [12]. The PFC model,
which shares many features with the CDFT of freezing, was presented as an exten-
sion of the PF models to study phenomena taking place on smaller length scales.
The most prominent diﬀerence between the PFC and PF models is that in PFC
the order parameter ﬁeld, which is constant in the bulk of the solid in the PF ap-
proach, is replaced by a ﬁeld that exhibits the periodic crystal structure of the solid
26
phase [12, 13]. Emergence of the PFC model has stimulated rapid progress in the
understanding of microscopic phenomena involved in solidiﬁcation and many other
processes, as it allows the study of phenomena taking place on atomistic length and
diﬀusive time scales, the combination of which remains inaccessible for molecular
dynamics (MD) simulations using present-day computers. Indeed, the PFC model
has already proven itself useful in modeling various phenomena, including elastic
and plastic deformation of materials [13, 14, 15], dislocation dynamics [16], crystal
growth [17], grain boundary premelting [18, 19] and static and dynamic properties
of driven layers [20, 21, 22, 23].
One of the practical challenges to PFC has been modeling diﬀerent close-packed
crystal structures. Because it was for long believed that in its original form the
PFC model would not show stable close-packed crystal structures, some ad-hoc
modiﬁcations to the free energy functional have been proposed in the literature
[24, 25]. In the present work, we carry out a numerical calculation of the extended
phase diagram of the original PFC model that reveals that the 3D close-packed
hexagonal and cubic structures are in fact stable in a certain parameter range of
the model. We also apply the original model to study the kinetics and anisotropy
of diﬀusion controlled growth of diﬀerent crystal polymorphs.
In addition to its practical ability in modeling phenomena on atomistic length and
diﬀusive time scales, bridging the gap between atomistic and continuum modeling
methods, the PFC is also an important theoretical construct in bridging together
the approaches of CDFT of freezing and PF modeling. Due to the periodic nature
of the order parameter ﬁeld in the PFC model, it is not diﬃcult to come up with an
intuitive interpretation that the ﬁeld must be related to the probability density of
ﬁnding an atom. Therefore, it is reasonable to assume that the PFC model could be
derived from CDFT. As it is possible to obtain reﬁned versions of the PF models from
the PFC models in so-called amplitude extension approaches [26, 27, 28, 29, 30, 31],
establishing a connection between CDFT and PFC models would close the chain
27
from classical ﬁrst principles theories to PF models. In addition it would provide
means for systematically selecting the parameters in the PFC model in such a way
that certain quantitative properties of a given material could be incorporated in the
model.
The ﬁrst attempt to establish the connection between CDFT and PFC was presented
in 2007 by Elder et al. [32]. They showed that assuming the ﬁeld deﬁned within the
PFC model is linearly proportional to the atomic density in CDFT, the PFC model
can be viewed as a simpliﬁed version of CDFT. Wu and Karma [33] introduced
another way of obtaining the parameters for the PFC model using a CDFT-like
approach. In the present work, we identify the strengths and weaknesses of the
approaches proposed in Refs. [32] and [33]. In addition, we propose a new variant of
the PFC model known as the eighth-order ﬁt (EOF), which is shown to reproduce
certain thermodynamic properties of the material under study signiﬁcantly more
accurately than the previously proposed methods. The EOF model is successfully
applied to study grain boundary energies of body-centered-cubic iron. We also
present an alternative interpretation of the ﬁeld within the EOF model, which relates
it to the physical atomic density through a convolution. This allows us to derive
the free energy of the EOF model in a way which we believe is more consistent with
CDFT than the previously presented derivations. Predictions of the EOF model for
crystal growth velocities are tested against a dynamical extension of CDFT, as well
as other related PFC models. Over all, the results we obtain from the EOF model
are very promising. Therefore we believe the current work has both built up the
theoretical foundation of the PFC models, as well as provided the community of
PFC modeling with means to model certain materials with quantitative accuracy.
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2 Phase ﬁeld crystal model
The phase ﬁeld crystal (PFC) model can be used for modeling crystallization and
many other materials science phenomena taking place at atomistic length and diﬀu-
sive time scales. Various applications, including crystal growth [17], grain boundary
premelting [18, 19], elastic and plastic deformation of materials [13, 14, 15], dislo-
cation dynamics [16], and the eﬀect of an external force on two-dimensional layers
[20, 21, 22], have been presented in the scientiﬁc literature. The greatest advan-
tage of the PFC model over traditional phase ﬁeld models is that because the order
parameter ﬁeld exhibits the crystal symmetry of the underlying lattice, many prop-
erties related to the lattice structure of the material are automatically included in
the model. In this section, we consider the advances in understanding the origi-
nal, phenomenological formulation of the PFC model, and its application to crystal
growth in the diﬀusion controlled regime.
2.1 Mathematical formulation
Originally the PFC model was phenomenologically postulated in the spirit of the
Ginzburg-Landau theory by Elder et al. in 2002 [12]. The model consists of an order
parameter ﬁeld that is driven by dissipative, conserved dynamics to minimize a free
energy functional, whose ground state exhibits a periodic structure commensurate
with the crystal symmetry of interest. More speciﬁcally, the deterministic equation
of motion for the locally conserved order parameter ﬁeld φ(r) in these models is
given by
∂φ
∂t
= M∇2 δF
δφ
, (2.1)
where M is mobility and F is free energy of the system as a functional of the ﬁeld
φ(r). A minimum requirement for a free energy functional for PFC studies is that
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it should have, at least in some parameter range, a ground state exhibiting the
periodic structure of interest. The most simple known free energy functional that
fulﬁlls this requirement is the form derived by Swift and Hohenberg (SH) for a study
of convective instabilities [34]. In such PFC models, sometimes also referred to as
SH PFC models, the free energy of the system is given by
F [φ(r)] =
∫
dr
{
φ(r)
2
[
α + λ(q20 +∇2)2
]
φ(r)− h
3
φ(r)3 +
g
4
φ(r)4
}
, (2.2)
where α, λ, q0, h and g are phenomenological parameters related to the properties of
the material of interest (see e.g. Ref. [13] for discussion of the parameters’ relation
to elastic constants). Due to its simplicity, Eq. (2.2) is the most common choice of
a free energy functional for PFC studies.
For many practical purposes, it is convenient to rewrite Eq. (2.2) by using dimen-
sionless variables. As noted in Ref. [13] for the case when h = 0, and as we noted
in Publication I for the general h = 0 case, this can be achieved by introducing a
set of new variables,
x = q0r; (2.3)
ψ =
√
g
λq40
(
φ− h
3g
)
; (2.4)
 =
1
λq40
(
h2
3g
− α
)
. (2.5)
All terms that are either constant or linearly proportional to the dimensionless
order parameter ﬁeld ψ can be ignored, as they will not make a contribution to
the equation of motion in a conserved model. We then deﬁne a dimensionless free
energy F˜ as gλ−2q−50 times the original free energy without the constant and linear
parts. We then have
F˜ [ψ(x)] =
∫
dx
{
ψ(x)
2
[− + (1 +∇2)2]ψ(x) + 1
4
ψ(x)4
}
. (2.6)
Thus, this variable change also shows that the most relevant information contained
by the ﬁve parameters in Eq. (2.2) can be reduced to two numbers,  and the average
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value of ψ. Equation of motion for the ﬁeld ψ then becomes
∂ψ
∂τ
= ∇2 {[− + (1 +∇2)2]ψ + ψ3} (2.7)
where τ is a rescaled time variable.
2.2 Phase diagram
In order to understand how the free energy deﬁned by Eq. (2.6) gives rise to the
desired periodic structures, it is useful to consider one-mode approximations to the
ﬁeld ψ. Those are obtained by summing up the Fourier modes corresponding to the
ﬁrst star of the reciprocal lattice of a given lattice structure, and adding a constant
to represent the average density of the crystal structure. In the simplest case of
one-dimensional striped phase, the one-mode approximation becomes
ψstripes(x) = ψ0 + u
(
eiqx + e−iqx
)
= ψ0 + 2u cos(qx) (2.8)
where ψ0 is average value of ψ, u is amplitude of the Fourier modes, and q is related
to the inverse of the wavelength of density ﬂuctuations. If one substitutes ψstripes in
Eq. (2.6), it is straightforward to evaluate the integrals, and one ﬁnds
F˜stripes
al
=
− + 1
2
ψ20 + (− + (−q2 + 1)2)u2 +
1
4
(ψ40 + 12ψ
2
0u
2 + 6u4), (2.9)
where al = 2π/q is the spacing between the stripes. By minimizing Eq. (2.9) with
respect to q, one ﬁnds that, for any non-zero u, free energy is minimized by q = 1.
Further, one ﬁnds that if  − 3ψ20 < 0, the free energy exhibits a minimum at a
non-zero amplitude
u =
√
− 3ψ20
3
, (2.10)
and the free energy at this minimum is found to be
F˜stripes
al
=
1
4
ψ40 +
− + 1
2
ψ20 −
(− 3ψ20)2
6
. (2.11)
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Comparing this with the free energy of a uniform phase,
F˜uniform
al
=
1
4
ψ40 +
− + 1
2
ψ20, (2.12)
obtained from Eq. (2.9) by setting u = 0, we ﬁnd that whenever the non-zero u
minimum exists, the periodic phase has a lower free energy than the uniform phase.
Therefore in that parameter regime, the periodic phase is energetically favored over
the uniform one. Phase diagram of the one-dimensional system in the one-mode
approximation would then be obtained by applying the common tangent rule or
Maxwell’s equal-area construction with the free energies deﬁned by Eqs. (2.9) and
(2.12).
As an aside, we note that in addition to providing means for approximate phase
diagram calculations, the one mode approximation forms the basis of so-called am-
plitude expansions. If the amplitude u in Eq. (2.8) (or similar expressions for more
complicated phases) is considered a spatially variable ﬁeld, one can derive approxi-
mate equations of motion for the amplitudes from Eq. (2.7) [26, 27, 28, 29, 30, 31].
In the amplitude equation approach, Eq. (2.9) would represent the uniform ampli-
tude limit of a more complicated expression for F as a functional of the amplitude
(or, as in many cases, several amplitudes). Such amplitude equations make the
PFC model feasible for signiﬁcantly larger computational domains than accessible
through direct numerical integration of Eq. (2.7). However the amplitude equation
approximations have their own challenges. In the present work, we will concentrate
on challenges related to the PFC models underlying the amplitude equations.
In two dimensions, the one mode analysis also considers an expression similar to
Eq. (2.8) for the hexagonal phase. The two dimensional one-mode approximation
has been considered in Ref. [13], where also the phase diagram for one and two
dimensions is given. It is demonstrated that in the limit where  approaches zero
(the limit where the solid-liquid phase transition becomes weakly ﬁrst order [33]),
the results given by the one-mode approximation approach the exact solutions.
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In three dimensions, one has to consider the phases exhibiting three dimensional
crystal symmetry, in addition to the hexagonal and striped phases. Among the
diﬀerent three dimensional crystal structures, one then ﬁnds that in the one-mode
approximation, F˜ given by Eq. (2.6) favors the formation of body-centered cubic
(BCC) phase over simple cubic, face-centered cubic (FCC) and hexagonal close
packed (HCP) structures. The phase diagram obtained for the three dimensional
PFC model from the one-mode approximation in the small  limit is shown in Fig.
2.1. In this ﬁgure the predictions of the one-mode approximation are also compared
to our numerical results presented in Publication I. Numerically the density proﬁles
at each average density were obtained by relaxing the system through numerical
integration of Eq. (2.7) using a semi-implicit operator splitting scheme outlined in
Appendix A. One-mode approximations were used as initial conditions for diﬀerent
phases.
It is seen in Fig. 2.1 that in the limit of small , the results obtained from the
numerical free energy minimization method and the one mode approximation ap-
proach one another. As  increases, the exact coexistence densities obtained from
the two methods diﬀer, but qualitatively the one-mode approximation still gives
a good description of the phase diagram. For this reason, it was believed that
it would only be possible to obtain a stable BCC crystal structure from the SH
type PFC models. However, as we extended the numerical analysis to larger ’s in
Publication I, we found an unexpected result: from  = 0.35 upwards, the stable
three-dimensional crystal that forms from the liquid is not BCC, but HCP. Further
increasing  we found that beyond  = 0.48 the HCP structure is taken over by the
FCC structure. The complete phase diagram obtained from numerical free energy
minimization, which is the main result of Publication I, is shown in Fig. 2.2. The
importance of the discovery of close packed structures is that it allows the commu-
nity to study phenomena in the close packed crystal structures, as well as structural
phase transitions between the solid phases, using the SH PFC model without mak-
ing any additional complications to the model. However, work by Wu and Karma
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on BCC iron suggests that for accurate modeling of realistic materials,  should be
approximately 0.1 [33]. Judging from this criterion, the model may not accurately
reproduce all the desired physical properties of the FCC or HCP materials under
study. In order to quantitatively study the close packed structures, and also to study
some more complicated crystal structures, we believe some modiﬁcations to the free
energy functional are necessary. Even though some progress in this direction has
been reported recently [25, 35, 36], many issues in the problem of quantitatively
modeling close-packed structures with the PFC model are still open.
2.3 Application to diﬀusion controlled crystal growth
In Publication II, we applied the SH PFC model to study the growth of diﬀerent
crystal polymorphs in the regime of diﬀusion-controlled growth. In a model where
diﬀusive mass transport and the density jump between solid and liquid phases is
considered, diﬀusion controls the rate of a planar solidiﬁcation front, if the initial
liquid has a density that is larger than the crystallization density of the liquid, but
smaller than melting density of the solid. In such a situation mass diﬀusion is the
factor limiting the growth process. This is because as time evolves, progressing
the front and forming more of the solid (whose density is always at least that of
the melting point to be stable) requires transport of mass from further and fur-
ther away from the interface. Even though the limiting process here is transport of
mass, the process is analogous to the more commonly considered case where mo-
tion of a planar solidiﬁcation front is limited by transport of heat away from the
interface [37, 38]. In such process one expects the solidiﬁcation front to propa-
gate as x ∼ √τ . Regarding diﬀusion controlled growth, a question that could only
be addressed using an atomistic approach is how the growth rates of stable and
metastable crystalline polymorphs and their diﬀerent facets compare. The PFC
model is an ideal model through which these problems can be addressed because
in molecular dynamics simulations the diﬀusion-controlled regime cannot be easily
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accessed due to computational limitations in time scales accessible by the method.
To carry out this study, we used the model deﬁned by Eqs. (2.1) and (2.2) with
parameters that correspond to  ≈ 0.375. With these parameters, the stable crystal
that forms from the liquid has HCP structure, as can be seen from Fig. 2.2. By
observing the free energies as a function of average density carefully, it is seen that
all the three phases (BCC, HCP and FCC) are energetically very close, making the
parameter choice an ideal one for the study of the eﬀect of crystal structure on the
crystallization process.
In order to gain information on the anisotropy of the solid-liquid interfacial free en-
ergies, we ﬁrst determined the equilibrium crystal shapes that minimize free energy
for a given cluster volume and crystal structure. For the stable HCP phase, the
equilibrium shape also corresponds to global minimum of the free energy, while for
the metastable phases, the metastable “equilibrium” shape corresponds to a local
minimum of the free energy. The shapes of such crystals reﬂect the anisotropy of
their surface free energy through the well-known Wulﬀ construction. We observed
strongly faceted rhombo-dodecahedral, octahedral, and hexagonal-prism shapes for
the BCC, FCC, and HCP structures, bound exclusively by the (110), the (111),
and the (101¯0) and (0001) faces. The strong faceting prevented us from accurately
deﬁning the anisotropy of the interfacial free energy, except for the case of HCP,
where we ﬁnd γ101¯0/γ0001 ≈ 1.08.
For the diﬀusion controlled growth studies, crystallization was initialized by plac-
ing at the center of the simulation box a rectangular slab ﬁlled by the one-mode
approximation of the density distribution of the bulk crystal. In these studies, we
found that after a brief transient the position of the interface as a function of time
closely follows the expected x ∼ √τ behavior. Observing the growth process in
more detail, we found that density of the liquid in front of the solid varied period-
ically. This indicates a barrier controlled layerwise growth process, presumably via
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2D nucleation consistent with the faceted morphology. This process was also seen to
result in relatively large anisotropies in the front velocities. By ﬁtting the resulting
interface positions with an equation x = x0 + d
√
τ − τ0, we were able to compare
the velocities of diﬀerent crystal structures in diﬀerent crystal directions. For the
diﬀerent facets of BCC, we found a sequence d111 > d100 > d110, and the ratios of
coeﬃcients d100 and d110 were found to agree well with experimental results reported
for 3He crystals [39]. For HCP, we found a sequence d112¯0 > d101¯0 > d0001, but we
were not able to directly compare this result with experiments due to a lack of ex-
perimental data in the diﬀusion-controlled regime. The lack of experimental data
also prevented us from comparing the results for FCC phase with experiments. In
the case of FCC, we observed d110 > d100, but we were unable to deﬁne d111 because
the more stable HCP phase grew on top of the (111) face of FCC. In Publication
II we also discuss how these results compare with results from molecular dynamics
simulations in the interface kinetics controlled regime of growth.
In addition, we investigated how phase selection is inﬂuenced by a foreign substrate
of simple cubic structure. In these studies, the initial slab placed in middle of the
liquid was replaced by a simple cubic structure held in the desired structure by
applying an appropriate external pinning potential. The lattice constant, a0, of
the simple cubic substrate was varied in a range that incorporated the interatomic
distance of the bulk FCC structure and the lattice constant of the bulk BCC phase.
The structure of the crystals that grew in the simulations were found to exhibit
a body-centered tetragonal (BCT) structure. The axial ratio c/a (where c and a
are the lattice constants of the BCT structure perpendicular and parallel to the
surface of the substrate) varied continuously with a0. At the appropriate values of
a0, the FCC and BCC structures are observed. These results indicate that phase
selection of a material grown on top of a substrate can be strongly inﬂuenced by the
properties of the substrate.
37
3 Connection between density functional theory and
phase ﬁeld crystal model
Because the order parameter ﬁeld in the PFC model exhibits periodic variations,
it is natural to consider the ﬁeld as being related to the atomic number density of
the underlying system. On the other hand, in studies of classical density functional
theory (CDFT), one aims at a microscopic derivation of the static (and more recently
dynamic [40]) properties of the systems under study by using the microscopic density
as a ﬁeld variable in the theory. In 2007, Elder et al. [32] introduced the assumption
of the ﬁeld under study in the PFC model to be linearly proportional to the atomic
number density in CDFT. Under that assumption the PFC model can be viewed as
a simpliﬁed version of CDFT. In this section, we show some developments to the
connection between CDFT and PFC. These include a new variant of the PFC model
that is able to reproduce certain properties of the CDFT model with much greater
accuracy than the previously presented methods. The quantitative PFC model is
applied to study grain boundary energies of body-centered cubic iron.
3.1 Density functional theory of classical systems
Density functional theory of classical systems (CDFT) is essentially a reformulation
of classical statistical mechanics, in which the one-particle density is used as a ﬁeld
variable in the theory. Even though the CDFT is less well known than its quantum
mechanical counterpart, it is thoroughly discussed in many excellent textbooks in-
volving the theory of classical liquids (see for example Ref. [41] for an elementary
introduction to the topic, or Ref. [42] for more advanced discussion), and therefore
it will suﬃce to brieﬂy mention the basic concepts of the theory here.
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3.1.1 General formulation
From the grand canonical partition function of an interacting system one can show
that the grand potential Ω of the system is a unique functional of the intrinsic
chemical potential
μint(r) = μ− u(r), (3.1)
where μ is chemical potential, and u(r) is a spatially varying external ﬁeld that
the system is subjected to. This is a generalization of the usual convention that
Ω is a function of temperature, volume and μ to spatially varying external ﬁelds.
Moreover, it can be shown that
δΩ [μint(r)]
δμint(r)
= −ρ(r), (3.2)
where ρ(r) is the ensemble-averaged one-particle density,
ρ(r) =
〈∑
i
δ(r− ri)
〉
, (3.3)
where the angular brackets indicate an ensemble average, sum over i indicates sum-
mation over all particles, and δ is the Dirac delta function. In order to ﬁnd a
functional in which the natural variable is ρ(r) rather than μint(r), one performs a
functional Legendre transform, which results in the intrinsic free energy,
F [ρ(r)] = Ω [μint(r)]−
∫
dr
δΩ [μint(r)]
δμint(r)
μint(r) = Ω [μint(r)] +
∫
drμint(r)ρ(r).
(3.4)
F can then be shown to be a unique functional of ρ(r) with
δF [ρ(r)]
δρ(r)
= μint(r). (3.5)
The intrinsic free energy F is a central quantity in CDFT. Its interpretation, through
Eq. (3.5) is such that for any given density ﬁeld the functional derivative of F with
respect to the density ﬁeld gives the intrinsic chemical potential that will give rise
to the density ﬁeld of question in equilibrium. In the more usual case, one wants
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to study the density ﬁeld that results from a given μint (that could correspond, for
example, a wall to which a liquid is subjected), which can also be found through
Eq. (3.5) by using variational methods. Either way, if F were known one could
determine a unique solution. Unfortunately, in the general case ﬁnding F exactly is
a task that is as demanding as calculating the partition function exactly. Therefore,
it can be carried out only for a very limited number of systems. One such system is
the non-interacting ideal gas, for which it is straightforward to show that
Fid = kBT
∫
drρ(r)
[
ln(ρ(r)λ3T )− 1
]
, (3.6)
where λT is thermal de Broglie wavelength. Using this result, it is natural to split
the F of an interacting system into two parts,
F = Fid + Fxs, (3.7)
where Fxs is the excess free energy, which is due to interactions between the particles.
Although ﬁnding Fxs exactly is for most cases an overwhelmingly challenging task,
many feasible approximations to this functional have been proposed in the litera-
ture. These approximations include virial expansions, local density approximations
[43], methods based on non-locally weighted densities [44, 45], methods based on the
geometry of the objects under study [11, 46, 47], etc. Each of these approximations
have their own limitations. In what follows, we will brieﬂy discuss perhaps the most
simple non-local approximation to Fxs that is feasible to the problem of crystal-
lization, namely the approximation based on a second-order density expansion. For
more thorough discussion of the diﬀerent approximations developed up to date, and
the ongoing research in the ﬁeld, the reader is referred to the textbook by Hansen
and McDonald [42] and references therein.
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3.1.2 Density expansion
In order to expand Fxs in powers of density, we note that the functional Fxs acts as
a generating functional to the family of direct correlation functions,
β
(
δnF [ρ(r)]
δρ(r1) . . . δρ(rn)
)
ρ(r)=ρ0
= −c(n)(r1 . . . rn; ρ0), (3.8)
where β = (kBT )
−1, c(n) is the n-body direct correlation function, and ρ0 is the
reference density at which the functional derivative is evaluated. Using this with
Eqs. (3.1), (3.5), (3.6) and (3.7), it can be shown that if a uniform reference chemical
potential μint(r) = μ0 gives rise to a uniform equilibrium density ρ0, then
−c(1)(ρ0) = μ0 − ln(ρ0λ3T ). (3.9)
Using this, we can write the expansion of Fxs up to second order, resulting in the
approximate free energy functional,
βΔF [ρ(r)] =
∫
drρ(r) ln(ρ(r)/ρ0)−Δρ(r)− 1
2
∫ ∫
drdr′Δρ(r)c(2)(|r− r′|)Δρ(r′),
(3.10)
where Δ denotes the diﬀerence with respect to the reference state characterized by
ρ0, and the term proportional to μ0 has been ignored since it makes no diﬀerence
in a conserved model. The two-body direct correlation function c(2) that enters
Eq. (3.10) is related to the total pair correlation function h(r) of the same system
through the Ornstein-Zernike relation,
h(r) = c(2)(r) +
∫
dr′h(|r′|)c(2)(|r− r′|). (3.11)
This also connects c(2) with the structure factor S(k) of the liquid because S(k) is
connected to h(r) through
S(k) = 1 + ρ0hˆ(k), (3.12)
where hˆ(k) is the Fourier transform of h(r). Thus, the function c(2) required for the
functional Eq. (3.10) can be obtained through any procedure that is able to provide
us with h(r) or S(k) for the system of interest. These include integral equation
theories of the structure of liquids, neutron scattering experiments, and molecular
dynamics and Monte Carlo computer simulations.
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3.1.3 Density functional theory of freezing
In the approach to the study of freezing transition known as CDFT of freezing,
one applies CDFT to study the freezing transition. In this approach, the solid
is represented by a density ﬁeld that exhibits the periodic nature of the crystal
structure under study. As an explicit example, we may write the density ﬁeld as
ρ(r) = ρ0
(
1 + Δρ∗ +
∑
G
μGe
iG·r
)
, (3.13)
where Δρ∗ is the fractional density change in freezing and the Fourier components
μG correspond to non-zero reciprocal lattice vectors. This density is then inserted in
a free energy functional, such as Eq. (3.10), and the free energy is minimized with
respect to the order parameters μG (often the number of parameters is reduced by
representing the density as a set of Gaussians centered at the lattice sites). If the
free energy is minimized by a set of non-zero μG’s, the solid phase is the equilibrium
phase. By varying the density ρ0 around which the expansion is made, one can
predict the freezing point of the liquid as well as the density proﬁle of the solid
phase that coexists with the liquid.
The approach based on Eqs. (3.10) and (3.13) is essentially the approach that was
taken by Ramakrishnan and Yussouﬀ in their pioneering 1979 theory of freezing
[10], although their mathematical formulation of the theory was diﬀerent. Their
theory was later rewritten using the present formulation by Haymet and Oxtoby
[48]. Nowadays this approach to freezing is known as the second-order theory of
freezing. Success of the second-order theory in describing the freezing transition is
somewhat surprising since formally the expansion in Eq. (3.10) should be accurate in
the limit where Δρ(r) is small. This is not the case in the solid phase. Nevertheless,
further studies after Refs. [10] and [48] have shown that even at the second-order
level of approximation CDFT is capable of describing a liquid-solid phase transition.
The level of agreement of the theory with computer simulations and experiments
varies from case to case. For example, for a system of hard spheres, many of the
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liquid-FCC transition parameters obtained from the second-order theory are only
a few percent oﬀ from those obtained from Monte Carlo simulations. In contrast,
for a classical one-component plasma, the theory has not been proven capable of
describing the transition from a liquid to BCC structure (see Ref. [9] for a more
thorough discussion, along with comparison to later versions of CDFT of freezing).
The second order theory is therefore a good candidate for connecting the PFC model
with microscopical theories of freezing, as far as phase transitions between solid and
liquid phases are considered. In order to include a gaseous phase in the PFC model,
a more elaborate approximation to Fxs should probably be used as a starting point,
but such considerations are beyond the scope of the current work.
3.1.4 Dynamical density functional theory
Until recently, most studies utilizing CDFT have only considered static properties
of the systems under study. In 1999, however, Marconi and Tarazona [40] showed
that from the equations of motion,
r˙i = γ
−1(Fi + fi), i = 1 . . .N, (3.14)
where the dot denotes time derivative, γ is a friction coeﬃcient, Fi is the force from
the other particles and an external ﬁeld acting on particle i, and fi is a Gaussian
random force that fulﬁlls the ﬂuctuation-dissipation theorem, one can derive an
equation of motion for the one-particle density
ρ(r, t) =
∑
i
〈δ(r− ri(t))〉 , (3.15)
where the angular brackets denote a noise average, instead of the ensemble average
involved in the static theories. The derivation proceeds through a coordinate trans-
formation and subsequent noise averaging. In another procedure, Archer and Evans
[49] have derived the same equation of motion by using the Smoluchowski equation
as their starting point. The equation of motion for ρ(r, t) resulting from both of
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these derivations is
ρ˙(r, t) = γ−1∇ ·
(
ρ(r, t)∇
(
δF [ρ(r, t)]
δρ(r, t)
))
, (3.16)
where F [ρ(r, t)] is the Helmholtz free energy of the system described by a density
ﬁeld ρ(r, t) (i.e., intrinsic free energy and the possible contribution from an exter-
nal ﬁeld). Such extensions of the CDFT to the study of dynamical phenomena
have become known as the dynamical density functional theory of classical systems
(DDFT). As noted in the recent work of Ramos et al. [23], this equation of motion
can also be obtained in the overdamped limit of a more general equation of motion
for the number and momentum densities, if the eﬀective Hamiltonian is replaced
by the free energy and thermal ﬂuctuations are ignored. Thus, we note that in
connection to PFC modeling it would be possible to consider dynamics including
momentum conservation. However, in the present work, we have restricted ourselves
to consider the dynamics given by Eq. (3.14).
3.2 Derivation of the Swift-Hohenberg phase ﬁeld crystal model
from the density functional theory
3.2.1 Approach of Elder et al. (2007)
Due to the periodic nature of the order parameter ﬁeld in the PFC model it is not
hard to come up with an intuitive interpretation that the ﬁeld must be related to
the atomic number density of the underlying system. Therefore, it is reasonable
to assume that the PFC model could be derived from CDFT. The ﬁrst attempt to
establish this connection was presented in 2007 by Elder et al. [32] whose derivation
we will brieﬂy reproduce in what follows. While Elder et al. presented their deriva-
tion for both pure materials and binary alloys, we present only the pure material
case here, as the current work only considers single component systems.
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In Ref. [32], a connection between the functionals given in Eq. (2.2) and Eq. (3.10)
was obtained by ﬁrst deﬁning a dimensionless density deviation n as
n(r) =
ρ(r)− ρ¯
ρ¯
, (3.17)
where ρ¯ is the average value of ρ(r). Substituting this in Eq. (3.10), noting that
n averages to zero, and deﬁning ρ0c
(2)(r − r′) = C(r − r′), the free energy change
becomes
ΔF [n(r)]
kBTρ0
= V
[
ρ¯
ρ0
ln
(
ρ¯
ρ0
)
− ρ¯− ρ0
ρ0
− 1
2
Cˆ(0)
(
ρ¯− ρ0
ρ0
)2]
+ (3.18)
ρ¯
ρ0
[∫
dr(1 + n(r)) ln(1 + n(r))− ρ¯
2ρ0
∫ ∫
drdr′n(r)C(|r− r′|)n(r′)
]
,
where Cˆ(k) is the Fourier transform of C(r− r′). To obtain a functional similar to
Eq. (2.2), two approximations to Eq. (3.18) were made in Ref. [32]. First, the local
part was expanded as a fourth-order Taylor series,
(1 + n) ln(1 + n)− n ≈ 1
2
n2 − 1
6
n3 +
1
12
n4. (3.19)
Then, the non-local part was expanded in terms of gradients by expanding the direct
correlation function in k space as
Cˆ(k) ≈ Cˆ(km)−ES
(
k2m − k2
k2m
)2
, (3.20)
where km is the point where Cˆ(k) reaches its maximum value (the main peak),
and ES is a parameter that Elder et al. proposed should be ﬁtted such that the
expansion reproduces the correct k = 0 limit.1 With the approximations presented
in Eqs. (3.19) and (3.20), the free energy functional in Eq. (3.18) becomes
ΔF [n(r)]
kBTρ0
= V
[
ρ¯
ρ0
ln
(
ρ¯
ρ0
)
− ρ¯− ρ0
ρ0
− 1
2
Cˆ(0)
(
ρ¯− ρ0
ρ0
)2]
+ (3.21)
ρ¯
ρ0
∫
dr
[
n(r)
2
(
1− ρ¯Cˆ(km)
ρ0
+
ρ¯ES
ρ0
(
k2m +∇2
k2m
)2)
n(r)− n(r)
3
6
+
n(r)4
12
]
,
1Elder et al. wrote the expansion as Cˆ(k) ≈ C0 + C2k2 + C4k4. The equivalent form of Eq.
(3.20) is used here in order to make connection with latter parts of the text.
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where Cˆ(0) = Cˆ(km)−ES. From Eq. (3.21) it is easy to see that the terms related
to n are mathematically similar to Eq. (2.2) with appropriately chosen parameters,
establishing a mathematical connection between PFC and CDFT. This connection
also provides predictions for how the parameters for the PFC model should be
selected.
In Ref. [32], however, no parameters obtained in the presented procedure from
the Cˆ(k) of any realistic system were tested. The ﬁrst attempt to utilize the ﬁt-
ting procedure presented in Ref. [32] resulted in a large discrepancy between the
predicted and the expected material properties, with the crystallization density of
three-dimensional copper overestimated by approximately 50 % in the PFC model
[50]. In Publication III, this connection was further examined. While the analysis
in Ref. [50] was based on the one-mode approximation, we found that, using nu-
merical free energy minimization methods for the case of BCC iron, the essential
result remained the same: the point of crystallization was overestimated, this time
by about 40 %, and the coexistence gap between solid and liquid phases was found
to be only about 0.1 %, where the physical value would be on the order of percents.
We also pointed out the inconsistency of expanding Fid and Fxs around diﬀerent
densities. We noted that this inconsistency could be corrected by re-deﬁning n as
n(r) =
ρ(r)− ρ0
ρ0
, (3.22)
and repeating the derivation with Fid expanded in powers of this re-deﬁned n.
However, the change led to even further discrepancy between the predictions and
the expected results. In this approach, no stable periodic phase could be found at
any density.
In Publication III we showed that using the Cˆ(k) of iron as an input to the second
order CDFT of freezing (i.e., Eq. (3.10)), we were able to predict reasonable values
for the coexistence densities of solid and liquid phases, and the gap in between.
Therefore, we could conclude that the failure of the PFC model to reproduce these
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values was related to the approximations made in the derivation of the model pre-
sented above and not to the input data. By observing the density proﬁle of the BCC
solid predicted by CDFT shown in Fig. 3.1, it became obvious why the approxima-
tions made to CDFT had failed. First, the accuracy of the approximation presented
in Eq. (3.19) requires that n is a small variable in comparison to unity. As can be
observed from Fig. 3.1, n obtained from CDFT reaches values from very close to
−1 to as high as several tens. Therefore, the assumption of small n is not justiﬁed.
Second, accuracy of approximating the non-local part in terms of gradients, as in
Eq. (3.20), would require that the ﬁeld n is slowly varying when compared with
the range of C(r). As the range of C(r) is in general the same as the range of the
interparticle potential [42], this is quite clearly not the case.
3.2.2 Phase ﬁeld crystal model of Wu and Karma (2007)
While the procedure to obtain the parameters of Eq. (3.21) presented in Ref. [32]
did not lead to accurate results, another procedure for obtaining the PFC model
parameters for BCC materials, which provides more accurate predictions, had been
presented by Wu and Karma (WK) [33]. In the approach of WK, an amplitude ex-
pansion derived from the PFC model was ﬁtted with their Ginzburg-Landau theory
for solid-liquid interfaces [51]. In Publication III, we noted that the PFC model of
WK could be obtained from the CDFT, if n is deﬁned as in Eq. (3.22) and we allow
for two more degrees of freedom, by expanding the logarithmic term as
(1 + n) ln(1 + n)− n ≈ 1
2
n2 − a
6
n3 +
b
12
n4, (3.23)
where we have included the free parameters a and b. The function C is expanded as
in the previous approach, but consistent with the work of WK [33], the parameter
ES is chosen such that Cˆ
′′(km) (where primes denote derivatives with respect to k),
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instead of Cˆ(0), is ﬁtted. With these approximations, the free energy becomes
ΔF [n(r)]
kBTρ0
=
∫
dr
[
n(r)
2
(
1− Cˆ(km) + ES
(
k2m +∇2
k2m
)2)
n(r)− a
6
n(r)3 +
b
12
n(r)4
]
.
(3.24)
The parameters a and b are ﬁtted such that the correct crystallization density and
the amplitude of the ﬁrst mode of density ﬂuctuations in the solid are reproduced in
the PFC model. An approximate way to achieve this is through the use of one-mode
approximation, i.e., assuming that density of the solid phase is given by
n(r) = 4u [cos(qx) cos(qy) + cos(qx) cos(qz) + cos(qy) cos(qz)] . (3.25)
After substituting this into Eq. (3.24), the parameters a and b are deﬁned s.t.
minimum free energy of the solid equals that of the liquid, ensuring existence of a
stable solid phase. Additional constraint is provided by requiring that the amplitude
u that minimizes free energy of the solid equals a ﬁtted value us, which is obtained
from e.g. molecular dynamics simulations. The resulting relations for a and b are
a =
3
2S(km)us
; b =
4
30S(km)u2s
, (3.26)
where S(km) = (1−C(km))−1 through the Ornstein-Zernike relation. With S(km)−1 =
0.332 and us = 0.72, as obtained through MD simulations of iron by WK [33, 51],
these relations give a = 0.6917 and b = 0.08540. The parameter b is particularly
diﬀerent from unity, i.e., the value obtained by the procedure of Ref. [32]. With
these parameters and the free energy given by Eq. (3.24), we were able to repro-
duce the results of Wu and Karma [33], namely that there exists a solid phase at a
reasonable density and the free energy of solid-liquid interfaces obtained from the
model are in very good agreement with results obtained from molecular dynamics
simulations. However, we also found that the bulk moduli of the solid and liquid
phases were now underestimated by the model for the reason of a drastic underesti-
mation of |Cˆ(0)|. For the same reason, we found that the gap between coexistence
densities of solid and liquid phases was too large by almost an order of magnitude.
We found no method to correct for the discrepancy of |Cˆ(0)| within the framework
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of the Swift-Hohenberg PFC model without compromising the value of Cˆ ′′(km) that
aﬀects both surface and elastic properties. Therefore, we sought a generalization of
the model, which will be discussed in the next section.
3.3 Eighth-order phase ﬁeld crystal model
3.3.1 Local formulation
The eighth-order ﬁtting (EOF) version of the PFC model, presented in Publication
III, was born out of the conclusion that all means of obtaining the parameters of the
Swift-Hohenberg (SH) PFC from the CDFT resulted in a compromise between the
surface/elastic and bulk properties of the material under study. From those studies,
we could, however, speculate that if we were able to ﬁt the correct Cˆ(0), km, Cˆ(km)
and Cˆ ′′(km) in the model, we would probably be able to produce a more realistic
model. Using the expansion presented in Eq. (3.20), it was not possible to ﬁt the
four desired properties, because the expansion only includes three parameters. For
that reason, another parameter was included in the model by expanding Cˆ(k) as
Cˆ(k) ≈ Cˆ(km)−ES
(
k2m − k2
k2m
)2
−EB
(
k2m − k2
k2m
)4
, (3.27)
where the parameter ES is ﬁtted to give the correct Cˆ
′′(km) and EB is ﬁtted with
Cˆ(0). An example of this function for the case of iron is shown in Fig. 3.2 along
with comparison to the original C(k) and the two diﬀerent possibilities to ﬁtting
with Eq. (3.20). It can be seen that the eighth-order expansion matches the original
Cˆ(k) fairly well from the k = 0 limit up to the ﬁrst peak.
Apart from using Eq. (3.27) instead of Eq. (3.20), the EOF method as presented in
Publication III is identical to the ﬁtting procedure adapted for the SH PFC model
from the work of Wu and Karma [33] (that we will hereafter refer to as the fourth-
order ﬁt, FOF). That is, the local term is expanded as in Eq. (3.23) with a and b
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Figure 3.1: Local density in the (100) plane of BCC iron coexisting with its melt,
as predicted by the second-order CDFT of freezing. Reprinted from Publication III.
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Figure 3.2: Direct correlation function Cˆ(k) of liquid iron (black line) and the
expansions used in diﬀerent PFC models in Publication III: green solid line is the
ﬁt used in the EOF, blue dashed line is from the FOF and red dotted line is the
three-parameter ﬁt to C0 and the ﬁrst maximum.
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chosen through Eq. (3.26). The free energy of the EOF model then becomes
ΔF [n(r)]
kBTρ0
=
∫
dr
[
n(r)
2
(
1− Cˆ(km) + ES
(
k2m +∇2
k2m
)2
+ EB
(
k2m +∇2
k2m
)4)
n(r)
−a
6
n(r)3 +
b
12
n(r)4
]
. (3.28)
Even though the addition of a term including gradients up to eighth order is a
relatively small modiﬁcation of the model, we were able to demonstrate that it
results in signiﬁcant improvements in some thermodynamic properties of the model.
With this modiﬁcation, the predictions for bulk moduli of solid and liquid phases,
as well volume change in freezing, were very reasonable in comparison to molecular
dynamics simulations and experiments, while the predictions for surface free energies
were as good as those obtained from FOF PFC. Comparisons of diﬀerent model
results and experiments are summarized in Table 3.1.
The good agreement between CDFT and EOF may seem surprising, given the dis-
crepancies in the derivation pointed out earlier. The agreement for the bulk proper-
ties may seem even more surprising, if one notices how drastically diﬀerent density
proﬁles the models predict for the solid phase. Prediction from EOF is shown in Fig.
3.3, while that from CDFT is found in Fig. 3.1. The relatively sharp, Gaussian-like
peaks obtained from CDFT are smeared out to a density proﬁle almost equal to
the one-mode approximation, Eq. (3.25). This results from the expansion in Eq.
(3.27), which places a high free energy penalty for the Fourier modes corresponding
to wave vectors k > km. Excluding the modes corresponding to shorter wavelengths
is a desirable property of the model from a numerical perspective, as it eases the
requirement for the grid spacing in any numerical implementation of the model.
From the results presented in Table 3.1, it seems that much of the error induced
by this truncation of the higher harmonics in the bulk properties can be overcome
through appropriate choice of the parameters a and b.
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Table 3.1: Comparison of physical quantities of iron in diﬀerent models with ex-
periments and molecular dynamics simulations from Publication III.
Quantity Expt./MD CDFT FOF PFC EOF PFC
Expansion in melting (A˚3/atom) 0.38 [52] 0.29 2.07 0.43
Solid bulk modulus (GPa) 105 [53] a 101.7 22.2 94.5
Liquid bulk modulus (GPa) 96.2 [54] 98.0 18.6 93.2
Surface Energy (100) (ergs/cm2) 177.0 [33] 91.9 207.1 165.7
Surface Energy (110) (ergs/cm2) 173.5 [33] 89.2 201.7 161.5
Surface Energy (111) (ergs/cm2) 173.4 [33] 86.9 194.8 157.2
anisotropy 4 (%) 1.0 [33] 1.5 1.3 1.3
aLinear extrapolation from lower temperatures.
3.3.2 Application to grain boundaries of body-centered-cubic iron
Encouraged by the EOF PFC model’s success in predicting surface and bulk prop-
erties of iron in Publication III, we studied the symmetrically tilted grain bound-
aries of iron using the same model in Publication IV. Three choices of tilting axes,
〈100〉, 〈110〉 and 〈111〉, were studied. The calculations were performed at a density
1.030ρ0, which is close to the melting point of the solid. In order to carry out these
calculations, a computational box of dimensions (Lx, Ly, Lz), and periodic boundary
conditions in all directions were used. The box was initialized by the one-mode ap-
proximation, Eq. (3.25), ﬁrst rotated such that the rotation axis is perpendicular to
the z direction. Then in the region x = 0 . . . Lx/2, the one-mode approximation was
rotated in the (x, y) plane by an angle −θ/2, and in the region x = Lx/2 . . . Lx by an
angle θ/2, creating two symmetrically tilted grain boundaries located at x = 0 and
x = Lx/2 with a tilting angle θ. Then the system was equilibrated using conserved
dynamics with a semi-implicit operator splitting scheme [55] outlined in Appendix
A. Grain boundary energies (GBEs) were obtained from the ﬁnal conﬁgurations by
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calculating the free energy excess per grain boundary area.
Three example ﬁnal conﬁgurations for the 〈100〉 case are shown in Fig. 3.4. GBEs
as a function of tilting angle θ for all three choices of tilting axis are shown in Fig.
3.5. In the low angle limit of these ﬁgures, we observe roughly linear dependence
of GBE on θ due to constant build-up of dislocations at the boundary. This behav-
ior is consistent with the theory of Read and Shockley [56]. At large angles, the
dependence of GBE on θ is generally weaker. However, several local minima, some
stronger and some weaker, are observed. Most of these local minima correspond to
angles of relatively small coincidence lattice (CSL) Σ. The most pronounced local
minimum observed in Fig. 3.5 corresponds to BCC(112) 〈110〉Σ3 (tilt axis 〈110〉
and θ = 109.47◦) grain boundary, which is a twin boundary.
Comparing our results with results obtained using molecular dynamics method with
Finnis-Sinclair potential by Shibuta et al. [57], we ﬁnd generally good qualitative
agreement. Most, although not all, local minima are found at the same misorienta-
tion angles. In addition, our ratios of the local minimum GBEs at BCC(112) 〈110〉Σ3
and BCC(121) 〈111〉Σ3 (tilt axis 〈111〉 and θ = 60◦) to the maximum GBE agree
well with the results of Shibuta et al. [57]. In another atomistic approach to the
subject Zhang et al. [58] found, using molecular statics with modiﬁed analytical em-
bedded atom method, a strong correlation between CSL Σ and GBE in BCC iron.
Even though we found that most of the local minima we observed do correspond
to small CSL Σ boundaries, we also observed small CSL Σ boundaries that are not
local minima of GBE. Therefore, our results presented in Publication IV generally
agree with those of Shibuta et al. [57], but not fully with those of Zhang et al [58].
A possible explanation for this is that our calculations, as well as those of Ref. [57]
were performed at an elevated temperature, while Ref. [58] assumes absolute zero
temperature.
Experimentally, the large angle grain boundary energy of δ iron has been deter-
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Figure 3.3: Local density n in (100) crystal planes of BCC solid coexisting with
liquid in the EOF PFC model. From Publication III.
Figure 3.4: Example ﬁnal conﬁgurations from the 〈100〉 case. The gray scale
in these ﬁgures corresponds to n(x, y, 0). On the left, we show the low-angle
bcc(0 64 1) 〈100〉Σ40975 (θ = 1.79◦) boundary, where one clearly sees a single
dislocation. The middle ﬁgure shows a large angle bcc(051) 〈100〉Σ13 (θ = 22.62◦)
boundary, and the ﬁgure on the right shows the bcc(031) 〈100〉Σ5 (θ = 36.87◦).
From Publication IV.
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Figure 3.5: Grain boundary free energy as a function of the misorientation angle θ
when the tilt axis is in the 〈100〉 (top), 〈110〉 (middle) and 〈111〉 (bottom) direction.
For the 〈100〉 case solid line shows the best ﬁt to the Read-Shockley equation at
small tilt angles and dashed lines are guides to the eye. From Publication IV.
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mined to be 0.468 Jm−2 [59], in relatively good agreement with our maximum value
of 0.377 Jm−2. The other above-mentioned atomistic studies of GBEs in iron over-
shoot the experimental value by a large margin, probably in part due to the smaller
temperatures involved, and partly because the quantity they measure from simula-
tions is excess energy associated with the grain boundary, whereas in experiments
and in PFC, it is the excess free energy of the boundary that is measured. It is also
worthwhile noting that the agreement of our results with experimental values from
Ref. [59] for the ratio of large angle grain boundary energy to the solid-liquid surface
free energy is even better: Egb/σs−l ≈ 2.16 in the present model (solid-liquid surface
energy from Publication III), where the values from Ref. [59] give Egb/σs−l ≈ 2.29.
Summarizing the results of Publication IV, the EOF PFC model seems very capa-
ble of describing grain boundaries in BCC iron, showing the potential of EOF in
quantitative modeling of phenomena where grain boundaries play an important role.
3.3.3 Non-local formulation
Despite the quantitative success of the EOF model in Publications III and IV, the
weak points about derivation of the model, mentioned previously in the context of
the derivation of Elder et al. [32], are still valid. Speciﬁcally the approximations
made in deriving the model still assume that the ﬁeld n is both small and slowly
varying. In addition, comparing the n ﬁelds resulting from CDFT and EOF (Figs.
3.1 and 3.3) it is clear that the solution of the EOF model is not an accurate
approximation to the actual density ﬁeld. Most prominently, in EOF the ﬁeld
reaches values that are below −1 corresponding to negative densities. Therefore,
it remained questionable whether we could claim that the EOF model was ﬁrmly
based on ﬁrst principles.
In Publication III, we argued that the correct interpretation of the ﬁeld n would
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probably be obtained by applying a Fourier ﬁlter on the original density ﬁeld. In
Publication V, we showed how this intuitive idea can be used to reformulate the
derivation of the model in a new framework. In this derivation, instead of insisting
that the ﬁeld n in the EOF model is locally and linearly related to ρ through Eq.
(3.22), we assume they are related through a weighting function w as
n(r) = ρ−10
∫
dr′w(|r− r′|)(ρ(r)− ρ0), (3.29)
where w is chosen such that its Fourier transform is given by
wˆ(k) =
√
1− Cˆ(k)
1− CˆEOF (k)
. (3.30)
Here, CEOF (k) is the “approximation” to C(k) given by Eq. (3.27). The function
CˆEOF (k) follows the original Cˆ(k) very closely from the k = 0 limit up to the main
peak at km. Beyond this point, the two curves separate, with Cˆ(k) approaching
zero in an oscillatory fashion while CˆEOF (k) approaches the negative inﬁnity, so
that wˆ(k) will fall close to zero after the main peak. Therefore the ﬁeld n would
closely resemble the observed solutions of the EOF model, even if ρ used as input
in Eq. (3.29) were highly peaked as in CDFT.
With this deﬁnition of n, we were able to show that the linear part of the free energy
of CDFT (linearization of Eq. (3.10)) can be exactly written as
βFlin
ρ0
=
ρ−20
2
∫ ∫
drdr′ Δρ(r) (δ(r− r′)− C(r− r′))Δρ(r′) (3.31)
=
1
2
∫
drn(r)
(
1− Cˆ(km) + ES
(
k2m +∇2
k2m
)2
+ EB
(
k2m +∇2
k2m
)4)
n(r),
where δ is the Dirac delta function. While the linear part of the free energy of EOF
arises trivially in this approach, it is not as easy to derive a practically applicable
form for the non-linear parts of the free energy. This is because the non-local
deﬁnition of n makes the non-linear terms, which are local in ρ, non-local in n. In
Publication V we argue that Flin deﬁned by Eq. (3.31) already provides a preferred
wavelength of density ﬂuctuations in the system and a large free energy penalty for
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Fourier modes with k 
 km (that in this formulation is a desired property of the
model instead of a result of a questionable approximation). Therefore the use of a
functional that is local in terms of the ﬁeld n may be justiﬁed, if the amplitudes of
the density ﬂuctuations vary on length scales larger than the range of the weighting
function. The simplest possible such functional is
βFnl
ρ0
=
∫
dr
(
−a
6
n(r)3 +
b
12
n(r)4
)
. (3.32)
With this admittedly somewhat ad hoc choice of Fnl, Eqs. (3.31) and (3.32) add
up to the previously deﬁned EOF free energy, Eq. (3.28), although the underlying
approximations are very diﬀerent. One crucial diﬀerence in these two derivations,
in addition to the diﬀerent approximations involved, is that the current derivation
does not suggest that a = b = 1, in contrast to the previous version based on
Taylor expansion. By approximating the underlying density ﬁeld ρ by a set of
normalized Gaussian peaks in a perfect triangular lattice, we argue in Publication
V that this procedure suggests that the parameters should be approximately a = 3/4
and b = 1/5. However, this choice is somewhat subjective and therefore we believe it
is best to use numerical methods to optimize the parameters in such a way that the
desired freezing point of the liquid and amplitude u of the solid phase are reproduced
in the model. The parameters we obtain through such a scheme are, however, much
closer to a = 3/4 and b = 1/5 than a = b = 1. Thus the Gaussian approximation is
a better justiﬁcation to the model than the simple Taylor expansion.
Dynamical equation of the EOF model, which is given by
∂n
∂τ
= ∇2
(
δFEOF
δn
)
(3.33)
= ∇2
[(
1− Cˆ(km) + ES
(
k2m +∇2
k2m
)2
+ EB
(
k2m +∇2
k2m
)4)
n− a
2
n2 +
b
3
n3
]
,
was justiﬁed by choosing the simplest possible model satisfying the requirements
for conserving the total mass and evolving towards minimum of the free energy.
We note that this approaches the same dynamics as DDFT in the near-uniformity
limit for the Fourier modes up to km (linearized version of Eq. (3.16) is ∂τ nˆ(k) =
58
−k2(1 − Cˆ(k))nˆ(k) while that of Eq. (3.33) would be similar with Cˆ replaced by
CˆEOF ). Far from uniformity in the solid phase, Eq. (3.33) probably results in faster
diﬀusion of matter than the DDFT model from which it is derived. However, for
studying isothermal solidiﬁcation of a single component system, we believe that the
diﬀusion rate and attachment kinetics on the liquid side of a moving solidiﬁcation
front are the dominant factors determining the rate of growth.
3.3.4 Comparison to dynamical density functional theory
In Publication V, we compare the predictions of the EOF model to predictions of
second-order CDFT, as well as two fourth-order PFC models. The system under
study is a two-dimensional array of Brownian particles interacting via an inverse
twelfth-power pair potential, evolving in time through overdamped dynamics. For
this system, we compare predictions from diﬀerent models for both static properties
of the solid and liquid phases, as well as rates of crystal front propagation.
As the DDFT model in this study, we used a second-order expansion of the free
energy, Eq. (3.10), along with the equation of motion, Eq. (3.16). The function
Cˆ(k) was found by using the Ornstein-Zernike equation, Eq. (3.11), with the closure
relation of Percus and Yevick [60]. Freezing point of the liquid was identiﬁed as the
point where grand potentials of solid and liquid phases were equal, and the Cˆ(k)
computed at that density was used as an input for the remainder of the calculations.
Results of DDFT were compared to similar predictions from EOF after appropriate
ﬁtting of the parameters a and b. In addition, the results were compared with the
fourth-order PFC approach adopted from Wu and Karma [33], i.e. the FOF, and
with “PFC1” model derived from the DDFT in Ref. [17]. Free energy of the PFC1
model is Eq. (3.10), with the function Cˆ(k) replaced by the form used in the FOF,
and the excess part Fxs then multiplied by an appropriate constant to adjust the
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freezing point. The dynamical equation of the PFC1 model is Eq. (3.16), with the
appropriate free energy.
For the static properties, we found that the freezing density obtained from CDFT
is larger than that obtained from atomistic simulations [61] by approximately 7 %.
The width of the coexistence gap is well reproduced: where molecular dynamics
simulations imply Δρ∗ = (ρs − ρl)/ρl ≈ 2% [61] (ρs and ρl are densities of solid and
liquid phases at coexistence), our CDFT result is Δρ∗ = 2.20%. The EOF model
is able to reproduce this result with satisfactory precision giving Δρ∗ = 1.57%,
while the fourth-order PFC models result in larger errors in opposite directions:
Δρ∗ = 7.70% in FOF and Δρ∗ = 0.68% in PFC1. For interfacial free energies, we
ﬁnd that EOF and FOF give a good representation of both the interface thickness
and the free energy in comparison to CDFT. PFC1 results in an interface layer that
is signiﬁcantly wider than in all the other models, and interfacial free energy that is
more than an order of magnitude smaller than in the other models.
The solidiﬁcation front dynamics in the DDFT and PFC models were studied by
growing a hexagonal crystal from an undercooled liquid (i.e., a liquid with an initial
density ρi > ρl) in the [10] direction. In the direction perpendicular to the solidi-
ﬁcation front propagation, the size of the array in our computations is exactly one
interparticle spacing and periodic boundary conditions are used. Due to the periodic
boundaries our simulations represent an inﬁnitely wide crystal seed that propagates
into the liquid. Initial condition was such that several monolayers of perfect solid are
placed in the middle of the undercooled liquid at density ρi, with a slight smoothing
in the boundary of solid and liquid phases. Once the simulation starts, the solid
seed grows in both directions and we measure its position as a function of time.
If the undercooling is small such that ρi < ρs, then formation velocity of the solid
(whose density is always at least ρs to be stable) is limited by the diﬀusion of mass
to the interface in a manner analogous to the more commonly considered case where
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growth of the solid is limited by transport of heat away from the solidiﬁcation front
[37]. As the solidiﬁcation front propagates, the layer through which diﬀusion must
take place widens and one expects the solidiﬁcation front to propagate as x ∼ τ 0.5.
Such diﬀusion-controlled growth was also studied for the diﬀerent three dimensional
crystal polymorphs in Publication II. In Publication V, we also considered cases
when density of the liquid from which the solid is formed exceeds ρs, such that
propagation of the solidiﬁcation front does not require diﬀusion of additional mass
to the interface. In this regime, one expects the front to propagate with a constant
velocity (i.e. x ∼ t) that depends on the attachment rate of particles on the surface.
In the regime Δ = (ρi − ρl)/(ρs − ρl) < 1 where diﬀusion controlled growth is
expected, we have ﬁtted a function
x = x0 + d(τ − τ0) 12 (3.34)
in the surface positions as a function of time. The results of these ﬁts are shown in
Fig. 3.6. The data are only shown for undercoolings up to Δ = 0.6 because beyond
this value we have less conﬁdence in having reached a steady state growth because of
ﬁnite-size eﬀects. Due to scaling properties of the problem, one expects the position
of the interface to depend on the dimensionless undercooling Δ and
√
Dτ , where
D = 1 − Cˆ(0) is the eﬀective diﬀusion constant in a given model.2 We illustrate
this in the inset of Fig. 3.6, where we show that the d scaled by
√
D as a function
of Δ in all the studied models closely follow the same curve. This indicates that
diﬀerences in microscopic details of these models are unimportant in determining
the solidiﬁcation front velocity in the diﬀusion controlled regime. These scaling
properties of the problem are the reason why EOF, which has exactly the same D
and close to the same Δρ∗ as DDFT, reproduces the result of DDFT so much more
accurately than FOF, which results in a d that is approximately an eighth of the
value obtained from DDFT for the same ρi. The scaling argument also suggests that
the close agreement of PFC1 to EOF and DDFT in the small density limit probably
2With this deﬁnition we note that in the limit of small, long-wavelength density ﬂuctuations,
all the models studied reduce to the diﬀusion equation ∂τn = D∇2n
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Figure 3.6: Growth rates d obtained in the diﬀusion controlled regime. Circles
are results from the DDFT model, squares from EOF, diamonds from FOF and
triangles from PFC1, with lines connecting the symbols. Inset shows scaled data
with Δ = (ρi − ρl)/(ρs − ρl).
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Figure 3.7: Growth velocities v obtained in the kinetics controlled regime. Symbols
as in Fig. 3.6.
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results from a cancelation of errors due to smaller D and smaller Δρ∗ in the PFC1
model.
In the regime Δ > 1 we ﬁtted the results to the expected linear growth law,
x = x0 + vτ. (3.35)
The resulting v as a function of ρi from all the models are shown in Fig. 3.7. As
expected, the front velocity increases as the initial density is increased in all the
models. It is also apparent that, for any given initial density, the velocity obtained
from EOF is the closest approximation to DDFT among the PFC models tested here.
If the density axis is rescaled by substracting the density of the solid coexisting with
the liquid, the results from FOF seem to agree with DDFT practically as well as
those from EOF, as shown in the inset of Fig. 3.7. On the other hand, the velocities
observed in the PFC1 model seem to be signiﬁcantly overestimated when compared
with the results from all the other models studied even after rescaling the densities.
In summary, from the comparison of the EOF model to the DDFT, FOF and PFC1
models, we are able to conclude that the EOF model gives the closest approximation
to DDFT among the PFC models studied, for both static and dynamic properties.
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4 Summary
The Phase ﬁeld crystal (PFC) model, introduced less than a decade ago, is a novel
approach to modeling phenomena involving atomistic length and diﬀusive time
scales. Although the method has already proven itself useful in modeling vari-
ous phenomena, important questions about the model remain unsolved from both
theoretical and practical perspectives. In the present thesis, we have addressed
several challenges related to the PFC model and applied the model to study grain
boundaries and crystallization.
We have calculated an extended phase diagram for the simplest and most widely
used variant of the PFC models in three dimensions. The calculation of the phase
diagram by numerical methods revealed that the model is able to produce stable
close-packed crystal structures, in addition to the body-centered cubic structure,
which was previously known to exist as a stable phase in the model. The importance
of the discovery of stable close-packed structures is that it allows the community to
study phenomena in such structures using PFC without making any additional com-
plications to the model. The simple PFC model was also applied to study anisotropy
of diﬀusion-controlled growth in diﬀerent crystal polymorphs, a problem that has
been unattainable for other modeling methods where the atomistic length scale is
explicitly present. Our results indicate a barrier-controlled layerwise growth pro-
cess, presumably via 2D nucleation, and the anisotropy of growth in the simulations
seems to be in fair agreement with experiments in cases where experimental data is
available.
We have also examined the connection that can be made between the PFC model
and classical density functional theory (CDFT). By examining how this connection
was established by others, we were able to demonstrate the strengths and weak-
nesses of their approaches. Based on these considerations, we proposed our own
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version of the PFC model, which we call the eighth-order-ﬁtting (EOF) PFC model.
First, the EOF model was shown to reproduce certain physical properties of iron
with signiﬁcantly higher precision than the previously presented methods, without
making the model numerically more demanding to any signiﬁcant extent. The EOF
model was then applied to study grain boundaries of body-centered cubic iron near
its melting point, and the resulting grain boundary energies were in good agreement
with experiments and molecular dynamics simulations. Then, after reformulating
the EOF model in terms of a weighted density, its predictions for growth rates of
two dimensional crystal were compared against a dynamical extension of CDFT,
as well as other PFC models. The results indicate that, among the PFC models
studied, EOF gives the most accurate approximation to CDFT for both static and
dynamic properties.
To summarize, we believe the studies presented in this thesis have advanced the
methodology of PFC modeling from both practical and theoretical perspectives: on
one hand, by opening new possibilities in modeling diﬀerent materials and, on the
other, by basing the model more ﬁrmly on statistical mechanical CDFT. Despite
these advances, there still remain plenty of unresolved issues concerning the PFC
model. One topical challenge that was brieﬂy touched upon in the context of the
phase diagram is quantitative modeling of close-packed crystal structures with PFC.
Although in three dimensions the EOF model is able to describe body-centered cubic
materials with quantitative precision, our unpublished calculations suggest that it
could not be applied to modeling close-packed phases without modiﬁcations to the
free energy functional. Although phenomenological models that ﬁt the purpose of
modeling close-packed structures do exist, we believe there would be demand for
an EOF-like quantitative approach to modeling such structures. Another important
problem is the modeling of mixtures of diﬀerent elements. Most materials we observe
in reality are in fact mixtures of many diﬀerent species. Therefore, being able to
model only materials that are composed of single elements is not adequate for many
practical modeling problems. Extension of the EOF model to mixtures would bring
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many more practical applications within the reach of the model. Larger length
scales could be reached by the EOF model if amplitude equations were derived from
it. The possibilities mentioned here are of course only a few of the many possible
directions of future research for PFC models. Concerning a modeling method that
has been around for less than a decade, it is obviously not very diﬃcult to think of
a handful of arguments that will drive one towards the anticipated conclusion: more
research is needed.
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A–1
Appendix A Semi-implicit numerical method
The numerical method that has been deployed for solving the equations of motion
of the PFC models in this thesis is based on a semi-implicit operator splitting in
Fourier space. Application of the method to a binary PFC model has been presented
in some detail in Ref. [55]. Here we will brieﬂy show the equations deployed for the
single component case in this thesis.
First, the equation of motion for the PFC model under study is written in Fourier
space as
∂ψˆ(k)
∂τ
= L(k)ψˆ(k) +N
[
ψˆ(k)
]
, (A.1)
where L is an operator that contains all linear parts of the equation of motion,
and N is a non-linear operator representing the rest. For example, in the case of
re-scaled SH-PFC model, i.e. Eq. (2.7), the operators are deﬁned as
L(k) = −k2 [− + (1− k2)2] (A.2)
and
N
[
ψˆ(k)
]
= −k2F
[(
F−1
[
ψˆ(k)
])3]
(A.3)
where F and F−1 are forward and inverse Fourier transforms. Eq. (A.1) is then
discretized in k-space and time as
ψˆτ+Δτ
k
− ψˆτ
k
Δτ
= L(k)ψˆτ+Δτ
k
+N
[
ψˆτ
k
]
, (A.4)
where Δτ is the time step and L and N are discretized versions of the previously
deﬁned operators (i.e. continuous Fourier transforms are replaced by the discrete
Fast Fourier Transforms). In Eq. (A.3) the part that is related to the linear operator
L is evaluated implicitly at a time τ + Δτ , while the part that is related to N is
evaluated explicitly at the time τ , hence the name semi-implicit operator splitting.
Rearranging terms in Eq. (A.4), the ﬁnal recipe for updating the ﬁeld becomes
ψˆτ+Δτ
k
=
ψˆτ
k
+ ΔτN
[
ψˆτ
k
]
1−ΔτL(k) . (A.5)
A–2
The most important advantage of Eq. (A.5) over a fully explicit scheme, where also
the part related to L is evaluated at τ rather than τ +Δτ , is that it is numerically
much more stable. That allows one to utilize time steps that are many orders of
magnitude larger than attainable in the explicit method.
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