While discussion of the criteria needed to assess learning objects has been extensive, a formal, systematic model for evaluation has yet to be thoroughly tested. The purpose of the following study was to develop and assess a multi-component model for evaluating learning objects. The Learning Object Evaluation Metric (LOEM) was developed from a detailed list of criteria gathered from a comprehensive review of the literature. A sample of 1113 middle and secondary students, 33 teachers, and 44 learning objects was used to test this model. A principal components analysis revealed four distinct constructs: interactivity, design, engagement, and usability. These four constructs showed acceptable internal and inter-rater reliability. They also correlated significantly with student and teacher perceptions of learning, quality, and engagement. Finally, all four constructs were significantly and positively correlated with student learning performance. It is reasonable to conclude that the LOEM is reliable, valid, and effective approach to evaluating the effectiveness of learning objects in middle and secondary schools.
Overview
Considerable discussion and debate has been directed toward establishing an acceptable definition of learning objects (Agostinho et al., 2004; Butson, 2003; Friesen, 2001; Gibbons, Nelson & Richards, 2002; McGreal, 2004; Parrish, 2004; Wiley et al., 2004) , however, consensus has yet to be reached. Multiple definitions and the variety of potential learning objects available have made it challenging for researchers to create a systematic tool for evaluating quality and effectiveness (Haughey & Muirhead, 2005; Nurmi & Jaakkola, 2005 Sosteric & Hesemeirer, 2004) . Nonetheless, it is essential that a reliable, valid assessment model is developed for at least three reasons (Bradley & Boyle, 2004; Downes, 2003) .
First, it is unlikely that educators will use learning objects extensively without some assurance of value and quality (Vargo, Nesbit, Belfer & Archambault, 2002) . Second, one of the main premises for using learning objects, namely reuse, is compromised without some sort of evaluation metric (Downes, 2003; Malcolm, 2005) . Third, an effective assessment tool could greatly reduce search time for users who would only need to examine highly rated learning objects (Koppi, Bogle & Bogle, 2004) . Ultimately, the foremost evaluation question that needs to be addressed is "what key features of a learning object support and enhance learning?" (Sosteric & Hesemeirer, 2002) . The purpose of the following study, then, is to develop and assess a multi-component model for evaluating learning objects.
Definition of learning objects
While consensus about the definition of learning objects has yet to be reached, it is important to establish an acceptable working definition in order to move forward in developing an evaluation metric. Original definitions focused on technological issues such accessibility, adaptability, the effective use of metadata, reusability, and standardisation (e.g. Downes, 2003; Koppi, Bogle & Bogle, 2005; Muzio, Heins & Mundell, 2002; Nurmi & Jaakola, 2006b; Parrish, 2004; Siqueira, Melo & Braz, 2004) . More recently, researchers have emphasised learning qualities such as interaction and the degree to which the learner actively constructs knowledge (Baruque & Melo, 2004; Bennett & McGee, 2005; Bradley & Boyle, 2004; Caws, Friesen & Beaudoin, 2006; Cochrane, 2005; McGreal, 2004; Kay & Knaack, in press; Sosteric & Hesemeirer, 2002; Wiley et al., 2004) .
While both technical and learning based definitions offer important qualities that can contribute to the success of learning objects, evaluation tools focusing on learning are noticeably absent (Kay & Knaack, in press ). In order to address a clear gap in the literature on evaluating learning objects, a pedagogically focused definition has been adopted for the current study based on a composite of previous definitions. Key factors emphasised included interactivity, accessibility, a specific conceptual focus, meaningful scaffolding, and learning. Learning objects, then, are operationally defined as "interactive web-based tools that support the learning of specific concepts by enhancing, amplifying, and/or guiding the cognitive processes of learners". To view specific examples of learning objects used by teachers in this study, see Appendix C at Kay & Knaack (2008c) .
Previous approaches to evaluating learning objects
Theorists and researchers have advocated a number of approaches for evaluating learning objects including an emphasis on reuse (e.g. Convertini et al., 2005; Cochrane, 2005; Del Moral & Cernea, 2005) , standards (e.g. McGreal et al., 2004; Nesbit & Belfer, 2004; Williams, 2000) , converging opinions of various stakeholders (e.g. Nesbit & Belfer, 2004; Vargo et al., 2003) , design (e.g. Bradley & Boyle, 2004; Krauss & Ally, 2005; Maslowski & Visscher, 1999) , use (e.g. Bradley & Boyle, 2004; Buzetto-More & Pinhey, 2006 , Kenny et al., 1999 , and learning outcomes (e.g. Adams, Lubega, & Walmsley, 2005; Bradley & Boyle, 2004; MacDonald et al., 2005) . One fundamental problem with these proposed models is that they are unsupported by empirical evidence (e.g. Buzetto-More & Pinhey, 2006; Cochrane, 2005; Krauss & Ally, 2005) .
While the vast majority of learning object evaluation has been informal (Adams et al., 2004; Bradley & Boyle, 2004; Clarke & Bowe, 2006a Concannon et al., 2005; Fournier-Viger et al., 2006; Howard-Rose & Harrigan, 2003; Kenny et al., 1999; LopezMorteo & Lopez, 2007; MacDonald et al., 2005) , several researchers have discussed and analysed comprehensive models for evaluating learning objects (Cochrane, 2005; Haughey & Muirhead, 2005; Kay & Knaack, 2005; Krauss & Ally, 2005; Nesbit & Belfer, 2004) . Haughey & Muirhead (2005) looked at a model for assessing learning objects which included the following criteria: integrity/accuracy of material, clarity of instructions, ease of use, engagement, scaffolding, feedback, help, visual/auditory, clarity of learning objectives, identification of target learners, prerequisite knowledge, appropriateness for culture and ability to run independently. While comprehensive, this framework has never been tested. Nesbit and Belfer (2004) refer to the learning object review instrument (LORI) which includes nine items: content quality, learning goal alignment, feedback and adaptations, motivation, presentation design (auditory and visual), interaction (ease of use), accessibility (learners with disabilities), reusability, and standards. This instrument has been tested on a limited basis (Krauss & Ally, 2005; Vargo et al., 2003) for a higher education population, but the impact of specific criteria on learning has not been examined.
One of the better known evaluation models, developed by MERLOT, focuses on quality of content, potential effectiveness as a teaching-learning tool, and ease of use. Howard-Rose & Harrigan (2003) tested the MERLOT model with 197 students from 10 different universities. The results were descriptive and did not distinguish the relative impact of individual model components. Cochrane (2005) tested a modified version of the MERLOT evaluation tool that looked at reusability, quality of interactivity, and potential for teaching, but only final scores were tallied, so the impact of separate components could not be determined. Finally, the reliability and validity of the MERLOT assessment tool has yet to be established. Knaack (2005, 2007a) developed an evaluation tool based on a detailed review of research on instructional design. Specific assessment categories included organisation/ layout, learner control over interface, animation, graphics, audio, clear instructions, help features, interactivity, incorrect content/ errors, difficulty/ challenge, useful/ informative, assessment and theme/ motivation. The evaluation criteria were tested on a large secondary school population. Reliability and validity were determined to be acceptable and the impact of individual features was able to be assessed. Students benefited more if they were comfortable with computers, the learning object had a well organised layout, the instructions were clear, and the theme was fun or motivating. Students appreciated the motivational, interactive, and visual qualities of learning objects most.
In summary, while most existing models of learning object evaluation include a relatively comprehensive set of evaluation criteria, with the exception of Kay & Knaack (2005 , 2007a , 2007b ), the impact of individual features is not assessed and reliability and validity estimates are not provided. Proposed models, then, are largely theoretical at this stage in the evolution of learning object assessment.
Learning object evaluation metric (LOEM)
The model for evaluating learning objects in this study is based on a comprehensive review of the literature on instructional design (see Table 1 ) and key learning object evaluation models used previously (Cochrane, 2005; Haughey & Muirhead, 2005; Howard-Rose & Harrigan, 2003; Knaack, 2005, 2007a; Nesbit and Belfer, 2004) . After considerable discussion and evaluation of the literature by three external experts in the area of learning objects, five main criteria were identified and include interactivity, design, engagement, usability, and content. With respect to interactivity, key components considered include promoting constructive activity, providing a user with sufficient control, and level of interactivity. The underlying theme is that learning objects should provide rich activities that open up opportunities for action, rather than prescribed pathways of learning (Brown & Voltz, 2005) . When looking at design, investigators have focussed on layout, degree of personalisation, quality of graphics, and emphasis of key concepts. Evaluation of engagement has incorporated difficulty level, theme, aesthetic appeal, feedback, and inclusion of multimedia. Usability involves overall ease of use, clear instructions, and navigation. Finally, with content, the predominant features looked at are the integrity and accuracy of the material presented. Detailed references for each of the five main evaluation criteria observed are given in Table 1 . 
Purpose of this study
An elaborate, detailed set of criteria for evaluating learning objects has been discussed by theorists (see Table 1 ), but the impact of these criteria on learning behaviour has yet to be tested. empirically The purpose of this study was to assess systematically a multicomponent model for evaluating learning objects.
Method Overview
A variety of methods have been employed to evaluate learning objects, including focus groups (e.g. Krauss & Ally, 2005) , informal observation (e.g. Clarke & Bowe, 2006a; Fournier-Viger et al., 2006; MacDonald et al., 2005) , general description (McCormick & Li, 2005; Vargo et al., 2003) , interviews (e.g. Bradley & Boyle, 2004; Kenny et al., 1999) , surveys, and think aloud protocols. In several cases, multiple tools have been used (e.g. Bradley & Boyle, 2004; Kenny et al., 1999; Van Zele, et al., 2003) . However, a comprehensive review of 24 articles reveals a number of methodological problems that need to be addressed.
First, the majority of researchers approach data collection and analysis in an informal, somewhat ad hoc manner, making it challenging to generalise results observed (e.g. Clarke & Bowe, 2006a; Fournier-Viger et al., 2006; MacDonald et al., 2005) . Second, only two studies used some kind of formal statistical analysis to evaluate learning objects (Kay & Knaack, 2005; Van Zele et al., 2003) . While qualitative research is valuable, it is important to include quantitative methodology, if only to establish triangulation. Third, reliability and validity estimates are rarely presented, thereby reducing confidence in any conclusions made (e.g. Bradley & Boyle, 2004; Clarke & Bowe, 2006a; Fournier-Viger et al., 2006; Kenny et al., 1999; MacDonald et al., 2005; McCormick & Li, 2005; Vargo et al., 2003) . Fourth, the sample size is often small and poorly described (e.g. Adams, et al., 2004; Bradley & Boyle, 2004; Cochrane, 2005; Kenny et al., 1999; Krauss & Ally, 2005; MacDonald et al., 2005; Van Zele et al., 2003) . Finally, most research has focussed on a single learning object (e.g. Anderson, 2003; Van Zele et al., 2003; Vargo et al., 2003) . It is critical, though, to test any evaluation tool on a wide range of learning objects.
In order to assure the quality and confidence of results reported, the following steps were taken in the current study:
1. a large, diverse, sample was used; 2. a wide range of learning objects was tested; 3. the design of the evaluation tools was based on a thorough review and categorisation of the learning object literature and instructional design research; 4. reliability and validity estimates were calculated; 5. formal statistics were used where applicable; and 6. a measure of learning performance was used.
Sample

Students
The sample consisted of 1113 students (588 males, 525 females), 10 to 22 years of age (M = 15.5, SD = 2.1), from both middle (n=263) and secondary schools (n=850). The population base spanned three different boards of education, six middle schools, 15 secondary schools, and 64 different classrooms. The students were selected through convenience sampling and had to obtain signed parental permission to participate.
Teachers
The sample consisted of 33 teachers (12 males, 21 females) and 64 classrooms (a number of teachers used learning objects more than once). These teachers had 0.5 to 33 years of teaching experience (M = 9.0, SD = 8.2) and came from both middle (n=6) and secondary schools (n=27). Most teachers taught mathematics (n=16) or science (n=15). A majority of the teachers rated their ability to use computers as strong or very strong (n=25) and their attitude toward using computers as positive or very positive (n=29), although, only six teachers used computers in their classrooms more than once a month.
Learning objects
In order to simulate a real classroom as much as possible, teachers were allowed to select any learning object they thought was appropriate for their curriculum. As a starting point, they were introduced to a wide range of learning objects located at the LORDEC website (LORDEC, 2008b) . Sixty percent of the teachers selected learning objects from the LORDEC repository -the remaining teachers reported that they used Google. A total of 44 unique learning objects were selected covering concepts in biology, Canadian history, chemistry, general science, geography, mathematics, and physics (see Appendix C at Kay and Knaack (2008c) for the full list).
Procedure
Data collection
Teachers from three boards of education volunteered to use learning objects in their classrooms. Each teacher received a half day of training in November on how to choose, use, and assess learning objects (see LORDEC (2008b) for more details on the training provided). They were then asked to use at least one learning object in their classrooms by April of the following year. Email support was available throughout the duration of the study. All students in a given teacher's class used the learning object that the teacher selected, but only those students with signed parental permission forms were permitted to fill in an anonymous, online survey about their use of the learning object. In addition, students completed a pre-and post-test based on the content of the learning object.
Scale item analysis
Four teachers were trained over 3 half-day sessions on using the Learning Object Evaluation Metric (LOEM) (see Appendix B at Kay and Knaack (2008b) for details) to assess 44 learning objects. In session one (5 hours), two instructors and the four teacher raters discussed and used each item in the LOEM to assess a single learning object (3 hours). A second learning object was evaluated and discussed by the group (1 hour). The four teachers were then instructed to independently rate four more learning objects at home over the following two days.
The group then met a second time to discuss the evaluations completed at home (4 hours). Teachers were asked to re-assess all previously assessed learning objects based on the conclusions and adjustments agreed upon in the discussion. They were also asked to rate 10 more learning objects.
Three days later, the group met for a final time to discuss the evaluation of three more learning objects, chosen at random (4 hours). All teacher raters felt confident in evaluating the remaining learning objects and completed the 44 evaluations within the next six to seven days. Inter-rater reliability estimates (within one point) were as follows: rater 1 and rater 2, 96%; rater 1 and rater 3, 94%; rater 1 and rater 4, 95%; rater 2 and rater 3, 95%; rater 2 and rater 4, 96%; and rater 3 and rater 4, 95%.
Context in which learning objects were used
The mean amount of time spent on the learning object component of the lesson was 35.4 minutes (SD = 27.9, ± 6.8 minutes) with a range of 6 to 75 minutes. The most frequent reasons that teachers chose to use learning objects were to review a previous concept (n=34, 53%), to provide another way of looking at a concept (n=32, 50%), motivate students (n=28, 44%), and to introduce or explore a new concept before a lesson (n=20, 31%). Teachers rarely chose to use learning objects to teach a new concept (n=9, 14%), explore a new concept after a lesson (n=4, 6%), or to extend a concept (n=1, 2%).
Almost all teachers (n=59, 92%) chose to have students work independently on their own computers. With respect to introducing the learning object, 61% (n=39) provided a brief introduction and 17% (n=11) formally demonstrated the learning object. In terms of supports provided, 33% (n=21) provided a worksheet, while 31% of the teachers (n=20) created a set of guiding questions. Thirty-nine percent (n=25) of the teachers chose to discuss the learning object after it had been used.
Data sources
Learning Object Evaluation Metric (LOEM)
The original version of the LOEM had 29 items (see Appendix A at Kay and Knaack (2008c) for details) based on a thorough review of learning object evaluation criteria (see Table 1 ). Twelve items were excluded from the scale because of (a) insignificant correlations with student evaluations, student performance, and teacher evaluations and (b) insufficient fit into principal component analysis. The final version of the LOEM consisted of four constructs that were established from a detailed review of the literature: Interactivity, Design, Engagement and Usability. Note that the "content" construct supported by previous research (see Table 1 ) did not emerge as a significant factor. It is conceivable that teachers filtered "content" issues when they selected a learning object for their class. In other words, it is unlikely that they would select a learning object that did not have the correct content and scope. Consequently, content may have had a negligible influence. A detailed description of the scoring scheme for each item is presented in Appendix B (Kay & Knaack, 2008b) Variables for assessing validity -students Four dependent variables were chosen to assess validity of the LOEM from the perspective of the student: learning, quality, engagement, and performance. Learning referred to a student's self assessment of how much a learning object helped them learn. Quality was determined by student perceptions of the quality of the learning object. Engagement referred to student ratings of how engaging or motivating a learning object was. Student performance was determined by calculating the percent difference between pre-and post-test created by each teacher based on content of the learning object used in class.
Student self assessment of learning, quality and engagement was collected using the Learning Object Evaluation Scale for Students (LOES-S). These constructs were selected based on a detailed review of the learning object literature over the past 10 years (Kay & Knaack, 2007) . The scale showed good reliability (0.78 to 0.89), face validity, construct validity, convergent validity and predictive validity.
Variables for assessing validity -teachers
Three dependent variables were chosen to assess validity of the LOEM from the perspective of the teacher: learning, quality and engagement. After using a learning object, each teacher completed the Learning Object Evaluation Scale for Teachers (LOES-T) to determine his/her perceptions of (a) how much their students learned (learning construct), (b) the quality of the learning object (quality construct), and (c) how much their students were engaged with the learning object (engagement construct). Data from the LOES-T showed low to moderate reliability (0.63 for learning construct, 0.69 for learning object quality construct, 0.84 for engagement construct), and good construct validity using a principal components factor analysis. See Kay & Knaack (2007b) for a detailed analysis of the teacher based learning object scale.
Data analysis
A series of analyses were run to assess the reliability and validity of the LOEM. These included:
1. internal reliability estimates (reliability); 2. a principal component factor analysis for learning object evaluation metric (LOEM) (construct validity); 3. correlations among LOEM constructs (construct validity); 4. correlation between LOEM and student evaluations (convergent validity); 5. correlation between LOEM and teacher evaluations (convergent validity); and 6. correlation between LOEM and student performance (predictive validity).
Results
Internal reliability
The Cronbach's internal reliability estimates for the four LOEM constructs were 0.70 (Interactivity), 0.74 (Design), 0.77 (Engagement), and 0.80 (Usability) -see Table 2 . These moderate values are acceptable for measures in the social sciences (Kline, 1999; Nunally, 1978 ; see also Kay & Knaack, in press ). 
Construct validity
Principal component analysis A principal component analysis was done to explore whether the four LOEM constructs (interactivity, design, engagement, and usability) were distinct factors. Since all communalities were above 0.4 (Stevens, 1992) , the principal component analysis was deemed an appropriate exploratory method (Guadagnoli & Velicer, 1988 ). An orthogonal varimax rotation was used because it simplifies the interpretation of the data (Field, 2005) . The Kaiser-Meyer-Olkin measure of sampling adequacy (0.832) and Bartlett's test of sphericity (p <.001) indicated that the sample size was acceptable. The principal components analysis extracted four factors (Table 3 ). The resulting rotation corresponded well with the proposed LOEM constructs with several exceptions. Factor 2, the design construct, included the four predicted scale items, but also showed relatively high loadings on 'attractiveness' (design construct) and 'natural to use' (usability construct). Factor 3, engagement, showed the highest loadings on the five predicted scale items, although 'multimedia adding learning value' (interactivity construct) and 'appropriate language level' (usability construct) items scored high as well. Overall, the resulting structure fit the proposed design model well.
Correlations among LOEM constructs
Correlations among the four LOEM constructs (interactivity, design, engagement, and usability) were significant, but small enough to support the assumption that each construct measured was distinct (Table 4) . 
Convergent validity
Correlation between LOEM and student evaluation (LOES-S)
Correlations among the four LOEM constructs and three LOES-S constructs were calculated to determine convergent validity. The LOEM interactivity construct was not significantly correlated with student perceptions of learning, quality, or engagement. However, the remaining three LOEM constructs (design, engagement, and usability) were significantly correlated with all three student evaluation constructs (Table 5 ). 
Correlation between LOEM and teacher evaluation (LOES-T)
Correlations among the four LOEM constructs and three LOES-T constructs were calculated to determine convergent validity. Both the interactivity and usability constructs were significantly correlated with teachers' evaluation of learning object quality, but not learning or engagement. The design construct was significantly correlated with teachers' assessment of learning and quality, but not engagement. Finally, the engagement construct was significantly correlated with teachers' perceptions of learning, quality, and engagement with respect to learning objects (Table 6 ). 
Predictive validity
Correlation between LOEM constructs and student performance One would predict that high scores in the LOEM constructs should result in increased gains in learning performance associated with the specific learning object in question. Mean class learning performance (percent change from the pre-to the post-tests) was significantly and positively correlated with the interactivity (r =.28; p < .005, n=119), design (r =.43; p < .001, n=116), engagement (r =.37; p < .005, n=84), and usability constructs (r =.40; p < .001, n=120).
Discussion
The purpose of the following study was to develop and assess a multi-component model for evaluating learning objects, based on an extensive review of criteria proposed by learning object theorists (see Table 1 ). Key issues that were targeted included sample population, range of learning objects assessed, theoretically grounded evaluation criteria, reliability, validity, using formal statistics where applicable, and student performance. Each of these issues will be discussed.
Sample population and range of learning objects
The population in this study was a large, diverse, sample of middle and secondary school students spread out over three school districts and 15 schools. This type of sampling is needed to build on previous small scale research efforts and establish generalisations.
The large number of learning objects tested is a significant departure from previous studies and offers evidence to suggest that the usefulness of the LOEM extends beyond a single learning object. While it is beyond the scope of this paper to compare specific types of learning objects used, it is reasonable to assume that the LOEM is a credible evaluation tool for a wide range of these learning tools. However, it should be noted that most of the learning objects were either mathematics or science based. Different results might have been obtained for other subject areas.
Reliability
The internal reliability estimates for the learning object constructs in the LOEM were acceptable (Kline, 1999; Nunally, 1978) , but not exceptional. However, inter-rater reliability for assessing constructs was high, ranging from 94 to 96 percent. More work may be needed to increase reliability for interactivity and design constructs. One suggestion might be to revisit items using pilot interviews to determine sources of variability. Only two of the 24 formal evaluation studies reviewed for this paper offered reliability statistics (Baser, 2006; Kay & Knaack, 2005 ), yet it is argued that reliability is a fundamental element of any evaluation tool and should be calculated for future research studies, if the sample size permits.
Validity
Two of the 24 studies reviewed for this paper offered validity estimates (Kay & Knaack, 2007; Nurmi & Jaakkola, 2006a) . However, it is critical to address validity in any learning object evaluation tool. Three types of validity were considered for this paper: construct, convergent, and predictive.
Construct validity
The principal components analysis revealed four relatively distinct learning object constructs (interactivity, design, engagement, and usability) that were consistent with the criteria (see Appendix A at Kay & Knaack, 2008a) proposed by previous learning object theorists. It should be noted that the majority of items that did not fit into the factor analysis (see Appendix A at Kay & Knaack, 2008a) tended to focus on basic functioning of a learning object (e.g. loading time, quality of video and sound), quality of content, or instructional supports (e.g. help instructions or information about a learning object). Since the teachers in this study selected their own learning objects, it is speculated that they may have filtered out basic problems in a learning object before selecting it. It is reasonable to assume that teachers would choose learning objects that loaded relatively quickly and had good multimedia quality, accurate content, and effective instructional supports. In essence, they were filtering out these variables and that is why they may not have loaded on the four construct model that emerged.
While the factors were relatively distinct, some items loaded on more than one factor construct. For example, learning objects that had 'multimedia that added learning value' loaded on both interactivity and engagement. These exceptions may indicate that defining discrete components is a complex issue and that while the overall structure is consistent with previous research, conceptual overlap may exist among interactivity, design, engagement, and usability. This conclusion is partially supported by the fact that correlations among learning object constructs were significant, but not too high, indicating that interactivity, design, engagement, and usability constructs were related but distinct factors.
Convergent validity
Convergent validity was supported by two tests. First, student estimates of learning, quality and engagement were significantly correlated with three of the four constructs in this model (design, engagement, and usability) . According to the current model, well designed, engaging, easy to use learning objects correlate moderately well with student perceptions of the learning objects.
The second test of convergent validity was to match teacher perceptions of learning, quality, and engagement with the four concept model observed in this study. Overall, teacher ratings of learning, quality, and engagement correlated significantly with the interactivity, design, engagement, and usability constructs, with few exceptions.
Predictive validity
It is reasonable to predict that learning objects that are rated highly in terms of interactivity, design, engagement and/or usability should result in better learning performance. All four constructs showed positive and significant correlations with student performance.
Summary
The LOEM scale for evaluating learning objects was developed from a detailed list of criteria gleaned from a methodical review of the literature (Table 1) . A large, diverse sample was used to test the LOEM multi-component model. A principal components analysis revealed four distinct constructs: interactivity, design, engagement, and usability. These four constructs demonstrated good internal and inter-rater reliability. They also correlated significantly with student and teacher perceptions of learning, quality, and engagement. Finally, all four constructs were significantly correlated with student learning performance. It is reasonable to conclude that the LOEM is reliable, valid, and effective approach to evaluating the effectiveness of learning objects in middle and secondary schools.
Implications for education
The main purpose for this paper was to develop a reliable, valid model tool for assessing learning objects. Ultimately, though, the goal of the LOEM is to help educators increase the pedagogical impact of technology in their classrooms. The LOEM can offer helpful guidance to educators who wish to select effective learning objects. The items presented in Appendix B (see Kay & Knaack, 2008b) offer practical guidance on key features to focus on when selecting a learning object. Learning objects that have good interactivity, clear design, high engagement, easy to use features, and high quality multimedia are most likely to lead to higher teacher and student satisfaction, as well as increased student performance.
One of the main challenges for educators is finding a suitable learning object in a reasonable amount of time. The development of the LOEM scale is a first step to creating learning object evaluation system for identifying effective learning objects. After further testing, the LOEM could be used to rate a series of learning objects in order to reduce educator search time. A database of good learning objects would also help promote reusability. If educators are confident in the LOEM evaluations given, they would be more likely to reuse "tried and true" learning objects, rather than search for or create new ones.
Caveats and future research
This study was designed with careful attention paid to the details of theory and methodology. An attempt was made to develop a learning object evaluation tool that was sensitive to key issues researched over the past ten years. A multi-component, theoretically driven model was developed and tested on a large, diverse sample, using a wide range of learning objects. Nonetheless, there are several caveats that should be addressed to guide future research.
First, strategies chosen to incorporate learning objects in the classroom probably have an impact on effectiveness. For example, a learning object used exclusively as a motivational or demonstration tool, might not have as much impact as a learning object used to teach a new concept. An analysis of instructional strategies could offer additional understanding of how to use learning objects more effectively. Second, tests used to assess performance in this study, were created on an ad hoc basis by individual teachers. No effort was made to standardise measures or to assess reliability and validity. Higher quality learning performance tools should increase the precision of results collected. Third, the learning objects tested in this study focussed primarily on mathematics and science. Markedly different features may be important for other subject areas. Future research should look at more diverse learning objects with respect to subject area. Fourth, the model was used to examine learning objects for grades 4 to 12. More research is needed to see if this model works for higher education, where the class size, maturity and independence of the students, and learning goals may be decidedly different. Fifth, most of the teachers in this study were very comfortable with computers. The scale needs to be tested on a more diverse group of teachers with respect to computer self efficacy and attitudes.
Finally, while there is a good evidence to suggest that interactivity, design, engagement, and usability are key features in selecting learning objects, there is no indication from the results as to how these constructs interact with learning. A cognitive task analysis is needed to determine how each of these constructs contributes to the learning process. For example, individual students could be asked to think aloud while using a learning objects to gather a more profound understanding of how interactivity, design, engagement, and usability influence decision making and performance.
