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Abstract
Wireless communication built upon radio spectrum plays an instrumental role in
today’s modern world. With the explosive growth of mobile data traffic, mobile
cellular networks need more spectrum to boost their system capacity. Long Term
Evolution (LTE) technology leveraging the unlicensed band is anticipated to pro-
vide a solution to address this challenge. However, ensuring fair operation in
terms of spectrum sharing with current unlicensed spectrum incumbents remains
a key challenge for the success and viability of Unlicensed LTE (U-LTE). In par-
ticular, fair co-existence between unlicensed LTE and the Institute of Electrical
and Electronics Engineers (IEEE) 802.11x standard, known as Wi-Fi, remains
a principal concern, due to the ubiquitous, high-throughput and high capacity
nature of both technologies.
This work addresses the problem of modeling and evaluating the coexistence of
LTE License-Assisted-Access (LTE-LAA) in the unlicensed band. The research
work presents a novel analytical model using Markov Chain to accurately model
the LAA Listen-Before-Talk (LBT) scheme, as specified in the final technical
specification 36.213 of the 3rd Generation Partnership Project (3GPP) release 13
and 14. Model validation is demonstrated through numerical and simulation re-
sult comparison. Model performance evaluation is examined and contrasted with
the IEEE 802.11 Distributed Coordination Function (DCF) and analysis results
are subsequently presented and discussed herein. Finally, succeeding model de-
xi
velopment, a comprehensive coexistence performance analysis study is developed
and completed examining the coexistence of homogeneous and heterogeneous
network scenarios consisting of LTE-LAA and Wi-Fi nodes. As a result, the
contribution of this work establishes a novel apparatus that facilitates numerical
analysis of the LTE-LAA LBT mechanism and enables numerical comparison of
future enhancements with the standardized LTE-LAA framework. In addition,
this work delivers a delineating, unequivocal and in-depth examination of the
effects and implications that the LTE-LAA LBT mechanism and its parameters
have on coexistence performance of homogeneous and heterogeneous co-channel
and co-located networks.
xii
Chapter 1
Introduction
It is predicted that global mobile data traffic will increase to nearly 7-fold between
2016 - 2021, reaching a staggering 49 exabytes per month by 2021. [1]. This is
due to the ever changing mix and growth of wireless devices that are accessing
mobile networks worldwide. Compounded by the advent of ubiquitous Internet of
Things (IoT) communications, the continually growing number of wireless users,
new devices in different form factors with increased capabilities and intelligence,
and an increasing number and variety of demanding communication services all
continually being introduced in the market. As a result, the challenge of delivering
and guaranteeing an adequate level of Quality of service (QoS) has increased
several folds. Consequently, high capacity networks and service provisioning of
very high data rates has become an essential requisite needed to meet customers’
expectations. Addressing this challenge has been the focus of wireless researchers
for many years now [2–5]. Nevertheless, a common opinion shared amongst the
various solutions proposed is that more spectrum is needed for cellular operators
to meet the anticipated continually increasing demand [6–8].
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1.1 Motivation
Given the presence of substantial blocks of spectrum resources assigned or planned
to be assigned in the unlicensed band, the spectrum scarcity challenge facing mo-
bile operators can be greatly alleviated by exploiting the unlicensed spectrum.
Accordingly, Unlicensed Long-Term Evolution (U-LTE) has emerged as a leading
candidate solution that is anticipated to address the spectrum scarcity challenge.
However, unlike the licensed spectrum, the unlicensed band is open resource,
and therefore can be used by anyone as long as the basic constraints of trans-
mit power spectral density are satisfied. Consequently, a critical element in the
design of LTE in the unlicensed band rests on ensuring it can operate fairly, in
terms of spectrum sharing, with other unlicensed spectrum incumbents. This has
been proven to be a challenging and critical mandate for the success of U-LTE.
To address this issue, a number of mechanisms have been proposed and devel-
oped that modify LTE and make it more amenable to coexist with other wireless
technologies. These mechanisms include LTE Unlicensed (LTE-U), Licensed-
Assisted-Access (LAA), enhanced-LAA (eLAA), LTE Wireless Local Area Net-
work Aggregation (LTE-WLAN) also known as (LWA), and Multefire. During
the development of these technologies, initial experimentation work assessing
their effects on the performance of 802.11 incumbent wireless networks utilizing
the same unlicensed band, mainly carried out by commercial operators, indicated
minor impact [9–12]. Other experiments, carried out by the research community,
indicated that the performance of Wi-Fi would be seriously affected, all while
the performance of LTE would only be slightly degraded [13–15]. This discor-
dant outcome could be attributed to discrepancies in the experimentation tools
implementing the LTE unlicensed specifications. Furthermore, industry results
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based on simulations or empirical experiments remain independently unverifiable
(as they rely on proprietary tools and resources) and lack an analytical basis
that accords the necessary research transparency. This impasse of dueling posi-
tions signifies the imperative necessity of an analytical modeling framework to be
considered for analyzing and evaluating the proposed specifications. This would
allow accurate transparent analytical assessment of the underlying mechanisms
while eliminating implementation biases that could arise in empirical experimen-
tation.
1.2 Contribution
This research work builds upon the desired mathematical framework. It addresses
the issue of evaluating and modeling LTE-LAA’s Listen-Before-Talk (LBT) mech-
anism and its effect on the coexistence of the technology in the unlicensed band.
The work begins by reviewing candidate coexistence solutions for Unlicensed LTE
that have been proposed, developed and standardized as of date. Then, the work
presents a novel analytical model using Markov Chain that accurately models
the 3GPP LTE-LAA LBT scheme, as specified in the final 3rd Generation Part-
nership Project (3GPP) standard for LAA which has been additionally adopted
in the Multefire specification as well. Model validation is demonstrated through
numerical and simulation result comparison and performance evaluation is con-
ducted between the LAA-LBT and the Institute of Electrical and Electronics
Engineers (IEEE) 802.11 Distributed Coordination Function (DCF). Further-
more, following model development, a comprehensive coexistence analysis study
of both homogeneous and heterogeneous network scenarios involving LTE-LAA
Evolved Node Bs (eNB) and Wi-Fi Access Points (APs) is carried out. Results
3
are subsequently presented and discussed herein.
The investigations of this dissertation have produced the following contributions
to our field:
1. The work establishes a novel and accurate analytical model that enables
numerical analysis of the LTE-LAA coexistence mechanism as defined in
the final standardized technical specification (TS) 36.213 of 3GPP release
13 and 14. This is in response to the need for a mathematical framework
that facilities coexistence performance analysis of the newly standardized
technology, aiding in the early evaluation and understanding of the technol-
ogy performance, taking into account the lack of any commercial or open
source tools or equipment that implement the standard as of date. Further-
more, the developed model enables future modifications and enhancements
to be contrasted with the current standardized LTE-LAA LBT framework.
2. The work expounds the LTE-LAA LBT and delineates the effects of the
standardized coexistence mechanism and its newly introduced operational
parameter and their interactions through a detailed examination. The out-
come of this provides an unequivocal and clear understanding of the impli-
cations and effects on the coexistence mechanism performance.
3. The work details a comprehensive coexistence analysis study completed for
both homogeneous and heterogeneous networks, clearly identifying when
the LTE-LAA LBT mechanism will obtain increased performance gain over
co-channel incumbents and the effects on both co-channel and co-located
networks.
The balance of this dissertation is organized as follows: The following section
presents the background and related work exposition on LTE coexistence in the
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unlicensed band. Chapter 2 provides a brief overview of the unlicensed band
regulations, the 802.11 standard, and the candidate coexistence solutions that
have been standardized. Chapter 3 presents the proposed analytical model of
LTE-LAA LBT, demonstrates validation work through numerical and simulation
analysis and presents a performance evaluation of LAA-LBT by means of the
proposed model contrasted with the 802.11 DCF. Chapter 4 presents a coex-
istence performance analysis of both homogeneous and heterogeneous networks
consisting of LTE-LAA eNB nodes and WiFi APs. Finally, chapter 5 concludes
the dissertation.
1.3 Background and Related Work
With the initial consideration of permitting licensed LTE to supplement its down-
link with unlicensed spectrum, various early experimentation work clearly indi-
cated that the established LTE technology would unfairly occupy the unlicensed-
band and induce adverse effects on current unlicensed-band occupants [16–18].
This impelled research to ensue in attempt to address the challenge of coexistence.
However, with two distinct global-market regulatory constraints i.e. (regions hav-
ing no LBT restriction, and other regions requiring LBT), two distinct research
directions developed: The first direction matured into what is now termed LTE-
U. This position assumes no LBT constraint and is currently adopted by the
LTE-U Forum [19]. This approach can readily apply 3GPP release 10, 11 & 12
enhancements coupling them with coexistence methods that monitor band oc-
cupancy and attempt to replicate channel retention/idle time in their resource
allocation mechanisms through duty cycling [20].
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The second research direction, namely LTE-LAA, has been standardized in 3GPP
release 13. It was further enhanced in 3GPP release 14 and includes LBT as a
core mandate. Recently, techniques to improve the LBT procedure for LTE-LAA
have been a very active research topic. LBT provides coexistence by enabling
channel sensing and dynamic spectrum access as recommended by 3GPP for
unlicensed operation. Initial considerations for LAA examined adopting 802.11’s
DCF founded on Carrier Sense Multiple Access/Collision Avoidance (CSMA/CA)
as basis for LTE-LAA coexistence. However, the drawbacks of not fully exploiting
the enhancements of LTE in terms of improved spectral efficiency, low network
overhead, and high throughput motivated the consideration of an alternative ap-
proach [21,22]. Consequently, solutions ventured to adopt Wi-Fi’s DCF and per-
form suitable optimization to its parameters, mainly focusing on the contention
window (CW) size, number of backoff stages, frames per Transmission Opportu-
nity (TxOP), and Arbitration Inter-Frame Spacing (AIFS). Accordingly, several
solutions were proposed in literature: [21] Proposed a smaller CW size for LAA
nodes that ensures higher spectrum access probability, less spectral access delay
and higher throughput. However, results indicated LTE attained an unfair ad-
vantage over Wi-Fi whose performance significantly decreased as the number of
LTE nodes over the same unlicensed channel increased. In [22], authors defined
“graceful coexistence”, as the condition in which the performance of an individual
node under a network scenario with m Wi-Fi APs and n cellular Base Station
(BS)s is not worse than that under a network scenario with only m + n Wi-Fi
APs. They solved for an optimal CW size that maximizes the total throughput
of the two networks for various data rates and number of nodes. In their solution
they utilized a fixed value backoff. In [23] a simplified version of CSMA was pro-
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posed where the contention window size was fixed and each time the eNB would
choose a random back-off counter uniformly from the same contention window.
Moreover, they also proposed a data rate multi-stage back-off scheme, where the
eNB would go to a lower data rate stage upon packet collision. Finally, the eNB
was allowed to transmit multiple subframes consecutively without the need to
sense the channel again. This solution insured higher channel access probability
for LAA. However, results also indicated it significantly deteriorated WiFi perfor-
mance especially as the number of LAA nodes increased. Distinct from previous
work, the following solutions assumed LTE stations exchange load configuration
information and can infer the accurate number of WiFi stations operating nearby.
In [24], an adaptive CW size was proposed where the CW was adjusted based on:
1) the available licensed bandwidth, and 2) the traffic generated by the Wi-Fi
network. The CW adjustment was done to maintain a constant collision probabil-
ity to the Wi-Fi system. [25] Proposed LBT coexistence with TxOP backoff. In
this method researchers proposed an adaptive CW and an exponential number of
backoff LTE subframes that can be transmitted in a single TxOP. Coexistence is
therefore acheived by decreasing the number of subframes transmitted per TxOP
as the load of the WLAN increases, in turn lowering LTE’s channel occupation.
Authors in [26] applied an adaptive exponential CW backoff. The CW adjustment
considers channel occupancy, channel condition and cell load by constructing a
constrained optimization problem and solving it using a genetic algorithm. Au-
thors in [27] performed a similar analysis with the aforementioned inter-node
information exchange, and proposed finding an optimal CW every fixed amount
of time that depends on the transmission latency as a quality of service (QoS)
indicator, by solving a gradient approaching algorithm they designed. [28] Im-
plemented Wi-Fi DCF with the following changes: 1) Instead of an exponential
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backoff, they utilized a linear backoff, and 2) They also set a maximum chan-
nel occupancy period for transmission. Few papers were found in literature that
proposed a solution aberrant of the DCF. However, some authors examined the
interference caused by LTE-LAA as in [29], who proposed adaptive power and
bandwidth adjustment to guarantee fair coexistence between a standalone LTE
system and WiFi. Authors in [30] proposed a modified Medium Access Control
(MAC) protocol for LAA co-existence. In this protocol, a CSMA like LBT tech-
nique for LAA in synchronous mode and asynchronous mode was proposed. [31]
Exploited frequency reuse between neighboring LAA nodes to reduce interference
and allow both systems to coexist. Finally, [32] proposed dynamically switching
between traffic oﬄoading and resource sharing schemes, transferring WiFi users
to LAA to relinquish some unlicensed resources.
The body of this research work guided the development of the 3GPP study item
published in 2015; known as technical report 36.889 [33]. This report was the
first official document to specify LTE-LAA’s operation and has been the basis of
research material assessing LTE-LAA’s performance [34–37]. The report defines
two operation modes:
1) LBT without random backoff (frame-based LBT) which utilizes a fixed
CW window,
2) LBT with a binary exponential CW random backoff (load-based LBT),
identical to 802.11’s DCF, for coexisting with other incumbents in the un-
licensed band.
Nevertheless, the final release 13 3GPP standard specification of TS 36.213 [38]
redefined the LBT mechanism adopted in LTE-LAA. Despite it being described
to “fundamentally resemble” WiFi’s DCF, a specific difference mentioned, alters
8
the operation of LAA’s LBT in comparison to Wi-Fi. This alteration has not
been addressed in research work which aims to model the performance of LTE-
LAA [15, 36, 39–45]. This shortcoming in literature is indicated in the work
found in [46]. However, the authors propose a model that does not conform to
the final specification. Transition from every contention window value to the
subsequent contention stage is allowed in the their model, contrary to the defined
standard. Furthermore, for simplicity, their proposed model only accounts for a
specific case of the newly defined K parameter (described fully in the subsequent
chapter). Lastly, a collaboration effort between the University of Washington
and the University of Chicago found in [47] reports in regards to LTE-LAA:
“Despite significant efforts led by industry, there does not exist as yet a credible
analytical model for investigating the coexistence mechanism proposed by 3GPP”.
However, authors note that their analysis does not investigate fair sharing of
coexistence which is evident in their use of technology specific data rates in
their expressions and analysis work. This deficiency creates an imbalance in
actual channel usage time, and results in imprecise interpretation of coexistence
fairness. Furthermore, authors assume that Wi-Fi’s maximum contention stage
occurs for only one additional retransmission which does not conform to the
Wi-Fi standard [48]. The paper does not consider inter-network transmission in
their expressions for probability of successful transmission, and authors do not
investigate homogeneous network coexistence.
In summary, a proper evaluation of Wi-Fi and LTE-LAA LBT coexistence as
standardized by 3GPP is still outstanding. The work presented in this disserta-
tion fills this gap. Our work delineates this key fundamental difference between
WiFi’s DCF and LTE-LAA LBT as described in TS 36.213 of 3GPP rel. 13 and
14. A novel Markov Chain that accurately models the standardized LAA-LBT
9
is developed and presented. Lastly, by means of the developed model, a com-
prehensive coexistence performance evaluation of LAA-LBT and 802.11 DCF is
carried out, discussed and presented herein.
10
Chapter 2
LTE in the Unlicensed Band
Worldwide, nation states predominantly consider RF spectrum as a country’s
exclusive property and one of its national resources, much like land, water, air,
oil, gas and minerals. Unlike these, however, RF is a reusable resource. Accord-
ingly, a considerable amount of bandwidth has been globally allocated to provide
unlicensed access for short range radio transmissions. These bands, known as
the “Unlicensed Spectrum bands”, are allocated in different parts of the radio
spectrum and are used for a wide variety of applications. The frequency band of
current interest for LTE deployment at the time of writing this dissertation is the
5-GHz band. Here there are several hundred MHz of spectrum bandwidth avail-
able, although the exact bands available depend upon the country in question.
The total of unlicensed spectrum band that is available is comparable to or even
more than the amount of the licensed bands used by cellular mobile networks.
Figure 2.1 illustrates a bar plot of the available unlicensed bands in the United
States (US) region. We observe that the total bandwidth potentially available for
use in the 5-GHz Unlicensed National Information Infrastructure (U-NII) radio
band is up to 580 MHz .
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Figure 2.1: Available Unlicensed Spectrum in the USA.
2.1 Unlicensed Spectrum
Because radio signals propagate beyond national borders, governments have long
sought to harmonise the allocation of RF bands and their standardization efforts.
Globally, the International Telecommunication Union (ITU), part of the United
Nations (UN), is the governing body that coordinates the use of both the RF
spectrum and space satellites among nation states. This is accomplished through
ITU’s three Sectors [51]:
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1. The Radiocommunication Sector (ITU-R): Responsible for spectrum man-
agement principles, techniques, general principles of sharing, spectrum mon-
itoring and long-term strategies for spectrum utilization.
2. The Telecommunication Standardization Sector (ITU-T): develops interna-
tionally agreed technical and operating standards.
3. The Telecommunication Development Sector (ITU-D): fosters the expan-
sion of telecommunications infrastructure in developing nations throughout
the world.
National service allocations, however, fall within the responsibility of the appro-
priate national administration. In the U.S, spectrum is managed either by the
Federal Communications Commission (FCC) for non-governmental applications,
or by the National Telecommunications and Information Administration (NTIA)
for governmental applications.
Globally, the two most widely used unlicensed bands are the 2.4-GHz and 5-GHz
bands, illustrated in figures 2.2, 2.3 and 2.4. These two bands have their own
advantages and disadvantages in various perspectives. The 5-GHz band provides
faster data rates at a shorter distance, whereas the 2.4-GHz band offers coverage
for greater distances but supports lower rates. Nevertheless, the selection of the
5-GHz band for U-LTE technologies (rather than the 2.4 GHz band) is mainly
due to the following reasons:
1. The Availability of More Channels: The 2.4-GHz band has 14 de-
fined channels, each 20-MHz wide (In the USA, only 11 of those channels
are available, and in Europe only 13). However, those channels excessively
overlap with one another. Due to this overlapping, the maximum possible
13
number of parallel independent connections is limited to 3 channels (chan-
nels 1, 6, and 11). In contrast, the 5 GHz band has 21 non-overlapping, 20
MHz channels (or 9 non-overlapping 40 MHz channels). Figure 2.2 illus-
trates the available 2.4GHz Industrial Scientific and Medical (ISM) Band
per region, respectively. Figure 2.3 illustrates the U.S. available 5-GHz ISM
Band .
2. Less Interference Present: The 2.4-GHz ISM band is increasingly over-
crowded, in comparison to the 5-GHz band. This is due to the presence
of many existing Wi-Fi devices and consumer products operating numer-
ous wireless radio technologies, including microwave ovens, cordless phones,
and wireless body and personal area devices.
3. Improved Performance: The 5-GHz band operates on a larger spectrum
and does not suffer the aforementioned overcrowding allowing for much
better spectrum efficiency and higher data rates.
Figure 2.2: The 2.4 GHz ISM Band. [52]
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Figure 2.3: The 5-GHz Unlicensed Band. [53]
Figure 2.4: The FCC Designated U-NII Bands. [54]
2.2 Regulatory Overview
The Unlicensed National Information Infrastructure is part of the Code of Federal
Regulations (CFR), which establishes the FCC’s rules for operating the 5-GHz
band. In can be found in CFR, Title 47, Part 15 - Radio Frequency Devices,
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Subpart E - Unlicensed National Information Infrastructure Devices [55]. In
addition to the basic frequency limits, the use of the 5GHz bands for applications
carries some regulatory requirements.
1) - Transmission Power limits: Limits are set per band i.e. (U-NII 1, U-NII
2, U-NII 2 extended and U-NII 3/ISM). In general, the guidelines restrict client
devices to a maximum power limit of 250mW and access points to a limit of 1W.
In addition, guidelines are set for antenna directional gain and maximum power
spectral density requirements.
2) - Transmission Power Control (TPC): Mandated for U-NII 2 [5.25-5.35
GHz] and U-NII 2 extended [5.47-5.725 GHz] devices for systems with an Equiva-
lent Isotropically Radiated Power (EIRP) of more than 500 mW. The idea of the
mechanism is to automatically reduce the used transmission output power when
other networks are within range. The power level reduction of a single device
should be at least 3 dB (half of the power).
3) - Dynamic Frequency Selection (DFS): Mandated for U-NII 2 [5.25-5.35
GHz] and U-NII 2 extended [5.47-5.725 GHz] devices. Requires the transmitter
to continually asses whether the spectrum is used. If such usage is detected the
transmitter must vacate the frequency within a specific time (e.g. 10s) and not
use it again at least a certain time (e.g. 30 mins) [56]. The purpose is to avoid
co-channel operation with radar systems.
4) - Channel Access Mechanisms: Finally, in several regions around the world,
particularly Japan and Europe, standardization bodies such as the European
Telecommunications Standards Institute (ETSI) add additional requirements to
avoid channel collisions when two or more than two devices transmit simulta-
neously in the same channel. These channel access mechanisms are known as
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Listen-Before-Talk strategies and are required to be employed. They are broadly
divided into 2 types:
1. Frame-Based-Equipment LBT Mechanism (FBE):
The frame-based LBT transmission structure is not demand driven, but
instead it follows a deterministic timeline. Transmissions can only happen
at specific times termed the Channel Occupancy Time (CoT), which ranges
between a minimum and maximum duration, (e.g. [1- 10] ms). An illustra-
tion is depicted in Figure 2.5. As a result, the Clear Channel Assessment
(CCA) window also has to be fixed. If the channel is free, then the data is
transmitted immediately. If the CCA fails, the transmitter has to relinquish
the channel and wait for the next CCA opportunity. Also, an Idle Period
(IP) more than 5% of the channel occupancy time is mandatory to leave
an oppurnintity for other competitors to access the channel. A flowchart
illustrating the process is depicted in figure 2.6.
Figure 2.5: Illustration of frame-based LBT, where transmission obeys a fixed
time-line with a constant period T. [37]
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Figure 2.6: Simplified flowchart of FBE LBT mechanism
2. Load-Based-Equipment LBT Mechanism (LBE):
For load-based transmission as illustrated in Figure 2.7, the transmission
time is not fixed. The CCA is performed continuously without abiding by
any frame boundaries until it succeeds. At this time, a random back-off (or
CCA countdown) timer N is set off to perform an Extended CCA (ECCA)
to introduce randomness among competitors for collision avoidance. The
random-backoff timer is decremented when a CCA slot succeeds; otherwise,
the timer remains frozen. Figure 2.8 illustrates a simplified flow chart of
the LBE LBT mechanism.
Figure 2.7: Illustration of load-based LBT, where the CCA duration is random,
resulting in a variable transmission timeline. [37]
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Figure 2.8: Simplified flowchart of LBE
2.3 Wi-Fi
In 1997, the Institute of Electrical and Electronics Engineers (IEEE) introduced
the very first version of an ethernet-based Wireless Local Area Network (WLAN)
protocol, designated as the 802.11 wireless network standard, and commonly
known as Wi-Fi. This first version of the standard provided a low data rate of
up to 2 Mbps in the 2.4GHz frequency band and included several media access
control (MAC) and physical layer (PHY) technologies that collectively facili-
tated wireless access and transmission operation. Over the years, many amend-
ments have been introduced to the standard that enhance its capacity and add
agility and robustness to the technology. The basic 802.11 MAC layer defined
a contention-based channel access mechanism, known as the Distributed Coor-
dination Function (DCF), to exchange data, control and management frames
and share the medium between multiple stations operating the unlicensed band.
DCF relies on CSMA/CA and an optional 802.11 Request-to-Send (RTS)/ Clear-
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to-Send (CTS) messaging scheme for operating and sharing the spectrum. The
Point Coordination Function (PCF) is another contention mechanism defined in
the initial 1997 802.11 standard, and is available only in “infrastructure” mode.
In this mode APs send beacon frames at regular intervals. Between these bea-
con frames, PCF defines two periods: the Contention Free Period (CFP) and
the Contention Period (CP). In the CP, DCF is used. In the CFP, the AP
sends Contention-Free-Poll (CF-Poll) packets to each station, one at a time, to
give them the right to send a packet. In 2005, IEEE 802.11e-2005 or 802.11e
approved an amendment to the IEEE 802.11 standard that defined a new set
of quality of service (QoS) enhancements for wireless LAN applications through
modifications to the media access control layer. The first QoS design change im-
plemented as part of the 802.11e amendment replaced the one-size-fits all DIFS
for all data and management frames, with an Arbitration Inter-Frame Spacing
(AIFS), which is dependent on the Access Category (AC) of the frame awaiting
transmission. The second major QoS design change implemented as part of the
802.11e amendment was a new coordination function: the hybrid coordination
function (HCF). Within the HCF, there are two methods of channel access, sim-
ilar to those defined in the legacy 802.11 MAC: HCF Controlled Channel Access
(HCCA) and Enhanced Distributed Channel Access (EDCA). The HCF (hybrid
coordination function) controlled channel access (HCCA) works a lot like PCF.
However, in contrast to PCF, in which the interval between two beacon frames
is divided into two periods of CFP and CP, the HCCA allows for CFPs being
initiated at almost anytime during a CP. The EDCA, however, was defined as
an extension to the DCF. It modifies the CCA procedure by setting a different
maximum CW size to each QoS class based on the defined traffic AC. The main
components of the 802.11’s DCF mechanism are the following:
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2.3.1 Interframe Spacing (SIFS, PIFS, and DIFS)
There are currently three interframe space (IFS) timers defined in the 802.11
standard as shown in figure 2.9:
 Short interframe space (SIFS)— is the amount of time required for a wireless
interface to process a received frame and to respond with a response frame.
 DCF interframe space (DIFS)— is the duration a station must sense the
medium to detremine if it is idle or not.
 PCF interframe space (PIFS)— used in the point coordination function,
it enables an access point to wait for PIFS duration rather than DIFS to
occupy the wireless medium. PIFS duration is less than DIFS and greater
than SIFS (DIFS > PIFS > SIFS). Hence an AP operating in the PCF will
always have more priority to access the medium.
The interframe spaces (SIFS, PIFS, and DIFS) allow 802.11 to control which
traffic gets first access to the channel after carrier sense declares the channel to be
free. Generally, 802.11 management frames and frames not expecting contention
(a frame that is part of a sequence of frames) use SIFS, and data frames use
DIFS.
2.3.2 Random backoff (contention window)
When a data frame using DCF is ready to be sent, it goes through the following
steps:
1. The station generates a random backoff number between 0 and a minimum
contention window (CWmin).
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Figure 2.9: Wi-Fi Inter-frame Spaces [58]
2. The station waits until the channel is free for a DIFS interval.
3. If the channel is free, the station begins to decrement the random backoff
number, for every slot time that the channel remains free.
4. If the channel becomes busy, such as another station getting to 0 before
the current station, the counter decrement stops and Steps 2 through 4 are
repeated.
5. If the channel remains free until the random backoff number reaches 0, the
frame can be sent
In this mechanism, the process of listening to the channel prior to transmission is
the procedure known as Clear Channel Assesment (CCA). The listening period
is composed of the DCF DIFS and the random Contention Window (CW) drawn
from a maximum CW size that increases exponentially each time a retransmission
occurs due to collision. Collision is detected by the absence of an acknowledgment
(ACK) frame. The ACK frame is transmitted by the receiving station in SIFS
time to indicate correct reception and decoding of the data frame. Figure 2.9
illustrates an example of this procedure for four contending stations in a network.
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Figure 2.10: Wi-Fi CCA Backoff Procedure Depicting Four Contending Stations
[57]
2.3.3 CWmin, CWmax, Retries and Contention Window
Scaling
Contention window scaling between CWmin and CWmax occurs as follows in the
802.11 standard:
For the first transmission attempt, the random backoff timer is set to a value
between 0 – CWmin. Only when a retransmission is required due to the lack of a
returned frame acknowledgement will the possible range grow. For the first and
each subsequent retransmission attempt, the contention window will double by
a power of 2. This is called binary exponential backoff. Once the window grows
to CWmax, it will grow no further. Subsequent retransmission attempts will
use the largest contention window range when selecting a random backoff timer
value until the frame is either successfully transmitted (and acknowledged) or the
maximum number of retransmission attempts is reached (typically somewhere
between 8 and 64 attempts. (e.g. Cisco APs default to 64 attempts [58]). Figure
2.11 illustrates this procedure
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Figure 2.11: Wi-Fi ECCA contention window scaling [58]
2.4 LTE
Considering the regulations imposed on the unlicensed band, existing licensed
LTE system techniques employed cannot be directly used for unlicensed band
operation. LTE is designed based on the assumption that one operator has ex-
clusive control of a given spectrum. Hence, it will immediately and continuously
transmit with a minimum time gap when data traffic is available. Moreover,
and in addition to its non-periodical transmissions, LTE also has recurrent trans-
missions that transfer a variety of control and reference signals. All this makes
extending LTE to the unlicensed band by no means a straightforward process.
Consequently, different mechanisms have been developed to adapt LTE and make
it more pliable to coexist with current incumbents of the unlicensed band. The
following presents an overview of these mechanisms and the techniques they have
adopted to achieve “fair” coexistence with other unlicensed band technologies.
24
2.4.1 LTE-U
LTE-U was first introduced by Qualcomm, and later standardized by the LTE-U
Forum in 2015 [59]. It is fully compatible with 3GPP Release 10/11, leverages
the carrier aggregation technology of 3GPP Release 10 and allows only down-link
transmissions in the unlicensed national information infrastructure radio bands
(5-GHz band). In order to coexist with current wireless devices operating in this
radio band and other LTE-U eNBs, LTE-U employs three separate mechanisms
[59–61]:
Dynamic Channel Selection (DCS): DCS enables an LTE-U station to
identify and select a “clean” channel for Supplemental Downlink (SDL) trans-
missions. A clean channel refers to a channel that is not used by any systems in
the vicinity of the LTE-U eNB performing the scan. To achieve DCS, channel
measurements are performed at the initial power-up and periodically during SDL
operation. Interference is measured using the energy detection method which is
agnostic to the type and number of interference sources present.
Carrier Sense Adaptive Transmission (CSAT): When no clean channel
can be found during the scan process, LTE-U uses a mechanism named Carrier
Sense Adaptive Transmission (CSAT) to coexist with current channel incum-
bents. The CSAT mechanism is based on duty—cycling. In this mechanism,
the LTE-U station “profiles” the channel. This means the station monitors the
channel utilization and then adaptively adjusts two duration timers; “on-time”
and “off-time” durations. During “off-time”, the LTE-U eNB ceases all its trans-
missions. Continuous LTE tranmissions follow during the “on-time” duration.
This process repeats periodically with the period ranging from 20—100 msec as
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shown in figure 2.12
Figure 2.12: LTE-U CSAT operation
Opportunistic Secondary Cell Switch-off: Since the anchor carrier in the
licensed band is always available, the SDL carrier in the unlicensed band can be
used on an opportunistic basis. This means the SDL carrier is turned off when
traffic load is low and can be managed by the licensed carrier alone, or when there
is no user within the unlicensed band coverage area. This achieves interference
mitigation from continuous Reference Signal (RS) transmissions from LTE-U in
the unlicensed channel.
Figure 2.13 depicts the flowchart of LTE-U coexistence operation employing the
aforementioned mechanisms. First, ‘Channel Selection’ enables an LTE-U cell to
choose an unoccupied channel. This ensures the interference is avoided between
the eNB cell and its neighboring devices and other LTE-U cells, provided an
unused channel is available. In the event that no clean channel is available, CSAT
is used to apply adaptive Time Division Multiplexing (TDM) transmissions based
on long-term carrier sensing, defined to be “around 10’s of msec to 200msec and
according to the observed medium activities” [61]. Finally, the SDL transmissions
can be made opportunistically based on the traffic demand.
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Figure 2.13: LTE-U Co-existence Mechanism Flow Chart [61]
2.4.2 LTE-LAA
LTE-LAA is the second mechanism developed for deploying LTE in the unli-
censed band. It was standardized by 3GPP in Release 13, and later enhanced in
3GPP Release 14 (eLAA) to support uplink operation. It is the first standardized
mechanism that supports both downlink (DL) and uplink (UL) transmissions and
employs LBT as the primary coexistence mechanism. Carrier aggregation with at
least one Secondary Cell (SCell) has been specified, with operation limited to the
globally available 5-GHz unlicensed spectrum. 3GPP release 13 defines two tech-
nical reports (TR 36.889 [33] & TR 36.789 [62]) and six technical specifications
(TS 36.300 [63], TS 36.211 [64], TS 36.104 [65], TS 36.141 [66], TS 36.133 [67]
& TS 36.213 [38]) that collectively standardize LTE-LAA. A brief description of
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each follows: TS 36.300 [63] gives an overall description of the release Evolved
Universal Terrestrial Radio Access (E-UTRA) and Evolved Universal Terrestrial
Radio Access Network (E-UTRAN) which define the radio operational aspects
of LAA. TR 36.889 [33] is the initial study item on LAA to the unlicensed
spectrum. This report specifies regulatory requirements for the unlicensed band
per region, an LAA carrier aggregation feasibility study, deployment scenarios
for LAA, design targets and functionalities and finally coexistence evaluations
and results. TR 36.789 [62] specifies the evaluation methodology for multi-node
coexistence. This technical report explains how to conduct multi-node tests in-
volving two Rel-13 LAA BSs or one Rel-13 LAA BS and one other wireless system,
e.g. IEEE 802.11 system to make sure that the two systems can co-exist in the
same unlicensed spectrum. TS 36.211 [64] Chapter 4, defines a new frame struc-
ture type 3 applicable to LAA secondary cell operation with normal cyclic prefix.
TS 36.104 [65] specifies carrier aggregation of component carriers in different
operating bands. Chapter 9 presents channel access parameters for LTE-LAA.
TS 36.141 [66] Chapter 9, specifies eNB conformance testing procedures for
LBT. Conformance testing is used to verify the accuracy of the energy detection
threshold, Maximum Channel Occupancy Time (MCOT) and minimum idle time
under normal operating conditions in regards to LAA operation.TS 36.133 [67]
specifies requirements for support of radio resource management for LAA under
frame structure 3. TS 36.213 [38] Chapter 15, defines the channel access proce-
dure and LBT mechanism for LAA.
Release 13 intends LAA to be a global solution framework that achieves effective
and fair coexistence with Wi-Fi and adjacent LAA networks deployed by different
operators. Accordingly, LTE-LAA technology supports: 1) LBT, 2) Discontin-
uous transmission on a carrier with limited maximum transmission duration, 3)
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Dynamic frequency and carrier selection, 4) Transmit power control and 5) Radio
Resource Management (RRM) measurements.
Table 2.1: Mapping Between Channel Access Priority Classes and QCI
Channel Access Priority Class QCI
1 1, 3, 5, 65, 66, 69, 70
2 2, 7
3 4, 6, 8, 9
4 -
LAA-Listen Before Talk:
LAA applies LBT before transmitting on a SCell. The transmitter senses the
channel to determine whether the channel is free or busy. If the channel is
determined to be free, transmission may occur. Therefore in LTE-LAA, the
configured set of serving cells for a User Equipment (UE) always include at least
one SCell operating in the unlicensed spectrum. For downlink LAA, four Channel
Access Priority Classes (CAPCs) are defined [38]. The smaller the LBT priority
class number, the higher the priority. Table 2.1 depicts which CAPC should be
used by traffic belonging to different standardized Qos Class Indicators (QCIs)
[68]. LAA mandates that after a successful LBT, if a Downlink (DL) burst within
a Physical Downlink Shared Channel (PDSCH) is transmitted, the transmission
duration shall not exceed the Maximum Channel Occupancy Time (MCOT) per
CAPC denoted Tmcot,p. The values of Tmcot,p are shown in table 2.2 [38].
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Table 2.2: Channel Access Priority Class for LTE-LAA DL
Priority Class (p) mp CWmin,p CWmax,p Tmcot,p allowed CWp sizes
1 1 3 7 2 ms 3,7
2 1 7 15 3 ms 7,15
3 3 15 63 8 or 10 ms 15,31,63
4 7 15 1023 8 or 10 ms 15,31,63,127,255,511,1023
The defer duration Td, which is the minimum time a node has to wait after
the channel becomes idle, is equal to a fixed duration Tf = 16µs, plus (mp)
consecutive number of time-slot durations Tsl = 9µs which are identical to
WiFi’s time-slot. The value of mp can be found in table 2.2 according to each
priority class. Minimum contention window size, CWmin,p and maximum con-
tention window size CWmax,p per priority class are also shown in table 2.2, where
CWmin,p <= CWp <= CWmax,p. For p = 3 and p = 4, if the absence of any other
technology sharing the carrier can be guaranteed on a long term basis (e.g. by
level of regulation), Tmcot,p = 10ms, otherwise, Tmcot,p = 8ms.
The LBT mechanism of LTE-LAA is said to fundamentally resemble the CSMA/CA
of a 802.11. Before transmitting, the eNB performs Clear Channel Assessment
(CCA) using energy detection. The equipment observes the operating channel for
the duration of Td. The operating channel is considered occupied if the energy
level in the channel exceeds a threshold XTh during any slots of the duration
Td. If the equipment finds the channel to be clear, and the backoff counter N
is equal to zero, it may transmit immediately. If the equipment finds an oper-
ating channel occupied, it must not transmit, and instead it must perform an
Extended CCA (ECCA) check in which the operating channel is observed for a
random duration. Algorithm 1 on page 31 delineates a pseudo-code representing
the LTE-LAA LBT mechanism.
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Algorithm 1 LAA LBT Mechanism
1: global variables
2: N = Ninit ∈ [0,CWp] random uniform back-off counter.
3: end global variables
4: procedure LBT
5: CCA:
6: for Td = Tf + (mp · Tsl)µs do sense channel
7: if Energy detected < XTh then
8: Check Backoff counter N:
9: if N == 0 then
10: Transmit
11: else
12: goto ECCA Step 3)
13: else
14: goto ECCA Step 1)
15: ECCA:
16: Step1):
17: Generate N = Ninit
18: Go to step 4)
19: Step2):
20: for Td = Tf + (mp · Tsl)µs do sense channel
21: if Energy detected < XTh then
22: goto ECCA Step 3)
23: else
24: goto ECCA Step 2)
25: Step3):
26: for Tsl = 9µs do sense channel
27: if Energy detected < XTh then
28: N = N − 1
29: goto ECCA Step 4)
30: else
31: goto ECCA Step 2)
32: Step4):
33: if N == 0 then
34: Transmit
35: else
36: goto ECCA Step 3)
Contention Window Adjustment:
CW is adjusted based on the Hybrid Automatic Repeat Request (HARQ) Ac-
knowledgment (ACK) feedback. HARQ-ACK feedback can take a value from
ACK, Negative Acknowledgment (NACK), and Discontinuous Transmission (DTX).
ACK refers to the situation of correct reception, NACK refers to the situation
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where control information (i.e., Physical Downlink Control Channel (PDCCH))
is correctly detected but there is an error in the data (i.e., PDSCH) reception,
and DTX refers to the situation when a UE misses the control message con-
taining scheduling information (i.e., PDCCH), rather than the data itself (i.e.,
PDSCH). No HARQ-ACK feedback and DTX are considered as NACK. Further-
more, bundled HARQ-ACK across M subframes are considered as M HARQ-ACK
responses. Accordingly, CWp is adjusted in a similar manner to Wi-Fi DCF. Set-
ting CWp = CWmin,p according to the traffic priority class, when at least four
fifths of all HARQ-ACK values corresponding to PDSCH transmission(s) in the
reference subframe are NACK then CWp is increased to the next higher allowed
value for that specific priority class according to table 2.2. This corresponds to
increasing the backoff stage for retransmissions.
The key difference between Wi-Fi and LAA is found in the contention window
adjustment procedure, and occurs when the contention window size Wp reaches
the maximum value allowed Wmax. In Wi-Fi this value is retained as long as
collisions continually occur in re-transmissions. Once a certain number of re-
transmissions have been attempted (e.g. 16) and if packet collision occurs, the
transmitted packet is discarded. In contrast, LAA-LBT specifies a K parameter
value in the standard. This value is set by each operator and ranges between 1
and 8. It dictates how many times Wmax may be used. Once K re-transmissions
have been attempted, LAA-LBT resets Wp to Wmin and re-transmission ensues.
Here lies the fundamental difference between both standards.
2.4.3 LWA
LWA, standardized in 3GPP Release 13, is the third mechanism developed for
deploying LTE in the unlicensed band. LWA emerged as an unlicensed LTE al-
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ternative to LTE-U and LAA systems which require a significant investment in
terms of additional hardware (LTE-U/LAA enabled eNBs and UEs) [69]. Fur-
thermore, in contrast to LTE-U and LAA, LWA permits prompt deployment
using current technology already commercially available, leveraging the existing
LTE and Wi-Fi infrastructures. For LTE data transmissions in the unlicensed
band, LWA uses Wi-Fi based medium access and physical layer. This is achieved
by splitting the LTE payload at the higher layers into two classes — one trans-
mitted over licensed spectrum bands using the LTE radio, while the other class
of traffic is transmitted over unlicensed spectrum using the Wi-Fi radio. As a
result, problems arising due to differences in the channel access mechanisms of
LTE and WiFi can be alleviated. A conceptual operation architecture of an LWA
system is shown in figure 2.14 taken from [70].
Figure 2.14: LWA Operation Architecture [70]
The LWA eNB performs splitting of the Packet Data Convergence Protocol
(PDCP) packets at the PDCP layer, and transmits some of these packets over the
LTE air interface, while the remaining are transmitted through the Wi-Fi AP af-
ter encapsulating them in Wi-Fi frames. These packets can then be reassembled
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at the PDCP layer of the LWA UE.
2.4.4 Multefire
MulteFire is the fourth mechanism developed for deploying LTE in the unlicensed
band. Standardized by the MulteFire alliance in specification release 1.0 in De-
cember 2016 [71]. It builds upon the enhancements of 3GPP releases 13 and 14.
It adopts the LBT procedure of LTE-LAA for coexistence. However, in contrast
to all previous mechanisms, it is designed to operate solely in the unlicensed band
without the use of a primary anchor in the licensed spectrum [72]. MulteFire is
primarily envisioned for entities that have limited or no access to licensed spec-
trum bands, while giving these entities the benefits of LTE technology. Moreover,
MulteFire can also be used by mobile service providers that already have access
to licensed spectrum in order to augment their network capabilities. There are
two types of architectures defined in the specification [72,73]:
Neutral Host Network Access Mode: Neutral Host Network (NHN) Access
Mode is a self-contained network deployment that provides access to local Internet
Protocol (IPR) networks or to the Internet. Mobility is supported between the
MulteFire cells within one NHN. The NHN can interact with external service
providers to enable services for users (e.g. in restaurants, hotels, venues or public
spaces). NHNs can also be deployed as self-contained special purpose private
networks in isolated environments (e.g. in private enterprise) providing service to
users of enterprise networks. Figure 2.15, taken from [72], illustrates a conceptual
schematic of a Multefire cell integration .
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Figure 2.15: Multefire NHN Access Mode
PLMN Access Mode: In the PLMN Access Mode, the MulteFire Radio Ac-
cess Network (RAN) is connected to a 3GPP Mobile Network Operator (MNO)
core as an additional RAN for the PLMN. Figure 2.16 taken from [72] illustrates
this. There are two use cases for PLMN access mode:
Figure 2.16: Multefire PLMN Access Mode
 MulteFire RAN Connected to an Existing Core Network: In this use case,
MulteFire is used as an additional RAN to extend an MNO’s network cov-
erage (e.g., where licensed spectrum is not available) or add capacity lever-
aging existing core network assets.
 MulteFire-only Network: In this use case it is possible for an operator,
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without using any licensed band, to deploy an Evolved Packet Core (EPC)
with a MulteFire RAN in PLMN Access Mode. Applications envisioned
for this use case are special purpose networks (e.g., industrial, mining, off-
shore) or MNOs without licensed spectrum.
Distinct from LTE-U, LAA, LWA, and as a consequence of the fully unlicensed
operation functionality that does not employ a licensed anchor, MulteFire re-
quires support of key procedures such as random access, mobility, and paging in
the unlicensed band. However, because of the different nature of transmission on
the unlicensed spectrum which is subject to the LBT requirements, some modifi-
cations to the legacy LTE system are necessary. These modifications are beyond
the scope of this dissertation. However, interested readers are referred to [73] for
a detailed explanation of each of the changes.
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Chapter 3
Proposed Markov-Chain Model
The LAA LBT mechanism is described to fundamentally resemble the CSMA/CA
of Wi-Fi [38]. However, as aformentioned in Chapter 2.2, a key difference is
found in the contention window adjustment procedure of LAA-LBT. For WiFi,
when the contention window size Wp reaches the maximum value allowed Wmax,
the value is retained as long as collisions continually occur in re-transmissions.
Once a maximum number of re-transmissions have been attempted (e.g. 16) the
transmitted packet is discarded. In contrast, LAA-LBT specifies a K value. This
value is set by each operator and ranges between 1 and 8. It dictates how many
times Wmax may be used. Once K re-transmissions have been attempted, LAA-
LBT resets Wp to Wmin and re-transmission ensues. Here lies the fundamental
difference between both standards.
Consistent with previous work in [22, 23, 74] and [75], our analysis and proposed
analytical model adopt:
1) A saturated traffic model where all the nodes always have packets to trans-
mit. This permits the problem formulation and analysis work to investigate
and highlight the worst-case-scenario of maximum network congestion oc-
currence and its effect on system performance.
2) An ideal channel where the Bit Error Rate (BER) is 0. This permits the
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investigation of the performance bottleneck that occurs due to the under-
lining coexistence mechanism itself, with the exclusion of external factors,
such as channel related data transmission errors that could additionally
cause packet loss.
Accordingly, we assume Pl to be the probability of an LAA packet collision oc-
curring. Also, we assume that packet collision is constant and independent and
the reference subframe is the starting subframe of the most recent transmission
on the carrier made by the eNB, for which at least some HARQ-ACK feedback
is expected to be available. Under saturation conditions, the probability that
all HARQ-ACK values corresponding to PDSCH transmission(s) in the reference
subframe are NACK can be given by γ = Pl. Let ϕ be the probability that
CWmax has occurred K times, then ϕ = γ
K−1. Let i represent the back-off stage,
Wi = 2
i × W for i ∈ [0, 1, ...m] the contention window. Also let r represent
the back-off chosen value. W is the minimum contention window (CWmin). We
now draw the 2D Markov Chain depicting the operation of LAA-LBT contention
window adjustment as shown in figure 3.1. A glossary of variables that are sub-
sequently used in the development and analysis of this model are presented in
table 3.1.
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Figure 3.1: Proposed LAA-LBT Markov Chain
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Table 3.1: Glossary of Variables Used in Model Development and Analysis
Abbreviation Definition
p Priority Class ∈ [1,2,3,4]
mp Number of backoff stages for priority class p
CWmin , W Minimum contention window size
CWmax Maximum contention window size
Tmcot,p Maximum channel occupancy for priority class p
Td Transmission differ duration for LAA eNB
Tsl LAA timeslot duration
Tf Fixed time duration =16µs
XTh Energy detection threshold
N Backoff counter
γ Probability of LAA transmission burst collision
i Contention window stage
r Backoff value chosen
Wi Contention window size for stage i
bi,r Stationary probability for stage i, backoff value r
m Maximum backoff stage
τl Probability of transmission for LAA
τw Probability of transmission for Wi-Fi
br Bitrate
γ Propagation Delay
ACK Acknowledgment size
DIFS Distributed Interframe Space
SIFS Short Interframe Space
σ = Tsl Wi-Fi Timeslot duration
Pw Collision Probability for heterogenous Wi-Fi
Pl Collision Probability for heterogenous LAA
Ptrw Trans. Probability for heterogenous Wi-Fi
Ptrl Trans. Probability for heterogenous LAA
Psl Successful Trans. Probability for heterogenous LAA
Psw Successful Trans. Probability for heterogenous Wi-Fi
Tws Time due to successful heterogenous Wi-Fi transmission
Tls Time due to successful heterogenous LAA transmission
Twc Time due to collision heterogenous Wi-Fi transmission
Tlc Time due to collision heterogenous LAA transmission
Ta Time due inter-network transmission
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To solve the 2D Markov Chain illustrated in figure 3.1 we begin by deriving the
one-step transition probability for each node in the chain. These one-step transi-
tion probabilities are subsequently used to derive a stationary probability for each
individual node. Finally by imposing the normalizing condition of the Markov
Chain and the fact that a transmission at each stage occurs when the counter
reaches zero, we derive a closed form solution for the transmission probability of
LTE-LAA LBT.
3.1 One-step Transition Probabilities
Calculating the one-step transition probabilities of the Markov Chain of figure
3.1 we find the following expressions:
The probability associated with transitioning from one node on any stage to a
consecutive node on that same stage holding a lower back-off value, occurs when
the channel is sensed to be idle and the counter is decremented, and is expressed
as:
p(i, r|i, r + 1) = 1 : i ∈ [0,m], r ∈ [0,Wi − 2],
The probability associated with transitioning from the 0th node on any stage,
excluding the last stage, to a node on the first stage, is the probability that no
collision takes place following a transmission, and is expressed as:
p(0, r|i, 0) = (1− γ)
W0
: i ∈ [0,m− 1], r ∈ [0,Wi − 1],
The probability associated with transitioning from the 0th node on any stage to
a node on the one-step consecutive higher order stage, occurs when a collision
takes place following a transmission, and is expressed as:
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p(i, r|i− 1, 0) = γ
Wi
: i ∈ [1,m], r ∈ [0,Wi − 1],
For the last stage in the Markov chain we find the following two expressions:
The probability associated with transitioning from the 0th node on the last stage
back to a node on the last stage again, occurs when retransmission takes place
following a collision on the last stage, and, the set K parameter value has not
been realized. This is expressed as:
p(m, r|m, 0) = γ − γ
K
Wm
: r ∈ [0,Wm − 1],
Finally, the probability associated with transitioning from the 0th node on the
last stage to a node on the first stage, is the probability that no collision takes
place after transmission, or, a collision does in fact occur, but the set K parameter
value has been realized. This probability is expressed as:
p(0, r|m, 0) = γ
K − γ + 1
W0
: r ∈ [0,W0 − 1].
3.2 Stationary Probabilities
Using the one-step transition probabilities obtained above, we proceed to derive
the stationary probability for each node in the chain. For this, let bi,r represent
the stationary probability of node r on stage i, and t represent time. We express
the stationary probability as bi,r = limt→∞p{i, r}. We find the following expres-
sions:
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Case of i = 0 and r ∈ [1,W0 − 1]:
The stationary probability of a node on the first stage when i = 0 and r ∈
[1,W0−1] is equal to the stationary probability of its consecutive node on the first
stage holding a higher back-off value, plus the sum of the stationary probabilities
of the 0th node of all stages except the last one when a successful transmission
occurs, plus the stationary probability of the 0th node on the last stage when a
successful transmission occurs, or a collision happens when the set K parameter
value has been realized. Where each stationary probability is multiplied by its
one-step transition probability. Therefore, for i = 0:
bi,r = bi,r+1 · 1 +
∑m−1
j=0
bj,0·(1−γ)
Wi
+ bm,0 · (γK−γ+1)Wi ,
bi,r+1 = bi,r+2 · 1 +
∑m−1
j=0
bj,0·(1−γ)
Wi
+ bm,0 · (γK−γ+1)Wi ,
. . .
bi,Wi−1 =
∑m−1
j=0
bj,0·(1−γ)
Wi
+ bm,0 · (γK−γ+1)Wi .
accordingly, by substituting and summing these expressions we find for i = 0 and
r ∈ [1,W0 − 1] the stationary probability is expressed as:
bi,r =
Wi − r
Wi
·
m−1∑
j=0
bj,0 · (1− γ) + bm,0 · (γK − γ + 1)
. (3.1)
Case of i ∈ [1,m− 1] and r ∈ [1,Wi − 1]:
For the nodes where i ∈ [1,m − 1] and r ∈ [1,Wi − 1] we find the stationary
probability is equal to the stationary probability of the consecutive node on the
same stage holding a higher back-off value, plus the stationary probability of the
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0th node of the previous lower order stage. Where each stationary probability is
multiplied by its one-step transition probability. Therefore, for i ∈ [1,m− 1]:
bi,r = bi,r+1 · 1 + bi−1,0 · γWi ,
bi,r+1 = bi,r+2 · 1 + bi−1,0 · γWi ,
. . .
bi,Wi−1 = bi−1,0 · γWi .
accordingly, by substituting and summing these expressions we find for i ∈ [1,m−
1] and r ∈ [1,Wi − 1] the stationary probability is expressed as:
bi,r =
Wi − r
Wi
· bi−1,0 · γ. (3.2)
Case of i = m and r ∈ [1,Wm − 1]:
For i = m and r ∈ [1,Wm − 1] we find the stationary probability of a node is
equal to the stationary probability of the consecutive node on the same stage
holding a higher back-off value, plus the stationary probability of the 0th node
of the previous lower order stage, plus the stationary probability of the 0th node
of the last stage when retransmission takes place following a collision on the last
stage and the set K parameter value has not been realized. Where each stationary
probability is multiplied by its one-step transition probability. Thus, for i = m:
bi,r = bi,r+1 · 1 + bi−1,0 · γWi + bi,0 ·
(γ−γK)
Wi
,
bi,r+1 = bi,r+2 · 1 + bi−1,0 · γWi + bi,0 ·
(γ−γK)
Wi
,
. . .
bi,Wi−1 = bi−1,0 · γWi + bi,0 ·
(γ−γK)
Wi
.
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Therefore, by substituting and summing these expressions for i = m and r ∈
[1,Wm − 1] we find the stationary probability is expressed as:
bi,r =
Wi − r
Wi
·
(
bi−1,0 · γ + bi,0 · (γ − γK)
)
. (3.3)
Equations (3.1), (3.2) and (3.3) are summarized for r ∈ [1,Wi − 1] as:
bi,r =
Wi−r
Wi
·

∑m−1
j=0 bj,0 · (1− γ) + bm,0 · (γK − γ + 1) : i = 0
bi−1,0 · γ : 0 < i < m
bi−1,0 · γ + bi,0 · (γ − γK) : i = m

(3.4)
We now find expressions for each of the factors bi,0, bi−1,0, bm,0, bm−1,0, and∑m−1
j=0 bj,0 as follows:
Case of r = 0 and 0 < i < m:
We find the stationary probability bi,r is equal to the stationary probability of the
subsequent node on the same stage with a higher back-off value plus the 0th node
of the previous lower order stage, each multiplied by their one-step transition
probability. As such:
bi,0 = bi,1 · 1 + bi−1,0 · γWi ,
bi,1 = bi,2 · 1 + bi−1,0 · γWi ,
bi,2 = bi,3 · 1 + bi−1,0 · γWi ,
. . .
bi,Wi−1 = bi−1,0 · γWi .
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By substituting and summing these expressions we express:
bi,0 = bi−1,0 · γ
Also,
bm−1,0 = bm−2,0 · γ,
bm−2,0 = bm−3,0 · γ,
. . .
b1,0 = b0,0 · γ
Summing this expression leads to:
bm−1,0 = γm−1 · b0,0,
and therefore:
bi,0 = γ
i · b00 (3.5)
Case of r = 0 and i = m:
bm,0 = bm,1 · 1 + bm−1,0 · γWm + bm,0 ·
(γ−γK)
Wm
,
bm,1 = bm,2 · 1 + bm−1,0 · γWm + bm,0 ·
(γ−γK)
Wm
,
. . .
bm,Wm−1 = bm−1,0 · γWm + bm,0 ·
(γ−γK)
Wm
This leads to:
bm,0 = bm−1,0 · γ + bm,0 · (γ − γK)
bm,0 · (1− γ + γK) = bm−1,0 · γ
Using equation (3.4) we find the stationary probability to be:
bm,0 =
γm
γK − γ + 1 · b0,0. (3.6)
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We now find
∑m−1
j=0 bj,0 as follows:∑m−1
j=0 bj,0 = b0,0 + b1,0 + b2,0 + ... + bm−1,0,
= b0,0 + γ · b0,0 + γ2 · b0,0 + ... + γm−1 · b0,0,
= b0,0
(
1 + γ + γ2 + ... + γm−1
)
Using the geometric series of:
n−1∑
x=0
a.yx = a · 1− y
n
1− y .
We find the sum factor of equation (3.1) to be,
m−1∑
j=0
bj,0 = b0,0 · 1− γ
m
1− γ . (3.7)
We now use equations (3.5), (3.6) and (3.7) to summarize and express (3.4)’s
formula as:
For i = 0:
bi,r =
Wi−r
Wi
·
(1− γ) ·∑m−1j=0 bj,0 + bm,0 · (γK − γ + 1)

= Wi−r
Wi
·
(1− γ) · (1−γm1−γ · b0,0)+ ( γmγK−γ+1 · b0,0) · (γK − γ + 1)

= Wi−r
Wi
· b0,0.
For 0 < i < m:
bi,r =
Wi−r
Wi
·
(
bi−1,0 · γ
)
,
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= Wi−r
Wi
·
(
γi−1 · b0,0 · γ
)
,
= Wi−r
Wi
·
(
γi · b0,0
)
,
= Wi−r
Wi
· bi,0 .
Finally, for i = m:
bi,r =
Wi−r
Wi
·
(
bi−1,0 · γ + bi,0 · (γ − γK)
)
,
= Wi−r
Wi
·
(
γm−1 · γ · b0,0 + bm,0 · (γ − γK)
)
,
= Wi−r
Wi
·
(
γm · b0,0 + γmγK−γ+1 · (γ − γK) · b0,0
)
,
which simplifies to:
= Wi−r
Wi
·
(
γm
γK−γ+1 · b0,0
)
,
= Wi−r
Wi
· bm,0
Therefore, we can now express bi,r as:
bi,r =
Wi − r
Wi
· bi,0 (3.8)
Where, i ∈ [0,m], and r ∈ [0,Wi − 1].
We now solve the expression in (3.8), and thus the Markov chain expressed as a
function of b0,0, by imposing the normalizing condition:
1 =
m∑
i=0
Wi−1∑
r=0
bi,r
=
m∑
i=0
Wi−1∑
r=0
Wi − r
Wi
· bi,0
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=
m∑
i=0
bi,0 ·
(
Wi + 1
2
)
=
1
2
m∑
i=0
(bi,0 ·Wi + bi,0)
=
1
2
[
m∑
i=0
bi,0 · 2iW +
m∑
i=0
bi,0
]
=
1
2
[
m−1∑
i=0
(bi,0 · 2iW ) + bm,0 · 2mW +
m−1∑
i=0
bi,0 + bm,0
]
=
b0,0
2
[
m−1∑
i=0
(2γ)i ·W + (2γ)
m
γK − γ + 1 ·W +
1− γm
1− γ +
γm
γK − γ + 1
]
=
b0,0
2
·
(1− γ)(1 +W · (2γ)m) + γK(1− γm)(1− γ)(γK − γ + 1) + W (1− (2γ)m)1− (2γ)
 (3.9)
We find b0,0 by solving the expression:
b0,0 =
2 · (1− γ)(γK − γ + 1)(1− (2γ))
(1− γ)(1− 2γ)(1 +W (2γ)m) + γK(1− γm)(1− 2γ) +W (1− (2γ)m)(1− γ)(γK − γ + 1)
(3.10)
49
We can now express the probability of an LTE-LAA node transmitting, denoted
as τL, as:
τL =
m∑
i=0
bi,0 =
m−1∑
i=0
bi,0 + bm,0
= b0,0 ·
(
1−γm
1−γ
)
+
(
γm
γK−γ+1
)
· b0,0
= b0,0 ·
(
γK − γ + 1− γm+K
(1− γ) · (γK − γ + 1)
)
(3.11)
Using (3.10) in (3.11) and solving we find:
τL =
A
B + C +D
(3.12)
where:
A = 2 · (1− 2γ) · (γK − γ + 1− γm+K)
B = (1− γ) · (1− 2γ) · (1 +W (2γ)m)
C = γK · (1− γm) · (1− 2γ)
D = W · (1− (2γ)m) · (1− γ) · (γK − γ + 1)
Recalling W refers to the minimum contention window size allowed; Wmin.
It is noted that when m = 0, i.e. (No exponential backoff is considered), the prob-
ability of transmission in (3.12) simplifies to: τL =
2
W+1
matching the probability
of transmission for 802.11 as found in [74].
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Table 3.2: Station Channel Access Parameters
Parameter Unit
Priority Class P = 4
mp 7
CWp: Allowed sizes [15,31,63,127,255,511,1023]
Tmcot,p: Maximum channel occupancy time 8ms
E[P]: Packet Payload 8184 bits
br: bitrate 1Mbps
δ: Propagation Delay 1µs
H: Packet Header (PHY + MAC) 400bits
ACK: HARQ-ACK 240bits
σ: TimeSlot 9µs
DIFS: 16µs + (mp + σ) 79µs
SIFS 16µs
3.3 Model Validation
To validate the accuracy of the proposed model, numerical results obtained from
the developed analytical model are compared with those obtained from simulation
using an LTE-LAA LBT simulator. The simulator emulates the standardized
LBT mechanism and is subjected to the constraints assumed in this work with
regards to the normalized saturation throughput. Subsequently, we examine
how the medium access mechanism and the contention window size adjustment,
occupancy time and number of stations affect throughput performance of the
system.
For this, we consider a network of n neighboring stations utilizing the LTE-
LAA LBT mechanism. The probability γ, that any single transmission of a BS
encounters a collision, is the probability that in a time slot, at least one of the
n-1 remaining stations transmits. i.e.
γ = 1− (1− τL)n−1 (3.13)
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Solving the non-linear system of equations found in (3.12) and (3.13) using nu-
merical techniques yields the probability of collision, and the probability of trans-
mission, γ and τL, respectively. We define the normalized system throughput S,
as the fraction of time the channel is used to successfully transmit payload bits.
This is expressed as:
S =
PsPtrEP
(1− Ptr)σ + PtrPsTs + Ptr(1− Ps)Tc (3.14)
Where Ptr = 1−(1−τL)n is the probability of at least one transmission occurring
in the considered time slot, Ps =
nτL(1−τL)n−1
Ptr
is the probability of a successful
transmission, σ is the time slot duration. EP = Tmcot,p. Ts and Tc were fixed for
both numerical and simulation analysis at 8.9ms and 8.7ms respectively according
to LAA channel access priority class P = 4.
Numerical results were computed using Matlab by solving equations (3.12) and
(3.13) with the parameters of Table 3.2. Simulation of LAA-LBT procedure was
done in a LTE-LAA LBT simulator built in Python that ran for n contending
stations for 108 time steps utilizing the same parameters. The simulation starts
with all n nodes attempting to transmit and consequently backing off according
to the standardized LAA LBT mechanism, described fully in pseudo code of
algorithm 1 on page 31 of chapter 2. In this, each node maintains a backoff value,
backoff stage, and a re-transmission counter that are updated upon successful
transmission or collision. Transmission, collision, and idle times are tracked to
estimate S as an average of x simulation runs. This was repeated for maximum
back-off stages m = [2, 4, 6] and LAA-LBT parameter K = 1.
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3.3.1 Validation Results:
The outcome of the validation examination can be seen in Figure 3.2. The fig-
ure depicts a comparison plot between both numerical and simulated saturation
throughput results as recorded by the LTE-LAA LBT simulator and the Markov
Chain numerical model output. The Root Mean Squared Error (RMSE) cal-
culated between the two plots was equal to 0.0045. This signifies high model
accuracy, and as a result, it can be concluded that the developed Markov Chain
accurately models the 3GPP LTE-LAA LBT mechanism defined in TS 36.213.
Figure 3.2: Numerical vs. Simulation Validation Results
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3.4 LTE-LAA LBT Performance Analysis
In this section LTE-LAA LBT performance analysis is developed and demon-
strated contrasting the standardized 3GPP LTE-LAA LBT τL, using the numer-
ical model developed, and Wi-Fi’s LBT mechanism with a transmission proba-
bility τw given by [74] as:
τw =
2(1− 2Pw)
(1− 2Pw)(W + 1) + pwW (1− (2pw)m) . (3.15)
The objective of the analysis in this section is to examine and delineate the per-
formance difference between the LBT mechanisms of LAA and Wi-Fi distinctly.
This serves to attain a clear understanding of what effect the newly defined K
parameter has on the performance of LTE-LAA LBT. To achieve this, we con-
sider two isolated networks each composed of n neighboring stations utilizing the
LTE-LAA LBT mechanism and the Wi-Fi LBT mechanism, respectively. We
adopt the normalized saturation throughput expression defined in (3.14) as our
metric for performance measurement, and we set Tc = (H +EP )/br +DIFS+ δ
and Ts = (H+EP )/br +SIFS+ δ+ACK+DIFS+ δ, as calculated from table
3.2, for both networks.
3.4.1 Performance Analysis Results:
We regard in figure 3.3 the normalized saturation throughput of LTE-LAA for
values of K ∈ [1, 2, 4, 6, 7, 16] and n ∈ [2, 40] nodes. We observe as the num-
ber of n co-channel LAA stations operating LAA-LBT increases, the saturation
throughput drops below than that of n co-channel Wi-Fi APs operating Wi-Fi’s
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Figure 3.3: Normalized Saturation Throughput for K ∈ [1, 2, 4, 6, 8, 16]
LBT. This is confirmed in figure 3.4 where we can observe that LTE-LAA LBT
achieves a higher probability of transmission with an increasing number of con-
tending nodes. This result is clarified in the following analysis.
K-Parameter Analysis:
As the number of nodes in the network increases, collision will increase as well, re-
sulting in higher backoff stages to be selected for both LAA and Wi-Fi. However,
in saturation, and as LAA-LBT resets CWp once the maximum backoff stage
retransmission has been reached K times, the lower stage will increase transmis-
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Figure 3.4: LAA vs. Wi-Fi Probability of Transmissions (Homogeneous Network)
sion probability, which in turn will cause more collisions and reduce throughput.
However, this phenomenon only occurs when all n contending nodes are using
the same LAA-LBT mechanism. Thus, it can be concluded that a dense homo-
geneous network consisting of LAA-LTE stations operating the LTE-LAA LBT
mechanism will experience increased collisions. This is further evident in figure
3.3 which demonstrates that by increasing the value of K = [1, 2, 4, 5, 8, 16], the
probability of transmission decreases and the saturation throughput increases
until it approaches Wi-Fi LBT throughput at around K = 16 to a negligible
difference. It is noted however, that K = 8 is the maximum permitted value in
the specification. In contrast, an LAA-LTE node will stand to gain an advan-
tage when it finds itself amongst n contending Wi-Fi nodes due to the increased
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transmission probability it solely gains. In essence, the K parameter added in the
final specification provides an LTE-LAA eNB operator with the agility to coex-
ist in both homogeneous and heterogeneous networks. By setting K=1, the LAA
eNB benefits from an increased probability of transmission over co-channel neigh-
boring Wi-Fi stations (heterogeneous network operation). Setting K=8 prevents
co-channel collocated eNBs (homogeneous network operation) from degrading
throughput.
K-Parameter and Initial Contention Window Size:
In addition, we examine the joint effect of the K-parameter and the initial con-
tention window size on saturation throughput. For this we consider two LTE-LAA
networks comprised of contrasting node densities. We plot the initial contention
window size vs. normalized saturation throughout for K ∈ [1, 3, 5, 8]. We observe
in figures 3.5 and 3.6 that for a dense LAA network (i.e. n = 30), and for smaller
contention window size values, there is an increasing affect for the K parameter
setting opposed to that of a less dense (e.g. sparse) network. However, we ob-
serve that the initial contention window size has a much more significant effect
on the LTE-LAA LBT performance for both cases. Furthermore, we observe that
there exists an optimal contention window size that yields maximum saturation
throughput per network density. Therefore, LAA stations utilizing the standard-
ized LTE-LAA LBT mechanism can achieve considerable performance gain by
passively detecting the number of co-channel operating nodes and optimizing the
initial contention window size along with the K parameter setting.
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Figure 3.5: Normalized Saturation Throughput vs. Initial Contention Window
Size (n ∈ [10, 30],m = 2, k ∈ [1, 3, 5, 8])
Figure 3.6: Normalized Saturation Throughput vs. Initial Contention Window
Size (n ∈ [5, 30],m = 4, k ∈ [1, 3, 5, 8])
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K-Parameter and Transmission Occupancy Time:
Considering the transmission occupancy time and its effect on the saturation
throughput of the LAA network. We observe in figures 3.7 and 3.8 that the
saturation throughput increases as a function of the occupancy time. We note
that the effect of the K parameter is greater on larger network sizes as compared
to less dense and more sparse networks. Similarly, we also note that higher K
parameter values improve performance for dense homogeneous LAA networks and
that low priority class valued traffic (i.e. high priority p number) is less affected
by optimizing K, in contrast to high priority traffic (i.e. low priority p value).
Figure 3.7: Normalized Saturation Throughput vs. Transmission Occupancy
Time (W = 4, priority p = 1)
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Figure 3.8: Normalized Saturation Throughput vs. Transmission Occupancy
Time (W = 16, priority p = 4)
Figures 3.9 and 3.10 plot the joint function of the initial contention window
size, transmission occupancy time and normalized saturation throughput. As the
saturation throughput monotonically increases with respect to the transmission
occupancy, we observe that the optimal solution will always lie on the highest
occupancy time allowed. However, we observe that that user density and ini-
tial contention window size are quasi concave, and thus optimizing saturation
throughput need only consider these two factors while maintaining maximum
occupancy time.
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Figure 3.9: Normalized Saturation Throughput vs. Transmission Opportunity
vs. Initial Contention Window Size n = 30,K = 8
Figure 3.10: Normalized Saturation Throughput vs. Transmission Opportunity
vs. Initial Contention Window Size (n = 4,K = 1)
K Parameter, Number of Stations and Initial Contention Window Size:
Plotting the normalized saturation throughput as function of the number of sta-
tions and the initial contention window size, for K = [1, 8], we observe in fig-
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ures 3.11 and 3.12 that the K value improves total saturation throughout, while
continually shifting the optimal solution towards higher values of the initial con-
tention window size, as the number of nodes in the network increase. Therefore,
joint optimization of the K parameter, number of LAA nodes, Number of Wi-Fi
nodes and Initial contention window size allow peak performance to be achieved
in terms of saturation throughput.
Figure 3.11: Normalized Saturation Throughput vs. Number of Stations vs.
Initial Contention Window Size (K=8)
Figure 3.12: Normalized Saturation Throughput vs. Number of Stations vs.
Initial Contention Window Size (K=1)
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Chapter 4
Coexistence Performance Analysis
In this section we examine the coexistence performance of a standardized LTE-
LAA homogeneous and heterogeneous network comprised of eNB stations operat-
ing the LTE-LAA LBT mechanism. We begin by deriving probability expressions
for heterogeneous network operation. We then incorporate these newly derived
expressions along with the previously derived homogeneous formulas in our co-
existence performance analysis.
We assume a heterogeneous network consists of nw Wi-Fi APs and nl LTE-LAA
eNB stations, all which are co-channeling and co-located, each with a full buffer.
We consider only the DL transmission for one client per AP/eNB, implying the
contention is between only the APs and eNBs. τw and τl denote the transmis-
sion probability of Wi-Fi and LTE-LAA respectively. From equation (3.12) we
employ the derived transmission probability for LTE-LAA, and from equation
(3.15) we obtain the probability of transmission for Wi-Fi. Accordingly, for the
network consisting of nw APs and nl eNBs, the collision probability of a Wi-Fi
AP transmitting with at least one of the other remaining (nw − 1) APs and nl
eNB stations can be given as:
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Pw = 1− (1− τw)nw−1 · (1− τl)nl . (4.1)
Similarly, the collision probability for an LTE-LAA eNB with at least one of the
other remaining (nl − 1) eNBs and nw Wi-Fi APs can be given by:
Pl = 1− (1− τl)nl−1 · (1− τw)nw . (4.2)
We can now solve (3.12), (3.15), (4.1) and (4.2) jointly using numerical methods
to compute the values of Pw,Pl, τw, and τl, respectively.
The transmission Probability of a Wi-Fi AP under this heterogeneous setup is
the probability that at least one of the nw APs transmit a packet during a time
slot. This can be given by the probability:
Ptrw = 1− (1− τw)nw . (4.3)
Similarly, the transmission Probability of an LTE-LAA eNB is the probability
that at least one of the nl eNBs transmit during a time slot. This probability
can be given by:
Ptrl = 1− (1− τl)nl . (4.4)
Using (4.3) and (4.4) we can now express the probability of successful transmission
per station type:
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For Wi-Fi, the probability of successful transmission is the probability that ex-
actly one of the nw Wi-Fi APs and non of the nl LTE-LAA eNBs makes a trans-
mission attempt in a given time slot. This can be expressed as:
Psw =
nwτw(1− τw)nw−1(1− τl)nl
Ptrw
. (4.5)
Similarly for LTE-LAA, the probability of successful transmission is the proba-
bility that exactly one of the nl eNBs and non of the nw Wi-Fi stations makes a
transmission attempt in a given time slot. This can be expressed as:
Psl =
nlτl(1− τl)nl−1(1− τw)nw
Ptrl
. (4.6)
LTE and Wi-Fi use different modulation and coding schemes (MCS). During
operation and transmission, and in a coexistence scenario, any given eNB or AP
will change their MCS adaptively according to the channel state information,
so their transmission rate will be dynamic. Assessing coexistence fairness by
including system specific achievable bitrate, introduces an imbalance between the
actual channel usage time of the two systems, and therefore results in imprecise
interpretation of coexistence fairness. Assessing modulation or coding efficiency
of both systems is not the subject and beyond the scope of this work. Therefore,
to realize fairness of channel occupancy between the two systems, we assume
both have equal bitrate, and express the saturation throughput in terms of the
ratio of successful transmission time to the total channel time. Thus, we assume
that both systems have equal efficiency when capturing the channel. We can now
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express the saturation throughput for Wi-Fi as:
Tputw =
PtrwPswDw
Tstate
, (4.7)
and the saturation throughput of LAA can be expressed as:
Tputl =
PtrlPslDl
Tstate
. (4.8)
Here Dw =
PacketSize
Bitrate
= Dl = Tmcot,p. Tstate is the normalizing condition which
accounts for every possible scenario that can occur over the channel. It is given
by the expression of (4.9)
Tstate = (1− Ptrw)(1− Ptrl)σ + ...
PtrwPsw(1− Ptrl)Tws + ...
PtrlPsl(1− Ptrw)Tls + ...
Ptrw(1− Psw)(1− Ptrl)Twc + ...
Ptrl(1− Psl)(1− Ptrw)Tlc + ...
PtrwPswPtrlPslTa + ...
PtrwPswPtrl(1− Psl)Ta + ...
Ptrw(1− Psw)PtrlPslTa + ....
Ptrw(1− Psw)Ptrl(1− Psl)Ta.
(4.9)
σ is the time slot duration. Tws is the duration of time the channel was sensed
busy due to a successful transmission of Wi-Fi. Tls is the duration of time the
channel was sensed busy due to a successful transmission of LTE-LAA. Twc is the
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duration of time the channel was sensed busy due to a collision transmission of
Wi-Fi. Tlc is the duration of time the channel was sensed busy due to a collision
transmission of LTE-LAA. Ta is the duration of time the channel was sensed busy
due to an inter-network transmission between Wi-Fi and LTE-LAA and is given
as the larger timer between both.
The following subsections will present the coexistence performance under both
network scenarios. However, to obtain a greater understanding of the coexistence
performance of the underlying LBT mechanism of LTE-LAA, subsection (4.1) will
analyze coexistence performance by setting equal parameter values to both net-
work types. This follows the same thought process developed in chapter during
performance analysis. The objective is to once more isolate the effect of all param-
eters except the underlining LBT mechanism in operation under heterogeneous
co-channel mode, which allows us to identify the affect of the standardized LBT
mechanism itself on the performance metric investigated. After that, subsection
(4.2) proceeds to perform the analysis using standard specified parameters for
each system, exploiting signaling and transmission chracteristics of LTE-LAA in
the unlicensed band, exploring different priority classes defined in the standard,
and depicting the coexistence performance of each system. Conclusively, we iden-
tify when an LTE-LAA eNB will obtain an advantage over Wi-Fi co-located and
co-channeling AP stations.
4.1 Equal Parameter Coexistence for LTE-LAA and Wi-
Fi
For equations (4.7) and (4.8), Tstate contains the timers for a successful transmis-
sion and collision events. For Wi-Fi these expressions can be given as:
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Twc = (H + EP )/br + δ +DIFS (4.10)
Tws = (H + EP )/br + δ + SIFS + ACK + δ +DIFS (4.11)
In this equal parameter coexistence analysis examination, we assume LTE-LAA
utilizes the same timer durations as Wi-Fi (i.e. Twc = Tlc and Tws = Tls). The
parameters values of equations (4.10) and (4.11) are listed in table 4.1.
Figure 4.1 illustrates the total normalized saturation throughput, and the through-
put achieved per network type. The number of heterogeneous nodes per network
type are equal to half the number of nodes listed in the x-axis. i.e. nl = nw =
n/2. We observe that the total sum channel utilization throughput of the hetero-
Table 4.1: Channel Access Parameters for LTE-LAA Coexistence Analysis
Parameter Unit
mp 2
CWp,min: 15
Tmcot,p: Maximum channel occupancy time 8ms
EP: Packet Payload 8kbits
br: bitrate 1Mbps
δ: Propagation Delay 1µs
H: Packet Header (PHY + MAC) 400bits
ACK: HARQ-ACK 240bits
σ: TimeSlot 9µs
DIFS: 34µs
Td: 16µs + (mp + σ)
SIFS 16µs
K Parameter 1
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Figure 4.1: Normalized Saturation Throughput for an Equal Parameter Hetero-
geneous Network
geneous network is higher than a homogeneous network consisting of the same
number of LTE-LAA eNBs (i.e. throughput 20eNBs + 20APs > throughput 40
eNBs). This can be attributed to the increasing collisions that occur in a dense
homogeneous LTE-LAA network when K=1. However, we also observe the total
throughput of the heterogeneous LTE-LAA network exceeds that of Wi-Fi as the
number of nodes increase. This occurs due to the increasing number of collisions
happening as more nodes are introduced into the network. As more collisions oc-
cur, Wi-Fi retains a higher backoff stage increasing its backoff time, while LAA
resets to a lower stage which results in an increased opportunity of capturing
the channel and transmitting. This aligns with insights attained from the perfor-
mance analysis part shown in section 3.4.1. Furthermore, it can be concluded that
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Figure 4.2: Probability of Transmission for an Equal Parameter Heterogeneous
Network
the LBT mechanism of LTE-LAA does provide an advantage over Wi-Fi when
all other parameters are equal. Results are confirmed when we observe figure 4.2
illustrating the probability of transmission for both networks in heterogeneous op-
eration. We see that LTE-LAA’s transmission probability marginally increases
above the homogeneous network case, whereas Wi-Fi’s transmission probabil-
ity somewhat decreases below its homogeneous counterpart. Nevertheless, in all
cases, LTE-LAA retains a higher transmission probability over Wi-Fi.
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4.2 Standardized Parameter Coexistence for LTE-LAA
and Wi-Fi
In this subsection we conduct heterogeneous coexistence analysis under the stan-
dard specific parameter settings of each network type. Moreover, for the analysis
to be complete, we note the following considerations, characteristic of LTE-LAA,
which are to be taken into account in the analysis:
1. Upon completing the channel access procedures and capturing the channel,
the eNB can continuously transmit on a carrier on which the LAA Scell
transmissions are to be performed for tmcot,p as shown in table 2.2 for each
priority class. This transmission opportunity can be up to 8ms for priority
class 4, and 10ms if the absence of any other technology sharing the carrier
can be guaranteed on a long term basis (e.g. by level of regulation). There-
fore, under saturation and ideal channel conditions assumed, the eNB will
utilize its full transmission opportunity.
2. A new frame structure type 3 is applicable to LAA. Each radio frame is 10
ms long and consists of 10 subframes of length 1 ms. Any of these 10 sub-
frames can be used for uplink/downlink transmission or can be empty. LAA
transmission can start and end at any subframe and can consist of one or
more consecutive subframes in the burst. LAA downlink transmission can
start from the 0th Orthogonal Frequency Division Multiplexing (OFDM)
symbol (Subframe boundary) or from the 7th OFDM symbol (Second Slot
Starting Position) of a subframe. LAA downlink transmission can either end
at the subframe boundary or at any of the Downlink Pilot Time Slot (Dw-
PTS) symbols. Therefore, the last subframe can be completely occupied
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with 14 OFDM symbols or can consist of any of DwPTS duration symbols.
Figure 4.3 depicts this new frame structure type 3, the slot boundaries and
DwPTS duration symbols.
3. Once transmission is complete, the receiver transmits the acknowledgment
through the licensed band if the symbols are successfully decoded. A refer-
ence subframe which is the starting subframe of the most recent transmis-
sion on the carrier made by the eNB, for which at least some HARQ-ACK
feedback is expected to be available is considered for assessing retransmis-
sions. Thus, the minimum resolution of a data re-transmission and the
collision time in LTE-LAA is one sub frame.
With the assumption of saturation and ideal channel conditions, an upper bound-
ary can be set for the number of subframes transmitted. (e.g. the maximum num-
ber of subframes that can be transmitted for priority class 4 is 8 sub frames, each
1ms). Therefore, when an LTE-LAA eNB captures and successfully transmits,
the duration of time the channel is sensed busy can be expressed as:
Tls = Tmcot,p + δ + Td (4.12)
Tmcot,p is the TxOP of the LTE-LAA (8ms for p=4). This indicates that once the
eNB captures the channel, it will saturate the channel for the total amount of time
(Tmcot,p) that it is allowed. Td is the standard specified sensing time equivelent
to DIFS for Wi-Fi. δ and Td can be found in table 4.1. The duration of time the
channel is sensed busy when an LTE-LAA eNB transmission experiences collision
under saturation and ideal channel conditions is expressed as:
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Figure 4.3: LTE-LAA frame 3 structure
Tlc = Tsubframe + δ + Td (4.13)
Tsubframe = 1ms .
Using the above derived expressions, we proceed to analyze different coexistence
cases pertaining to different priority classes as defined in the standard:
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Figure 4.4: LAA Priority = 4, mp = 7, mwifi = 7 and contention window steps
W ∈ [15,31,63,127,255,511,1023]
4.2.1 LAA Priority 4 and Priority 3
For priority class p = 4, the standard defines contention window steps W ∈
[15,31,63,127,255,511,1023], number of contention stages mp = 7, and transmis-
sion opportunity duration of Tmcot,p = 8ms. Figure 4.4 depicts coexistence per-
formance results attained for this priority class. We first observe that under
standardized parameters, the saturation throughput of homogeneous coexistence
operation achieved in LTE-LAA eNBs is comparatively higher than that of Wi-Fi
APs for all network densities. This is attributed to two factors:
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Figure 4.5: LAA Priority = 3, mp = 3, mwifi = 3 and contention window steps
W ∈ [15,31,63]
1. The use of the licensed band for sending HAQR-ACK messages which allows
for increased channel utilization of the unlicensed band.
2. The increased efficiency attained from the larger successful transmission
time opposed to the reduced collision time occurring over the minimum
resolution time of LTE-LAA.
However, this performance difference between LTE-LAA and Wi-Fi at smaller
node numbers disappears under the heterogeneous network scenario. This occurs
because the collision time increases to that of the higher of both networks, as can
be seen in the Tstate expression found in equation (4.7) and (4.8).
Additionally, despite the unfavorable effect that Wi-Fi’s collision time has on
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channel utilization, we observe that LTE-LAA continually achieves increasing
throughput as the number of nodes in the system increases. This occurs strictly
due to the LAA LBT mechanism itself, confirming the insights we obtained in
chapter 3. As the number of nodes increases, the number of collisions increase,
which causes Wi-Fi AP stations to retransmit at the higher contention stages,
whereas LAA eNBs reset to the starting stage, gaining an increased transmission
opportunity. Furthermore, we also observe in figure 4.4 that the total hetero-
geneous sum saturation throughput of the system is higher than homogeneous
Wi-Fi, which occurs due to LTE-LAA’s increased channel utilization and effi-
ciency.
Finally, we observe in figure 4.4 that by setting K=8, the saturation throughput
and performance of LTE-LAA almost matches Wi-Fi to a negligible difference
confirming the insights obtained in the performance analysis of the LBT mecha-
nism presented chapter 3.
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Figure 4.6: a) LAA Priority = 2, mp = 1, mwifi = 1 and W ∈ [7,15]. b) LAA
Priority = 1, mp = 1, mwifi = 1 and W ∈ [3,7]
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4.2.2 LAA Priority 2 and Priority 1
For priority class p = 2, the standard defines W ∈ [7,15], mp = 1, and Tmcot,p
= 3ms and for priority class p = 1, the standard defines W ∈ [3,7], mp = 1,
and Tmcot,p = 2ms. Figure 4.6 (a) and (b) depict the results attained for p =
2 and p = 1 respectively. We observe that LTE-LAA saturation throughput
converges towards Wi-Fi’s throughput in contrast to the diverging behaviour we
observed for priority class 4. This is the result of a dual affect caused by the
small contention window sizes and backoff stages for these priority classes. As
the number of nodes increases, the higher saturation throughput attained from
the increased transmission probability diminishes as a result of the increasing
collisions occurring. We observe that even for a homogenous network, for priority
2, and around n = 40, the saturation throughput drops below that of Wi-Fi
gradually lowering the improved channel utilization and efficiency that LTE-LAA
was achieving over Wi-Fi. Likewise, we find this threshold dropping further for
Priority P = 1, to around n = 17.
4.2.3 Single LAA Station
Lastly, to illustrate the gain a single LAA user achieves over incumbant Wi-Fi
stations when operating under co-channel heterogeneous mode, we consider a
scenario where one LAA eNB is amongst (n) Wi-Fi AP stations. By dividing the
total sum saturation throughput per network type over the number of nodes, we
compute the saturation throughput per network station. Figure 4.7 depicts the
results attained. We observe for priority class 4, that the saturation throughput
of an LTE-LAA station closely follows that of Wi-Fi regardless of the number
of Wi-Fi nodes present. This is due to the large backoff stages, low density
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of nodes present and low number of retransmissions occurring, resulting in an
insignificant difference in performance. However, we observe for priority class 1
and 2, that an LTE-LAA station achieves slightly higher saturation throughput
than Wi-Fi. This continually occurs despite the increasing number of Wi-Fi
nodes present in the network. Therefore, we find that under the more commonly
found low density heterogeneous networks, an LTE-LAA station achieves similar
performance to Wi-Fi for priority class 4, and attains an advantage for higher
priority classes (1,2 and 3).
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Figure 4.7: LAA Single Station Saturation Throughput for Priority Classes P =
{4, 2, 1}.
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Chapter 5
Conclusion and Future Work
5.1 Conclusion
The increase in mobile broadband traffic is expected to remain a trend for many
years to come. This is mainly attributed to the ever changing mix and growth
of wireless devices, the emergence of more demanding services, and the continu-
ally growing number of mobile wireless users. Consequently, as demand grows,
a greater pressure is placed on radio access networks (RANs) to be able to meet
the challenge of providing and guaranteeing an adequate level of Quality of ser-
vice (QoS) to their users. Extending LTE to the Unlicensed band is expected
to be a key enabler, amongst other candidate solutions, to alleviate the foreseen
capacity challenge. Nevertheless, this extension poses significant challenges in
regards to the coexistence of the LTE technology with current incumbents of the
unlicensed band. Ultimately, LTE is expected to coexist with other unlicensed
technologies in a “fair” manner. To this end, the recently 3GPP standardized
technology, termed LTE License Assisted Access (LTE-LAA) is considerd to be a
key facilitor for bringing LTE to the unlicensed spectrum. LTE-LAA adopts the
tried-and-true mechanism of Listen-Before-Talk (LBT) as its method of coexis-
tence. Described to fundamentally resemble the CSMA/CA of Wi-Fi, LTE-LAA
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adopts a newly introduced K-parameter that governs the retransmission rate of
the maximum contention stage of the LAA LBT mechanism. Building an analyt-
ical modeling framework that eliminates implementation biases which could arise
in empirical experimentation, allows analyzing and evaluating the coexistence of
the LTE-LAA technology in an accurate and transparent manner. This dissera-
tion fills the gap. The dissertation addresses the issue of evaluating and modeling
LTE-LAA’s Listen-Before-Talk (LBT) mechanism and its effect on the coexis-
tence of the technology in the unlicensed band effectively. The work presents a
novel analytical model using Markov Chain that accurately models the 3GPP
LTE-LAA LBT scheme, as specified in the 3rd Generation Partnership Project
(3GPP) release 13 and 14 standard, which has been additionally adopted in the
Multefire specification as well. Model validation is demonstrated through nu-
merical and simulation analysis. By means of the proposed model, performance
evaluation of the standardized LAA-LBT is examined. Furthermore, following
model development, a comprehensive coexistence analysis study of both homo-
geneous and heterogeneous network scenarios involving LTE-LAA Evolved Node
Bs (eNB) and Wi-Fi Access Points (APs) is examined and carried out. Results
indicate:
1. The LTE-LAA LBT coexistence mechanism achieves a higher probability
of transmission than the DCF mechanism of Wi-Fi.
2. The newly introducted K-Parameter serves as an optimization element that
supports agility to the coexistence of LTE-LAA. Under heterogeneous oper-
ation (LTE coexisting with WiFi), lower values of K (e.g. K=1) favor LTE
eNB over WiFi transmissions, while higher values of K (e.g. K=8) provide
WiFi a fair oppurtunity for coexistence. Under homogeneous operation
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(LTE only network), lower values of K increase contention and lower sat-
uration throughout, while higher values of K improve network throughout
performance.
3. Initial Contention window size was found to be a key optimization parame-
ter to be considered jointly with the number of LAA and Wi-Fi collocated,
and co-channeling stations.
4. A key performance advantage for LTE-LAA’s LBT was identified at higher
priority class traffic. The advantage was found to be in the range of [3 - 6]%
increase in terms of saturation throughput for a single LTE-LAA station
present amongst a single, and low number of Wi-Fi nodes.
5.2 Future Work and Potential Research Directions
The work presented in this dissertation serves as a bedrock for a thorough and
objective look at the coexistence performance of the LTE-LAA technology. The
performance of Wi-Fi and LTE-LAA stations in a coexistence system depends on
the channel access parameters (e.g. Initial Contention window size, K-parameter,
TxOP) adopted for each of these technologies. By changing these parameters, a
considerable improvement in terms of higher per user throughput can be achieved.
Future work incorporating the developed model will extend the work by inves-
tigating the optimization of LTE-LAA oﬄoading under different constraints, in-
cluding threshold adaptation for improved throughput performance, and trans-
mission delay performance analysis.
Furthermore, it is noted, that continually emerging Wi-Fi specifications are adopt-
ing LTE enhancements to improve spectral efficiency and enhance throughput.
One potential research direction is the investigation of a tractable analytical
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LBT model under non-saturation and non-ideal transmission channel charac-
teristics for Orthogonal Frequency Division Multiple Access (OFDMA) enabled
transmissions. Another interesting research direction is the investigation of the
mutual interference of heterogeneous LTE-LAA and Wi-Fi networks under dif-
ferent spatial distribution point process models using stochastic geometry, taking
into account varying levels of energy detection thresholds. Finally, the investi-
gation of coexistence distributed sensing along with new MAC and PHY modes
capable of supporting enhanced throughput remains an open research problem
and could result in a paradigm changing outcome on the coexistence performance
of unlicensed band incumbents.
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