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RAMIFICATION OF E´TALE PATH TORSORS AND HARMONIC
ANALYSIS ON GRAPHS
L. ALEXANDER BETTS AND NETAN DOGRA
Abstract. We study the Galois action on paths in the Qℓ-pro-unipotent
e´tale fundamental groupoid of a hyperbolic curve X over a p-adic field with
ℓ 6= p. We prove an Oda–Tamagawa-type criterion for the existence of a
Galois-invariant path in terms of the reduction of X, as well as an anabelian
reconstruction result determining the stable reduction type of X in terms of
its fundamental groupoid. We give an explicit combinatorial description of
the non-abelian Kummer map of X in arbitrary depth, and deduce conse-
quences for the non-abelian Chabauty method for affine hyperbolic curves and
for explicit quadratic Chabauty.
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1. Introduction
Let K be a finite extension of Qp, and A an abelian variety over K. The Serre–
Tate criterion [ST68, Theorem 1] says that we can detect good reduction of A from
the Galois action on the ℓ-adic Tate module of A, or equivalently from the action
on H1e´t(AK ,Qℓ), for ℓ a prime different from p. Specifically, A has good reduction
if and only if this Galois action is unramified.
If we replace A with a smooth geometrically connected curve X over K, then
the Galois action on cohomology no longer detects good reduction of X . However,
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by replacing the cohomology of X by a finer arithmetic-homotopical invariant – its
e´tale fundamental group – one can indeed detect good reduction of X . When X
is projective this is due to Oda [Oda95], and for X affine this is due to Tamagawa
[Tam97].
Theorem ([Oda95, Theorem 3.2], [Tam97, Theorem 0.8]). A smooth geometrically
connected hyperbolic curve X/K has good reduction if and only if the outer action
of GK = Gal(K|K) on the pro-ℓ e´tale fundamental group π
e´t,ℓ
1 (XK , b) is unramified
(for any or every geometric basepoint b).
In fact, Oda proves a more refined version of this theorem. If we let Un denote
the maximal n-step unipotent quotient of the Qℓ-pro-unipotent e´tale fundamental
group of XK – i.e. the continuous Qℓ-Malc˘ev completion of π
e´t,ℓ
1 (XK , b) – then
X has good reduction if and only if the induced outer Galois action on Un is
unramified, for any n ≥ 3.
1.1. An analogue of Oda’s theorem for fundamental groupoids. The main
result of this paper is a relative analogue of the Oda–Tamagawa criterion for Qℓ-
pro-unipotent e´tale path-torsors. Recall that to any two K-rational points x, y ∈
X(K), one can associate a Qℓ-pro-unipotent torsor of e´tale paths π
Qℓ
1 (XK ;x, y),
which is a certain affine Qℓ-scheme (isomorphic to an infinite-dimensional affine
space) endowed with an action of the Galois group GK . There are two possibilities
for the scheme πQℓ1 (XK ;x, y)
IK of inertia-invariant paths: it is either empty or a
torsor under πQℓ1 (XK , x)
IK . We say that this Galois action is relatively unramified
just when πQℓ1 (XK ;x, y)
IK 6= ∅ – informally this asserts that the Galois action on
πQℓ1 (XK ;x, y) is no more ramified than the action on π
Qℓ
1 (XK , x). Our main result
is an Oda–Tamagawa-type criterion describing which of these occurs in terms of
the reduction of X .
Theorem 1.1.1 (Relative Oda–Tamagawa criterion for path-torsors). Let X be a
smooth geometrically connected hyperbolic curve over K and x, y ∈ X(K) rational
points. Let X/OL be a regular semistable model of X over the ring of integers of
a finite extension L/K such that x and y extend to OL-integral points of X . Then
the following are equivalent:
• the reductions of x and y lie on the same irreducible component of the
special fibre of X ;
• there is an inertia-invariant Qℓ-pro-unipotent e´tale path from x to y, i.e.
πQℓ1 (XK ;x, y)
IK 6= ∅;
• there is a Galois-invariant Qℓ-pro-unipotent e´tale path from x to y, i.e.
πQℓ1 (XK ;x, y)
GK 6= ∅.
In the above, by a model X over OL, we mean the complement in a proper flat
generically smooth OL-scheme X of a divisor D which is e´tale over OL, along with
an isomorphism XL
∼
→ (X \ D)L. We say that X is regular just when X is a
regular scheme, and we say that X is semistable just when the special fibre of X
is a reduced normal crossings divisor, each of whose smooth geometric components
meet the remaining geometric components and D in ≥ 2 points. Every hyperbolic
curve X/K has a regular semistable model over OL for a finite extension L/K.
Remark 1.1.2. Akin to the more refined statement of Oda’s criterion, we will
also prove a finite level version of our relative Oda–Tamagawa criterion. If we
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let Pn(x, y) denote the Qℓ-pro-unipotent e´tale torsor of paths in depth n – i.e.
the pushout of πQℓ1 (XK ;x, y) along the quotient map π
Qℓ
1 (XK , x) ։ Un – then
the equivalent conditions of Theorem 1.1.1 are also equivalent to the condition
Pn(x, y)
IK 6= ∅, for any n ≥ 3, or that Pn(x, y)GK 6= ∅, for any n ≥ 3.
In terms of the non-abelian Kummer map (whose definition is recalled in Sec-
tion 1.2), condition (1.1.1) of Theorem 1.1.1 is equivalent to the class of y in
H1(GK , π
Qℓ
1 (XK , x)) being trivial. The finite-level version of this stated in the
previous paragraph is equivalent to the class of y in H1(GK , U3) being trivial.
The equivalence of the second and third conditions in Theorem 1.1.1 is a special
case of a Galois cohomological result (the general result is Corollary 2.1.9).
The Oda–Tamagawa criterion is best understood in the wider context of an-
abelian reconstruction theorems: results which aim to reconstruct certain proper-
ties of suitable varieties from the Galois action on their e´tale fundamental groups.
Most famously, a theorem of Mochizuki assures us that a hyperbolic curve is already
determined by its pro-p fundamental group.
Theorem (⊆[Moc99, Theorem A]). Let X and X ′ be hyperbolic curves over K.
Then the pro-p e´tale fundamental groups πe´t,p1 (XK , x) and π
e´t,p
1 (X
′
K
, x′) are GK -
equivariantly isomorphic (for the outer Galois action) if and only if X and X ′ are
isomorphic over K.
Remark 1.1.3. Mochizuki’s Theorem is much more general than the version we
present above. Most notably, K can be taken to be any field contained in a finitely
generated extension of Qp. In particular, taking K to be a finitely generated exten-
sion of Q, Mochizuki’s Theorem resolves the anabelian conjecture of Grothendieck
on determination of hyperbolic curves by their fundamental groups.
In contrast to Mochizuki’s Theorem, there is no hope of recovering a hyperbolic
curve X/K from the Galois action on its pro-ℓ or Qℓ-pro-unipotent fundamental
group, since these vary locally constantly in algebraic families (or see Remark 1.1.7
for a specific example). Nonetheless, the Oda–Tamagawa criterion suggests that
the pro-ℓ fundamental group should at least recover some information about the
reduction type of X .
This is exactly the content of our second main theorem – a consequence of the
first – which asserts that one can recover the stable reduction type of a hyperbolic
curve from its Qℓ-pro-unipotent fundamental groupoid. In order to make the notion
of stable reduction types precise, we record the following standard definition, which
will be used throughout this paper.
Definition 1.1.4 (Stable reduction graphs). Let X/K be a smooth geometrically
connected hyperbolic curve, choose a regular semistable model X = X \ D of X
over the ring of integers OL of a finite extension L/K, and write Xk = X k \ Dk
for the geometric special fibre of X . The stable reduction graph Γ˜ = Γ˜(X) of X is
defined to be the dual graph of Xk, i.e. the graph consisting of:
• a vertex for each irreducible component of X k;
• an edge for each singular point of X k, whose endpoints are the two irre-
ducible components containing it (these two components may coincide, in
which case the edge is a loop); and
• a ‘half-edge’ for each point of Dk, whose endpoint is the irreducible com-
ponent containing it.
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We regard Γ˜ as a metric graph by assigning each finite edge a length 1e(L/K) and
each half-edge an infinite length, and endow it with a genus function g : V (Γ˜) →
N0 assigning to each vertex the geometric genus of the corresponding irreducible
component. Up to subdivision of edges and half-edges, the reduction graph Γ˜ is
canonically independent of the choice of model X/OL.
We will recover the stable reduction graph of our hyperbolic curve X not from
its Qℓ-pro-unipotent e´tale fundamental group π
Qℓ
1 (XK , b) but its Qℓ-pro-unipotent
e´tale fundamental groupoid πQℓ1 (XK); that is, the structure comprised of the path-
spaces πQℓ1 (XK ;x, y) for points x, y ∈ X(K) together with the path-composition
πQℓ1 (XK ; y, z)× π
Qℓ
1 (XK ;x, y)→ π
Qℓ
1 (XK ;x, z)
and path-reversal maps
πQℓ1 (XK ;x, y)
∼
−→ πQℓ1 (XK ; y, x)
for x, y, z ∈ X(K). All of these path-spaces are affine Qℓ-schemes (and the structure
maps are morphisms thereof), and there is an action of GK on π
Qℓ
1 (XK) extending
the action on X(K) which is continuous in the sense that an open subgroup of
GK acts continuously on the Qℓ-points of π
Qℓ
1 (XK ;x, y) for every x, y ∈ X(K).
Our second theorem asserts that the Galois action on this fundamental groupoid is
enough to recover its stable reduction type.
Theorem 1.1.5 (Anabelian reconstruction of the reduction graph). Let X and
X ′ be two smooth geometrically connected hyperbolic curves over K. If the Qℓ-pro-
unipotent e´tale fundamental groupoids πQℓ1 (XK) and π
Qℓ
1 (X
′
K
) are GK-equivariantly
isomorphic, then the stable reduction graphs Γ˜(X) and Γ˜(X ′) are isometric com-
patibly with the genus function.
Remark 1.1.6. An alternative version of this reconstruction theorem is proved by
Mochizuki in [Moc06, Corollary 3.11], which implies that the stable reduction graph
of X (without its metric) is determined by its geometric tempered fundamental
group. Our reconstruction result is somewhat orthogonal to Mochizuki’s in that
while we work with a coarser version of the fundamental group, we are very much
concerned with its Galois action and groupoid structure.
Another partial reconstruction result along these lines appears in [AMO95, The-
orem 1.1], which shows that many graph-theoretic invariants of Γ˜ are determined
from the outer mapping class group action on the pro-ℓ fundamental groupoid of a
totally degenerate curve.
Remark 1.1.7. Somewhat surprisingly, Theorem 1.1.5 fails if we replace the Qℓ-
pro-unipotent fundamental groupoid with the Qℓ-pro-unipotent or even pro-ℓ fun-
damental group, say based at rational points b ∈ X(K) and b′ ∈ X ′(K). To sketch
the argument, suppose that X is a once-punctured Tate elliptic curve (Gm/qZ)\{1}
and that the rational basepoint b corresponds to a point in O×K not in the residue
disc of 1. It then follows from the calculations in §3 that the pro-ℓ e´tale fundamen-
tal group of (XK , b) is free on two generators x, y, with inertia acting via σ(x) = x
and σ(y) = yxvK(q)·tℓ(σ) where tℓ : IK → Z
×
ℓ is the tame character.
In particular, the pro-ℓ fundamental groups of two such curves with parameters
q and qp are IK-equivariantly isomorphic, via the isomorphism (x, y) 7→ (xp, y).
However, their reduction graphs are easily seen to be non-isometric.
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Remark 1.1.8. In the proof of Theorem 1.1.5 in §11, we will in fact describe an
explicit recipe to read off the stable reduction graph of a hyperbolic curve X from
the GK-action on its fundamental groupoid. In the language of [Moc15], Theorem
1.1.5 is a mono-anabelian reconstruction result.
1.2. Applications to the Chabauty–Kim method. Our main Theorem 1.1.1
also has consequences for the Chabauty–Kim method. This method, developed
in [Kim05, Kim09, CK10, BDCKW18], seeks to determine the integral points of
hyperbolic curves X/Q by means of the non-abelian Kummer map
j : X(Q)→ H1(GQ, π
Qℓ
1 (XQ, b))
which sends a rational point x ∈ X(Q) to the class of the GQ-equivariant right
πQℓ1 (XQ, b)-torsor π
Qℓ
1 (XQ; b, x), where b ∈ X(Q) is a fixed rational basepoint. More
precisely, if S is a finite set of rational primes and X/ZS is a model of X , not neces-
sarily minimal, such that b extends to a smooth ZS-point of X , the Chabauty–Kim
method aims to locate X (ZS) inside
∏
p/∈S X (Zp)×
∏
p∈S X(Qp) via the commuting
square
X (ZS) H1(GQ, U)
∏
p/∈S X (Zp)×
∏
p∈S X(Qp)
∏
pH
1(GQp , U)
j
∏
p jp
where U is a finite dimensional GQ-stable quotient of π
Qℓ
1 (XQ, b) and jp : X(Qp)→
H1(GQp , U) is the local non-abelian Kummer map, defined in exactly the same way
as j. One typically assumes in the above that ℓ /∈ S is a prime of good reduction
for the model X .
Under reasonable assumptions on U (for instance if U = Un is the largest n-step
unipotent quotient of πQℓ1 (XQ, b)), all of the non-abelian cohomology sets involved
are the Qℓ-points of pointed affine schemes over Qℓ and the local map is a scheme
morphism1. One defines the Selmer scheme SelS,U(X ) ⊆ H1(GQ, U) to be the
subscheme of cohomology classes which are locally geometric outside S, i.e. classes
ξ such that ξ|GQp ∈ jp(X (Zp))
Zar for all p /∈ S [BDCKW18, §8], where (−)Zar
denotes the Zariski closure. These local Selmer schemes jp(X (Zp))
Zar display very
different behaviour depending on whether ℓ = p or ℓ 6= p, as follows.
Proposition ([KT08, Corollary 0.2],[Kim09, Theorem 1],[Fal07, §4]).
• If p /∈ S ∪ {ℓ}, then jp(X (Zp))Zar = jp(X (Zp)) is finite. If moreover p is of
potentially good reduction for X , i.e. XOL is dominated by a good model of
XL for a finite extension L/Qp, then jp(X (Zp)) = {∗} is the basepoint of
H1(GQp , U).
• If p = ℓ then our assumptions ensure that jℓ(X (Zℓ))Zar = H1f (GQℓ , U) is
the non-abelian Bloch–Kato Selmer scheme defined in [Kim09, §2].
The techniques developed in this paper will afford us further control on local
Selmer schemes, even in the case that p ∈ S.
Proposition 1.2.1.
1Technically, one should replace H1(GQ, U) with H
1(GQ,T , U), where T is a finite set of primes
containing S, p and all primes of bad reduction.
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(1) Let p /∈ S∪{ℓ} be a prime and let X ′/OL be a regular semistable model of X
over the ring of integers of a finite extension L/Qp which dominates XOL ,
with geometric special fibre X ′
Fp
. Then #jp(X (Zp)) is at most the number
of irreducible components of X ′
Fp
containing the reduction of a point in
X (Zp) ⊆ X ′(OL). If U dominates U3, then we have equality.
(2) Let p ∈ S \ {ℓ}. Then the Qℓ-dimension of jp(X(Qp))Zar is at most 1. If
U dominates U2, then the dimension is equal to 1 if and only if X has a
Qp-rational cusp.
In both cases, the image jp(X (Zp)) or jp(X(Qp)) is explicitly computable, in a sense
we shall make precise later.
Corollary 1.2.2. Suppose that the model X/ZS is regular semistable at p /∈ S∪{ℓ}
and write XFp for its special fibre. Then we have
#jp(X (Zp)) ≤ #
{
irreducible components of XFp
}
.
The Selmer scheme SelS,U (X ) cuts out a subset X (Zℓ)S,U ⊆ X (Zℓ) defined as the
set of all Zℓ-integral points x such that jℓ(x) lies in the scheme-theoretic image of the
localisation map SelS,U(X )→ H
1
f (GQℓ , U) [BDCKW18, §8]. The set X (Zℓ)S,U is in
theory (and often in practice) computable and contains the S-integral points X (ZS)
(conjecturally with equality for U sufficiently large [BDCKW18, Segment 3.1]), and
is finite as soon as the localisation map is not scheme-theoretically dominant, for
example if the inequality
(1.2.1) dimQℓ SelS,U(X ) < dimQℓ H
1
f (GQℓ , U)
holds. The greater control of local Selmer schemes afforded by Proposition 1.2.1 in
turn provides more constraints on the sets SelS,U (X ).
1.2.1. Applications to quadratic Chabauty. A particularly tractable case for making
the non-abelian Chabauty method explicit and computable is when X satisfies the
inequality
rkJ(Q) < ρ(J) + g − 1,
where J is the Jacobian of X and ρ is the Picard number. In this case X(Qℓ)2
is finite, and in [BDM+19] an algorithm is given for computing it in certain cases.
A major restriction of this algorithm is the need for X to have potential good
reduction at all primes. In this paper we explain how to remove this restriction. As
explained in §12, this amounts to giving an explicit formula for certain functions jF :
X(Qp)→ Qℓ arising from a choice of base-point b ∈ X(Qp) and an endomorphism
F of the Jacobian of X satisfying certain conditions. In Corollary 12.1.3, we give
an explicit formula for jF in terms of height pairings 〈·, ·〉 on the dual graph of X .
1.2.2. A refined Selmer variety. One curious aspect of Proposition 1.2.1 is that it
constrains the images of local Kummer maps at places in S, even though such
images need not be finite. This enables us to define the following refinement of the
Selmer scheme from [BDCKW18].
Definition 1.2.3 (Modified Selmer schemes). Keep notation as above, and assume
that ℓ /∈ S is a prime of good reduction. We define a modified Selmer scheme
SelminS,U(X ) ⊆ H
1(GQ, U) to be the subscheme consisting of cohomology classes that
are everywhere locally geometric in the sense that ξ|GQp ∈ jp(X (Zp))
Zar for all
p /∈ S and ξ|GQp ∈ jp(X(Qp))
Zar for all p ∈ S. This is a subscheme of the usual
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Selmer scheme SelS,U (X ) containing the image of the global non-abelian Kummer
map j.
Using this modified Selmer scheme, one can define modified subsets X (Zℓ)minS,U ⊆
X (Zℓ) in exactly the same way as for X (Zℓ)S,U , which by definition sit in a sequence
of containments
X (ZS) ⊆ X (Zℓ)
min
S,U ⊆ X (Zℓ)S,U ⊆ X (Zℓ).
The set X (Zℓ)minS,U is finite as soon as the localisation map Sel
min
S,U(X )→ H
1
f (GQp) is
not scheme-theoretically dominant, for example if the inequality
(1.2.2) #S + dimQℓ SelU (X ) < dimQℓ H
1(GQℓ , U)
holds. Here SelU (X ) = Sel
min
U (X ) denotes the Selmer scheme in the particular case
S = ∅, and we are using the inequality dimQℓ SelS,U (X ) ≤ #S + dimQℓ SelU (X ),
which follows from Proposition 1.2.1.
The containment X (Zℓ)minS,U ⊆ X (Zℓ)S,U can be strict; we give a simple example
in §12.4.1.
1.3. Calculation of local non-abelian Kummer maps. The key ingredient
in the proofs of all the results exhibited thus far is an explicit calculation of the
non-abelian Kummer map
j : X(K)→ H1(GK , π
Qℓ
1 (XK , b))
when K is a finite extension of Qp and X/K is a smooth geometrically connected
hyperbolic curve (see §1.4 for the definition). In fact, we will work geometrically:
for a finite extension L/K, the restriction map
H1(GK , π
Qℓ
1 (XK , b)) →֒ H
1(GL, π
Qℓ
1 (XK , b))
is injective (Lemma 2.1.3), and the non-abelian Kummer map for XL is compatible
for that forX , so that the non-abelian Kummer maps for varying L induce a natural
map
j : X(K)→ lim
−→
L
H1(GL, π
Qℓ
1 (XK , b)).
We will describe this map explicitly in terms of terms of harmonic analysis on its
stable reduction graph Γ˜ of X ; these are concretely related by a certain reduction
map whose definition we now recall.
Definition 1.3.1 (Reduction map). Let X/K be a hyperbolic curve and x ∈
X(K). We may choose a regular semistable model X/OL for a finite extension
L/K such that x ∈ X (OL), and we denote by red(x) the irreducible component of
the geometric special fibre Xk containing the reduction of x. The point red(x) ∈ Γ˜
corresponding to this component is independent of the choice of model, and we thus
obtain a map
red: X(K)→ Γ˜
called the reduction map. The image of this map is exactly the set ΓQ of points a
rational distance from vertices.
Using this map, we can now state our explicit calculation of the non-abelian
Kummer map, at least in outline.
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Theorem 1.3.2. Let X/K be a hyperbolic curve with a geometric basepoint b ∈
X(K) and write Γ˜ for the stable reduction graph of X. We will define a certain
Q-vector space
V =
∏
n>0
grW−nV ,
where each of the graded pieces grW−nV is finite-dimensional, along with a series
(µn)n>0 of gr
W
−nV-valued piecewise polynomial measures on Γ˜ with log poles on
half-edges, each of total mass 0. Both V and the measures µn depend only on the
reduction graph Γ˜ (see Definition 6.0.1 and Construction 8.0.1 for the construc-
tions).
Now for any prime ℓ 6= p, there is an injection
ι : lim
−→
L
H1(GL, π
Qℓ
1 (XK , b)) →֒ VQℓ :=
∏
n>0
(
Qℓ ⊗ gr
W
−nV
)
identifying lim
−→L
H1(GL, π
Qℓ
1 (XK , b)) as a pro-finite-dimensional Qℓ-subspace of VQℓ .
The composite map
X(K)
j
→ lim
−→
L
H1(GL, π
Qℓ
1 (XK , b))
ι
→֒ VQℓ =
∏
n>0
(Qℓ ⊗ gr
W
−nV)
is given by
x 7→ (〈red(x)− red(b), µn〉)n>0,
where 〈·, ·〉 denotes the height pairing on measures of total mass 0.
Remark 1.3.3. A consequence of Theorem 1.3.2 is that the non-abelian Kummer
map j factors through a map ΓQ → V determined solely by Γ˜. Thus, this theorem
provides an independence of ℓ result for the non-abelian Kummmer map.
Example 1.3.4. We defer the general definitions of V and of the µn, which al-
though conceptually rather straightforward are somewhat elaborate, to the main
body of the paper (Definition 6.0.1 and Construction 8.0.1). However, we illustrate
these constructions by stating a simple special case.
Suppose that X is projective and that its Jacobian has potentially totally toric
reduction – in other words, assume that Γ˜ has no half-edges and has genus 0 at every
vertex. We write H1(Γ) = H1(Γ,Q) for the Q-linear homology of the underlying
graph of Γ˜, and β : Sym2H1(Γ)→ Q for the cycle pairing given by the length of the
intersection of cycles. There is then an isomorphism
grW−2V
∼= coker
(
β∗ : Q→ Sym2H1(Γ)
)
and the grW−2V-valued measure µ2 is given by
µ2 =
∑
e∈E(Γ˜)+
(e∗)2 · dse,
where dse denotes arc-length along an edge e and e
∗ ∈ H1(Γ) = Hom(H1(Γ),Q)
denotes the functional sending a cycle γ to the multiplicity of e in γ.
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1.4. Overview of proofs and sections. The bulk of this paper will be devoted
to proving Theorem 1.3.2. We begin in Section 2 by recalling some facts about
continuous Galois cohomology of Qℓ-pro-unipotent groups U . Although much of
this is standard, we already begin to see some new structure in Lemma 2.1.7, where
we show that H1(GK , U) admits a description as a graded Qℓ-vector space rather
than just an affine space.
Section 3 then applies deformation techniques of [Oda95, AMO95] to explicitly
describe the Qℓ-pro-unipotent fundamental groupoid of a hyperbolic curve X as
the Qℓ-Malc˘ev completion of a certain (discrete) fundamental groupoid π1(Γ˜) as-
sociated to its reduction graph. This section contains the majority of the number-
theoretic content of the paper, and effectively reduces our main problems to ones
in combinatorics.
The proofs of these combinatorial analogues are then accomplished in the fol-
lowing sections. In Section 5, we set up our general framework for tackling such
problems, by giving an explicit and basepoint-independent description of the M -
graded fundamental groupoid of Γ˜, for a certain filtration M•. The key ingredient
in the proof a certain canonical choice of Q-pro-unipotent path γcanx,y between any
two points of a rationally metrised graph Γ, use of which ensures that our con-
structions are basepoint-independent. The canonical paths γcanx,y owe their origin to
the theory of iterated integration on graphs due to Cheng and Katz; this theory is
reviewed in Section 4.
The proof of Theorem 1.3.2 is then accomplished in Sections 6, 7 and 8. The
short Section 6 uses the description of the M -graded fundamental groupoid from
Section 5 to give a reinterpretation of the non-abelian Kummer map of a curve in
terms of the action of a certain monodromy operator on the canonical paths γcanx,y .
This purely combinatorially defined map is then studied in Section 8, where it is
shown to satisfy a certain second-order ordinary differential equation. This allows
one to compute the graph-theoretic Laplacian of the non-abelian Kummer map,
and hence write it as a height pairing against a certain measure. The relevant
aspects of harmonic analysis on graphs are recalled in Section 7.
Sections 9 and 10 are concerned with the proof of our relative Oda–Tamagawa
criterion (Theorem 1.1.1), by now rephrased as an injectivity result for the graph-
theoretic non-abelian Kummer map. The proof proceeds in two steps. Firstly, one
uses the explicit form of the measure µ2 to show that the map given by the height
pairing against the measure µ2 is almost injective, with the only failures of injectiv-
ity arising from certain symmetries of the 2-connected components of the reduction
graph. Exploiting these symmetries, one then is able to show that the maps given
by height pairing against the measures µ2 and µ3 are jointly injective. Many of the
proofs in Section 10 utilise certain simplification operations on reduction graphs
inspired by the theory of electrical circuits, and these operations are studied in
Section 9.
The proof of the anabelian reconstruction theorem (Theorem 1.1.5) is undertaken
in Section 11. The key observation here is that our relative Oda–Tamagawa criterion
ensures that the non-abelian Kummer map of a hyperbolic curve X embeds its
reduction graph inside an affine space, and hence we can recover the graph as
the image of this map. The recovery of the metric and genus function are then
straightforward from this.
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In the final Section 12, we survey several applications of these techniques to ex-
plicit quadratic Chabauty. Some other applications to explicit quadratic Chabauty
are given elsewhere in the paper: in particular the description of the non-abelian
Kummer map for certain genus two curves given in Lemma 8.2.2 is used in [BD18a]
to implement the quadratic Chabauty method in explicit examples, and the bound
on the size of the image of the non-abelian Kummer map given in the first part of
Proposition 1.2.1 is used in [BD19] to bound the size of X(Q) for certain hyper-
bolic curves. As explained in Section 12, Theorem 8.0.2 can be used to improve on
these bounds, giving results which seem to be more amenable to proving uniform
effective Chabauty–Kim results analogous to [KRZB16].
We also include a lengthy Appendix A of background material on affine groupoid-
schemes, pro-nilpotent Lie algebras and completed Hopf groupoids, as well as their
derivations and filtrations. Despite being well-known to experts, the precise results
we need are not available in the literature to the best of our knowledge, so we
include them in the appendix for completeness.
Notation and conventions. Throughout the paper, K will denote a finite exten-
sion of Qp, with ring of integers and residue field OK and k respectively. We write
q = #k for the residue cardinality, and fix a choice of uniformiser ̟ of K. We also
fix a prime ℓ different from p.
We fix an algebraic closure K/K and write GK = Gal(K|K) for the absolute
Galois group ofK and IKEGK for its inertia subgroup. We fix a choice of arithmetic
Frobenius ϕ ∈ GK and an inertia element σ such that tℓ(σ) is a generator of Zℓ(1),
where tℓ : IK → Zℓ(1) denotes the tame character. Thus σ is a generator of the
maximal pro-ℓ quotient of IK .
Let ϕ ∈ GK/IK be the Frobenius element of GK/IK . We denote the Zℓ-quotient
of IK by I
ℓ
K , (ℓ 6= p) denote by σ a generator of I
ℓ
K , and denote by PK the kernel
of IK → IℓK . Our choices provide a generator tℓ(σ) ∈ Qℓ(1) with tℓ : IK → Zℓ(1)
the ℓ-adic tame character, and we take the liberty of identifying Qℓ(1) with Qℓ
(endowed with the Galois action by the cyclotomic character).
Curves, usually denoted X , will always be assumed smooth and geometrically
connected, but not necessarily projective; families of curves will be generically
smooth with connected geometric fibres. The smooth completion of a curve X
will be denoted X, and D = X \X will denote the complementary divisor. A curve
is said to be hyperbolic if its Euler characteristic is less than 0.
We strongly advise readers on a first reading to assume that every hyperbolic
curve X/K is projective and has semistable reduction, and that its reduction graph
Γ˜ has no half-edges, has genus 0 at every vertex, and is 2-connected. This simplifies
many of the constructions developed throughout the paper.
An index of notation is included for ease of reference.
Acknowledgements. We are extremely grateful to Minhyong Kim for initiating
this collaboration, and for several helpful suggestions. We would also like to thank
David Holmes and Steffen Mu¨ller for helpful discussions during the preparation of
this paper. Part of this research was carried out at the workshop “Arithmetic of
Hyperelliptic Curves” in Baskerville Hall.
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2. Galois cohomology of local fields
In this section we recall the results about non-abelian Galois cohomology of local
fields which will be needed later. In §2.1, we recall foundational results about the
Galois cohomology of ℓ-adic representations of p-adic fields (when p 6= ℓ) focusing
on the case of representations satisfying a suitable weight–monodromy property.
In §2.2, we describe how, if U is a Qℓ-unipotent group with a continuous action of
the Galois group of a local field K and U satisfies a weight–monodromy condition
(and some other assumptions) we have an explicit identification of H1(GK , U) with
a certain subquotient of Lie(U). In §2.4, we recall the definition of the non-abelian
Kummer map fromX(K) to a non-abelian cohomology variety and use the previous
section to identify it with a certain sub-quotient of the Lie algebra of U . Roughly
speaking, we show that associated to each point in X(K) there is a ‘canonical
cocycle’ representing its image in cohomology.
We adopt the following group cohomological conventions. We always work with
continuous group cohomology. The topology can always be understood from con-
text: the only groups which arise are finitely presented (discrete) groups, profinite
groups, or the R-points of unipotent groups for R a Qℓ-algebra. Unless otherwise
stated, when U is a unipotent group over Qℓ with a continuous action of a profi-
nite group, the non-abelian cohomology set H1(G,U) will refer to H1(G,U(Qℓ)).
When we say that G acts continuously on a unipotent group over Qℓ, we mean the
representation on Lie(U) is a continuous ℓ-adic representation.
2.1. Weight filtrations, monodromy filtrations and Galois cohomology
of local fields. Let V be a Qℓ-vector space with a continuous action of GK .
Grothendieck’s Monodromy Theorem [ST68, Appendix] ensures that a positive
power σe of σ acts unipotently on V , and the monodromy operator N is defined
to be the nilpotent endomorphism of V given by N := 1e log(σ
e). The monodromy
filtration M•V is defined by setting MiVQℓ to be the span of the generalised Frobe-
nius eigenspaces whose corresponding eigenvalues are q-Weil numbers of weight ≤ i.
This filtration is separated, increasing, GK -stable, and satisfies N(MiV ) ≤Mi−2V
for all i.
We say that a GK-representation V with an exhaustive separated GK-stable
increasing filtration W•V satisfies property (WM<0) if:
(1) W−1V = V ;
(2) M0V = V ; and
(3) for all k ∈ Z and i > 0, the maps
N i : grMk+igr
W
k V
∼
−→ grMk−igr
W
k V
are isomorphisms.
We sometimes simply say that V is aGK -representation satisfying (WM<0), leaving
the W -filtration implicit.
If U is a unipotent group over Qℓ with a continuous action of GK , we define
subgroup-schemes M−iU ⊆ U for i ≥ 0 by
M−iU := exp (M−iLie(U)) .
The fact that these are subgroups follows from the Baker–Campbell–Hausdorff
formula, and each M−iU is normal in M0U . In particular, each M−iU is normal in
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M0U . If U carries an exhaustive separated GK-stable increasing filtration
2 W•U ,
we say that it satisfies (WM<0) if and only if Lie(U) does.
The class of filtered unipotent groups with continuous GK-actions satisfying
(WM<0) is closed under products, kernels and cokernels (of filtered GK-equivariant
homomorphisms), W -strict extensions, and twists, as well as tensor products of
abelian unipotent groups (i.e. vector spaces). If U satisfies (WM<0) then so does
each W−iU , as well as each term of the descending and ascending central series.
The following lemma is proved in [Ser02] in the case where U has a discrete
G-action, but the proof also applies in the continuous case.
Lemma 2.1.1 ([Ser02], I.5.7 Proposition 43, 1.5.4 Corollary 2).
(1) If G is a topological group and
1→ Z → U → U/Z → 1
is a extension of unipotent groups with continuous G-action, then there is
an exact sequence of pointed sets
1→H0(G,Z)→H0(G,U)→H0(G,U/Z)
y
→H1(G,Z)→H1(G,U)→H1(G,U/Z).
(2) If in the above Z is central in U then this extends to an exact sequence
1→H0(G,Z)→H0(G,U)→H0(G,U/Z)→H1(G,Z)
y
→H1(G,U)→H1(G,U/Z)→H2(G,Z).
(Here, the decorated arrow
y
→ serves as a mnemonic for the following extra prop-
erties of these exact sequences: the terms to the left of this arrow form an exact
sequence of groups, and there is a right action of the group on the left of the
y
→ on
the set on the right whose orbits are the the fibres of the next map on the right and
whose point-stabiliser is the image of the previous map on the left.)
Remark 2.1.2. If c is a continuous cocycle for a unipotent group U with a con-
tinuous G-action, one can form the twist U c of U by c, and there is a bijection
H1(G,U c)
∼
−→ H1(G,U)
taking the basepoint of H1(G,U c) to the class [c] ∈ H1(G,U). These twists are
compatible with all the standard constructions. For instance the exact sequences
from Lemma 2.1.1(1) fit into a commuting diagram
H0(G,U c/Zc) H1(G,Zc) H1(G,U c) H1(G,U c/Zc)
H0(G,U/Z) H1(G,Z) H1(G,U) H1(G,U/Z)
y
≀ ≀
y
where Zc is Z with the c-twisted Galois action, so that the fibre of H1(G,U) →
H1(G,U/Z) containing [c] is identified as H1(G,Zc)/H0(G,U c/Zc). We will use
compatibilities such as this without explicit comment.
Recall that, given a short exact sequence
1→ H → G→ G/H → 1
2Here a filtration on a group consists of an increasing sequence of subgroups satisfying
[WiU,WjU ] ≤ Wi+jU for all i, j. The collection of subgroups M−iU also forms a filtration
in this sense, indexed by non-positive integers.
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of profinite groups and a Qℓ-unipotent group U with a continuous action of G, the
action of g ∈ G on the set of U -valued cocycles H → U given by
c 7→ (h 7→ g · c(g−1hg))
induces an action of G/H on H1(H,U). We obtain an exact sequence of pointed
sets (non-abelian inflation–restriction) [Ser02, I.5.8]
(2.1.1) 1→ H1(G/H,UH)→ H1(G,U)→ H1(H,U)G/H .
Using this exact sequence, we can pass up and down along finite index subgroups.
Lemma 2.1.3. Let G be a profinite group acting continuously on a Qℓ-unipotent
group U , and H ≤ G an open subgroup. Then the restriction map H1(G,U) →֒
H1(H,U) is injective. If additionally H is normal in G, then this restriction map
sets up a bijection
H1(G,U)
∼
−→ H1(H,U)G/H .
Proof. It suffices to prove the latter statement. Suppose first that G is finite and
H = 1. If V is any Qℓ-linear representation of G, then we have Hi(G, V ) = 1
for all i > 0 since Qℓ has characteristic 0. It then follows from Lemma 2.1.1 that
H1(G,U) = 1 for all representations of G on Qℓ-unipotent groups.
Now in general, the inflation–restriction sequence (2.1.1) implies that the fibres
of the restriction map H1(G,U)→ H1(H,U)G/H are given by H1(G/H, (U c)H) for
twists U c of U . These vanish by the above and so the restriction map is injective.
For surjectivity, when U is abelian the cokernel of H1(G,U)→ H1(H,U)G/H is
contained in H2(G/H,U) = 1 and we are done in this case. In general, we proceed
by induction, writing U as a central extension
1→ Z → U → U/Z → 1
where we know the desired result for U/Z and Z. From Lemma 2.1.12 the restriction
maps fit into a morphism of exact sequences
H0(G,U/Z) H1(G,Z) H1(G,U) H1(G,U/Z) H2(G,Z)
H0(H,U/Z) H1(H,Z) H1(H,U) H1(H,U/Z) H2(H,Z),
y
y
the lower of which is G/H-equivariant. The right-hand vertical map is injective by
the Hochschild–Serre spectral sequence.
Consider any element η ∈ H1(H,U)G/H . An easy diagram-chase shows that
there is a ξ ∈ H1(G,U) having the same image in H1(H,U/Z) as η. Replac-
ing U with a twist if necessary, we may assume that ξ = 1, so that η lies in
H1(H,Z)/H0(H,U/Z). But the map H0(H,U/Z)→ H1(H,Z) is aG/H-equivariant
homomorphism from a unipotent group to a vector space, and therefore (e.g. by
considering the maps on Lie algebras) we have(
H1(H,Z)/H0(H,U/Z)
)G/H
= H1(H,Z)G/H/H0(H,U/Z)G/H .
Thus η lifts to H1(G,Z) = H1(H,Z)G/H , and hence to H1(G,U). 
We will also need the following similar lemma, which is proved via an entirely
different technique. When U is abelian, this is a consequence of the Hochschild–
Serre spectral sequence and the fact that Ẑ has cohomological dimension one.
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Lemma 2.1.4. Let G be a profinite group acting continuously on a Qℓ-unipotent
group U , and H EG a closed normal subgroup with G/H ≃ Ẑ. Then the morphism
H1(G,U)→ H1(H,U)G/H
is surjective.
Proof. Let α be a lift of a topological generator of G/H ≃ Ẑ to G. Let c be a
continuous cocycle H → U whose class in H1(H,U) is G/H-invariant. Then a lift
of c to a U -valued cocycle c˜ : G → U is uniquely determined by where it sends α,
and c˜(α) ∈ U defines a cocycle if and only if it satisfies
(2.1.2) c(h)(h · c˜(α)) = c˜(α)(α · c(α−1hα)).
for h in H . Since the class of c in H1(H,U) is G/H-invariant, there exists γ ∈ U
such that, for all h in H ,
α · c(α−1hα) = γ−1c(h)(h · γ).
Hence taking c˜(α) = γ satisfies (2.1.2), and hence defines a lift of the cocycle
to U . 
Lemma 2.1.5 ([FPR94, §3.2.4 and §3.3.11]). Let V be a Qℓ-vector space with a
continuous action of GK . Then we have
dimQℓ H
1(GK , V ) = dimQℓ H
0(GK , V ) + dimQℓ H
0(GK , V
∗(1))
dimQℓ H
2(GK , V ) = dimQℓ H
0(GK , V
∗(1))
dimQℓ H
1(GK/IK , V
IK ) = dimQℓ H
0(GK , V ).
Corollary 2.1.6. Let U be a Qℓ-unipotent group with a continuous action of GK .
Then the natural map
H1(GK , U)
∼
−→ H1(GK , U/M−3)
is bijective.
Proof. It suffices to prove that if Z is a normal subgroup of U contained in M−3,
then the natural map H1(GK , U)
∼
−→ H1(GK , U/Z) is bijective. Proceeding induc-
tively, we may assume that Z is central in U , so that we have an exact sequence
H1(GK , Z)
y
→ H1(GK , U)→ H
1(GK , U/Z)→ H
2(GK , Z)
in which the outer terms vanish by Lemma 2.1.5 and the fact that all Frobenius
eigenvalues of Z are Weil numbers of weight < −2. It follows that H1(GK , U) →
H1(GK , U/Z) is bijective, as claimed. 
Lemma 2.1.7. Let U be a Qℓ-unipotent group with a continuous action of GK
satisfying (WM<0) and such that the action of IK on Lie(U) is unipotent. Then
the twisted conjugation action of U on grM−2U given by
u : v 7→ u−1vσ(u)
is well-defined and factors through an action of grM0 U . If gr
M
−2U(−1) denotes the
twist of grM−2U by the inverse of the cyclotomic character, then this action of gr
M
0 U
on grM−2U(−1) is GK-equivariant, and there is a bijection
H1(GK , U)
∼
−→
(
grM−2U(−1)/gr
M
0 U
)GK
given by evaluating a cocycle at σ ∈ IK .
RAMIFICATION OF E´TALE PATH TORSORS 15
Proof. The claims about the twisted conjugation action are easy to verify from the
fact that v−1u−1vu, u−1σ(u) ∈M−i−2U for v ∈M−2U and u ∈M−iU .
For the description of the cohomology, we first claim that the restriction map
H1(GK , U/M−3)
∼
−→ H1(IK , U/M−3)
GK/IK
is bijective. Surjectivity is given by Lemma 2.1.4. For injectivity, it follows from
the inflation–restriction sequence (2.1.1) and Corollary 2.1.6 that the fibres of the
restriction map are given by H1(GK/IK , (U
c/M−3)
IK ) for twists U c of U . Since U c
also satisfies (WM<0), it follows that all the Frobenius weights of (U
c/M−3)
IK ≤
M−1U
c/M−3 are in {−1,−2}. But any representation of GK/IK on a Qℓ-unipotent
group U with Frobenius weights in {−1,−2} automatically has H1(GK/IK , U) = 1
– for U abelian this follows from Lemma 2.1.5 and for U general one inducts using
Lemma 2.1.1. This completes the proof of bijectivity of the restriction map.
Combined with Corollary 2.1.6, we see that the natural map H1(GK , U)
∼
−→
H1(IK , U/M−3)
GK/IK is bijective. To compute this latter set, we use the GK/IK-
equivariant exact sequence
H0(IK , U/M−2)
y
→ H1(IK , gr
M
−2U)→ H
1(IK , U/M−3)→ H
1(IK , U/M−2).
Since H1(IK , U/M−2)
GK/IK = HomOut(Qℓ(1), U/M−2)GK/IK = 1 by Frobenius
weight considerations, we have that
H1(IK , U/M−3)
GK/IK =
(
Hom(Qℓ(1), gr
M
−2U)/(U/M−2)
)GK/IK
.
Identifying Hom(Qℓ(1), grM−2U) with the twist of gr
M
−2U by the inverse of the cyclo-
tomic character, we obtain the desired description. 
Remark 2.1.8. In [Kim05], the continuous Galois cohomology set H1(GK , U) is
extended to a presheaf
Spec(Λ) 7→ H1(GK , U(Λ))
on affine Qℓ-schemes, and (under certain assumptions weaker than (WM<0)) it is
shown that this presheaf is represented by an affine Qℓ-scheme of finite type, also
denoted H1(GK , U). All of our arguments also apply on the level of presheaves, so
that for example we have an isomorphism
H1(GK , U)
∼
−→
(
grM−2U(−1)/gr
M
0 U
)GK
of presheaves.
Corollary 2.1.9 (to the proof of Lemma 2.1.7). Let U be a Qℓ-unipotent group with
a continuous action of GK satisfying (WM<0), and let P be a U -torsor with a com-
patible continuous action of GK . Then P (Qℓ)GK 6= ∅ if and only if P (Qℓ)IK 6= ∅.
Proof. If the action of IK on Lie(U) is unipotent, the proof of Lemma 2.1.7 shows
that H1(GK , U) →֒ H1(IK , U) is injective, which proves the result in this case. In
general we reduce to the case of unipotent inertia action via Lemma 2.1.3. 
2.2. Canonical representatives. The following lemma describes the key calcu-
lation which enables us to describe the non-abelian cohomology varieties arising
from fundamental groups. The calculation will show up again in a slightly different
guise in the context of Cheng–Katz integration in §4.
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Lemma 2.2.1. Let V be a finite dimensional Qℓ-vector space with a continuous
action of GK satisfying (WM<0). Let πk denote the projection V → V/W−k−1V .
Then ∏
k>0
Nk ◦ πk : V →
∏
k>0
grM−2kgr
W
−kV
is surjective, with kernel M−1, inducing an isomorphism
(2.2.1) grM0 V
∼
−→
∏
k>0
grM−2kgr
W
−kV.
Proof. It is clear that the kernel contains M−1, so the map factors through gr
M
0 V .
The weight–monodromy condition ensures that each
Nk : grM0 gr
W
−kV
∼
−→ grM−2kgr
W
−kV
is an isomorphism; proceeding inductively, we find that the common kernel of the
maps Nk ◦ πk for k ≤ m is W−m−1grM0 V . It follows that (2.2.1) is injective, and
hence surjective for dimension reasons. 
This motivates the following definition.
Definition 2.2.2. Let U be a unipotent group over Qℓ with a continuous action
of GK satisfying (WM<0). Define Lie(U)
can ≤ grM−2Lie(U) to be the intersection of
the kernels of the maps
(2.2.2) Nk−1 ◦ πk : gr
M
−2Lie(U)→ gr
M
−2kgr
W
−kLie(U).
for k > 0.
Lemma 2.2.3. Let U be a unipotent group over Qℓ with a continuous action of
GK satisfying (WM<0), such that the action of IK on Lie(U) is unipotent. Then
the map
Lie(U)can × grM0 U → gr
M
−2U
given by (v, u) 7→ u−1 exp(v)σ(u) is bijective. In particular, the composite map
Lie(U)can →֒ grM−2Lie(U)
exp
−→ grM−2U ։ gr
M
−2U/gr
M
0 U
is bijective, where the quotient is as in Lemma 2.1.7.
Proof. Write UWn = U/W−n−1. To show surjectivity, we inductively show that
every element of grM−2U
W
n is equivalent, modulo the action of gr
M
0 U
W
n , to an ele-
ment of Lie(UWn )
can. Suppose we have an element vn−1 ∈ gr
M
−2U
W
n , whose image
in grM−2U
W
n−1 lies in exp(Lie(U
W
n−1)
can). From condition (WM<0) we find some
log(un) ∈ grM0 gr
W
−nU
W
n such that N
n(log(un)) = N
n−1(log(vn−1)). It then follows
by Baker–Campbell–Hausdorff that
vn := unvn−1σ(u
−1
n ) = exp
(
log(vn−1)−N(log(un))
)
in UWn /M−3, so that log(vn) ∈ Lie(U
W
n )
can as desired. Injectivity can be proved in
a similar manner. 
Combining this with Lemma 2.1.7, we arrive at the main result of this section.
RAMIFICATION OF E´TALE PATH TORSORS 17
Theorem 2.2.4. Let U be a unipotent group over Qℓ with a continuous action of
GK satisfying (WM<0). Then there is a bijection
H1(GK , U)
∼
−→ Hom(Qℓ(1),Lie(U)
can)
GK
functorial in U , compatible with restriction to open subgroups GL ≤ GK , and inde-
pendent of the choice of ϕ and σ.
Proof. Let us suppose firstly that IK acts unipotently on Lie(U). The bijection
Lie(U)can(−1)
∼
−→ grM−2U(−1)/gr
M
0 U from Lemma 2.2.3 is GK -equivariant, so we
define the desired map to be the composite
H1(GK , U)
∼
−→
(
grM−2U(−1)/gr
M
0 U
)GK ∼
−→ (Lie(U)can(−1))GK
with the first map that from Lemma 2.1.7. This map is easily checked to be
independent of the choice of ϕ and σ.
In general, we choose a finite Galois extension L/K such that IL acts unipotently
on Lie(U). The bijection
H1(GL, U)
∼
−→ (Lie(U)can(−1))GL
constructed above can be checked to be equivariant for the action of GL/K , and we
define the desired bijection to be the composite
H1(GL, U)
GL/K ∼−→ (Lie(U)can(−1))GK
1/e
−→ (Lie(U)can(−1))GK
using Lemma 2.1.3. This is independent of the choice of L, hence compatible with
restriction to open subgroups, and is easily seen to be functorial in U . 
Remark 2.2.5. Theorem 2.2.4 says concretely that any class in H1(GK , U) can
be represented by a cocycle c such that 1e log(c(σ
e)) ∈ Lie(U)can for every power
of σ which acts unipotently on Lie(U), and this element of Lie(U)can is the one
corresponding to the class of the cocycle c. It follows from Lemma 2.2.3 that such
a representing cocycle is unique up to the action of M−1U .
Put another way, this says that every U -torsor P with compatible continuous
Galois action has, up to the action of M−1U , a distinguished element γ
can ∈ P (Qℓ)
characterised by the property that 1e log
(
(γcan)−1σe(γcan)
)
∈ Lie(U)can for σe as
above. When U is the Qℓ-pro-unipotent e´tale fundamental group of a hyperbolic
curve, we will describe these elements explicitly in Proposition 6.1.3 in terms of
iterated integration on reduction graphs.
These canonical elements are ℓ-adic analogues of the elements of crystalline path-
torsors from [Vol03, Theorem 30], and will be used in upcoming work of the first
author and Daniel Litt.
Remark 2.2.6. One surprising aspect of Theorem 2.2.4 is that it provides the set
H1(GK , U) with the structure of a Qℓ-vector space, whose addition law remains
a mystery to the authors. In fact, more is true: the vector space H1(GK , U) =
(Lie(U)can)
GK is canonically graded, with its grading coming from the isomorphism∏
k≥2
Nk−2 ◦ πk : Lie(U)
can ∼−→
∏
k≥2
ker
(
grM2−2kgr
W
−kLie(U)
N
−→ grM−2kgr
W
−kLie(U)
)
.
Note that the graded pieces of this filtration are H1(GK , gr
W
−kU).
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Remark 2.2.7. Just as in Remark 2.1.8, Theorem 2.2.4 extends to a corresponding
statement about presheaves, where the vector space Hom (Qℓ(1),Lie(U)can)
GK is
viewed as an affine space in the usual way. This gives an alternative, much more
explicit proof of representability of the presheaf H1(GK , U).
Remark 2.2.8. Although we have chosen to work only with finite dimensional ob-
jects, all of the discussion in this section remains true if we permit U to be a finitely
generated pro-unipotent group satisfying (WM<0) (appropriately interpreted). For
example, using [Bet19, Lemma 4.0.5] we can take an inverse limit to obtain an
isomorphism
H1(GK , U)
∼
−→ Hom(Qℓ(1),Lie(U)
can)GK
also in this case, along with a product decomposition as in Remark 2.2.6.
Corollary 2.2.9 (to Theorem 2.2.4). Let U be a finitely generated pro-unipotent
group over Qℓ with a continuous action of GK satisfying (WM<0). Then there is a
finite extension K ′/K such that for any finite extension L/K ′, the restriction map
H1(GK′ , U)→ H
1(GL, U)
is an isomorphism.
Proof. Passing to a finite extension if necessary, we may assume that IK acts unipo-
tently on Uab, and that the subgroup of Q
×
ℓ generated by q and the eigenvalues of ϕ
on Uab contains no roots of unity other than 1. We will show thatK ′ = K suffices in
this case. Indeed, the assumptions guarantee that the action of IK on Lie(U) is pro-
unipotent, and hence that the Galois action on Lie(U)can ≤ grM−2Lie(U) is unrami-
fied. Our assumption on Frobenius eigenvalues ensures that Hom(Qℓ(1),Lie(U)can)
has no Frobenius eigenvalues which are roots of unity other than 1, and hence
Hom(Qℓ(1),Lie(U)can)GL = Hom(Qℓ(1),Lie(U)can)GK for any finite extension, as
desired. 
2.3. Fundamental groups of curves. Let X/K be a curve, and U = πQℓ1 (XK ; b)
the Qℓ-pro-unipotent e´tale fundamental group of X based at a point b ∈ X(K).
In order to apply the results of the preceding section, we want to show that U
satisfies condition (WM<0). The weight filtration W• on U is described in [AMO95,
Definition 1.5].
Definition 2.3.1. LetX be the smooth compactification of X . We defineW−1U =
U and define W−2U to be the kernel of
πQℓ1 (XK ; b)։ π
Qℓ
1 (XK ; b)
ab.
For k > 2, we set W−kU to be the (normal) subgroup subscheme generated by the
commutator subgroups [W−iU,W−jU ] for i+ j = k (i, j > 0).
In particular, if X = X or X = X \ {K-pt}, then we have W−kU = CkU where
C•U denotes the descending central series of U .
The weight filtration W• admits an alternative (equivalent) definition of a more
arithmetic nature.
Definition 2.3.2. Let S0 be a integral scheme of finite type over Z
[
1
ℓ
]
with a
geometric basepoint s¯ and V a continuous representation of πe´t1 (S0; s¯) on a finite
dimensional (or pro-finite dimensional) Qℓ-vector space. Suppose that w is a closed
point of S0 and that ϕw ∈ π
e´t
1 (S0; s¯) is a Frobenius at w. The weight filtration
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W•V relative to w is defined by setting WiVQℓ to be the span of the generalised
ϕw-eigenspaces whose corresponding eigenvalues are qw-Weil numbers of weight≤ i.
If the weight filtrations relative to w are independent of the choice of ϕw and
agree for all w in a non-empty Zariski-open subset of S0, we refer to this filtration
unambiguously as the weight filtration on V .
Proposition 2.3.3. The GK -action on U factors through an action of π
e´t
1 (S0; s¯) for
S0 an integral Z
[
1
ℓ
]
-scheme of finite type such that the W -filtration on U defined in
Definition 2.3.1 agrees with the W -filtration on Lie(U) defined in Definition 2.3.2.
Proof. We may choose an integral Z
[
1
ℓ
]
-scheme S0 of finite type and a pointed
relative curve (X , b) over S0 which is a complement of an e´tale divisor D in a
smooth projective S0-curve X , such that X is the pullback of X along a morphism
Spec(K) → S0. It follows from Grothendieck’s Specialisation Theorem [SGA71,
Expose´ XIII, Proposition 4.3 & Exemples 4.4] that the GK-action on U factors
through πe´t1 (S0; s¯), and that the restriction of this action to a decomposition group
Gκ(w) at some closed point w can be identified with the natural Galois action
on πQℓ1 (Xw¯; b(w¯)) for any geometric point w¯ lying over w. The Gκ(w)-equivariant
identification
πQℓ1 (XK ; b)
∼
−→ πQℓ1 (Xw¯ ; b(w¯))
above is strictly compatible with the W -filtrations of either side, defined as in
Definition 2.3.1. Abusing notation slightly, we also denote the right-hand side
by U .
It now suffices to verify that the ϕw-eigenvalues of each gr
W
−kU are qw-Weil
numbers of weight −k. When k = 1, we have
grW−1U = π
Qℓ
1 (X w¯; b(w¯))
ab = H1e´t(X w¯,Qℓ)
∗,
all of whose ϕw-eigenvalues are weight −1 by the Weil Conjectures.
When k = 2, we have a Gκ(w)-equivariant exact sequence
grW−1U ⊗ gr
W
−1U → gr
W
−2U → Qℓ(1) · Dw¯
where the left-hand map is the commutator map. It follows that the ϕw-eigenvalues
of grW−2U are weight −2.
When k > 2, we have a Gκ(w)-equivariant surjection⊕
i+j=k
i,j>0
grW−iU ⊗ gr
W
−jU ։ gr
W
−kU
given by commutator maps. It then follows by induction that the ϕw-eigenvalues
of grW−kU) are all weight −k, as desired. 
To show that U satisfies condition (WM<0), we use the following preparatory
lemma.
Lemma 2.3.4. Let C•U denote the central series of U . Then grkCU is a direct
summand of (Uab)⊗k as a W -filtered representation of GK , for all k > 0.
Proof. Pick a Z
[
1
ℓ
]
-scheme S0 as in Proposition 2.3.3, so that the GK-action on U
factors through πe´t1 (S0; v¯). We write L = Lie(U) for the Lie algebra of U and gr
•
CL
for its associated graded with respect to the descending central series filtration – we
will show that grkCL is aW -filtered and GK -equivariant direct summand of (L
ab)⊗k
for all k > 0.
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Suppose first that X 6= X, so that gr•CL is the free pro-nilpotent Lie algebra on
Lab. It follows that there is an algebraic action of GL(Lab) on gr•CL compatible with
the Lie bracket, and the action of πe´t1 (S0; s¯) factors through this GL(L
ab)-action
via the homomorphism ρ : πe´t1 (S0; s¯)→ GL(L
ab) given by the action on Lab.
Since GL(Lab) is reductive, the k-fold Lie bracket map (Lab)⊗k ։ grkCL induces
a GL(Lab)-equivariant splitting
(Lab)⊗k = grkCL⊕ Vk.
This splitting is automatically πe´t1 (S0; s¯)-equivariant, and hence GK-equivariant,
and W -filtered by Proposition 2.3.3.
In the case thatX = X, by [Hai11, Proposition 9.2] gr•CL is the free pro-nilpotent
Lie algebra on Lab modulo the Lie ideal generated by a non-degenerate symplectic
form on Lab. Hence there is an algebraic action of GSp(Lab) on gr•CL compatible
with the Lie bracket, and the action of πe´t1 (S0; s¯) factors through this GSp(L
ab)-
action via the homomorphism ρ : πe´t1 (S0; s¯) → GSp(L
ab) given by the action on
Lab. Since GSp(Lab) is also reductive, we conclude as in the previous case. 
Lemma 2.3.5. U , equipped with the W -filtration from Definition 2.3.1, satisfies
(WM<0).
Proof. Since the class ofW -filteredGK -representations satisfying (WM<0) is closed
underW -strict extensions, it suffices to prove that each grkCLie(U) satisfies (WM<0).
Since the class ofW -filtered GK -representations satisfying (WM<0) is closed under
tensor products, it suffices by Lemma 2.3.4 to prove that Lie(U)ab satisfies (WM<0).
Since Lie(U)ab ∼= H1e´t(XK ,Qℓ)
∗ as W -filtered representations of GK , we are done
by weight–monodromy for abelian varieties [Gro72, Expose´ IX, The´ore`me 4.3(b)
and Corollaire 4.4] (technically this only proves that the weight −1 part of Uab
satisfies (WM<0), but the (WM<0) property for the weight −2 part is a simple
duality argument). 
2.4. The non-abelian Kummer map. Continuing from the preceding section,
let X/K be a curve with basepoint b ∈ X(K), and let U be a GK -equivariant quo-
tient of πQℓ1 (XK ; b) satisfying (WM<0) (with respect to the induced W -filtration).
For instance, one could take U to be πQℓ1 (XK ; b) itself, its partial quotients with
respect to the descending central series or the W filtration, or the quotients con-
sidered in [BD18b, §3].
There is a (profinite) non-abelian Kummer map
j : X(K)→ H1(GK , π
e´t
1 (XK ; b))
sending a point x∈X(K) to the class of the profinite e´tale path-torsor πe´t1 (XK ; b, x).
We define the non-abelian Kummer map for U to be the map
j : X(K)→ H1(GK , U)
given by composing the above map with the map H1(GK , π
e´t
1 (XK ; b))→ H
1(GK , U)
induced from the group homomorphism πe´t1 (XK ; b)→ U(Qℓ).
According to Theorem 2.2.4, we can view j as a map
j : X(K)→ Hom(Qℓ(1),Lie(U)
can)GK
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whose codomain is a (pro-finite dimensional) graded Qℓ-vector space. Throughout
this paper, we will adopt the non-standard conventions that
jn : X(K)→ Hom(Qℓ(1), gr
W
−nLie(U)
can)GK
denotes the −nth graded piece of the non-abelian Kummer map, rather than the
whole non-abelian Kummer map modulo Cn+1U .
As we enlarge the base field to a finite extension L/K, the non-abelian Kummer
maps j : X(L)→ H1(GL, U) = Hom(Qℓ(1),Lie(U)can)GL are all compatible, so can
be packaged together into a single map
j : X(K)→ lim
−→
H1(GL, U) ≤ Hom(Qℓ(1),Lie(U)
can).
Remark 2.4.1. The construction of the non-abelian Kummer map is a special case
of a more general construction. Given a connected topological groupoid π with a
continuous action of a topological group G, one obtains for every object b ∈ ob(π)G
a non-abelian Kummer map
j : ob(π)G → H1(G, π(b))
sending an object x ∈ ob(π)G to the class of the G-equivariant torsor π(b, x). We
will see several instances of this construction in §3 (with ob(π) a discrete set on
which G acts trivially).
3. A combinatorial description of the fundamental groupoid
In this section we give a purely graph theoretic description of the action of tame
inertia on the fundamental groupoid of a curve X , in terms of Dehn twists in the
fundamental groupoid of an associated graph of groups. As well as capturing the
tame inertia action, we recover the M and W filtrations from this description. The
idea behind the construction is not new, and very similar ideas appear in [Oda95]
and [AMO95]. However, as these papers are usually interested in the outer action
of the Galois group on the fundamental group, the statements of their results tend
not to be enough to describe the Galois cohomology classes of path torsors.
3.1. Reduction graphs.
Definition 3.1.1 (Reduction graphs). For us, a graph Γ consists of three finite sets
V (Γ), E(Γ), D(Γ) (of vertices, (oriented) edges and half-edges respectively), along
with a source function ∂0 : E(Γ) ⊔ D(Γ) → V (Γ) and an edge-inversion function
(.)−1 : E(Γ)→ E(Γ) which is an involution without fixed points. We write ∂1(e) :=
∂0(e
−1) for the target of an edge e ∈ E(Γ). We will always demand that our graphs
be non-empty and connected, that is, for any u, v ∈ V (Γ), there is a sequence
e1, . . . , en of edges such that ∂0(e1) = u, ∂1(en) = v, and ∂0(ei+1) = ∂1(ei) for all
1 ≤ i < n.
A rationally metrised graph is a pair (Γ, l) consisting of a graph Γ together with
an edge-length function l : E(Γ)→ Q>0 satisfying l(e) = l(e−1) for all edges e. We
sometimes write the rationally metrised graph simply as Γ.
Finally, a reduction graph is a tuple Γ˜ = (Γ, l, g) consisting of a rationally
metrised graph (Γ, l) together with a genus function g : V (Γ)→ N0.
We define the degree of a vertex v, denoted deg(v), by
deg(v) := #{e ∈ E(Γ) : ∂0(e) = v}+#{e ∈ D(Γ) : ∂0(e) = v}.
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We say a reduction graph Γ˜ is stable if every vertex satisfies 2g(v) + deg(v) > 2,
and that Γ˜ is semistable if every vertex satisfies 2g(v) + deg(v) ≥ 2.
We will write E(Γ)+ for the set of unoriented edges, i.e. the quotient of E(Γ) by
identifying e ∼ e−1.
Remark 3.1.2. The reader should think of half-edges as intervals [0,∞), attached
to the rest of the graph at their single boundary points. Thus, the underlying
metric space of a graph in the sense of Definition 3.1.1 is a length space which is a
finite union of closed intervals [0, l(e)] (one for each unoriented edge) and intervals
[0,∞) (one for each half-edge). Many of our constructions will depend only on this
underlying metric space.
For us, reduction graphs provide a convenient way of encoding groupoids. This
is a special case of the more general definition of the fundamental groupoid of a
graph of groups.
Definition 3.1.3 (Fundamental groupoid, [Hig76, §2]). A graph of groups is a tuple
Γ˜ = (Γ, (Gv)v∈V (Γ), δe) consisting of a graph Γ, a group Gv for each v ∈ V (Γ), and
for each e ∈ E(Γ), and an element δe ∈ G∂0(e).
The fundamental groupoid of Γ˜, which we denote π1(Γ˜), is the groupoid with ob-
jects V (Γ) and with hom-sets generated by e ∈ Hom(∂0(e), ∂1(e)), Gv ≤ Hom(v, v),
modulo the edge relations
ee−1 = 1, δe−1e = eδ
−1
e ,
(here e−1 denotes the inverse edge in the sense of Definition 3.1.1, so the first
equation is saying that this really is the inverse of e in the fundamental groupoid
of the graph of groups).
We denote the set of homomorphisms from u to v by π1(Γ˜;u, v). When u = v
we denote this by π1(Γ˜, u) and refer to it as the fundamental group of Γ˜ at u.
One can equivalently view π1(Γ˜;u, v) as the set of strings
g0e1g1 . . . gn−1engn,
where ei ∈ E(Γ), gi ∈ Gvi , where vi = ∂0(ei) = ∂1(ei+1), and v1 = v, vn = u,
modulo the relations above.
For a characteristic 0 field F (for us either Q or Qℓ) we denote by πF1 (Γ˜) the F -
Malc˘ev completion of the fundamental groupoid π1(Γ˜) above. We similarly denote
by π̂1(Γ˜) the profinite completion of the fundamental groupoid.
Remark 3.1.4. The definition above is somewhat less general than the definition
given in [Hig76, §2] and [Ser80, I.5.1], in which one also assigns a group Ge to each
edge e, such that Ge−1 = Ge, along with homomorphisms (usually embeddings)
µe : Ge → G∂1(e). The above definition corresponds to the special case where each
Ge is infinite cyclic, with the maps µe : Ge → G∂1(e) and µe−1 : Ge → G∂0(e) sending
one generator to δe and the inverse generator to δe−1 , cf. [AMO95, Definition 2.9].
Definition 3.1.5. Given a reduction graph Γ˜, we associate a graph of groups as
follows:
• the underlying graph of the graph of groups is the underlying graph of Γ˜;
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• each vertex group Gv is the group generated by elements βv,i and β′v,i for
1 ≤ i ≤ g(v) along with elements δe for each edge or half-edge e ∈ ∂
−1
0 ({v}),
subject to the single vertex relation3
g∏
i=1
[β′v,i, βv,i] ·
∏
∂0(e)=v
δe = 1;
• the edge elements are the elements δe in the above presentation.
We define π1(Γ˜) to be the fundamental groupoid of this graph of groups. There
is an implicit choice of ordering of the set ∂−10 ({v}) in the definition of the groups
Gv, but π1(Γ˜) is independent of this choice up to non-canonical isomorphism.
There is an automorphism σ of the Q-Malc˘ev completion πQ1 (Γ˜), acting trivially
on vertex-groups, and acting on edges via edge twists e 7→ e ·δ
l(e)
e [AMO95, §2.4]. If
n is divisible by all denominators of edge-lengths in Γ˜, then σn even acts on π1(Γ˜)
before Malc˘ev completion.
In [Oda95, (2.7.1) and subsequent paragraphs], Oda shows that the outer action
of IK on π
e´t,(p′)
1 (XK) can be recovered from the outer action of the edge-twist
σ on π1(Γ˜) (a geometric analogue appears in [AMO95, Theorems 2.1 and 2.2]).
However, as we shall explain, the proofs of these results imply a stronger result
which remembers base-points.
Theorem 3.1.6 (Non-abelian Picard–Lefschetz). For any regular semistable model
X/OK of a curve X/K and any b ∈ X (OK), there is an isomorphism
ϑ : πQℓ1 (XK , b)
∼
−→ πQℓ1 (Γ˜, red(b))
equivariant for the action of σ (on the left-hand side as an element of inertia, on
the right-hand side via edge twists as in Definition 3.1.5), such that the square
(3.1.1)
X (OK) H1(IK , π
Qℓ
1 (XK , b))
V (Γ) H1(Z, πQℓ1 (Γ˜, red(b)))
j
red ϑ∗
j
commutes. Here the right-hand vertical map is given by restriction along the homo-
morphism Z → IK sending 1 7→ σ, followed by pushout along ϑ. The lower hori-
zontal map is produced from the Z-equivariant groupoid πQℓ1 (Γ˜) as in Remark 2.4.1.
Remark 3.1.7. The non-abelian Picard–Lefschetz Theorem above implies that the
reduction map red: X (OK)→ V (Γ) extends to a σ-equivariant equivalence
ϑ : πQℓ1 (XK)|X (OK)
∼
−→ πQℓ1 (Γ˜)
of Qℓ-pro-unipotent groupoids. Indeed, at the basepoint b this equivalence can be
taken to be given by the σ-equivariant isomorphism ϑ : πQℓ1 (XK , b)
∼
→ πQℓ1 (Γ˜, red(b)),
and then (3.1.1) ensures that for every x there is a σ-equivariant isomorphism
πQℓ1 (XK ; b, x)
∼
−→ πQℓ1 (Γ˜; red(b), red(x)) compatible with the torsor structures. It is
easy to see that these choices determine a σ-equivariant equivalence on the whole
fundamental groupoid.
3Throughout this paper, sums or products indexed over “∂0(e) = v” indicate sums over both
edges and half-edges, unless otherwise indicated.
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We will see in §3.6 that the isomorphism ϑ : πQℓ1 (XK , b)
∼
−→ πQℓ1 (Γ˜, red(b)) is a
W - and M -filtered isomorphism for certain filtrations on the right-hand side, and
in §3.7 that it can be chosen compatibly as we enlarge both the base field K and
the model X . It follows that the equivalence of groupoids above can be extended
to a σ-equivariant, W - and M -filtered equivalence
(3.1.2) ϑ : πQℓ1 (XK)
∼
−→ πQℓ1 (Γ˜)
of Qℓ-pro-unipotent groupoids lying over the reduction map red: X(K)→ ΓQ.
Such an equivalence of groupoids even exists without assuming X has semistable
reduction, if we make the following minor modification. For every x, y ∈ X(K),
there is a power σe of σ acting ind-unipotently on the algebra O(πQℓ1 (XK ;x, y)), so
that the ind-nilpotent derivation N := 1e log(σ
e) is well-defined. This induces an
automorphism exp(N) of the groupoid πQℓ1 (XK), and there is a W - and M -filtered
equivalence (3.1.2) which is equivariant for the action of exp(N) on the left-hand
side and the action of σ on the right.
The proof of Theorem 3.1.6 will be completed in §3.5.
3.2. Graphs of groups in topology. The graphs of groups we consider arise
naturally from topology in the following manner. Let X be the complement in a
compact oriented surface X of a finite set D, and let τ1, . . . , τn : S
1 × [0, 1] →֒ X
be oriented4 closed immersions with pairwise disjoint images. For an embedding
τ : S1 × [0, 1] → X , we write τ¯ : S1 × [0, 1] →֒ X for the embedding given by
τ¯(θ, s) = τ(−θ, 1− s).
There is a reduction graph Γ˜ naturally associated with this setup, namely the
graph with vertex-set π0 (X \
⋃
i im(τi)), edge-set {τ1, . . . , τn} ∪ {τ¯1, . . . , τ¯n}, and
half-edge-set D. The inverse of an edge e corresponding to an embedding τe is
the edge corresponding to the embedding τ¯e, and ∂0(e) is the unique component
whose closure contains τe(S
1 × {0}). The genus of a vertex v is the genus of the
corresponding surface Xv, and the source of a half-edge e is the unique component
containing the corresponding puncture.
The significance of this reduction graph is that it computes the fundamental
groupoid of X [Alt74]. Specifically, let us fix a basepoint xv in each connected
component Xv, and for each edge e with ∂0(e) = v let us choose a path pe from xv
to τe(0, 0) inside the closure Xv of the component Xv. We write δe ∈ π1(Xv, xv) for
the composite p−1e τe(δ)pe with δ = 1
−1
S1 ×{0} the inverse of the standard loop inside
S1 × [0, 1]. Thus δe is conjugate to a loop running anticlockwise around one of the
boundary components of Xv. For each half-edge e with ∂0(e) = v, we may also
choose an element δe ∈ π1(Xv, xv) conjugate to a small loop anticlockwise around
the corresponding puncture. The paths pe and loops δe may be chosen so that the
group π1 = (Xv, xv) = π1(Xv, xv) is generated by the above elements δe along with
2g(v) auxiliary elements5 βv,i and β
′
v,i (1 ≤ i ≤ g(v)) subject to the single relation
g(v)∏
i=1
[β′v,i, βv,i] ·
∏
∂0(e)=v
δe = 1.
4For our convention for orienting S1 × [0, 1], see [FM12, §3.1.1].
5One may also assume that these elements form a symplectic basis of the homology of the
compactification of Xv.
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Lemma 3.2.1 ([Alt74]). There is an equivalence of groupoids
Θ: π1(Γ˜)
∼
−→ π1(X)
sending v ∈ V (Γ) to xv ∈ X, acting in the obvious way on vertex groups Gv ≃
π1(Xv, xv), and sending an edge e to p
−1
e−1τe(ρ)pe, where ρ = {0} × 1[0,1] is the
standard path inside S1 × [0, 1].
3.3. The graph of groups description of monodromy: analytic setting.
Let D denote the disc {t ∈ C : |t| < 1}, and D× := D − {0}. By a proper regular
semistable curve X over D, we will mean a proper, flat holomorphic map
π : X → D
of complex manifolds of relative dimension one which is a submersion over D× and
the fibre X0 at 0 is a semistable complex analytic curve. By a regular semistable
curve π : X → D we shall mean the complement, in such a X , of a finite number of
holomorphic sections of π : X → D.
For a regular semistable curve π : X → D, we define the fundamental groupoid
π1(X )|X (D) to be the groupoid whose objects are the holomorphic sections of π,
and whose morphism-sets are given by π1(X ;x, y) := π1(Xt;x(t), y(t)), where Xt
denotes the fibre of X over some t 6= 0. Since X → D is a locally trivial fibra-
tion over D×, any path γ ∈ π1(D×; t, t′) induces a bijection π1(Xt;x(t), y(t))
∼
−→
π1(Xt′ ;x(t′), y(t′)) compatible with path-composition. In particular, there is an
action of Z = π1(D×, t) on the groupoid π1(X )|X (D), and the groupoid π1(X )|X (D)
does not depend on the choice of t up to Z-equivariant isomorphism6.
Slightly more generally, for any ǫ > 0, we let X (D(ǫ)) denote the set of holo-
morphic sections of π over the disc of radius ǫ, and let π1(X ) denote the Z-
equivariant groupoid with object-set lim
−→ǫ
X (D(ǫ)) and morphism-sets given by
π1(X ;x, y) := π1(Xt;x(t), y(t)) for some t ∈ D× sufficiently close to 0.
There is a Picard–Lefschetz Theorem also for regular semistable curves over
D. Specifically, one can associate to X a reduction graph Γ˜, namely the dual
graph of its special fibre X0 as in Definition 1.1.4, and there is a reduction map
red: lim−→ǫX (D(ǫ)) → V (Γ) sending a section x to the component of X0 containing
x(0). The Picard–Lefschetz Theorem says that this reduction graph determines the
fundamental groupoid π1(X ).
Lemma 3.3.1 (Non-abelian Picard–Lefschetz for analytic families). For any reg-
ular semistable curve π : X → D(ǫ) and any holomorphic section b of π, there is a
Z-equivariant isomorphism
ϑ : π1(X , b)
∼
−→ π1(Γ˜, red(b))
such that the square
(3.3.1)
lim−→ǫ′ X (D(ǫ
′)) H1(Z, π1(X , b))
V (Γ) H1(Z, π1(Γ˜, red(b)))
j
red ϑ∗
j
6Technically, we need to fix identifications of the fundamental groupoids defined with different
values of t. We do this by choosing a trivialisation of the fundamental groupoid of D×, which we
fix once and for all.
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commutes. The horizontal maps in this square are the ones constructed from the
Z-equivariant groupoids π1(X ) and π1(Γ˜), as in Remark 2.4.1.
Proof, following the proof of [AMO95, Theorem 2.2]. We will shrink the disc D(ǫ)
as needed throughout the proof, often without comment. We write
M := {(t, z, w) ∈ D(ǫ)× D(ǫ1/3)2 : wz = t},
which we view as a complex manifold with a map to D(ǫ) given by projection onto
the t-coordinate. For every singular point of X0 we may choose a holomorphic open
immersion τi : M →֒ X compatible with the projections to D taking (0, 0, 0) to the
singular point. We may assume that the images of the τi are pairwise disjoint.
Let M0 = {(t, z, w) ∈ M : |w|, |z| ≤ |t|1/3}, so that M0 is a closed subspace of M
whose fibre over any t 6= 0 is a closed annulus. In particular, the maps τi : M0 →֒ X
endow each non-special fibre of X with the structure considered in §3.2.
The complement M \M0 consists of two components M− := {|w| > |t|1/3} and
M+ := {|z| > |t|1/3}, each diffeomorphic over D(ǫ) to D(ǫ) × D×. It follows from
Ehresmann’s Theorem [CMSP17, Theorem 4.1.2] that the map π : X \
⋃
i τi(M0)→
D(ǫ) is a locally trivial fibration, so we may choose a diffeomorphism
(∗) X \
⋃
i
τi(M0) ≃
∐
v∈V (Γ)
D(ǫ)×Xv
over D(ǫ), for Xv the connected components of X ns0 . One sees from this description
that the reduction graph of X is isomorphic to the reduction graph assigned to any
non-special fibre Xt in §3.2.
We now construct the desired isomorphism ϑ : π1(X , b)
∼
−→ π1(Γ˜, red(b)). In
doing so, it is convenient to enlarge the groupoid π1(X ) to allow as basepoints not
just holomorphic sections of X (over small discs), but also continuous sections of
X \
⋃
i τi(M0). If we fix basepoints x ∈ Xv and paths pe inside some fibre Xt as
in §3.2, then from Lemma 3.2.1 we have an equivalence of categories Θ: π1(Γ˜) →
π1(X ), sending a vertex v to the constant section with value xv ∈ Xv (with respect
to (∗)).
Over a sufficiently small disc D(ǫ′), the holomorphic section b factors through the
one component D(ǫ) ×Xred(b) of the decomposition (∗), so we may choose a path
γb ∈ π1(X ; b, xred(b)) from b to the constant section with value xred(b) by choosing
a path from b(t′) to xred(b) inside Xv ⊆ Xt′ for some non-zero t
′ ∈ D(ǫ′). We thus
obtain the desired isomorphism ϑ as the composite
π1(X , b)
∼
−→ π1(X , xred(b))
∼
−→ π1(Γ˜, xred(b))
where the first arrow is conjugation by γb and the second is the inverse of Θ.
To complete the proof, it remains to show that ϑ is σ-equivariant and that for
every holomorphic section y (maybe over a smaller disc), there is a σ-equivariant
isomorphism ϑy : π1(X ; b, y)
∼
−→ π1(Γ˜; b, y) compatible with the torsor structures –
we will prove the latter assertion, the former being a special case. The isomorphism
ϑy is constructed in the same way as ϑ, choosing a path γy ∈ π1(X ; y, xred(y)) in
the same manner as γb, and defining ϑy(γ) := Θ
−1(γyγγ
−1
b ). This is compatible
with the torsor structures, so it remains to check σ-equivariance.
It follows by construction that the action of the monodromy of the family X on
the paths γb, γy factors through the monodromy of the trivial family X \
⋃
i τi(M0),
and hence they are σ-fixed. It thus suffices to show that Θ is σ-equivariant, which
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we check on generators of π1(Γ˜). For any vertex v, the monodromy action on
Θ(Gv) is trivial by the same argument as above. For any edge e corresponding
one of the τi, we may write Θ(e) = q
−1
e−1τi(ρ)qe where ρ ∈ π1(Mt; s−(t), s+(t)) with
s± continuous sections of M± respectively. The monodromy action on ρ is given
by right-handed Dehn twist [FM12, §3.1.1], i.e. σ(ρ) = ρδ with δ a loop in the
open annulus Mt which winds once clockwise around the origin with respect to the
z-coordinate. This shows that σΘ(e) = Θ(e) ·Θ(δe) = Θ(σ(e)), as desired. 
3.4. The graph of groups description of monodromy: geometric set-
ting. Let R = C[t]sht denote the (strict) Henselisation of C[t] at t, and write
F = Frac(R) = R
[
1
t
]
for the fraction field. An algebraic closure F is given by
adjoining all roots of t, so that the absolute Galois group GF := Gal(F/F ) is
canonically isomorphic to Ẑ(1). We let σ ∈ GF denote the generator corresponding
to the standard compatible system of roots of unity in C, i.e.
(
exp
(
2πi
n
))
n>0
.
Let X/R be a regular semistable curve such that X = XF is smooth. As in
Definition 1.1.4, we can associate to X a reduction graph Γ˜, namely the dual graph
of its special fibre X0. As usual, there is a reduction map red: X (R) → V (Γ)
sending an R-point x to the component of X0 containing x(0).
Lemma 3.4.1 (Non-abelian Picard–Lefschetz in equicharacteristic 0). For any reg-
ular semistable curve X/R and any b ∈ X (R), there is a σ-equivariant isomorphism
ϑ : πe´t1 (XF , b)
∼
−→ π̂1(Γ˜, red(b))
such that the square
X (R) H1(GF , πe´t1 (XF , b))
V (Γ) H1(Z, π̂1(Γ˜, red(b)))
j
red ϑ∗
j
commutes. The horizontal maps in this square are the ones constructed from the Ẑ-
equivariant profinite groupoids πe´t1 (XF ) and π̂1(Γ˜), as in Remark 2.4.1; the vertical
map is restriction along the homomorphism Z → GF taking 1 to σ, followed by
pushout along ϑ.
Proof. There is a connected e´tale neighbourhood U of 0 ∈ A1C and a curve π : X˜ →
U , smooth away from 0, such that X is the pullback of X˜ along the canonical map
Spec(R) → U . Shrinking U if necessary, we may assume that b ∈ X (R) extends
to a section of π. For ǫ sufficiently small, the disc D(ǫ) ⊆ A1,anC lifts to an open
neighbourhood D(ǫ) ⊆ Uan of 0, and we write π : X an → D(ǫ) for the restriction of
the analytification of π : X˜ → U .
Now by Grothendieck’s Specialisation Theorem [SGA71, Expose´ XIII, Proposi-
tion 4.3 & Exemples 4.4] we have that for any geometric point s of U \ {0} the
natural sequence
1→ πe´t1 (X˜s, b(s))→ π
e´t
1 (X˜U\{0}, b(s))→ π
e´t
1 (U \ {0}, s)→ 1
is exact, and split by the section b. We apply this to two geometric points: the
point
−→
0 given by Spec(F )→ Spec(R)\{0} → U \{0}; and the point t ∈ U(C)\{0}
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corresponding to some non-zero t ∈ D(ǫ). Choosing a path γ−→
0 ,t
∈ πe´t1 (U \{0};
−→
0 , t),
we obtain an isomorphism
(∗) πe´t1 (XF , b)
∼
−→ πe´t1 (X˜t, b(t)) = π̂1(X
an
t , b(t))
which is equivariant for the conjugation action of πe´t1 (U \{0},
−→
0 ) ≃ πe´t1 (U \{0}, t) =
π̂1(U
an \ {0}, t) (where the first identification is conjugation by γ−→
0 ,t
). Compos-
ing with the isomorphism from Lemma 3.3.1, we obtain the desired isomorphism
ϑ : πe´t1 (XF , b)
∼
−→ π̂1(Γ˜, red(b)).
Using Lemma 3.3.1, it suffices to prove that (∗) is Ẑ-equivariant (for an ap-
propriate choice of γ−→
0 ,t
), and that for any x ∈ X (R) there is a Ẑ-equivariant
isomorphism πe´t1 (XF ; b, x)
∼
→ π̂1(X an; b, x) compatible with the torsor structures
via (∗). As usual, we will just prove the latter, deducing the former as a spe-
cial case. The desired isomorphism is constructed as above, choosing if necessary
a smaller e´tale neighbourhood U ′ of 0 such that x defines a section of X˜U ′ , and
taking the isomorphism to be
(∗∗) πe´t1 (XF ; b, x)
∼
−→ πe´t1 (X˜t′ ; b(t
′), x(t′)) = π̂1(X
an
t′ ; b(t
′), x(t′))
for some sufficiently small t′, where the first arrow denotes pre- and postmultipli-
cation by b(γ′−→
0 ,t′
)−1 and x(γ′−→
0 ,t′
) for some γ′−→
0 ,t′
∈ πe´t1 (U
′ \ {0};
−→
0 , t′). We want to
prove that (∗∗) is Ẑ-equivariant and compatible with the torsor structures for some
choice of γ−→
0 ,t
and γ′−→
0 ,t′
. This is provided by the following proposition. 
Proposition 3.4.2. For any e´tale neighbourhood U of 0 ∈ A1C, any ǫ > 0 such that
D(ǫ) ⊆ A1,anC lifts to a neighbourhood of 0 ∈ U
an and any non-zero t ∈ D(ǫ), there
is a γ−→
0 ,t
∈ πe´t1 (U \ {0};
−→
0 , t) such that the isomorphism
πe´t1 (U \ {0},
−→
0 )
∼
−→ πe´t1 (U \ {0}, t) = π̂1(U
an \ {0}, t)
identifies the images of the maps
GF → π
e´t
1 (U \ {0},
−→
0 )
π̂1(D(ǫ)
×, t)→ π̂1(U
an \ {0}, t)
along the isomorphism GF ≃ Ẑ(1) ≃ Ẑ sending σ to 1 ∈ Ẑ. Moreover, these paths
may be chosen compatibly as we shrink U , decrease ǫ and vary t (the latter meaning
compatibly with the trivialisation of the fundamental groupoid of D× chosen in §3.3).
Proof (sketch). The first part amounts to the assertion that the diagram
Fe´t(U \ {0}) Covfin(D(ǫ)×)
Fe´t(Spec(F )) Setfin(Ẑ)
t∗≀
−→
0 ∗
∼
commutes up to natural isomorphism, where the lower and right-hand maps are
the fibre functors associated to F/F and t ∈ D(ǫ)× respectively. To show this, we
introduce another fibre functor 0∗ : Fe´t(U \ {0}) → Setfin(Ẑ), which is defined on
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objects as follows. Given a finite e´tale cover V → U \ {0}, we let V → U denote
the normalisation, and V 0 the fibre over 0. We define
0∗(V ) :=
∐
v∈V 0
Z/evZ,
where ev denotes the ramification degree of V → U at v, and the right-hand
side is given the obvious structure as a finite Ẑ-set. This functor factors through
analogously-defined functors on Covfin(D(ǫ)×) and Fe´t(Spec(F )), also denoted 0∗,
so it suffices to show that the functors t∗, 0∗ : Covfin(D(ǫ)×) → Setfin(Ẑ) are nat-
urally isomorphic, and similarly for
−→
0 ∗, 0∗ : Fe´t(Spec(F )) → Setfin(Ẑ). But it
follows from the general mantra of Galois categories that the fibre functors t∗ and
0∗ are naturally isomorphic as Setfin-valued functors [SGA71, Corollaire V.5.7],
and such an isomorphism is automatically Ẑ-equivariant since Ẑ is abelian. The
same applies between
−→
0 ∗ and 0∗.
It is easy to see that this construction of a natural isomorphism is compatible
with shrinking U and ǫ, and can be chosen compatibly as we vary t. 
3.5. The graph of groups description of monodromy: arithmetic setting.
We now finally come to the proof of the Picard–Lefschetz Theorem 3.1.6 for fun-
damental groupoids of curves in mixed characteristic. We fix a regular semistable
curve X/OK with a basepoint b ∈ X (R) and write X = XK for its generic fibre.
As in [Oda95, §2.3], the approach is to deform the problem to equicharacteristic 0,
where we have already proved the analogous result (Lemma 3.4.1).
Lemma 3.5.1. Let R = Znrp [t]
sh
t denote the (strict) Henselisation of Z
nr
p [t] at (p, t).
There exists a regular semistable curve π : X˜ → Spec(R) such that the formal neigh-
bourhoods of all singular points of the special fibre are isomorphic, over Ẑnrp [[t]], to
Spf
(
Ẑnrp [[x, y, t]]/(xy − t)
)
, and such that the pullback of X˜ to OKnr via the map
t 7→ ̟ is isomorphic to XOKnr .
Proof. We follow the construction in [Oda95, §2.3], using the description of the
universal curve in a formal neighbourhood of a stable curve. Removing an e´tale
divisor from X if necessary, we may assume that X/OK is in fact regular stable,
so that XOKnr classified by a map x : Spec(OKnr) → Mg,n. We write x for the
restriction of x to Spec(k).
By [Knu83, proof of Theorem 2.7], the formal completion of the local ring at
x is isomorphic to Ẑnrp [[t1, . . . , tk]] in such a way that the formal completion of
the universal curve π : Mg,n+1 → Mg,n is isomorphic, in a formal neighbourhood
of each singular point of π−1(x), to the map Spf(Ẑnrp [[t1, . . . , t̂i, . . . , tk, x, y]]) →
Spf(Ẑnrp [[t1, . . . , tk]]) sending ti to xy. Hence the lemma follows from taking a suit-
able lift OshMg,n,x → R of the morphism O
sh
Mg,n,x
→ OKnr on strictly Henselian local
rings induced by x, as in [Oda95, §2.3]. Concretely, we choose a regular system of
parameters ̟, t1, . . . , t3g−3+n for OshMg,n,x such that the kernel of the map to OKnr
defined by x is generated by ti − ui̟ for units ui, and then define
R = OshMg,n,x/(u1t2 − u2t1, u1t3 − u3t1, . . . , u1t3g−3+n − u3g−3+nt1)
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and t = t1/u1. Note that R is equal to the strict Henselisation of Zp[t], since
the map Zp[t]sht → R is an isomorphism on formal completions and R is strictly
Henselian. 
Using this deformation, we can pass from the mixed characteristic setting to the
equicharacteristic 0 setting via Abhyankar’s Lemma [Gro72, Expose´ VIII, §5].
Proposition 3.5.2 (Abhyankar’s Lemma, [Oda95, Lemma 2.6]). The morphisms
Spec(OKnr) → Spec(R) and Spec(C[t]
sh
t ) → Spec(R), defined by t 7→ ̟ and a
choice of embedding Znrp →֒ C respectively, induce isomorphisms
G
(p′)
Knr
∼
−→ π
e´t,(p′)
1 (Spec(R[1/t]), ηK)
G
(p′)
F
∼
−→ π
e´t,(p′)
1 (Spec(R[1/t]), ηF ),
where F = Frac(C[t]sht ) as in §3.4 and ηK and ηF denote the geometric points of
Spec(K) and Spec(F ) determined by their respective algebraic closures.
The identification G
(p′)
Knr
∼= G
(p′)
F given by conjugation by a choice of path γK,F ∈
π
e´t,(p′)
1 (Spec(R[1/t]); ηK , ηF ) doesn’t depend on γK,F . Under the canonical isomor-
phisms G
(p′)
Knr ≃ Ẑ
(p′)(1)(Knr) = Ẑ(p
′)(1)(Qnrp ) and G
(p′)
F ≃ Ẑ
(p′)(1)(C) given by the
tame character, this identification is the one induced by the inclusion Qnrp →֒ C. In
particular, by choosing the embedding Znrp →֒ C appropriately, we may assume that
our chosen generator of tame inertia σ ∈ IK = GKnr maps under this identification
to the preferred generator σ ∈ GF from §3.4.
Let now π : X˜ → Spec(R) be a deformation of X as in Lemma 3.5.1 and let
x˜, y˜ ∈ X˜ (R) be two sections of π deforming sections x, y ∈ X (OK). The map π
is smooth over Spec(R[1/t]), and hence by applying Grothendieck’s Specialisation
Theorem as in the proof of Lemma 3.4.1 we obtain an isomorphism
(3.5.1) π
e´t,(p′)
1 (XK ;x, y)
∼
−→ π
e´t,(p′)
1 (X˜F ; x˜(ηF ), y˜(ηF ))
given by precomposition by x˜(γK,F )
−1 and postcomposition by y˜(γK,F ). Using
Abhyankar’s Lemma, we see that the isomorphism (3.5.1) is equivariant for the
action of G
(p′)
K
∼= G
(p′)
F on either side.
Proof of Theorem 3.1.6. We will in fact prove the corresponding result for the pro-
prime-to-p e´tale fundamental group, obtaining the Qℓ-pro-unipotent version by
taking continuous Qℓ-Malc˘ev completions.
We fix a deformation X˜/R as in Lemma 3.5.1. The restriction X˜Znrp to the t = 0
locus is a curve over Znrp such that the local rings of all singularities in the special
fibre are e´tale-locally given by an equation xy = 0. It follows that the normalisation
of X˜Znrp is smooth over Spec(Z
nr
p ), and so the dual graphs of the geometric generic
and special fibres of X˜Znrp are canonically identified. In particular, the reduction
graphs of X and X˜C[t]sht are the same and their reduction maps agree on X˜ (R).
Now choose a deformation b˜ ∈ X˜ (R) of the basepoint b ∈ X (OK). We define
the isomorphism ϑ : π
e´t,(p′)
1 (XK , b)
∼
−→ π
(p′)
1 (Γ˜, red(b)) by composing the isomor-
phism (3.5.1) (for x˜ = y˜ = b˜) with the isomorphism π
e´t,(p′)
1 (X˜F , b˜(ηF )) provided by
Lemma 3.4.1. This isomorphism ϑ is then equivariant for the action of σ on either
side, and it is easy to see, again by (3.5.1) and Lemma 3.4.1, that the square 3.1.1
commutes. 
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Remark 3.5.3. An alternative (related) approach to proving Theorem 3.1.6 is via
Sa¨ıdi’s Theorem [Sa¨ı97, Theorem 2.8]. Sa¨ıdi’s approach may be characterised as
proving an equivalence of Galois categories between tame e´tale covers of XK and
‘e´tale covers of the graph of groups Γ˜’, for a suitable interpretation of the latter.
Remark 3.5.4. Note that the isomorphism in Theorem 3.1.6 depend on several
choices: the construction depends on a choice of uniformiser, a choice of deforma-
tion, a choice of orderings of the edges meeting each vertex, a choice of embedding
of Qnrp into C, a choice of local coordinates at singular points of the special fibre of
the associated complex analytic fibration, etc.
3.6. Compatibility with the W - and M-filtrations. In §2.3, we saw that the
Qℓ-pro-unipotent e´tale fundamental group π
Qℓ
1 (XK , b) of a hyperbolic curve carries
two filtrations M• and W•, the former determined by the weights of Frobenius and
the latter being a variant of the descending central series which takes account of
the failure of X to be projective. We will want to describe these filtrations purely
combinatorially via the description of πQℓ1 (XK , b) from the non-abelian Picard–
Lefschetz Theorem 3.1.6. The relevant definition on the side of reduction graphs is
as follows.
Definition 3.6.1. Let Γ˜ be a reduction graph and b ∈ V (Γ) a basepoint. We
endow π1(Γ˜, b) with increasing filtrations W• and M• as follows.
We set W−1π1(Γ˜, b) = π1(Γ˜, b), and define W−2π1(Γ˜, b) to be the subgroup
spanned by the commutator subgroup [W−1,W−1] and conjugates of the elements
δe for e a half-edge of Γ. For k ≥ 3, we define W−kπ1(Γ˜, b) to be the subgroup
spanned by [W−i,W−j ] for positive integers i, j with i+ j = k.
We setM0π1(Γ˜, b) = π1(Γ˜, b), and defineM−1π1(Γ˜, b) to be the subgroup spanned
by conjugates of the elements βv,i, β
′
v,i and δe for v a vertex, 1 ≤ i ≤ g(v) an integer
and e an edge or half-edge. We define M−2π1(Γ˜, b) to be the subgroup spanned
by [M−1,M−1] and conjugates of the elements δe for e an edge or half-edge of Γ.
For k ≥ 3, we define M−kπ1(Γ˜, b) to be the subgroup spanned by [M−i,M−j] for
positive integers i, j with i+ j = k.
Throughout the above, we adopt the notation from Definition 3.1.5. By a con-
jugate of an element of π1(Γ˜, v), we mean a conjugate by an element of π1(Γ˜; b, v).
Remark 3.6.2. The filtrations defined above are independent of b in the sense that
the isomorphisms π1(Γ˜, b)
∼
−→ π1(Γ˜, b
′) induced by conjugation by any element of
π1(Γ˜; b, b
′) are W - and M -filtered isomorphisms. In particular, for any k one can
make sense of the quotient groupoids π1(Γ˜)/W−k and π1(Γ˜)/M−k. The first few
quotients can be described explicitly:
• π1(Γ˜)/M−1 = π1(Γ) is the fundamental groupoid of the underlying graph
of Γ˜;
• π1(Γ˜)/W−2 = π1(Γ˜′)ab, where Γ˜′ denotes the reduction graph formed by
eliminating all half-edges from Γ˜.
Lemma 3.6.3. The isomorphism ϑ : πQℓ1 (XK , b)
∼
−→ πQℓ1 (Γ˜, red(b)) from Theo-
rem 3.1.6 is a W - and M -filtered isomorphism, for the filtrations defined in §2.1,
Definition 2.3.1 and Definition 3.6.1.
Proof. It follows from the proof of Theorem 3.1.6 that the isomorphism ϑ fits into
a commuting square
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πQℓ1 (XK , b) π
Qℓ
1 (XK , b)
πQℓ1 (Γ˜, red(b)) π
Qℓ
1 (Γ˜
′, red(b))
ϑ∗≀ ϑ∗≀
where X is the smooth compactification of X and Γ˜′ its reduction graph. Now
W−2π
Qℓ
1 (XK , b) is the kernel of the map π
Qℓ
1 (XK , b)։ π
Qℓ
1 (XK , b)
ab; since the same
is true of W−2π
Qℓ
1 (Γ˜, red(b)) (see Remark 3.6.2), it follows that ϑ∗(W−2) = W−2.
It then follows from the definition that ϑ∗(W−k) =W−k for all k.
Now the M -filtration on Lie(πQℓ1 (XK , b)) is uniquely characterised, in terms
of the W -filtration and monodromy operator N = log(σ), by the fact that it
satisfies the weight–monodromy condition (WM<0) [Del80, Proposition 1.6.13].
We will see in Corollary 5.5.3 that the M -filtration on Lie(πQℓ1 (Γ˜, red(b))) satis-
fies this same condition; it follows that the N -equivariant and W -filtered isomor-
phism ϑ∗ : Lie(π
Qℓ
1 (XK , b))
∼
−→ Lie(πQℓ1 (Γ˜, red(b))) is automatically M -filtered, as
desired. 
Remark 3.6.4. IfX/K is a semistable curve, then grM0 π
Qℓ
1 (XK , b) is theQℓ-Malc˘ev
completion of a discrete group π1(Γ, red(b)). This discrete group has a geometric
interpretation as the rigid fundamental group in the sense of [FvdP04, §5.7], i.e.
the group of deck transformations of a rigid analytic universal cover.
3.7. Change of model. As stated, our non-abelian Picard–Lefschetz Theorem
only describes the non-abelian Kummer map onOK-integral points of a single model
of the curveX/K. In order to describe the non-abelian Kummer map onK-rational
points, we will want to vary the model X = X \ D in Theorem 3.1.6, blowing up
points in Dk. In parallel, we will want to apply Theorem 3.1.6 simultaneously over
finite extensions of K, by base-changing the model and performing an appropriate
blow-up. Both of these constructions change the reduction graph Γ˜ of the model in
the following very mild way.
Definition 3.7.1 (Edge subdivision and rational vertices). Let Γ be a rationally
metrised graph, e an edge of Γ, and 0 < s < l(e) a rational number. The rational
subdivision of Γ at ve,s is the rationally metrised graph Γ{ve,s} with vertex-set
V (Γ) ⊔ {ve,s}, edge-set E(Γ) ⊔ {e
±1
1 , e
±1
2 } \ {e
±1} and half-edge set D(Γ), where
e1 has source ∂0(e), target ve,s and length s, and e2 has source ve,s, target ∂1(e)
and length l(e) − s. Similarly, if e is a half-edge of Γ and 0 < s is a rational
number, we define the rational subdivision of Γ at ve,s to be the rationally metrised
graph Γ{ve,s} with vertex-set V (Γ)⊔{ve,s}, edge-set E(Γ)⊔{e
±1
1 } and half-edge set
D(Γ) ⊔ {e2} \ {e}, where e1 has source ∂0(e), target ve,s and length s, and e2 has
source ve,s.
In general, a rational subdivision of Γ is a rationally metrised graph Γ′ obtained
from Γ by a finite sequence of such operations. The vertices of rational subdivisions
of Γ can be identified with finite sets V (Γ) ⊆ V (Γ′) ⊆ ΓQ, where ΓQ denotes the set
of rational vertices , i.e. points of the underlying metric space of Γ lying a rational
distance from vertices.
If Γ˜ is a reduction graph, then we make any subdivision Γ′ of Γ into a reduction
graph Γ˜′ by declaring that g(v) = 0 for all v ∈ V (Γ′) \ V (Γ). The inclusion
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V (Γ) →֒ V (Γ′) extends to an injective equivalence
π1(Γ˜) →֒ π1(Γ˜
′)
by making the obvious definitions. This equivalence is equivariant for the edge-
twisting automorphism from Definition 3.1.5. We will sometimes also write πQ1 (Γ˜)
for the Z-equivariant groupoid lim
−→
πQ1 (Γ˜
′), where the directed colimit is taken over
rational subdivisions – in effect, we enlarge the object-set of πQ1 (Γ˜) from V (Γ) to ΓQ.
Suppose now that X/OK is a regular semistable model of a curve X/K. Blowing
up points in Dk changes the reduction graph Γ˜ of X by subdividing half-edges, while
base-changing from OK to OL and performing appropriate blow-ups changes the
reduction graph by subdividing each edge into e(L/K) equal segments (where we
follow the conventions on the metric from Definition 1.1.4). These operations are
compatible with the identification from the Picard–Lefschetz Theorem 3.1.6.
Lemma 3.7.2. Let ϑ : πQℓ1 (XK , b)
∼
−→ πQℓ1 (Γ˜, red(b)) be the isomorphism from
Theorem 3.1.6. Then the square
(3.7.1)
X(K) lim
−→
H1(IL, π
Qℓ
1 (XK , b))
ΓQ lim−→
H1(eZ, πQℓ1 (Γ˜, red(b)))
j
red ϑ∗
j
also commutes, where the direct limits7 are taken over finite extensions L/K con-
tained in K and over e ∈ N respectively. Here the right-hand vertical map is induced
by restriction along the maps eZ → IL sending e to σe with e = e(L/K), followed
by pushout along ϑ.
Proof (sketch). It suffices to show that for any finite Galois extension L/K con-
tained in K and any regular semistable model X ′/OL of XL dominating XOL , the
square
(3.7.2)
X ′(OL) H1(IL, π
Qℓ
1 (XK , b))
V (Γ′) H1(eZ, πQℓ1 (Γ˜
′, red(b)))
j
red ϑ∗
j
commutes, where e = e(L/K) and Γ˜′ denotes the reduction graph of X ′ endowed
with the metric whereby each edge has length 1e . There certainly is a σ
e-equivariant
isomorphism
ϑ′ : πQℓ1 (XK , b)
∼
−→ πQℓ1 (Γ˜
′, red(b))
making (3.7.2) commute, namely the isomorphism provided by Theorem 3.1.6 for
the model X ′, so it suffices to prove that ϑ′ = ϑ. More precisely, Theorem 3.1.6
provides a method for constructing such an isomorphism depending on a number
of choices (see Remark 3.5.4), and it suffices to show that having fixed a sequence
of choices defining ϑ, there is a sequence of choices defining ϑ′ such that ϑ′ = ϑ. In
fact, since the induced action of IK on H
1(IL, π
Qℓ
1 (XK , b)) is trivial, it suffices to
7In fact, these direct limits are not particularly complicated objects: all the restriction maps
involved are isomorphisms.
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prove that these choices can be made in such a way that ϑ′ is equal to ϑ up to the
action of IK .
Verifying that these choices can be made in a suitably compatible manner is
mostly a routine exercise; in the interests of brevity, we will merely outline how
one should make a single choice compatibly, namely the deformation of the model
X ′/OL over the ring R′ := Znrp [t
′]sht′ from Lemma 3.5.1. To do this, choose a
uniformiser ̟L of L and write ̟ = u̟
e
L for u ∈ O
×
L . We may lift u to a unit
u˜ ∈ R′× along the map R′ ։ OLnr sending t′ to ̟L. We thus have a commuting
diagram
Spec(OLnr) Spec(R′) Spec(C[t′]sht′ )
Spec(OKnr) Spec(R) Spec(C[t]sht ),
where the central and right-hand vertical arrows are given by t 7→ u˜t′e. We will
show that for any deformation X˜ of X over Spec(R), there is a deformation X˜ ′ of
X ′ over Spec(R′) dominating X˜R′ .
To do this, we note that the model X ′ is produced from XOL by blowing up each
singular point on the special fibre ⌊e/2⌋ times (e.g. by [Liu02, Example 8.3.53 and
Proposition 8.1.12(c)]), and then possibly blowing up points in the reduction of the
divisor DOL . The singular locus of X˜R′ consists of a finite number of sections over
the t′ = 0 locus Spec(Znrp ), with the formal neighbourhood of any such section being
isomorphic to Spf
(
Znrp [[x, y, t
′]]/(xy − t′e)
)
. Blowing up along each such section
⌊e/2⌋ times, and then possibly blowing up sections of D˜Znrp , we arrive at a semistable
curve X˜ ′ over R′ which dominates XR′ and satisfies the conditions of Lemma 3.5.1.

3.8. Application to the Chabauty–Kim method. As a result of Theorem 3.1.6,
we are now able to prove Corollary 1.2.2 bounding the size of the image of X(K)
in H1(GK , Un), which is used in [BD19].
Proof of Corollary 1.2.2. By Theorem 3.1.6, if red(x) = red(y), then there is a σ-
invariant path from x to y in Un(X ;x, y). Since the action of IK on Un(X ;x, y)
factors through a continuous action of Zℓ, this path is even IK -invariant. By Corol-
lary 2.1.9, this implies the class of Un(X ;x, y) in H
1(GK , Un(x)) is trivial. 
3.9. The Hopf groupoid of a reduction graph. In subsequent sections, we
will perform detailed computations with the Q-pro-unipotent fundamental groupoid
πQ1 (Γ˜), with its W - and M -filtrations from §3.6 and its edge-twist automorphism σ
from Definition 3.1.5. In order to facilitate these calculations, it will be useful to
replace pro-unipotent groupoids with a linear algebraic analogue, similar to replac-
ing a group G with its group algebra QG. Thus, our calculations will mainly take
place in the complete Hopf groupoid O(πQ1 (Γ˜))
∗, i.e. the structure comprised of the
complete cocommutative coalgebras O(πQ1 (Γ˜;u, v))
∗ = Hom(O(πQ1 (Γ˜;u, v),Q) for
(rational) vertices u, v, together with the natural path-composition maps
O(πQ1 (Γ˜; v, w))
∗ ⊗̂ O(πQ1 (Γ˜;u, v))
∗ → O(πQ1 (Γ˜;u,w))
∗
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and path-reversal maps
O(πQ1 (Γ˜;u, ve
−1))∗ → O(πQ1 (Γ˜; v, u))
∗.
Thus, for a vertex u, O(πQ1 (Γ˜, u))
∗ is the complete cocommutative Hopf algebra dual
to the commutative Hopf algebra O(πQ1 (Γ˜, u)). (For more background on complete
Hopf groupoids, see Appendix A.)
The filtrations W• and M• on π
Q
1 (Γ˜) induce corresponding filtrations on each
complete coalgebra O(πQ1 (Γ˜;u, v))
∗. The edge-twist automorphism σ acts pro-
unipotently on each O(πQ1 (Γ˜;u, v))
∗, and hence has a well-defined logarithm N =
log(σ), which is a W - and M -filtered endomorphism of degree 0 and −2 respec-
tively. All of these structures are compatible with the coalgebra structure on
O(πQ1 (Γ˜;u, v))
∗, as well as the path-composition and path-reversal maps (e.g. N
is a coderivation and satisfies the Leibniz rule with respect to composition). In
particular, for each k ≥ 0, the collection of (pro-finite dimensional) subspaces
W−kO(π
Q
1 (Γ˜;u, v))
∗ ≤ O(πQ1 (Γ˜;u, v))
∗ forms an ideal of O(πQ1 (Γ˜))
∗, i.e. is closed
under path-composition with arbitrary elements of O(πQ1 (Γ˜))
∗.
For the benefit of the reader, we will recall here the explicit definition of these
structures, setting up the notation for later sections.
Proposition 3.9.1. Let Γ˜ be a reduction graph. Its pro-nilpotent fundamental Hopf
groupoid O(πQ1 (Γ˜))
∗ is the pro-nilpotent Hopf groupoid on object-set V (Γ) (or ΓQ,
cf. Definition 3.7.1) generated by:
• grouplike elements e ∈ O(πQ1 (Γ˜; ∂0(e), ∂1(e)))
∗ for every edge e;
• primitive elements log(βv,i), log(β′v,i) ∈ O(π
Q
1 (Γ˜, v))
∗ for every vertex v and
integer 1 ≤ i ≤ g(v); and
• primitive elements log(δe) ∈ O(π
Q
1 (Γ˜, ∂0(e)))
∗ for every edge or half-edge e;
subject to the following relations:
• (edge relations) ee−1 = 1 and log(δe−1) · e+ e · log(δe) = 0 for every edge e;
and
• (vertex relations)
∏g(v)
i=1 [β
′
v,i, βv,i] ·
∏
∂0(e)=v
δe = 1 for every vertex v, where
δe denotes the exponential of log(δe).
The coalgebra structure on each O(πQ1 (Γ˜;u, v))
∗ is uniquely determined by specifying
that each element e is grouplike, and the other generators are primitive.
The pro-nilpotent Hopf derivation N is uniquely specified by the fact that it sends
all generators log(βv,i), log(β
′
v,i) and log(δe) to 0, and acts on edges e via
N(e) = l(e) · e log(δe).
The W -filtration on O(πQ1 (Γ˜))
∗ is defined as follows. We have W0O(π
Q
1 (Γ˜))
∗ =
O(πQ1 (Γ˜))
∗, and W−1O(π
Q
1 (Γ˜))
∗ is the augmentation ideal, i.e. the kernel of the
evident map O(πQ1 (Γ˜))
∗ → Q. The ideal W−2O(π
Q
1 (Γ˜))
∗ is generated by W 2−1 (i.e.
by pairwise composites of elements of W−1) and the elements log(δe) for half-edges
e. For k ≥ 3, W−kO(π
Q
1 (Γ˜))
∗ is the ideal generated by W−iW−j for positive integers
i, j with i+ j = k.
The M -filtration on O(πQ1 (Γ˜))
∗ is defined as follows. We have M0O(π
Q
1 (Γ˜))
∗ =
O(πQ1 (Γ˜))
∗, and M−1O(π
Q
1 (Γ˜))
∗ is the ideal generated by the elements log(βv,i),
log(β′v,i) and log(δe) for vertices v, integers 1 ≤ i ≤ g(v) and edges or half-edges e.
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The ideal M−2O(π
Q
1 (Γ˜))
∗ is generated by M2−1 and the elements log(δe) for edges
or half-edges e. For k ≥ 3, M−kO(π
Q
1 (Γ˜))
∗ is the ideal generated by M−iM−j for
positive integers i, j with i+ j = k.
Remark 3.9.2. Our calculations will predominantly take place in the associated
M -graded grM• O(π
Q
1 (Γ˜))
∗. The vertex relation in Proposition 3.9.1 implies that the
simpler relation
g(v)∑
i=1
[log(β′v,i), log(βv,i)] +
∑
∂0(e)=v
log(δe) = 0
holds in grM−2O(π
Q
1 (Γ˜, v))
∗ for every vertex v, where [x, y] = xy − yx denotes the
algebra commutator. We will often adopt the shorthand notation that log(δv) :=∑g(v)
i=1 [log(β
′
v,i), log(βv,i)].
4. Cheng–Katz integration on graphs
In this section, we introduce what will be one of the main combinatorial tools
utilised in this paper: canonical choices of Q-pro-unipotent paths between any two
rational vertices of a rationally metrised graph Γ. We will see in Proposition 6.1.3
that these canonical paths correspond to the canonical elements of torsors from
Remark 2.2.6, and so are closely tied to non-abelian Kummer maps. On the other
hand, the explicit combinatorial description of these canonical paths renders them
inherently computable, and will ultimately lead to our computation of the non-
abelian Kummer map in §8.
These canonical paths are defined via the higher cycle pairing of Cheng and
Katz [CK18], whose definition we now briefly recall. Fix a rationally metrised
graph8 Γ. The Q-rational homology H1(Γ) := H1(Γ,Q) carries a positive-definite
cycle pairing9 or intersection-length pairing∫
: H1(Γ)⊗ H1(Γ)→ Q
γ ⊗ ω 7→
∫
γ
ω,
namely the restriction of the positive-definite pairing∫
: Q ·E(Γ)− ⊗Q · E(Γ)− → Q
defined by ∫
e
e′ :=
{
±l(e) if e′ = e±1,
0 else.
(Here Q · E(Γ)− denotes the Q-vector space generated by edges of Γ modulo the
relation e−1 = −e for every edge e of Γ.) We will write
N : H1(Γ)
∼
→ H1(Γ)
8According to our definition, graphs are permitted to have half-edges – these will make no
difference during this section.
9The symbol
∫
is used for several different notions in this paper: here for the (higher) cycle
pairing; in Definition 7.2.6 for the integration of functions over measures; and in Proposition 5.2.1
for a genuine line integral.
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for the isomorphism induced by the cycle pairing.
In [CK18, Segment 3.3], the cycle pairing is extended to a higher cycle pairing,
which takes the form of Q-linear pairings∫
: Qπ1(Γ;u, v)⊗ T
⊗
X
H1(Γ)→ Q
γ ⊗ ω 7→
∫
γ
ω
for each pair of vertices u, v ∈ V (Γ), where Qπ1(Γ;u, v) denotes the free Q-vector
space on the set π1(Γ;u, v) of homotopy classes of paths from u to v in Γ and
T⊗
X
H1(Γ) :=
⊕
n≥0H1(Γ)
⊗n denotes the shuffle algebra on H1(Γ). When ω =
ω1 . . . ωn ∈ T
⊗
X
H1(Γ) is a fixed pure tensor of length n and γ is a path in Γ, the
higher cycle pairing
∫
γ ω is defined recursively by specifying that∫
e
ω :=
1
n!
n∏
i=1
∫
e
ωi
for all edges e, and ∫
eγ
ω =
n∑
i=0
∫
e
ωi+1 . . . ωn ·
∫
γ
ω1 . . . ωi
for every path γ and edge e with ∂0(e) = ∂1(γ). The higher cycle pairing be-
tween general elements of T⊗
X
H1(Γ) and Qπ1(Γ;u, v) is then produced by extending
bilinearly.
Remark 4.0.1. Subdividing edges and half-edges of a rationally metrised graph
Γ as in Definition 3.7.1 doesn’t affect the higher cycle pairings
∫
: Qπ1(Γ;u, v) ⊗
T⊗
X
H1(Γ) → Q, and hence these pairings are naturally extended to the case when
u and v are rational vertices of Γ. When proving results for this more general case,
we will often tacitly make an appropriate subdivision of Γ so that all the rational
vertices appearing are in fact vertices.
The higher cycle pairings enjoy a number of useful properties [CK18, Proposition
2.4 & Segment 2.8].
(Composition.) Given composable paths γ′, γ in Γ, we have∫
γ′γ
ω1 . . . ωn =
n∑
i=1
∫
γ′
ωi+1 . . . ωn ·
∫
γ
ω1 . . . ωi.
(Identity.) If 1 denotes the constant path at any rational vertex of Γ, then∫
1
ω1 . . . ωn =
{
1 if n = 0,
0 else.
(Comultiplication.) For any path γ we have∫
γ
ω1Xω2 =
∫
γ
ω1 ·
∫
γ
ω2,
where X denotes the shuffle product on T⊗
X
H1(Γ).
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(Counit.) For any path γ we have ∫
γ
1 = 1.
(Antipode.) For any path γ we have∫
γ−1
ω1 . . . ωn = (−1)
n
∫
γ
ω1 . . . ωn.
(Nilpotence.) Suppose that we have a sequence u0, . . . , ur of vertices of Γ and
elements γi ∈ Qπ1(Γ;ui−1, ui) for 1 ≤ i ≤ r lying in the kernel of the augmentation
map Qπ1(Γ;ui−1, ui)→ Q (for instance, each γi could be the difference of parallel
paths). Then we have∫
γr...γ1
ω1 . . . ωn =
{
1
n!
∏
i=1
∫
γi
ωi if n = r,
0 if n < r.
The nilpotence property above allows one to make precise the assertion that the
higher cycle class pairing is perfect. For us, the importance of this result is that
the spaces Qπ1(Γ;u, v) are canonically independent of u and v (up to a certain
completion operation).
Theorem 4.0.2 (Duality Theorem). Let u, v be two vertices of Γ and let W• denote
the filtration of the vector space Qπ1(Γ;u, v) defined by
W−kQπ1(Γ;u, v) = Qπ1(Γ;u, v) · J
k
where Jk denotes the kth power of the augmentation ideal of Qπ1(Γ, u). Then the
higher cycle class pairing induces a perfect pairing∫
: Qπ1(Γ;u, v)/W−n−1 ⊗ T
⊗≤n
X
H1(Γ)→ Q
for all n. The corresponding isomorphisms Qπ1(Γ;u, v)/W−n−1
∼
→ T̂⊗≤nH1(Γ)
induce an isomorphism
α : Q̂π1(Γ;u, v) := lim
←−
Qπ1(Γ;u, v)/W−n−1
∼
→ T̂⊗H1(Γ)
where T̂⊗H1(Γ) :=
∏
n≥0H
1(Γ)⊗n denotes the complete tensor algebra on H1(Γ).
Remark 4.0.3. It follows from the properties of the higher cycle pairing that
the isomorphisms α : Q̂π1(Γ;u, v)
∼
→ T̂⊗H1(Γ) are compatible with all the natural
structures on the sets Q̂π1(Γ;u, v). To make this precise, we observe that the pro-
finite dimensional vector spaces Q̂π1(Γ;u, v) naturally assemble into a complete
Hopf groupoid Q̂π1(Γ) on vertex-set V (Γ), whose composition and antipode are the
maps
Q̂π1(Γ; v, w) ⊗̂ Q̂π1(Γ;u, v)→ Q̂π1(Γ;u,w)
Q̂π1(Γ;u, v)→ Q̂π1(Γ; v, u)
induced by path-composition and path-reversal, and whose completed comultipli-
cation
Q̂π1(Γ;u, v)→ Q̂π1(Γ;u, v) ⊗̂ Q̂π1(Γ;u, v)
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is the map induced by the diagonal. The affine groupoid-scheme corresponding to
Q̂π1(Γ) is the Q-Malc˘ev completion π
Q
1 (Γ) of the fundamental groupoid π1(Γ) of Γ.
The compatibility of the isomorphisms α can be expressed as saying that they
constitute an isomorphism
Q̂π1(Γ)
∼
→ T̂⊗H1(Γ)
of complete Hopf groupoids, where the complete Hopf algebra T̂⊗H1(Γ) is regarded
as a constant complete Hopf groupoid in the usual way.
An outline of the basic properties of complete Hopf groupoids, which will be
used throughout this paper, can be found in Appendix A.
Remark 4.0.4. Under the isomorphism α from Theorem 4.0.2, theW -filtration on
Q̂π1(Γ;u, v) corresponds to the natural filtration on T̂⊗H1(Γ) by tensor-length. In
particular, the W -filtration on Q̂π1(Γ;u, v) has a canonical splitting as a product∏
k>0 gr
W
−kQ̂π1(Γ;u, v).
Proof of Theorem 4.0.2. [CK18, Theorem 2.13] proves this assertion with R coef-
ficients in the special case that u = v and all edges of Γ have length 1. One can
deduce Theorem 4.0.2 from this case, or can mimic the proof in our setting, ob-
serving that the nilpotence property ensures that the higher cycle pairing induces
a map
Qπ1(Γ;u, v)/W−n−1 → T̂
⊗≤nH1(Γ)
which becomes an isomorphism when passing to graded pieces on either side. This
ensures that the map was already an isomorphism, and hence that the pairing was
perfect. 
As a consequence of the Duality Theorem, we find the promised preferred choice
of Q-pro-unipotent paths in the graph Γ.
Definition 4.0.5 (Canonical paths). Let u, v be two rational vertices in the ratio-
nally metrised graph Γ. We define the canonical path γcanu,v ∈ Q̂π1(Γ;u, v) from u to
v to be the preimage of 1 ∈ T̂⊗H1(Γ) under the duality isomorphism
α : Q̂π1(Γ;u, v)
∼
→ T̂⊗H1(Γ)
from Theorem 4.0.2. In other words, γcanu,v is the unique element such that∫
γcanu,v
ω1 . . . ωn =
{
1 if n = 0,
0 if n > 0,
for all ω1, . . . , ωn ∈ H1(Γ).
Example 4.0.6. If e is a bridge in the rationally metrised graph Γ (an edge whose
removal disconnects Γ), then e is the canonical path from ∂0(e) to ∂1(e).
Lemma 4.0.7 (Basic properties of canonical paths). For any two rational vertices
u, v in a rationally metrised graph Γ, the canonical path γcanu,v ∈ Q̂π1(Γ;u, v) is
grouplike, so constitutes a Q-point of πQ1 (Γ;u, v). Moreover:
• for any rational vertex u, we have γcanu,u = 1 is the identity loop at u;
• for any rational vertices u, v, we have γcanu,v = (γ
can
v,u )
−1; and
• for any rational vertices u, v, w, we have γcanu,w = γ
can
v,wγ
can
u,v .
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Proof. These all follow immediately from the observation in Remark 4.0.3 that the
duality isomorphism is an isomorphism of complete Hopf groupoids. 
Remark 4.0.8. The canonical paths γcanu,v constitute a non-abelian generalisation of
current flows on circuits. Specifically, the pushout of πQ1 (Γ;u, v) along the abelian-
isation map πQ1 (Γ, u) ։ π
Q
1 (Γ, u)
ab can be identified as the set of Q-linear unit
flows on Γ from u to v, i.e. the set of formal Q-linear sums of edges γ such that
∂(γ) = v − u (modulo edge-reversal). If we view Γ as a circuit where each edge e
is a resistor of resistance l(e), then it follows from Kirchoff’s Laws that the image
of γcanu,v is the current flow induced by putting a potential difference of R across Γ,
where R is the total resistance between u and v in Γ.
We conclude this section with a few more properties of the duality isomorphism
which will be necessary in later calculations. In order to express these properties,
we will adopt the following notation.
Notation 4.0.9. Let e be an edge of a rationally metrised graph Γ. We denote
by e∗ the element of H1(Γ) = Hom(H1(Γ),Q) sending a homology class γ to the
multiplicity of e in γ. If e is instead a half-edge of γ, we adopt the convention that
e∗ = 0.
Remark 4.0.10. The elements e∗ ∈ H1(Γ) defined above satisfy (e−1)∗ = −e∗ for
every edge e and
∑
∂0(e)=v
e∗ = 0 for every vertex v. In particular, we have∑
e∈E(Γ)+
e∗ ⊗ e ∈ H1(Γ)⊗H1(Γ).
Moreover, under the usual isomorphism H1(Γ)⊗H1(Γ) ∼= End(H1(Γ)), this element
is easily seen to correspond to the identity map on H1(Γ).
Lemma 4.0.11. Let e be an edge of a rationally metrised graph Γ. Then the image
of e under the duality isomorphism α : Q̂π1(Γ; ∂0(e), ∂1(e))
∼
→ T̂⊗H1(Γ) is
α(e) = exp (l(e)e∗) :=
∑
r≥0
1
r!
(l(e)e∗)r.
Proof. It follows from the definition of the higher cycle pairing that∫
e
ω1 . . . ωn =
l(e)n
n!
n∏
i=1
e∗(ωi) = exp(l(e)e
∗)(ω1 . . . ωn)
for all ω1, . . . , ωn ∈ H1(Γ), where we identify T̂⊗H1(Γ) = Hom(T
⊗
X
H1(Γ),Q) as
usual. This is what we wanted to prove. 
Corollary 4.0.12 (Variation of canonical paths along edges). Let e be an edge
(resp. half-edge) of a rationally metrised graph Γ, let ve,s denote the rational vertex
a distance s ∈ [0, l(e)] ∩ Q (resp. s ∈ [0,∞) ∩ Q) along e, and let es denote the
rational edge10 from ∂0(e) to ve,s inside e.
Then for any rational vertex b, the canonical path from b to ve,s is given by
γcanb,ve,s = esγ
can
b,∂0(e)
α−1b (exp(−se
∗)) ,
where αb : Q̂π1(Γ, b)
∼
→ T̂⊗H1(Γ) denotes the duality isomorphism at basepoint b.
10By a rational edge, we just mean an edge of some subdivision of Γ, most often viewed as an
element of the fundamental groupoid.
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Proof. By Lemma 4.0.11, we know that α(es) = exp(se
∗) for all s. Hence
α
(
esγ
can
b,∂0(e)
α−1b (exp(−se
∗))
)
= exp(se∗) · 1 · exp(−se∗) = 1,
so esγ
can
b,∂0(e)
α−1b (exp(−se
∗)) is the canonical path, as desired. 
5. The M -graded fundamental groupoid of a reduction graph
We saw in the previous section that the Q-pro-unipotent fundamental groupoid
of a rationally metrised graph Γ admits a canonical and basepoint-independent
description in the form of the isomorphism
α : O(πQ1 (Γ))
∗ ∼→ T̂⊗H1(Γ)
of complete Hopf groupoids induced from Theorem 4.0.2 (from here we write
the completion Q̂π1(Γ) of the groupoid-algebra of π1(Γ) as the dual affine ring
O(πQ1 (Γ))
∗ of the Q-Malc˘ev completion, see Lemma A.5.3). Our aim in this sec-
tion is to carry out the analogous calculation for reduction graphs Γ˜, producing a
canonical isomorphism
α : grM• O(π
Q
1 (Γ˜))
∗ ∼→ H
for an explicit M -graded complete Hopf algebra H. As well as giving us a canonical
setting for performing computations in πQ1 (Γ˜), this complete Hopf algebraH will be
used in §6 to define the pro-finite dimensional vector space V from Theorem 1.3.2.
To begin this section, let us give the definition of the complete Hopf algebra H.
As part of the definition, we will endow H with two gradings grW• and gr
M
• . The
latter is supposed to correspond to the tautological M -grading on grM• O(π
Q
1 (Γ˜))
∗,
while the former is supposed to correspond to theW -filtration, in that its underlying
filtration recovers the W -filtration.
Construction 5.0.1. Let Γ˜ be a reduction graph. Let H˚ = H˚(Γ˜) be the (W,M)-
bigraded complete tensor algebra generated by11:
• the Q-linear cohomology H1(Γ) of (the underlying graph of) Γ˜ in (W,M)-
bidegree (−1, 0);
• formal symbols12 αlog(βv,i) and αlog(β′v,i) in (W,M)-bidegree (−1,−1) for
each vertex v ∈ V (Γ) and each integer 1 ≤ i ≤ g(v);
• the Q-linear homology13 H1(Γ) of (the underlying graph of) Γ˜ in (W,M)-
bidegree (−1,−2); and
• a formal symbol αlog(δe) in (W,M)-bidegree (−2,−2) for each half-edge
e ∈ D(Γ).
11When we refer to the tensor algebra generated by a collection of vector spaces and elements,
we of course mean the tensor algebra on the direct sum of the given vector spaces with the vector
space with basis the given elements.
12Despite the long name, αlog(βv,i) is intended to be read as a single formal symbol. Of
course, the choice of symbol is deliberately evocative – αlog(βv,i) will indeed be the image of
log(βv,i) ∈ gr
M
−1O(π
Q
1
(Γ˜))∗ under the map α.
13Of course, the homology and cohomology of Γ are canonically identified with one another via
the cycle pairing, so our choice to identify grM0 gr
W
−1H˚ with the cohomology and gr
M
−2gr
W
−1H˚ with
the homology is largely a mnemonic device to make a distinction between how we write elements
of these two subspaces. Note that our conventions are somewhat non-standard, in that it would
be more usual to interchange the roles of H1 and H1.
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The Hopf algebra structure is determined by specifying that each of these generators
is primitive (i.e. the comultiplication is defined on these generators by ∆(x) =
1⊗ x+ x⊗ 1).
There is a primitive element σ, bihomogenous of (W,M)-bidegree (−2,−2),
called the surface relation and defined to be equal to σ0 + σ1 + σ2 where
σ0 =
g(Γ)∑
i=1
[ξ′i, ξi],
σ1 =
∑
v
g(x)∑
i=1
[αlog(β′v,i), αlog(βv,i)],
σ2 =
∑
e∈D(Γ)
αlog(δe),
where (ξi)
g(Γ)
i=1 is a basis of H
1(Γ) with dual basis (ξ′i) (σ0 is independent of this
choice). We then define the complete bigraded Hopf algebra H = H(Γ˜) to be the
quotient
H := H˚/(σ).
As usual, we denote the first and second gradings on H˚ and H by grW• and gr
M
•
respectively, and their associated filtrations by W• and M• respectively.
The complete Hopf algebra H will provide the desired trivialisation of the M -
graded fundamental groupoid of the reduction graph Γ˜.
Theorem 5.0.2. Let Γ˜ be a reduction graph, and let πQ1 (Γ˜) be the Q-Malc˘ev com-
pletion of its fundamental groupoid (Definition 3.1.5). Then the complete Hopf
groupoid grM• O(π
Q
1 (Γ˜))
∗ is constant, and there is a canonical W -filtered and M -
graded isomorphism
α : grM• O(π
Q
1 (Γ˜))
∗ ∼→ H.
In particular, the W -filtration on grM• O(π
Q
1 (Γ˜))
∗ canonically splits.
Remark 5.0.3. In addition to theW - andM -gradings, the complete Hopf algebra
H from Construction 5.0.1 carries an additional piece of structure, namely a mon-
odromy operator N , which is a Hopf derivation of H, bigraded of (W,M)-bidegree
(0,−2). However, the interaction between the monodromy operators on H and
grM• O(π
Q
1 (Γ˜))
∗ is somewhat complicated: the isomorphism α from Theorem 5.0.2
only becomes N -equivariant after passing to the associated W -graded on either
side. We will thus omit discussion of monodromy operators for the majority of this
section, returning in §5.5 to prove some weak N -equivariance statements that will
be used in the sequel.
The proof of Theorem 5.0.2 will occupy most of the remainder of this section.
5.1. Trivialisation of theM-graded fundamental groupoid. Let us fix for the
rest of the section a reduction graph Γ˜. The first step in our proof of Theorem 5.0.2
is to construct a trivialisation of the complete Hopf groupoid grM• O(π
Q
1 (Γ˜))
∗. This
fundamentally arises from the trivialisation of the Q-pro-unipotent fundamental
groups of graphs arising from Cheng–Katz integration. More precisely, we know
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that grM0 O(π
Q
1 (Γ˜))
∗ is canonically identified with O(πQ1 (Γ))
∗ with Γ the underlying
graph of Γ˜ (Remark 3.6.2), and hence we have canonical paths
γcanu,v ∈ gr
M
0 O(π
Q
1 (Γ˜;u, v))
∗
for all vertices u, v of Γ˜. Conjugation by these elements provides the desired trivi-
alisation of grM• O(π
Q
1 (Γ˜))
∗.
Proposition 5.1.1. The maps
ψu,v,u′,v′ : gr
M
• O(π
Q
1 (Γ˜;u, v))
∗ ∼→ grM• O(π
Q
1 (Γ˜;u
′, v′))∗
γ 7→ γcanv,v′ · γ · γ
can
u′,u
for every four vertices u, v, u′, v′ ∈ V (Γ) constitute a W -filtered and M -graded triv-
ialisation of grM• O(π
Q
1 (Γ˜))
∗. That is, these maps are W -filtered and M -graded
isomorphisms of complete coalgebras, are compatible with the path-composition,
path-reversal and identity paths, and satisfy ψu,v,u′′,v′′ = ψu′,v′,u′′,v′′ψu,v,u′,v′ and
ψu,v,u,v = 1 for all vertices u, v, u
′, v′, u′′, v′′ ∈ V (Γ)
Proof. This is a straightforward consequence of Lemma 4.0.7. 
5.2. Construction of α−1. We will construct the isomorphism α from Theo-
rem 5.0.2 by first constructing its inverse, a W -filtered and M -graded map
α−1 : H˚ → grM• O(π
Q
1 (Γ˜))
∗
of complete Hopf algebras, where we use the trivialisation from §5.1 to view the
codomain of α−1 as a constant complete Hopf groupoid, i.e. as a Hopf algebra.
We will then show that α−1 factors through H, and that the factored map is a
W -filtered and M -graded isomorphism.
Since H˚ is free as a complete Hopf algebra, to define this W -filtered and M -
graded map α−1 we need only specify linear maps and elements
α−1 : H1(Γ)→W−1gr
M
0 O(π
Q
1 (Γ˜))
∗,prim,
α−1(αlog(βv,i)) ∈ W−1gr
M
−1O(π
Q
1 (Γ˜))
∗,prim,
α−1(αlog(β′v,i)) ∈ W−1gr
M
−1O(π
Q
1 (Γ˜))
∗,prim,
α−1(αlog(δe)) ∈ W−2gr
M
−2O(π
Q
1 (Γ˜))
∗,prim,
α−1 : H1(Γ)→W−1gr
M
−2O(π
Q
1 (Γ˜))
∗,prim,
landing in the primitive elements of grM• O(π
Q
1 (Γ˜))
∗. We now construct these maps
and elements in turn.
5.2.1. Generators in H1(Γ). We define α−1 : H1(Γ) → W−1grM0 O(π
Q
1 (Γ˜))
∗ to be
the composite
H1(Γ) →֒ T̂⊗H1(Γ)
∼
→ grM0 O(π
Q
1 (Γ˜))
∗,
where the latter map is the inverse of the duality isomorphism from Theorem 4.0.2
(cf. Remark 3.6.2). It is clear that this map lands in the primitive elements of
grM• O(π
Q
1 (Γ˜))
∗.
44 L. ALEXANDER BETTS AND NETAN DOGRA
5.2.2. Generators arising from genus and punctures. For each vertex v and integer
1 ≤ i ≤ g(v), and for each half-edge e, we define
α−1(αlog(βv,i)) = log(βv,i) ∈W−1gr
M
−1O(π
Q
1 (Γ˜, v))
∗,
α−1(αlog(β′v,i)) = log(β
′
v,i) ∈W−1gr
M
−1O(π
Q
1 (Γ˜, v))
∗,
α−1(αlog(δe)) = log(δe) ∈W−2gr
M
−2O(π
Q
1 (Γ˜, ∂0(e)))
∗,
where log(βv,i), log(β
′
v,i) and log(δe) denote the image of the logarithm of the
corresponding generator of πQ1 (Γ˜) in the appropriate M -graded piece of O(π
Q
1 (Γ˜))
∗
(see Definition 3.6.1). It is clear that these elements of grM• O(π
Q
1 (Γ˜))
∗ are all
primitive.
5.2.3. Generators in H1(Γ). The most technical part of the definition of the map
α−1 : H˚ → grM• O(π
Q
1 (Γ˜))
∗ is specifying its action on H1(Γ). The reader interested
purely in the technical definition may skip ahead to Definition 5.2.3, but we will
for now give a preparatory calculation that will also feature in our computations of
non-abelian Kummer maps.
Proposition 5.2.1. Let e be an edge of the reduction graph Γ˜, and by abuse of nota-
tion write e∗ = α−1e∗ ∈ grW−1gr
M
0 O(π
Q
1 (Γ˜, ∂0(e)))
∗ for the element corresponding to
e∗ ∈ H1(Γ) from Notation 4.0.9 under the duality isomorphism from Theorem 4.0.2.
Writing log(δe) ∈ grM−2O(π
Q
1 (Γ˜, ∂0(e)))
∗ for the image in grM−2 of the logarithm of
the generator δe from Definition 3.1.5, the components of the map
s 7→ exp(se∗) log(δe) exp(−se
∗)
are polynomials in s, and we have∫ l(e)
0
exp(se∗) log(δe) exp(−se
∗)ds =
exp(l(e)ade∗)− 1
ade∗
log(δe) :=
∑
r≥0
(l(e)e∗)r
(r + 1)!
(log(δe)).
Proof. The fact that the coefficients are polynomials in s follows from the corre-
sponding fact for s 7→ exp(se∗) =
∑
r≥0
sr(e∗)r
r! (note that (e
∗)r is eventually zero
in any finite-dimensional quotient of grM0 O(π
Q
1 (Γ˜, ∂0(e)))
∗). The evaluation of the
integral is then purely formal. 
Corollary 5.2.2. If e is an edge as above, then
exp(l(e)e∗)− 1
ade∗
log(δe) +
exp(l(e−1)(e−1)∗)− 1
ad(e−1)∗
log(δe−1) = 0.
(Here we identify the two summands as elements of a common vector space using
the trivialisation from Proposition 5.1.1.)
Proof. Under the trivialisation from Proposition 5.1.1, we can use Lemma 4.0.11
to rewrite the edge relation from Definition 3.1.3 as
log(δe−1) = − exp(l(e)e
∗) log(δe) exp(−l(e)e
∗).
Plugging this into the integral relation from Proposition 5.2.1 and using that
(e−1)∗ = −e∗ gives the desired equality. 
This corollary ensures that the following definition of α−1 on H1(Γ) is well-
defined.
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Definition 5.2.3. We define the map
α−1 : H1(Γ)→W−1gr
M
−2O(π
Q
1 (Γ˜))
∗
α−1 :
∑
e∈E(Γ)+
λee 7→
∑
e∈E(Γ)+
λe
exp(l(e)ade∗)− 1
ade∗
(log(δe)),
where we view the summands as elements of a common vector space using the
trivialisation from Proposition 5.1.1. It is clear that this map lands in the primitive
elements of grM• O(π
Q
1 (Γ˜))
∗.
5.3. The surface relation. We have now constructed a W -filtered andM -graded
morphism α−1 : H˚ → grM• O(π
Q
1 (Γ˜))
∗ of constant complete Hopf groupoids, by spec-
ifying where it sends the generators of the complete tensor algebra H˚. To show that
this map factors through H, we will now show that α−1(σ) = 0, where σ ∈ grM−2H˚
is the surface relation from Construction 5.0.1. For this, we use the following pre-
liminary calculation.
Proposition 5.3.1. Let (ξi) be a basis of H
1(Γ) with dual basis (ξ′i) of H1(Γ). Then
α−1
(∑
i
[ξ′i, ξi]
)
=
∑
e∈E(Γ)
log(δe),
where we view the summands as lying in a common vector space via the trivialisation
from Proposition 5.1.1 as usual.
Proof. The left-hand side is the image of 1 ∈ End(H1(Γ)) ∼= H1(Γ) ⊗ H1(Γ) under
the map ξ ⊗ ξ′ 7→ −adα−1ξ(α
−1ξ′). Hence by Remark 4.0.10, we know that it is
equal to
−
∑
e∈E(Γ)+
ade∗
(
exp(l(e)ade∗)− 1
ade∗
log(δe)
)
=
∑
e∈E(Γ)+
(1− exp(l(e)ade∗)) log(δe).
But the edge relations from Definition 3.1.3 ensure that exp(l(e)ade∗) log(δe) =
exp(l(e)e∗) log(δe) exp(−l(e)e∗) = − log(δe−1 ) for every edge e, and hence this quan-
tity is equal to
∑
e∈E(Γ) log(δe), as desired. 
Corollary 5.3.2. Let Γ˜ be a reduction graph. Then α−1 : H˚ → grM• O(π
Q
1 (Γ˜))
∗
sends the surface relation σ from Construction 5.0.1 to 0; this map factors uniquely
through a map
α−1 : H → grM• O(π
Q
1 (Γ˜))
∗.
Proof. Writing σ = σ0 + σ1 + σ2 as in Construction 5.0.1, we have that α
−1(σ0) is
given by Proposition 5.3.1, and hence
α−1(σ) =
∑
e∈E(Γ)
log(δe) +
∑
v∈V (Γ)
g(v)∑
i=1
[log(β′v,i), log(βv,i)] +
∑
e∈D(Γ)
log(δe)
=
∑
v∈V (Γ)
g(v)∑
i=1
[log(β′v,i), log(βv,i)] +
∑
∂0(e)=v
log(δe)
 .
But each of the summands vanishes in grM−2O(π
Q
1 (Γ˜))
∗ by the vertex relations from
Definition 3.1.5. 
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5.4. Proof of isomorphy. The final and most technical step of our proof of
Theorem 5.0.2 is to show that the map α−1 : H → grM• O(π
Q
1 (Γ˜))
∗ constructed
above is a W -filtered and M -graded isomorphism. To accomplish this, we will
use the description in Definition 3.1.5 to exhibit a non-canonical one-relator pre-
sentation of O(πQ1 (Γ˜, b))
∗ for some basepoint b, which will take the form of a W -
and M -filtered isomorphism αˇ−1 : H
∼
→ O(πQ1 (Γ˜, b))
∗. This isomorphism is not
quite a lift of the M -graded map α−1; in fact we will see in Proposition 5.4.2 that
grW• α
−1 = grM• gr
W
• αˇ
−1, which is enough to show that α−1 is an isomorphism.
To define the map αˇ−1, we fix some notation. Fix a basepoint b ∈ V (Γ), and
choose distinct14 edges e1, . . . , eg(Γ) such that their complement Γ\{e
±1
1 , . . . , e
±1
g(Γ)}
in the underlying graph of Γ˜ is a tree. For any element γ ∈ O(πQ1 (Γ˜;u, v))
∗, we will
write γˇ = γtreev,b γγ
tree
b,u ∈ O(π
Q
1 (Γ˜, b))
∗, where γtreeb,u (resp. γ
tree
v,b ) denotes the unique
path from b to u (resp. v to b) in the underlying graph of Γ˜.
We write log(γ1), . . . , log(γg(Γ)) for the basis of H
1(Γ) corresponding to the loops
eˇ1, . . . , eˇg(Γ) ∈ H1(Γ) under the isomorphism H
1(Γ)
∼
→ H1(Γ) induced from the
cycle pairing on H1(Γ). We also write log(δ1), . . . , log(δg(Γ)) for the basis of H1(Γ)
corresponding to the elements e∗1, . . . , e
∗
g(Γ) ∈ H
1(Γ) under this same isomorphism.
The elements log(γi), αlog(βv,j), αlog(β
′
v,j), log(δi) and αlog(δe) (for 1 ≤ i ≤ g(Γ),
v ∈ V (Γ), 1 ≤ j ≤ g(v) and e ∈ D(Γ)) are all primitive and bihomogenous in H˚,
and generate it freely as a complete algebra.
Finally, we fix integers aij for 1 ≤ i, j ≤ g(Γ) to be determined later, and define
the morphism
αˇ−1 : H˚ → O(πQ1 (Γ˜, b))
∗
of complete Hopf algebras by
αˇ−1(γi) = eˇi ·
g(Γ)∏
j=1
δˇaijej ,
αˇ−1(αβv,i) = βˇv,i,
αˇ−1(αβ′v,i) = βˇ
′
v,i,
αˇ−1(δi) = δˇei ,
αˇ−1(αδe) = δˇe,
where αβv,i denotes the exponential of the formal symbol αlog(βv,i) (and similarly
for αβ′v,i and αδe).
Proposition 5.4.1. The morphism αˇ−1 : H˚ → O(πQ1 (Γ˜, b))
∗ is surjective, simulta-
neously strict15 for the W - and M -filtrations, and its kernel is the ideal generated
by log(ρ), where ρ ∈ H˚ is a grouplike element given up to reordering of terms by
14When we refer to edges being distinct, we mean that no two edges in the list are equal to or
inverses of one another.
15By this, we mean that every element of W−iM−jO(π
Q
1
(Γ˜, b))∗ in the image of αˇ−1 is the
image of an element of W−iM−jH˚. This is a stronger property than being strict for the W - and
M -filtrations simultaneously.
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the product
ρ =
g(Γ)∏
i=1
δi·
g(Γ)∏
i=1
γi
g(Γ)∏
j=1
δ
aij
j
−1δ−1i
g(Γ)∏
j=1
δ
aij
j
γ−1i
· ∏
v∈V (Γ)
g(v)∏
i=1
[αβ′v,i, αβv,i]·
∏
e∈D(Γ)
αδe.
In particular, αˇ−1 induces a W - and M -filtered isomorphism
αˇ−1 : H˚/(log(ρ))
∼
→ O(πQ1 (Γ˜, b))
∗
of complete Hopf algebras.
Proof (sketch). Definition 3.1.5 tells us that πQ1 (Γ˜, b) is the Q-pro-unipotent group
generated by eˇi, βˇv,j , βˇv,j and δˇe for 1 ≤ i ≤ g(Γ), v ∈ V (Γ), 1 ≤ j ≤ g(v), and
e ∈ E(Γ) ∪D(Γ), subject to the relations:
• (edge relations)
– for every edge e ∈ E(Γ) \ {e±11 , . . . , e
±1
g(Γ)} we have δˇe−1 = δˇ
−1
e ;
– for every 1 ≤ i ≤ g(Γ) we have δˇe−1i
= eˇiδˇ
−1
ei eˇ
−1
i ; and
• (vertex relations) for every vertex v ∈ V (Γ) we have
g(v)∏
i=1
[βˇ′v,i, βˇv,i] ·
∏
∂0(e)=v
δˇe = 1.
We may now formally manipulate this presentation to eliminate the generators
δˇe for e ∈ E(Γ) \ {e1, . . . , eg(Γ)}. The end result of this elimination process is that
πQ1 (Γ˜, b) is generated by eˇi, βˇv,j , βˇv,j , δˇei and δˇe for 1 ≤ i ≤ g(Γ), v ∈ V (Γ),
1 ≤ j ≤ g(v), and e ∈ D(Γ), subject to the single relation ρˇ = 1, where
ρˇ =
g(Γ)∏
i=1
δˇei ·
g(Γ)∏
i=1
(
eˇiδˇ
−1
ei eˇ
−1
i
)
·
∏
v∈V (Γ)
g(v)∏
i=1
[βˇ′v,i, βˇv,i] ·
∏
e∈D(Γ)
δˇe,
up to reordering of terms. Translated into the language of complete Hopf algebras
and adjusting the generators according to the integers aij , this says that αˇ
−1 is
surjective, with kernel the ideal generated by log(ρ).
It remains to check simultaneous strictness of αˇ−1. Recall from Proposition 3.9.1
that the filtrations on O(πQ1 (Γ˜, b))
∗ are the ones induced from declaring each log(eˇi)
to lie in W−1M0, each log(βˇv,i) and log(βˇ
′
v,i) to lie in W−1M−1, and each log(δˇe)
to lie in W−1M−2 or W−2M−2 according as e ∈ E(Γ) or e ∈ D(Γ). Since αˇ−1
is a surjective algebra homomorphism, we need only check that each generator of
O(πQ1 (Γ˜, b))
∗ lying in W−iM−j has a lift to W−iM−jH˚; this is immediate for all
generators save the log(δˇe) for e ∈ E(Γ)\{e1, . . . , eg(Γ)}. But lifts of these generators
can be found by using the edge and vertex relations to recursively express each such
δˇe as a product of terms already in the image of 1 +W−1M−2H˚, completing the
proof. 
The connection between this presentation of O(πQ1 (Γ˜, b))
∗ and the desired canon-
ical presentation of grM• O(π
Q
1 (Γ˜))
∗ is provided by the following proposition.
Proposition 5.4.2. We have grM• gr
W
• αˇ
−1 = grW• α
−1.
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Proof. We may check this on the standard generators of H˚. For the generators
log(βv,i) for v ∈ V (Γ) and 1 ≤ i ≤ g(v), we have
grM• gr
W
• αˇ
−1(log(βv,i))=γ
tree
v,b log(βv,i)γ
tree
b,v =γ
can
v,b log(βv,i)γ
can
b,v =gr
W
• α
−1(log(βv,i))
in grM−1gr
W
−1O(π
Q
1 (Γ˜, b))
∗, since γtreeb,v = γ
can
b,v = 1 in gr
M
0 gr
W
0 O(π
Q
1 (Γ˜; b, v))
∗ = Q.
The same argument applies to the generators log(β′v,i), and to the generators log(δe)
for e ∈ D(Γ). Equality on the generators log(γi) follows essentially by definition.
Finally, to check equality on the generators log(δi), we note that we may write
log(δi) =
1
l(ei)
ei +
∑
v∈V (Γ) λv ·
(∑
∂0(e)=v
1
l(e)e
)
for some λv ∈ Q, and hence we
have
grW• α
−1(log(δi)) = log(δei ) +
∑
v∈V (Γ)
λv ·
∑
∂0(e)=v
log(δe) = log(δei)
in grM−2gr
W
−1O(π
Q
1 (Γ˜))
∗, since by the vertex relations (Definition 3.1.5) we have∑
∂0(e)=v
log(δe) = 0 in gr
M
−2gr
W
−1O(π
Q
1 (Γ˜))
∗ for every v. But the right-hand side is
equal to γtree∂0(ei),b log(δei)γ
tree
b,∂0(ei)
= grM• gr
W
• αˇ
−1(log(δi)) in gr
M
−2gr
W
−1O(π
Q
1 (Γ˜, b))
∗,
and we are done. 
In light of this proposition, in order to prove that α−1 : H → grM• O(π
Q
1 (Γ˜))
∗
is a W -filtered isomorphism, it will suffice to prove that grM• gr
W
• αˇ
−1 sets up an
isomorphism H = H˚/(σ)
∼
→ grM• gr
W
• O(π
Q
1 (Γ˜))
∗. This is fundamentally a question
of interchanging the operator grW• with quotients by single relations, for which we
follow [Lab70].
Proposition 5.4.3. For a suitable choice of integers aij in Proposition 5.4.1, the
element log(ρ) ∈ H˚ is congruent to the surface relation σ mod W−3. The induced
morphism
grW• αˇ
−1 : H = H˚/(σ)→ grW• O(π
Q
1 (Γ˜, b))
∗
is a W -graded and M -filtered isomorphism.
Proof. One verifies by direct calculation that
log(ρ) ≡
g(Γ)∑
i=1
[log(δi), log(γi)] +
∑
v∈V (Γ)
g(v)∑
i=1
[log(β′v,i), log(βv,i)]
+
∑
e∈D(Γ)
log(δe) +
∑
1≤i,j≤g(Γ)
(bij − aij)[log(δi), log(δj)]
moduloW−3 for some integers bij depending only on the ordering of the terms in the
expression for ρ in Proposition 5.4.1 (in particular, independent of the aij). Since
the log(γi) and log(δi) comprise dual bases of H
1(Γ) and H1(Γ), setting aij = bij
ensures that log(ρ) = σ in grW−2H˚.
It thus follows from Proposition 5.4.1 that
grW• αˇ
−1 : H˚ → grW• O(π
Q
1 (Γ˜, b))
∗
is surjective,M -strict and contains the ideal generated by σ in its kernel. It remains
to show that the kernel is exactly this ideal, for which we will use the main result
of [Lab70].
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For this, let π1(Γ˜) denote the (discrete) fundamental groupoid of Γ˜ (Defini-
tion 3.1.5). The graded Q-Lie algebra grW• Lie(π1) of π1 = π1(Γ˜, b) (with respect to
the W -filtration) is, by definition, the pro-nilpotent Lie algebra
grW• LieQ(π1) =
∏
n>0
(
Q⊗
W−nπ1
W−n−1π1
)
,
with Lie bracket induced by the commutator bracket on π1. The completed univer-
sal enveloping algebra of grW• LieQ(π1(Γ˜, b)) is isomorphic to gr
W
• O(π
Q
1 (Γ˜, b))
∗ as a
W -graded complete Hopf algebra (see Proposition A.5.4 and Example A.3.8).
If we let F denote the free discrete group on formal symbols γi, βv,j, β
′
v,j ,
δi and δe (for 1 ≤ i ≤ g(Γ), v ∈ V (Γ), 1 ≤ j ≤ g(v) and e ∈ D(Γ)), then
H˚ is similarly the completed universal enveloping algebra of the W -graded Q-Lie
algebra grW• LieQ(F ). The map αˇ
−1 : H˚ → O(πQ1 (Γ˜, b))
∗ is induced by a surjection
F ։ π1(Γ˜, b), and the same proof as in Proposition 5.4.1 establishes that the kernel
of this map is the normal subgroup generated by the element ρ ∈ F . It follows
from [Lab70, Theorem on p17] (see [Lab70, Remarks on p22]) that the induced map
grW• LieQ(F )→ gr
W
• LieQ(π1) is surjective, with kernel the Lie ideal generated by the
image of ρ in grW−2Lie(F ) =W−2F/W−3F . Hence the map αˇ
−1 : H˚ → O(πQ1 (Γ˜, b))
∗
is also surjective, with kernel the ideal generated by log(ρ) = σ. This completes
the proof. 
We now prove Theorem 5.0.2, with α the inverse of the map α−1 above.
Proof of Theorem 5.0.2. Fix integers aij as in Proposition 5.4.3. We know that α
−1
induces a W -filtered and M -graded morphism H → grM• O(π
Q
1 (Γ˜))
∗ of complete
Hopf algebras. To show that this is an W -filtered isomorphism, it suffices to show
that grW• α
−1 : H → grM• gr
W
• O(π
Q
1 (Γ˜))
∗ is an isomorphism. But this map is equal
to grM• gr
W
• αˇ
−1 : H → grM• gr
W
• O(π
Q
1 (Γ˜, b))
∗ by Proposition 5.4.2, and this map is
an isomorphism by Proposition 5.4.3. 
5.5. Weak N-equivariance. To conclude this section, let us discuss to what ex-
tent the monodromy operatorN on the complete Hopf groupoid grM• O(π
Q
1 (Γ˜))
∗ can
be controlled using the isomorphism α : grM• O(π
Q
1 (Γ˜))
∗ ∼→ H from Theorem 5.0.2.
As mentioned in Remark 5.0.3, this isomorphism is not in general N -equivariant
(for any Hopf algebra derivation N on H), but we will need certain partial N -
equivariance results at several points in the coming arguments. To this end, we
endow H with the following monodromy operator.
Definition 5.5.1. Let H˚ and H denote the complete Hopf algebras from Construc-
tion 5.0.1. We define a bigraded derivation N of (W,M)-bidegree (0,−2) on H˚ by
specifying that N vanishes on the generators αlog(βv,i), αlog(β
′
v,i) and αlog(δe) for
all vertices v, integers 1 ≤ i ≤ g(v) and half-edges e, and specifying that the maps
grM0 gr
W
−1H˚
N
−→ grM−2gr
W
−1H˚
N
−→ grM−4gr
W
−1H˚
are given by
H1(Γ)
∼
−→ H1(Γ) −→ 0
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with the left-hand arrow the isomorphism induced by the cycle pairing. One checks
straightforwardly, e.g. by choosing a basis of H1(Γ) which is orthogonal with re-
spect to the cycle pairing, that N vanishes on the surface relation σ from Construc-
tion 5.0.1, and hence induces a derivation N on H. Both of these derivations are
Hopf derivations (i.e. are also compatible with the comultiplication).
The basic significance of this monodromy operator N on H is that it captures
the monodromy operator N on the fundamental groupoid after passing to bigraded
pieces: the isomorphism
grW• α : gr
W
• gr
M
• O(π
Q
1 (Γ˜))
∗ ∼→ H
arising from Theorem 5.0.2 is N -equivariant. Put another way, the map Nα −
αN : grM• O(π
Q
1 (Γ˜))
∗ → H is W -filtered of degree −1 (i.e. takes each W−n into
W−n−1). In fact, we will need the following stronger result, to be proved at the
end of this section.
Lemma 5.5.2. Let α : grM• O(π
Q
1 (Γ˜))
∗ ∼→H be the isomorphism from Theorem 5.0.2.
Then for all integers k > 0, the map
adkNα :=
∑
i+j=k
(
k
i
)
(−1)jN i ◦ α ◦N j : grM• O(π
Q
1 (Γ˜))
∗ → H
is W -filtered of degree −k − 1.
Corollary 5.5.3. For all non-negative integers n and i, the map
(5.5.1) N i : grM−n+igr
W
−nO(π
Q
1 (Γ˜))
∗ ∼→ grM−n−igr
W
−nO(π
Q
1 (Γ˜))
∗
is an isomorphism. The same is true with O(πQ1 (Γ˜))
∗ replaced with Lie(πQ1 (Γ˜, b)).
Proof. Since grW• α : gr
W
• gr
M
• O(π
Q
1 (Γ˜))
∗ ∼→ H is N -equivariant by Lemma 5.5.2,
this condition may be checked just for H and its Lie algebra L = Hprim of prim-
itive elements. That the corresponding maps (5.5.1) for H˚ are all isomorphisms
is immediate, since H˚ is the complete tensor algebra on a vector space for which
the maps (5.5.1) are isomorphisms by construction. This already implies that the
corresponding maps (5.5.1) for H are surjective. That they are bijective follows
from a dimension-count, e.g. by writing down a bigraded automorphism of H in-
terchanging H1(Γ) and H1(Γ). One passes from H to the subspace L via a similar
argument. 
Before we prove Lemma 5.5.2, let us unpack a few further consequences, which
will help us relate the constructions of this section to those in §2. These are most
naturally phrased in terms of an auxiliary filtration, defined in terms of the existing
filtrations and the monodromy operator N .
Definition 5.5.4. For all rational vertices u, v, we define an increasing N -stable
filtration M c• on gr
M
• O(π
Q
1 (Γ˜;u, v))
∗ by M -graded subspaces, by declaring that an
element γ ∈ grM−nO(π
Q
1 (Γ˜;u, v))
∗ lies in M c−k just when
N j(γ) ∈W−⌈n+k2 ⌉−j
grM−n−2jO(π
Q
1 (Γ˜;u, v))
∗
for all j ≥ 0.
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We also let M c• denote the N -stable filtration of H defined analogously. This is
a filtration by (W,M)-bigraded subspaces, and γ ∈ grW−mgr
M
−nH lies in M
c
−k just
when
N ⌊m−
n+k
2 ⌋+1(γ) = 0.
Both of these filtrations are compatible with path-composition/multiplication
and path-reversal/antipode, but not with comultiplication.
The M c-filtration is related to the other two filtrations as follows.
Proposition 5.5.5. We haveM c0gr
M
• O(π
Q
1 (Γ˜))
∗ = grM• O(π
Q
1 (Γ˜))
∗. For all integers
k we have M c−kgr
M
• O(π
Q
1 (Γ˜))
∗ ≤ M−kgrM• O(π
Q
1 (Γ˜))
∗ and M c−kgr
M
−nO(π
Q
1 (Γ˜))
∗ ≤
W−⌈n2 ⌉−kgr
M
−nO(π
Q
1 (Γ˜))
∗. The same is true with O(πQ1 (Γ˜))
∗ replaced with H.
Proof. In the interests of brevity, we give a proof for H that also applies to the
complete Hopf groupoid grM• O(π
Q
1 (Γ˜))
∗. The first assertion follows from the fact
that W−⌈n2 ⌉gr
M
−nH = gr
M
−nH for all n. The final assertion is immediate from the
definition.
For the second assertion, it suffices to prove that M c−k−1gr
M
−kH = 0 for all k.
Suppose that γ ∈ grM−kH lies in M
c
−k−1 for some k. We show by induction that γ ∈
W−k−j−1 for all j, so that γ = 0 as desired. The base case j = 0 follows from the def-
inition ofM c• . For the inductive step, we haveN
j(γ) ∈W−k−j−1grM−k−2jH. But the
proof of Corollary 5.5.3 shows that the map N j : grM−kgr
W
−k−jH
∼
→ grM−k−2jgr
W
−k−jH
is an isomorphism, and hence γ ∈W−k−j−1 as desired. 
For our applications, it will suffice to know the following compatibility of the
isomorphism α with the M c-filtration, which in particular implies that α induces
an N -equivariant isomorphism on M c-graded pieces.
Lemma 5.5.6. The isomorphism α : grM• O(π
Q
1 (Γ˜))
∗ ∼→ H is a M c-filtered isomor-
phism, and adNα = (Nα− αN) is M c-filtered of degree −2.
Proof. That α and its inverse are M c-filtered maps follows from Lemma 5.5.2 and
the identity
N jα(γ)− αN j(γ) =
j∑
i=1
(
j
i
)
adiNα
(
N j−i(γ)
)
.
A similar argument establishes the final part. 
We now turn to the proof of Lemma 5.5.2, beginning with a preliminary calcu-
lation which illustrates the kinds of calculations involved.
Proposition 5.5.7. Let Γ˜ be a reduction graph. Then for any edge e of Γ˜ we have
αlog(δe) ≡ N(e
∗) modulo W−2H.
Proof. Write τe = αlog(δe) − N(e
∗) ∈ grM−2gr
W
−1H, so that we want to show that
τe = 0 for every edge e. It suffices to prove:
a) τe + τe−1 = 0 for all edges e;
b)
∑
e∈E(Γ) , ∂0(e)=v
τe = 0 for all vertices v; and
c)
∑
e∈E(Γ)+ λel(e)τe=0 for all homology classes [γ]=
∑
e∈E(Γ)+ λee ∈ H1(Γ).
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Indeed, the first two conditions say that
∑
e∈E(Γ)+ τe ⊗ e ∈ gr
W
−1H ⊗ H1(Γ) is a
grW−1H-valued homology class, and the third condition says that this lies in the
kernel of the cycle pairing, and hence is zero.
Condition (a) follows from the edge relations (Definition 3.1.5), which imply that
αlog(δe−1) = −α(e)αlog(δe)α(e)
−1 ≡ −αlog(δe) modulo W−2H. Condition (b)
follows from the vertex relation (Remark 3.9.2), which implies that∑
e∈E(Γ)
∂0(e)=v
τe =
∑
e∈E(Γ)
∂0(e)=v
αlog(δe) = −
∑
e∈D(Γ)
∂0(e)=v
αlog(δe)− αlog(δv) ∈ W−2gr
M
−2H.
Finally, we note from Definition 5.2.3 that we have an equality
(5.5.2) [γ] =
∑
e∈E(Γ)+
λeN(e
∗) =
∑
e∈E(Γ)+
λe
exp(l(e)ade∗)− 1
ade∗
(αlog(δe))
in grM−2H. Condition (c) follows by taking the image of this identity modulo W−2.

Proof of Lemma 5.5.2. We proceed by strong induction on k. One readily verifies
that for composable elements γ, γ′ of grM• O(π
Q
1 (Γ˜))
∗ we have
(5.5.3) adkNα(γ
′γ) =
∑
i+j=k
(
k
i
)
adiNα(γ
′) · adjNα(γ).
Since by assumption adiNα isW -filtered of degree −i−1 for all 0 < i < k, it suffices
to check that adkNα is W -filtered of degree −k − 1 on generators, i.e. to verify the
following:
(1) adkNα(e) ∈W−k−1H for all rational edges e;
(2) adkNα(γ) ∈W−k−2H for all loops γ ∈ π
Q
1 (Γ) in the underlying graph Γ;
(3) adkNα(log(δe)) ∈ W−k−2H for all rational edges e;
(4) adkNα(log(βv,i)), ad
k
Nα(log(β
′
v,i)) ∈ W−k−2H for all vertices v and all inte-
gers 1 ≤ i ≤ g(v); and
(5) adkNα(log(δe)) ∈ W−k−3H for all half-edges e.
Of these, parts (4) and (5) are immediate, since the relevant quantities are 0.
We begin by proving (1). For an edge e and s ∈ [0, l(e)] ∩ Q, we write es for
the rational edge from ∂0(e) to the rational vertex a distance s along e. It follows
from Lemma 4.0.11 that the function s 7→ adkN (es) is coordinatewise polynomial in
s, and that its derivative is given by
(5.5.4)
d
ds
adkNα(es) =
∑
i+j=k
(
k
i
)(
N i(e∗)− iN i−1
(
exp(se∗)αlog(δe) exp(−se
∗)
))
· adjNα(es).
(For instance, one can verify (5.5.4) at s = 0 using Lemma 4.0.11 and the description
of N in Proposition 3.9.1 and then use (5.5.3).)
Now our inductive hypothesis implies that adjNα(es) ∈ W−j for all 0 ≤ j ≤
k. We also have N i(e∗) − iN i−1 (exp(se∗)αlog(δe) exp(−se∗)) ∈ W−i−1 for all
0 ≤ i ≤ k: for i = 0 this is automatic; for i = 1 this follows from Proposi-
tion 5.5.7; and for 2 ≤ i ≤ k this follows from our inductive assumption since
N i−1 (exp(se∗)αlog(δe) exp(−se∗)) = ad
i−1
N α(es log(δe)e
−1
s ). Putting this together
with (5.5.4) shows that ddsad
k
Nα(es) ∈ W−k−1, and hence we have ad
k
Nα(e) ∈
W−k−1 also. Thus, we have proven (1).
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Next, we prove (2). For this, we note that for any edge e we have adjNα(es) ∈
W−j−1 for all 0 < j ≤ k, by our inductive hypothesis and part (1). It thus follows
from (5.5.4) that
d
ds
adkNα(es) ≡ N
k(e∗)− kNk−1 (exp(se∗)αlog(δe) exp(−se
∗))
modulo W−k−2. Integrating up and using Proposition 5.2.1, we see that
(5.5.5) adkNα(e) ≡ l(e)N
k(e∗)− kNk−1
(
exp(l(e)ade∗)− 1
ade∗
(αlog(δe))
)
modulo W−k−2, for all rational edges e.
Now it follows from 5.5.3 that, modulo W−k−2, ad
k
Nα is additive with respect to
composition of paths in Γ. Hence if γ is a loop in Γ with associated homology class
[γ] =
∑
e∈E(Γ)+ λee, we have
adkNα(γ) ≡
∑
e∈E(Γ)+
λead
k
Nα(e) ≡ N
k−1([γ])− kNk−1([γ]) = 0
modulo W−k−2, using (5.5.5) and (5.5.2). Thus, we have proven (2).
Finally, we prove (3). We follow a similar strategy to Proposition 5.5.7, showing
that the quantities
τe := ad
k
Nα(log(δe)) = N
k αlog(δe)
in H/W−k−2 are all zero by verifying the equalities (a)–(c). Applying the operator
N to identity (5.5.5) shows that
NadkNα(e) ≡ −kl(e)N
k αlog(δe)− k
l(e)k+1
k + 1
adkN(e∗) (αlog(δe)) ≡ −kl(e)τe
moduloW−k−2, using Proposition 5.5.7. Since Nad
k
Nα is additive, moduloW−k−2,
with respect to composition of paths, we obtain (a) immediately, and (c) follows
from (2). Condition (b) follows from the vertex relations (cf. Remark 3.9.2), which
imply that ∑
e∈E(Γ)
∂0(e)=v
τe = −N
k(αlog(δv))−
∑
e∈D(Γ)
∂0(e)=v
Nk(αlog(δe)) = 0
for all vertices v. Thus, we have proven (3). 
6. The non-abelian Kummer map for reduction graphs
In this section, we finally relate our combinatorial constructions to the non-
abelian Kummer map for curves, as defined in §2.4. To do so, we will first give an
explicit combinatorial definition of a “non-abelian Kummer map” for a reduction
graph, which we will show agrees with the corresponding map for curves in The-
orem 6.1.1. This reduces the computation of the non-abelian Kummer map for a
curve (as in Theorem 5.0.2) to a purely combinatorial explicit calculation, which
will be carried out in §8.
To begin with, we define the space which will be the codomain of the non-abelian
Kummer map, the space V appearing in Theorem 1.3.2.
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Definition 6.0.1. Let Γ˜ be a reduction graph, and let L = Hprim denote the
bigraded Lie algebra of primitive elements of H. Thus L is the bigraded pro-
nilpotent Lie algebra generated by the same elements as H in Construction 5.0.1,
subject to the same surface relation. We define the W -graded subspace V ≤ grM−2L
where grW−kV consists of those elements such that N
k−1(γ) = 0. In other words,
V = M c−2gr
M
−2L, where M
c
• is the filtration defined in Definition 5.5.4, restricted
to L.
The definition of the non-abelian Kummer map for a reduction graph derives
from the following easy observation.
Proposition 6.0.2. Let Γ˜ be a reduction graph γcanx,y ∈ gr
M
0 O(Γ˜;x, y)
∗ the canon-
ical path between two rational vertices x, y ∈ ΓQ. Then αN(γcanx,y ) ∈ V, where
α : grM−2O(π
Q
1 (Γ˜;x, y))
∗ ∼→ grM−2H is the isomorphism from Theorem 5.0.2.
Proof. There are two things to prove: that αN(γcanx,y ) = α(γ
can
y,xN(γ
can
x,y )) is a primi-
tive element ofH, and that it lies inM c−2. The former follows formally from the fact
that γcanx,y is grouplike and N is a coderivation. The latter follows from Lemma 5.5.6
since αN(γcanx,y ) = −(Nα− αN)(γ
can
x,y ) ∈M
c
−2gr
M
−2H. 
Definition 6.0.3 (Non-abelian Kummer map). Let Γ˜ be a reduction graph with
a basepoint b ∈ ΓQ. We define a map
j : ΓQ → V ,
called the non-abelian Kummer map, by
j(x) := αN(γcanb,x ).
For a positive integer n, we denote by jn : ΓQ → gr
W
−nV the composite of j with
the projection V ։ grW−nV coming from the W -grading on V , so that j is the
product of the maps jn. We also denote by j≤n : ΓQ → V/W−n−1 =
∏n
r=1 gr
W
−rV
the composite of j with the quotient map V → V/W−n−1, so that j≤n is the product
of the maps jr for 1 ≤ r ≤ n.
Remark 6.0.4. We are choosing to suppress the basepoint b from the notation
for the non-abelian Kummer map, since changing the basepoint only changes j by
an additive constant. This follows from the easily verified identity αN(γcanu,w) =
αN(γcanu,v ) + αN(γ
can
v,w), so that changing the basepoint from b to b
′ changes the
non-abelian Kummer map by αN(γcanb′,b) = −j(b
′).
Before we embark on relating this graph-theoretically defined map j to the usual
non-abelian Kummer map for curves from §2.4, let us briefly record the following
proposition, interpreting the non-abelian Kummer map as the map controlling the
existence of N -invariant paths. This will not be directly used in the sequel, but
provides some purely combinatorial motivation for the definition of j.
Proposition 6.0.5. Let Γ˜ be a reduction graph with a basepoint b ∈ ΓQ, and let
n ∈ N. Then the map
N : grM0 O(π
Q
1 (Γ˜;x, y))
∗/W−n−1 → gr
M
−2O(π
Q
1 (Γ˜;x, y))
∗/W−n−1
has non-trivial kernel if and only if j≤n(x) = j≤n(y), i.e. jr(x) = jr(y) for all
1 ≤ r ≤ n. When this occurs, the kernel is one-dimensional, spanned by the
canonical path γcanx,y .
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Proof. Since αN(γcanx,y ) = j≤n(y) − j≤n(x), we just need to verify that the kernel
of N is always contained in the span of γcanx,y . Suppose that γ is an element of
the kernel, and write α(γ) = γ0 + γ1 with γ0 ∈ grW0 gr
M
0 O(π
Q
1 (Γ˜;x, y))
∗ and γ1 ∈∏n
r=1 gr
W
−rgr
M
0 O(π
Q
1 (Γ˜;x, y))
∗. It follows from Lemma 5.5.6 that Nα(γ) = N(γ1) ∈
M c−2gr
M
−2H; this implies that γ1 ∈ M
c
−2gr
M
0 H by definition, and hence γ1 = 0 by
Proposition 5.5.5. Thus α(γ) = γ0 ∈ Q, i.e. γ is in the Q-span of γcanx,y as desired. 
6.1. Relation to non-abelian Kummer maps of curves. Fix a smooth con-
nected curve X over a p-adic number field K, a basepoint b ∈ X(K), and a prime
ℓ. Let Γ˜ denote the reduction graph of X , and choose as in Remark 3.1.7 a W - and
M -filtered and N -equivariant equivalence
ϑ : πQℓ1 (XK)
∼
→ πQℓ1 (Γ˜)
of Qℓ-pro-unipotent fundamental groupoids lying over the reduction map X(K)→
ΓQ, for some prime ℓ 6= p. We write U = π
Qℓ
1 (XK , b).
The remainder of this section will be devoted to proving the compatibility be-
tween the non-abelian Kummer maps of X and Γ˜, proving the following result.
Theorem 6.1.1. There is an injection ι : lim−→LH
1(GL, U)) →֒ VQℓ :=
∏
n>0(Qℓ ⊗
grW−nV) fitting into a commuting square
X(K) lim
−→L
H1(GL, U)
ΓQ VQℓ
j
red ι
j
where the leftmost vertical arrow is the reduction map and the two horizontal maps
are the non-abelian Kummer maps defined in §2.4 and Definition 6.0.3.
The map ι is Qℓ-linear and W -graded for graded vector space structure on the
set lim
−→L
H1(GL, U(Qℓ)) described in Remark 2.2.6, so in particular factors through
injections lim
−→L
H1(GL, U/W−n−1) →֒ (V/W−n−1)Qℓ for every n.
As a first step towards the proof of this theorem, let us construct the map
ι : lim
−→L
H1(GL, U(Qℓ)) →֒ VQℓ . A large part of this has already been achieved in
Theorem 2.2.4, which provides an embedding
H1(GL, U)
∼
→ Hom(Qℓ(1),Lie(U)
can)GL →֒ Lie(U)can,
where we identify Qℓ(1) ≃ Qℓ using our choice of inertia generator σ. We now
identify the right-hand side with VQℓ .
Proposition 6.1.2. Under the W -filtered and M -graded isomorphisms
grM• Lie(U)
ϑ
−→
∼
grM• Lie
(
πQℓ1 (Γ˜, red(b))
)
α
−→
∼
LQℓ
from Theorem 3.1.6 and Theorem 5.0.2, the subspace Lie(U)can ≤ grM−2Lie(U) cor-
responds to the subspace VQℓ ≤ gr
M
−2LQℓ . The identification Lie(U)
can ∼→ VQℓ is
W -graded with respect to the grading from Remark 2.2.6.
Proof. If we letM c• denote the filtration on gr
M
• Lie(U) defined as in Definition 5.5.4,
then the definition of Lie(U)can asserts that Lie(U)can = M c−2gr
M
−2Lie(U), and
V := M c−2L also by definition. The N -equivariant isomorphism ϑ is automatically
a M c-filtered isomorphism, as is α by Lemma 5.5.6. The first part follows.
56 L. ALEXANDER BETTS AND NETAN DOGRA
For the second part, we consider the square
Lie(U)can VQℓ
∏
k>1 gr
W
−kgr
M
2−2kLie(U)
∏
k>1 gr
W
−kgr
M
2−2kLQℓ ,
αϑ
∼
αϑ
∼
where the vertical maps are given by (an appropriate projection of)
∏
k>1N
k−2. It
follows from Lemma 5.5.6 that the difference between the two diagonal composite
maps lands in
∏
k>1M
c
−4gr
W
−kgr
M
2−2kLQℓ , which is zero by Proposition 5.5.5, and
hence this square commutes. The bottom, right-hand and left-hand maps are all
W -graded (the latter by definition in Remark 2.2.6), and hence so too is the top
map. 
Combined with Theorem 2.2.4 (and identifying Qℓ(1) ≃ Qℓ using our choice of
σ ∈ IK), this produces the desired embedding ι : lim−→L
H1(GL, U) →֒ VQℓ as the
composite
lim−→
L
H1(GL, U) →֒ Lie(U)
can ∼→ VQℓ .
The other half of the proof of Theorem 6.1.1 is provided by the following result.
Proposition 6.1.3. The canonical path γcanred(b),red(x) ∈ gr
M
0 π
Qℓ
1 (Γ˜; red(b), red(x)) as
defined in Definition 4.0.5 corresponds to the canonical element of grM0 π
Qℓ
1 (XK ; b, x)
from Remark 2.2.5 under the isomorphism
ϑ : πQℓ1 (XK ; b, x)
∼
→ πQℓ1 (Γ˜; red(b), red(x))
from Theorem 3.1.6 (cf. Remark 3.1.7), for any x ∈ X(K).
Proof. The canonical element γcanb,x ∈ gr
M
0 π
Qℓ
1 (XK ; b, x) is characterised by the
fact that log
(
(γcanb,x )
−1 exp(N)(γcanb,x )
)
∈ Lie(U)can. On the other hand, Propo-
sition 6.1.2 and an easy calculation shows that the canonical path satisfies
α log
(
(γcanred(b),red(x))
−1 exp(N)
(
γcanred(b),red(x)
))
= αN(γcanred(b),red(x)) ∈ V
We are then done by Proposition 6.1.2. 
Proof of Theorem 6.1.1. For any x ∈ X(K), we have
ι(j(x)) = α(ϑ((γcanb,x )
−1 exp(N)(γcanb,x )))
= α((γcanred(b),red(x))
−1N(γcanred(b),red(x))) = j(red(x))
in VQℓ , using the calculation in the proof of Proposition 6.1.3. 
7. Height pairings and harmonic analysis on graphs
To complete the proof of Theorem 1.3.2, it remains for us to show that the
non-abelian Kummer map associated to a reduction graph Γ˜ is computed by a
height pairing against the measures on Γ˜ to be given in Construction 8.0.1. For
us, this height pairing will be a Q-valued positive-semidefinite symmetric pairing
on a certain space Meas0log(Γ˜) of piecewise polynomial measures with log poles on
D(Γ˜) of total mass 0, generalising the more well-known height pairing on the space
Div0(Γ) of divisors of total mass 0. The construction of this height pairing, which
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we review in this section, comes from harmonic analysis on graphs, for which we
follow [BF06]16.
7.1. The height pairing on divisors. Before constructing the height pairing in
full generality, let us begin by recalling the construction of the height pairing on
divisors on a rationally metrised graph Γ. Recall that a divisor on Γ is just a
formal Q-linear combination
∑
v∈V (Γ) λv · v of vertices of Γ. The space of divisors
is denoted Div(Γ) = Q · V (Γ), and the subspace Div0(Γ) of divisors of total mass 0
is defined to be the kernel of the sum-of-coordinates map Div(Γ)→ Q.
There is a linear map L : Div(Γ)→ Div(Γ) determined by the Laplacian matrix
L, whose entries are given by
Luv =
{∑
∂0(e)=u6=∂1(e)
1
l(e) if u = v,
−
∑
∂0(e)=u,∂1(e)=v
1
l(e) if u 6= v.
The Laplacian is a symmetric matrix, has one-dimensional kernel spanned by∑
v∈V (Γ) v, and has image exactly the space Div
0(Γ) [BF06, Corollary 2]. The
height pairing 〈u,v〉 of two elements u,v ∈ Div0(Γ) is then defined by
〈u,v〉 := tuL−1v
(where L−1v denotes any preimage of v – the value of 〈u,v〉 is independent of this
choice). This is a positive-definite symmetric pairing on Div0(Γ), which moreover
satisfies the following additional inequality, coming from the theory of electrical
circuits [BF06, §4].
Proposition 7.1.1 ([BF06, Exercise 9]). Let u, v, x be vertices of a rationally
metrised graph Γ. Then we have
0 ≤ 〈x− u, v − u〉 ≤ 〈v − u, v − u〉.
Finally, there is a close link between the height pairing on Div0(Γ) and the cycle
pairing on H1(Γ). Indeed, there is a short exact sequence
0→ H1(Γ)→ Q ·E(Γ)
− ∂→ Div0(Γ)→ 0
where ∂(e) := ∂1(e)− ∂0(e). The natural pairing on Q ·E(Γ)− (for which the edges
e form an orthogonal basis with 〈e, e〉 = l(e), as in §4) restricts to the cycle pairing
on H1(Γ), and also induces the height pairing on Div
0(Γ) as follows.
Lemma 7.1.2. The map ∂ : Q · E(Γ)− → Div0(Γ) is the projection onto an or-
thogonal direct summand, i.e. its adjoint ∂∗ : Div0(Γ) → Q · E(Γ)− is a section of
∂, and hence induces an orthogonal direct sum decomposition
Q · E(Γ)− = H1(Γ)⊕ Div
0(Γ).
In this, H1(Γ), Div
0(Γ) and Q · E(Γ)− are endowed respectively with the cycle
pairing, height pairing and natural pairing from §4.
16Our presentation in this section differs from that in [BF06] in several ways. Firstly, our
graphs are always rationally metrised so that we obtain a Q-valued theory, and are permitted
multiple edges and loops. Secondly and more importantly, the graphs which we consider need not
be compact, due to the presence of half-edges. In the interests of simple exposition, we will simply
cite the corresponding analogous results from [BF06] in this section, leaving it to the reader to
make the necessary adjustments to the proofs.
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Proof. The adjoint is given by
(†) ∂∗(µ) =
∑
e∈E(Γ)+
〈∂(e), µ〉
l(e)
e.
To verify that it is a section of ∂, we write µ =
∑
v λv · v = ∇
2Φ, so that
∂∂∗(µ) =
∑
e∈E(Γ)+
〈∂(e), µ〉
l(e)
∂(e) = −
∑
e∈E(Γ)
〈∂(e), µ〉
l(e)
∂0(e)
= −
∑
v∈V (Γ)
 ∑
∂0(e)=v
Φ(∂1(e))− Φ(∂0(e))
l(e)
 · v = ∑
v∈V (Γ)
λv · v = µ
as desired. 
As a consequence of this lemma, we obtain an explicit formula for the isomor-
phism N : H1(Γ)
∼
→ H1(Γ). The constants λe,e′ here will appear again in Construc-
tion 8.0.1.
Corollary 7.1.3. For every edge e of Γ we have
N(e∗) =
∑
e′∈E(Γ)+
λe,e′ · e
′ ∈ Q · E(Γ)−
where
λe,e′ :=
{
1
l(e) −
〈∂(e),∂(e)〉
l(e)2 if e
′ = e,
− 〈∂(e),∂(e
′)〉
l(e)l(e′) if e
′ 6= e±1.
Proof. By definition, N(e∗) is the orthogonal projection to H1(Γ) of the element
1
l(e)e ∈ Q ·E(Γ)
−. The orthogonal projection of this element to the complementary
subspace Div0(Γ) is
∑
e′∈E(Γ)+
〈∂(e),∂(e′)〉
l(e)l(e′) e
′, giving the desired equality. 
7.2. The height pairing on measures. In order to describe the non-abelian
Kummer map in terms of a height pairing, we need to generalise the above pairing
on divisors in two ways. Firstly, we need to extend the domain of the pairing
from divisors to measures, in essence allowing the points in a divisor to be “spread
out” along edges of Γ. Secondly, we need to take account of the half-edges of Γ
by incorporating boundary conditions at D(Γ). Thus, the domain of the height
pairing will be the following space.
Definition 7.2.1. Let Γ be a rationally metrised graph. A piecewise polynomial
measure on Γ with log poles at D(Γ)17 is a formal sum
µ =
∑
e∈E(Γ)
ge(se) · |dse|+
∑
v∈V (Γ)
λv · v +
∑
e∈D(Γ)
λe · e
with ge ∈ Q[se] and λv, λe ∈ Q, such that ge−1(s) = ge(l(e) − s) for all edges e.
Here the se are formal variables indexed by edges e: the element |dse| is thought of
as arc length along edge e, and the element v is thought of as a delta distribution
located at v.
17We will often simply refer to these as measures in the interests of brevity.
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We denote by Measlog(Γ) the Q-vector space of all such measures, and define
Meas0log(Γ) to be the codimension 1 subspace of measures of total mass 0, i.e. the
subspace consisting of elements µ ∈ Measlog(Γ) such that∑
e∈E(Γ)+
∫ l(e)
0
ge(se)dse +
∑
v∈V (Γ)
λv +
∑
e∈D(Γ)
λe = 0,
where the integrals here denote usual line integrals of the polynomials ge(se) with
respect to the parameter se.
As with the height pairing on divisors, the height pairing on measures will be
defined via a certain Laplacian operator. However, unlike the Laplacian matrix
whose domain and codomain are equal, the polynomial Laplacian we will use is
best described as a map from a space of functions to our space Measlog(Γ) of
measures.
Definition 7.2.2 (cf. [BF06, Definition 5]). Let Γ be a reduction graph. For a
function f : ΓQ → Q, we will write fe : [0, l(e)]∩Q→ Q (resp. fe : [0,∞)∩Q→ Q)
for the restriction of f to an edge e (resp. half-edge e). We say that f is piecewise
polynomial with log poles on D(Γ) just when fe is a polynomial function for every
edge e and fe is an affine function (polynomial function of degree ≤ 1) for every
half-edge e. Equivalently18, a piecewise polynomial function f with log poles on
D(Γ) is a formal linear combination f =
∑
e fe(se) ∈
⊕
e∈E(Γ)∪D(Γ)Q[se] such
that:
• for all edges or half-edges e0, e1 with ∂0(e0) = ∂0(e1), we have fe0(0) =
fe1(0);
• for every edge e, we have fe−1(s) = fe(l(e)− s); and
• for every half-edge e, deg(fe) ≤ 1.
We denote the space of all piecewise polynomial functions on Γ with log poles
on D(Γ) by Ω0log(Γ), and define the Laplacian operator
∇2 : Ω0log(Γ)→ Measlog(Γ)
by
∇2(f) := −
∑
e∈E(Γ)
f ′′e (se) · |dse| −
∑
v∈V (Γ)
 ∑
∂0(e)=v
f ′e(0)
 · v + ∑
e∈D(Γ)
f ′e · e.
Remark 7.2.3. The Laplacian operator ∇2 as defined in Definition 7.2.2 can be
viewed as a generalisation of the Laplacian matrix L in §7.2. There is an embedding
F : Div(Γ) →֒ Ω0log(Γ), taking a divisor
∑
v λv ·v to the unique function f : ΓQ → Q
which is constant on half-edges and which linearly interpolates between the values
λv at each vertex v. With respect to the evident inclusion Div(Γ) →֒ Measlog(Γ), the
Laplacian operator ∇2 : Ω0log(Γ) → Measlog(Γ) restricts to the map L : Div(Γ) →
Div(Γ) induced by the Laplacian matrix [BF06, Theorem 4].
Remark 7.2.4. If Γ′ is a subdivision of Γ, then it is clear that Ω0log(Γ) ⊆ Ω
0
log(Γ
′),
and we obtain an embedding Meas(Γ) →֒ Meas(Γ′) by specifying that ge(se)·|dse| 7→
ge(se1) · |dse1 |+ ge(se2 + l(e1)) · |dse2 | in the notation of Definition 3.7.1. It is easily
18Strictly speaking, this alternative description is only valid when Γ is not the graph with a
single vertex and no edges or half-edges.
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checked that the Laplacian operator ∇2 is compatible with these inclusions, as are
the integration and height pairings to be introduced shortly. When proving results
using harmonic analysis, we will thus permit ourselves to tacitly replace Γ with
a subdivision, for instance allowing divisors to be linear combinations of rational
vertices. In all cases, the precise choice of subdivision of Γ in which the argument
takes place is immaterial, so we will suppress if from our notation.
As for the Laplacian matrix, the Laplacian operator is almost invertible.
Lemma 7.2.5. Let Γ be a rationally metrised graph. Then the Laplacian operator
∇2 has one-dimensional kernel spanned by the constant function 1, and has image
exactly Meas0log(Γ).
Proof. It is obvious that ∇2(1) = 0. That the kernel is spanned by 1 is [BF06,
Theorem 3]. That the image is contained in Meas0log(Γ) follows from [BF06, Corol-
lary 1].
Since it will be useful in practical applications to be able to explicitly invert
the Laplacian operator ∇2, we will take a little time to explain how to produce
polynomial functions f such that ∇2(f) is equal to a given µ ∈ Meas0log(Γ). Writing
µ as in Definition 7.2.1, we take for each edge e a double antiderivative he(se) =∫∫
ge(se)dsedse, normalised so that he(0) = he(l(e)) = 0. If we let
h =
∑
e∈E(Γ)
he(se)−
∑
e∈D(Γ)
λe · se,
then h ∈ Ω0log(Γ) and we have that µ+∇
2(h) ∈ Div0(Γ). Hence by Remark 7.2.3,
a preimage of µ is given by L−1(µ + ∇2(h)) − h, where L is the Laplacian ma-
trix and L−1(µ + ∇2(h)) is interpreted as a piecewise affine function on ΓQ as in
Remark 7.2.3. 
Using the Laplacian operator, we may now construct the desired height pairing
〈·, ·〉 : Meas0log(Γ)⊗Meas
0
log(Γ)→ Q
analogously to the height pairing on divisors.
Definition 7.2.6 (Height pairing on measures). Let Γ be a rationally metrised
graph. We define an integration pairing∫
: Ω0log(Γ)⊗Measlog(Γ)→ Q∫
: f ⊗ µ 7→
∫
fdµ
where∫
fdµ :=
∑
e∈E(Γ)+
∫ l(e)
0
fe(se)ge(se)dse +
∑
v∈V (Γ)
λvf(v) +
∑
e∈D(Γ)
λef(∂0(e))
in the notation of Definitions 7.2.1 and 7.2.2. Thus Meas0log(Γ) is the kernel of the
map µ 7→
∫
1dµ.
We define the height pairing 〈·, ·〉 : Meas0log(Γ)⊗Meas
0
log(Γ)→ Q to be the pairing
given by
〈µ, ν〉 :=
∫
∇−2(µ)dν
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(where ∇−2(µ) ∈ Ω0log(Γ) denotes any preimage of µ; the value of 〈µ, ν〉 is in-
dependent of this choice). This is a positive-semidefinite19 symmetric pairing on
Meas0log(Γ) [BF06, Theorem 1], extending the height pairing on Div
0(Γ).
Aside from positive-semidefiniteness and symmetry of the height pairing, the
only other result we will need is that the height pairing already suffices to invert
the Laplacian operator ∇2. This is essentially formal.
Lemma 7.2.7. Let Γ be a rationally metrised graph and µ ∈ Meas0log(Γ). For any
fixed b ∈ ΓQ, the function
f : ΓQ → Q
f : x 7→ 〈x− b, µ〉
is piecewise polynomial with log poles on D(Γ), and ∇2(f) = µ.
Proof. By symmetry of the height pairing, we know
f(x) =
∫
∇−2(µ) · d(x− b) = ∇−2(µ)(x) −∇−2(µ)(b).
This is piecewise polynomial in x with log poles on D(Γ), and ∇2(f) = µ. 
8. Computing the non-abelian Kummer map
In this section, we will carry out the promised computation of local non-abelian
Kummer maps of curves, by computing the non-abelian Kummer map of a reduction
graph from Definition 6.0.3. Using the theory outlined in the previous section, we
will express this map in terms of height pairings against certain measures. These
are the measures appearing in Theorem 1.3.2.
Construction 8.0.1. Let Γ˜ be a reduction graph, and let V denote the space
defined in Definition 6.0.1. We define a series (µn)n>0 of gr
W
−nV-valued measures
on Γ of total mass 0, i.e. elements of grW−nV ⊗Meas
0
log(Γ), as follows. We set µ1 = 0
and
µ2 := −
∑
e∈E(Γ˜)
ade∗(N(e
∗)) · |dse|+
∑
v∈V (Γ˜)
log(δv) · v +
∑
e∈D(Γ˜)
log(δe) · e,
where log(δv) :=
∑g(v)
i=1 [log(β
′
v,i), log(βv,i)]. For n ≥ 3, we proceed recursively,
setting
µn := −
∑
e∈E(Γ˜)
2ade∗j′n−1,e − ad2e∗jn−2,e + ∑
e′∈E(Γ˜)
λe,e′ade∗ad(e′)∗
∫ l(e′)
0
jn−2,edse
·|dse|,
where jr,e denotes the restriction to edge e of the function x 7→ 〈x− b, µn〉 for some
fixed basepoint b ∈ ΓQ, j′r,e denotes its derivative with respect to arc-length, and
λe,e′ =
{
1
l(e) −
〈∂(e),∂(e)〉
l(e)2 if e
′ = e
〈∂(e),∂(e′)〉
l(e)l(e′) if e
′ 6= e±1,
as in Corollary 7.1.3.
19The kernel of the height pairing is the span of the elements e− ∂0(e) for e a half-edge of Γ.
Hence the height pairing is positive-definite if and only if Γ has no half-edges.
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(It is not immediately clear that these measures are of total mass 0 or that they
are independent of the basepoint b: this will be proved during this section.)
Theorem 8.0.2. Let Γ˜ be a reduction graph, and let (µn)n>0 be the sequence of
grW−nV-valued measures on (the underlying graph of) Γ˜ constructed in Construc-
tion 8.0.1. For any basepoint b ∈ ΓQ, the components of the non-abelian Kummer
map j : ΓQ → V (Definition 6.0.3) are given by
jn(x) = 〈x− b, µn〉.
Combined with Theorem 6.1.1, this completes the proof of Theorem 1.3.2.
Remark 8.0.3. It is easy to see that grW−1V = 0, so that Theorem 8.0.2 only really
has content for n ≥ 2.
Fix a reduction graph Γ˜ and a basepoint b ∈ Γ˜Q, writing j : Γ˜Q → V for the non-
abelian Kummer map (Definition 6.0.3) and (µn)n>0 for the series of gr
W
−nV-valued
measures on Γ˜ constructed in Construction 8.0.1. The remainder of this section
will be devoted to proving that each jn is a piecewise polynomial function with
log poles on D(Γ˜), satisfying ∇2(jn) = µn for all n > 0. This in particular proves
Theorem 8.0.2, since jn(x) and 〈x − b, µn〉 differ by a constant by Lemmas 7.2.7
and 7.2.5, and both vanish at x = b. Note that this also proves that the µn have
total mass 0 and are independent of the basepoint b (using Remark 6.0.4).
8.1. The non-abelian Kummer map along edges. We will ultimately deduce
the equalities ∇2(jn) = µn from an explicit formula describing the non-abelian
Kummer map j along edges and half-edges of Γ˜. This is a straightforward conse-
quence of Corollary 4.0.12, describing the canonical path along edges and half-edges.
Proposition 8.1.1. For any edge or half-edge e of Γ˜, we have
je(s) = exp(se
∗) [j(∂0(e)) + sα log(δe)] exp(−se
∗) + exp(se∗)Nb(exp(−se
∗))
where Nb = αb ◦N ◦ α
−1
b with αb : O(π
Q
1 (Γ˜, b))
∗ ∼→ H the isomorphism from Theo-
rem 5.0.2.
Proof. Corollary 4.0.12 assures us that the canonical path from b to the rational
vertex ve,s a distance s along e is given by esγ
can
b,∂0(e)
α−1(exp(−se∗)). Applying
αN and using that α(es) = exp(se
∗) by Lemma 4.0.11, we obtain the desired
formula. 
Corollary 8.1.2. For each n > 0, the map jn : Γ˜Q → grW−nV is piecewise polynomial
of degree ≤ n with log poles on D(Γ˜). Its restriction to any bridge (edge e such that
Γ˜ \ {e±1} is disconnected) is linear.
Proof. The class of functions Q → H whose component in grW−nH is a polynomial
function of degree ≤ n is closed under pointwise addition and multiplication. It
follows from Proposition 8.1.1 that each s 7→ je(s) lies in this class. In the particular
case that e is a half-edge or a bridge, we have e∗ = 0 and we see that je(s) =
j(∂0(e)) + sα log(δe) is linear in s. 
As a direct consequence of the formula in Proposition 8.1.1, we obtain the fol-
lowing identities for ∇2(j) in terms of Nb.
Proposition 8.1.3. The map j : Γ˜Q → V satisfies the following properties:
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• for all half-edges e we have j′e = α log(δe);
• for all vertices v we have
∑
∂0(e)=v
j′e(0) = − log(δv) := −
g(v)∑
i=1
[log(β′v,i), log(βv,i)]; and
• for all edges (and half-edges) e we have
j′′e − 2ade∗j
′
e + ad
2
e∗je = ade∗Nb(e
∗).
Proof. Differentiating the identity in Proposition 8.1.1 gives
(∗) j′e − ade∗je = exp(se
∗)α log(δe) exp(−se
∗)−Nb(e
∗).
The first identity is now obvious since e∗ = 0 for half-edges e. For the second
identity, we know that∑
∂0(e)=v
j′e(0) =
∑
∂0(e)=v
ade∗j(v) +
∑
∂0(e)=v
α log(δe) +
∑
∂0(e)=v
Nb(e
∗).
The first and last sums on the right-hand side vanish since
∑
∂0(e)=v
e∗ = 0 (Re-
mark 4.0.10), and the middle sum is equal to − log(δv) by the vertex relations from
Definition 3.1.5. The third identity comes from differentiating the above expression
for j′e − ade∗je. 
To complete our description of ∇2(j), we want to eliminate the dependence on
Nb in Proposition 8.1.3. We do this by expressing each Nb(e
∗) back in terms of
N(e∗) and j.
Proposition 8.1.4. For every edge e we have
Nb(e
∗) = N(e∗) +
∑
e′∈E(Γ˜)+
λe,e′ad(e′)∗
∫ l(e′)
0
je′dse′ ,
where
λe,e′ :=
{
1
l(e) −
〈∂(e),∂(e)〉
l(e)2 if e
′ = e,
− 〈∂(e),∂(e
′)〉
l(e)l(e′) if e
′ 6= e±1
as in Construction 8.0.1 and Corollary 7.1.3.
Proof. In grM−2H we have the following equalities:∑
e′∈E(Γ˜)+
λe,e′
∫ l(e′)
0
j′edse′ = 0;
∑
e′∈E(Γ˜)+
λe,e′
∫ l(e′)
0
exp(s(e′)∗)α log(δe′ ) exp(−s(e
′)∗)dse′ = N(e
∗);
∑
e′∈E(Γ˜)+
λe,e′
∫ l(e′)
0
Nb((e
′)∗)dse′ = Nb(e
∗).
The first of these identities follows from the fact that N(e∗) =
∑
e′∈E(Γ˜)+ λe,e′e
′
lies in H1(Γ˜), while the third is a consequence of the fact that N(e
∗)− 1l(e)e lies in
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the orthogonal complement of H1(Γ˜) in Q ·E(Γ˜)− (see Corollary 7.1.3). The second
identity follows from Proposition 5.2.1 and Definition 5.2.3.
Integrating the identity (∗) from the proof of Proposition 8.1.3 along edges e′
of Γ˜ and taking a Q-linear combination weighted by the λe,e′ , we find that
−
∑
e′∈E(Γ˜)+
λe,e′
∫ l(e′)
0
ad(e′)∗je′dse′ = N(e
∗)−Nb(e
∗),
which rearranges to the desired expression. 
We now prove Theorem 8.0.2, with ∇2(jn) = µn.
Proof of Theorem 8.0.2. Combining Propositions 8.1.3 and 8.1.4 shows that ∇2(j)
is given by
∇2(j) =
∑
e∈E(Γ˜)
ge(se) · |dse|+
∑
v∈V (Γ˜)
log(δv) +
∑
e∈D(Γ)
log(δe),
where
ge = −2ade∗j
′
e + ad
2
e∗je − ade∗N(e
∗)−
∑
e′∈E(Γ˜)+
λe,e′ade∗ad(e′)∗
∫ l(e′)
0
je′dse′ .
The result follows by taking W -homogenous components, since all the terms e∗,
N(e∗), log(δv) and log(δe) appearing are W -homogenous of degrees −1, −1, −2
and −2 respectively. 
We will also use the following consequence of these calculations, refining Corol-
lary 8.1.2 by determining the leading coefficients of the coefficients jn of j.
Proposition 8.1.5. For each n > 0, the restriction of the function jn : Γ˜Q →
grW−nV to each edge e of Γ˜ is a polynomial in arc-length se of the form
jn,e(se) =
n− 1
n!
adn−1e∗ (N(e
∗)) · sne +O(s
n−1
e ).
Proof. Taking nth graded pieces of the second-order differential equation in Propo-
sition 8.1.3 and differentiating provides the identity
j(n)n,e − 2ade∗j
(n−1)
n−1,e + ad
2
e∗j
(n−2)
n−2,e =
{
ade∗(N(e
∗)) if n = 2,
0 if n > 2,
where we are using Proposition 8.1.4 to deduce that the (−1)th W -graded piece of
Nb(e
∗) is N(e∗). Since j0 = 0 trivially and j1 = 0 by Remark 8.0.3, we find by an
easy induction that j
(n)
n,e = (n− 1)ad
n−1
e∗ (N(e
∗)), as desired. 
8.2. A preliminary application to quadratic Chabauty. Let X/K be a hy-
perbolic curve with Qℓ-pro-unipotent e´tale fundamental group U(X), and let U be
a quotient of U(X)/W−3 satisfying (WM<0). From the explicit description of j2 in
Corollary 8.1.2, we obtain the following property of the map
jU : X(K)→ H
1(GK , U)
which is used in [BD18a]. Let qe denote the function on an edge e
x 7→
1
2
x(x− l(e))
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where we identify e with [0, l(e)] via se. Given a Qℓ-vector space V and D =∑
Dv · v ∈ Div
0(Γ) ⊗ V , let F (D) denote the unique piecewise linear function
ΓQ → V which is linear on each edge and takes value Dv at v as in Remark 7.2.3.
Corollary 8.2.1. We have j2(x) = g(x)− g(b), where
g =
∑
e∈E(Γ)
[e∗, log(δe)] · qe +
∑
e∈D(Γ)
log(δe) · se
+ F
(
L−1
( ∑
v∈V (Γ)
(
log(δv)−
1
2
∑
e∈E(Γ)
∂0(e)=v
l(e)[e∗, log(δe)] +
∑
e∈D(Γ)
∂0(e)=v
log(δe)
)
· v
))
where L−1 is the inverse Laplacian matrix.
Proof. In grW−2V , we have N(e
∗) = log(δe). Hence this follows from Theorem 6.1.1
and Theorem 8.0.2. 
In [BD18a], the following result is used to determine rational points of the curve
X : y2 = x6 + ax4 + ax2 + 1,
for a such that the elliptic curve
E : y2 = x3 + ax2 + ax+ 1
has rank 2. The isogeny Jac(X) ∼ E × E induces an isomorphism∧2
H1e´t(XK ,Qℓ)
∼= Sym2H1e´t(EK ,Qℓ)⊕Qℓ(−1)
⊕3.
which defines a quotient USym of U2(X) which is an extension of H
1
e´t(XK ,Qℓ)
∗ by
Sym2VE := Sym
2H1e´t(EK ,Qℓ)
∗.
Lemma 8.2.2. Suppose X/K is of the form
y2 = x6 + ax4 + ax2 + 1,
that X has split semi-stable reduction, and that the special fibre of a stable model
is isomorphic to two elliptic curves meeting at one point. Then there is linear map
l : Q → H1(GK , Sym
2VE) = H
1(GK , USym) such that jUSym is the composite of an
affine embedding of the reduction graph of X into Q with l.
Proof. The reduction graph of X consists of two vertices of genus 1 connected by a
single edge e. That jUSym is an affine function on e is given by Corollary 8.1.2. 
9. Operations on reduction graphs
Now that we have proved Theorem 1.3.2, we turn our attention to its principal ap-
plication: the relative Oda–Tamagawa criterion (Theorem 1.1.1). We will see that
this follows immediately from a certain combinatorial analogue for stable reduction
graphs (Theorem 10.0.1). In order to facilitate the proof of this result, we will in
this section study three simplifying operations (Lemmas 9.1.1, 9.2.1 and 9.3.7) on
reduction graphs which will allow us to reduce computations for general graphs to
simpler subquotients. We will also introduce the notion of maximal cut sets as in
[AMO95], which will play a major role in our analysis of the weight −2 part of the
Kummer map in §10.3.
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9.1. Elimination of half-edges. As an illustration of the type of simplifying op-
erations we will be using, consider a reduction graph Γ˜ with a half-edge e0, and
write Γ˜′ = Γ˜ \ {e0} for the same reduction graph with e0 removed. We let
ρ : Γ˜Q → Γ˜
′
Q
denote the map sending all of e0 to ∂0(e0) ∈ V (Γ˜′) and defined in the obvious way
outside e0. We also denote by ρ∗ : H(Γ˜)→ H(Γ˜′) the bigraded map sending log(δe0)
to 0 and acting in the obvious manner on all other generators of H(Γ˜).
For us, the important property of the map ρ is that it is compatible with the
non-abelian Kummer map for graphs.
Lemma 9.1.1 (Elimination of half-edges). The non-abelian Kummer maps for Γ˜
and Γ˜′ (at basepoints b ∈ Γ˜Q and ρ(b) ∈ Γ˜′Q) fit into a commuting square
Γ˜Q V(Γ˜)
Γ˜′Q V(Γ˜
′)
j
ρ ρ∗
j
where the right-hand vertical map is the restriction of ρ∗ : H(Γ˜)→ H(Γ˜′).
The proof of this result (and all others like it in this section) follows from a cor-
responding compatibility result with the description of the M -graded fundamental
groupoid in Theorem 5.0.2.
Proposition 9.1.2. The map ρ : Γ˜Q → Γ˜′Q extends to a morphism
ρ∗ : π
Q
1 (Γ˜)→ π
Q
1 (Γ˜
′)
of Q-pro-unipotent groupoids20 such that the induced map
ρ∗ : O(π
Q
1 (Γ˜))
∗ → O(πQ1 (Γ˜
′))∗
of complete Hopf groupoids is N -equivariant and W - and M -filtered. The induced
map grM• ρ∗ : gr
M
• O(π
Q
1 (Γ˜))
∗ → grM• O(π
Q
1 (Γ˜
′))∗ fits into a commuting square
(9.1.1)
grM• O(π
Q
1 (Γ˜))
∗ H(Γ˜)
grM• O(π
Q
1 (Γ˜
′))∗ H(Γ˜′)
α
∼
grM• ρ∗ ρ∗
α
∼
where the horizontal maps are the isomorphisms from Theorem 5.0.2.
Before we prove this proposition, we briefly explain how this implies Lemma 9.1.1.
Proof of Lemma 9.1.1. Commutativity of (9.1.1) in M -degree 0 implies in partic-
ular that grM• ρ∗(γ
can
b,x ) = γ
can
ρ(b),ρ(x) for all rational vertices x. Hence by (9.1.1) and
N -equivariance we have
ρ∗(j(x)) = ρ∗αN(γ
can
b,x ) = αN
(
grM• ρ∗(γ
can
b,x )
)
= αN(γcanρ(b),ρ(x)) = j(ρ(x))
20In order to define these groupoids in Definition 3.1.5, one strictly needs to choose orderings
on the sets of edges incident to vertices, and the pushforward maps on fundamental groupoids
only make sense if these orderings are chosen compatibly in a certain sense. In the interests of
brevity, we will omit mention of these orderings in this section, leaving it to the reader to order
the products in the correct manner.
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as desired. 
The proof of Proposition 9.1.2 proceeds in three steps. None of these steps is
overly complicated, but we will nonetheless take care to set them out clearly as this
proof will be a microcosm of more complicated proofs to come.
Step 1: Construction of ρ∗. The pushforward map ρ∗ : π
Q
1 (Γ˜) → π
Q
1 (Γ˜
′) is defined
to send δe0 to 1 (the identity based at ∂0(e0)), and to act on the other generators
of πQ1 (Γ˜) from Definition 3.1.5 in the obvious manner. One readily verifies that
this map is well-defined and the induced map on complete Hopf groupoids is N -
equivariant and W - and M -filtered.
Step 2: Commutativity in M -degree 0. Commutativity of (9.1.1) in M -degree 0 is
equivalent to the assertion that ∫
ρ∗(γ)
ω =
∫
γ
ω
for all paths γ in Γ˜ and all ω ∈ T⊗
X
H1(Γ
′) = T⊗
X
H1(Γ). By the properties of the
higher cycle pairing, this needs only be checked when γ = e is an edge of (some
subdivision of) Γ˜ and ω = ω1 . . . ωn is a pure tensor of length n. This is obvious
when e is an edge of Γ˜′ already, and when e is contained in e0, both sides are equal
to 1 if n = 0 and 0 otherwise.
Step 3: Commutativity in M -degrees < 0. From commutativity of (9.1.1) in M -
degree 0, we see that grW• ρ∗ : gr
M
• O(π
Q
1 (Γ˜))
∗ → grM• O(π
Q
1 (Γ˜
′))∗ takes canonical
paths in Γ˜ to canonical paths in Γ˜′. Hence it is compatible with the trivialisations of
these complete Hopf groupoids constructed in §5.1, so the objects (resp. morphisms)
in the above square can be thought of as complete Hopf algebras (resp. morphisms
thereof). Thus commutativity can be checked on generators ofH(Γ˜), identified with
elements of the complete Hopf algebra grM• O(π
Q
1 (Γ˜))
∗ via the map α−1 constructed
in §5. On H1(Γ) (in M -degree 0) this has already been checked, and for all other
generators this is obvious.
This completes the proof of Proposition 9.1.2. 
9.2. Resistance reduction. The second type of reduction we will use in our argu-
ments involves contracting down certain subgraphs to single edges. This is inspired
by the theory of electrical networks, and corresponds to the operation of replacing
a part of an electrial network with a single resistor with resistance equal to the
total resistance across the subnetwork.
Thus consider a reduction graph Γ˜ containing a subgraph C (of its underlying
graph Γ) and two distinct vertices w0, w1 ∈ V (C) such for every vertex w of C
other than w0 and w1, every edge or half-edge of Γ˜ incident to w lies in C. We
write Γ˜′ for the reduction graph formed from Γ˜ by replacing C with a single edge
eC from w0 to w1 of length
l(eC) := 〈w1 − w0, w1 − w0〉C ,
where 〈·, ·〉C denotes the height pairing on C. We declare the genus of a vertex
v ∈ V (Γ˜′) to be the same as the genus of the corresponding vertex of Γ˜.
There is a map
ρ : Γ˜Q → Γ˜
′
Q,
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Figure 1. On the left, a graph Γ with a suitable subgraph C
indicated by the light grey dashed disc – the two vertices on its
circumference are w0 and w1. On the right, the graph Γ
′ formed
by replacing C with a single edge.
defined in the obvious way outside C, and sending a rational vertex v ∈ C to the
rational vertex a distance 〈v − w0, w1 − w0〉C along eC . Proposition 7.1.1 ensures
that 〈w − w0, w1 − w0〉C ∈ [0, l(eC)], so that this map is well-defined.
After suitable subdivision of Γ˜ and Γ˜′, the map ρ is even induced by a morphism
ρ : Γ → Γ′ of underlying graphs (where our graph morphisms are permitted to
contract edges and half-edges to single points). In particular, ρ induces pushforward
maps
ρ∗ : H1(Γ)→ H1(Γ
′),
ρ∗ : H
1(Γ)→ H1(Γ′),
which are compatible under the isomorphismsN : H1(Γ)
∼
→ H1(Γ) andN : H1(Γ′)
∼
→
H1(Γ
′) induced by the cycle pairing (see §4). We will see later in Remark 9.2.5 that
these maps extend to a bigraded morphism
ρ∗ : H(Γ˜)→ H(Γ˜
′)
(sending generators of H(Γ˜) of the form log(βv,i), log(β
′
v,i) or log(δe) to either the
corresponding generator of H(Γ˜′) or zero as appropriate). These pushforward maps
allow us to state our desired compatibility result between the non-abelian Kummer
maps associated to Γ˜ and Γ˜′, exactly as in Lemma 9.1.1.
Lemma 9.2.1 (Resistance reduction). The non-abelian Kummer maps for Γ˜ and
Γ˜′ fit into a commuting square
Γ˜Q V(Γ˜)
Γ˜′Q V(Γ˜
′)
j
ρ ρ∗
j
where the right-hand vertical map is the restriction of ρ∗ : H(Γ˜)→ H(Γ˜
′).
This will follow from the following compatibility result with the description of
the M -graded fundamental groupoid in Theorem 5.0.2. The proof of Lemma 9.2.1
from this Proposition 9.2.2 is exactly the same as the proof of Lemma 9.1.1 from
Proposition 9.1.2.
Proposition 9.2.2. The map ρ : Γ˜Q → Γ˜′Q extends to a morphism
ρ∗ : π
Q
1 (Γ˜)→ π
Q
1 (Γ˜
′)
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of Q-pro-unipotent groupoids such that the induced map
ρ∗ : O(π
Q
1 (Γ˜))
∗ → O(πQ1 (Γ˜
′))∗
of complete Hopf groupoids is N -equivariant and W - and M -filtered. The induced
map grM• ρ∗ : gr
M
• O(π
Q
1 (Γ˜))
∗ → grM• O(π
Q
1 (Γ˜
′))∗ fits into a commuting square
(9.2.1)
grM• O(π
Q
1 (Γ˜))
∗ H(Γ˜)
grM• O(π
Q
1 (Γ˜
′))∗ H(Γ˜′)
α
∼
grM• ρ∗
ρ∗
α
∼
where the horizontal maps are the isomorphisms from Theorem 5.0.2.
Our proof of Proposition 9.2.2 follows the same structure as the proof of Propo-
sition 9.1.2.
Step 1: Construction of ρ∗. To begin with, we explain how to construct the push-
forward
ρ∗ : π
Q
1 (Γ˜)→ π
Q
1 (Γ˜
′)
on Q-pro-unipotent fundamental groupoids by describing the image of the genera-
tors from Definition 3.1.5. Generators coming from edges e are sent to the generator
coming from ρ(e), and generators of the form βv,i, β
′
v,i or δe for vertices v or half-
edges e are sent to the corresponding generator of πQ1 (Γ˜
′). Finally, for edges e of Γ˜
we define
ρ∗(δe) := δ
l(ρ(e))/l(e)
ρ(e) ,
recalling that l(ρ(e)) = 〈∂(e), w1 − w0〉C when e ∈ E(C), and l(ρ(e)) = l(e) other-
wise.
That this map is well-defined follows straightforwardly from the following iden-
tity.
Proposition 9.2.3. For any edge e′ ∈ E(Γ˜′) we have
1
l(e′)
=
∑
ρ(e)=e′
1
l(e)
.
Proof. If e′ is not the image of an edge in C this is obvious. Otherwise, suppose
without loss of generality that e′ is oriented from w0 to w1 in the image of C.
Removing from C all edges mapping to e′ disconnects it into two components21
We let Φe′ ∈ Ω0log(C) denote the function which is equal to 0 (resp. 1) on the
component containing w0 (resp. 0), and linearly interpolating between these values
on the edges mapping to e′. We see that ∇2(Φe′) =
∑
ρ(e)=e′
1
l(e)∂(e) so that
1 = Φe′(w1)− Φe′(w0) =
〈 ∑
ρ(e)=e′
1
l(e)
∂(e), w1 − w0
〉
=
∑
ρ(e)=e′
l(e′)
l(e)
,
as desired. 
21These two components are in fact connected, but the proof doesn’t require this.
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The induced map ρ∗ : O(π
Q
1 (Γ˜))
∗ → O(πQ1 (Γ˜
′))∗ is clearly W - and M -filtered,
and N -equivariance can be verified on the standard generators of O(πQ1 (Γ˜))
∗. This
is trivial for all generators except edges e, and for these generators N -equivariance
follows from the definition of ρ∗.
Step 2: Commutativity in M -degree 0. The next step in our proof of Proposi-
tion 9.2.2 is to prove the commutativity of (9.2.1) inM -degree 0. As in the proof of
Proposition 9.1.2, this amounts to an assertion that the adjoint ρ∗ : H1(Γ
′)→ H1(Γ)
with respect to the cycle pairing on H1 is also the adjoint with respect to the higher
cycle pairing on O(πQ1 (Γ))
∗. This will follow from the following compatibility be-
tween various pushforward maps.
Proposition 9.2.4. The pushforward map ρ∗ : Q ·E(Γ)− → Q ·E(Γ′)− is the direct
sum of the pushforward maps
ρ∗ : H1(Γ)→ H1(Γ
′)
ρ∗ : Div
0(Γ)→ Div0(Γ′)
with respect to the orthogonal decomposition in Lemma 7.1.2.
Proof. The pushforward maps fit into a morphism
0 H1(Γ) Q · E(Γ)
− Div0(Γ) 0
0 H1(Γ
′) Q · E(Γ′)− Div0(Γ) 0
ρ∗
∂
ρ∗ ρ∗
∂
of exact sequences, so it suffices to prove that the adjoint ρ∗ : Q·E(Γ′)− → Q·E(Γ)−
of ρ∗ takes H1(Γ
′) into H1(Γ).
Now this adjoint map is given by
ρ∗(e′) = l(e′)
∑
ρ(e)=e′
1
l(e)
e,
from which it is clear that homology classes in Γ′ not meeting the image of C are
taken to homology classes in Γ. To deal with the remaining classes, it suffices to
prove that
∂ρ∗(eC) = w1 − w0.
To show this, let us write also ρ ∈ Ω0log(C) for the function v 7→ 〈v−w0, w1−w0〉C ,
so that we have
∇2(ρ) =
∑
e∈E(C)+
〈∂(e), w1 − w0〉C
l(e)
∂(e) = ∂ρ∗(eC)
since 〈∂(e), w1−w0〉C = ǫel(ρ(e)), with ǫe = sgn(ρ(∂1(e))−ρ(∂0(e))) ∈ {±1, 0}. But
Lemma 7.2.7 shows that ∇2(ρ) = w1 − w0, which is what we wanted to show. 
Remark 9.2.5. Combining Proposition 9.2.3 and the formula for ρ∗ in the proof
of Proposition 9.2.4 shows that the three pushforward maps ρ∗ in Proposition 9.2.4
are orthogonal projections onto direct summands, that is, satisfy ρ∗ρ∗ = 1 with
their adjoints ρ∗. Since the pushforward ρ∗ : H
1(Γ) → H1(Γ′) is by definition the
dual to ρ∗ : H1(Γ
′)→ H1(Γ), we see that the combined pushforward map
ρ∗ : H
1(Γ)⊗H1(Γ)→ H
1(Γ′)⊗H1(Γ
′)
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takes the element of H1(Γ)⊗H1(Γ) = End(H1(Γ)) corresponding to the identity to
the corresponding element of H1(Γ′)⊗H1(Γ′). It follows that the pushforward map
H˚(Γ˜) → H˚(Γ˜′) induced by the pushforward on H1 and H1 preserves the surface
relation from Construction 5.0.1, and hence factors through a map ρ∗ : H(Γ˜) →
H(Γ˜′) as we claimed earlier.
With the compatibility result from Proposition 9.2.4 it is now straightforward
to prove commutativity of (9.2.1) in M -degree 0, equivalently that we have the
identity ∫
ρ∗(γ)
ω′ =
∫
γ
ρ∗(ω′)
for all paths γ in Γ and all ω ∈ T⊗
X
H1(Γ
′), where ρ∗ : H1(Γ
′)→ H1(Γ) is the adjoint
to ρ∗ (i.e. the dual of ρ∗ : H
1(Γ) → H1(Γ′)). Indeed, this needs only be checked
when γ = e is an edge of Γ˜ and ω = ω1 . . . ωn ∈ H1(Γ′)⊗n is a pure tensor of length
n. But in this case the desired identity is
1
n!
∏
i
∫
ρ∗(e)
ωi =
1
n!
∏
i
∫
e
ρ∗(ωi),
which holds by Proposition 9.2.4.
Step 3: Commutativity in M -degrees < 0. It remains to show that (9.2.1) commutes
in all M -degrees. As in the proof of Proposition 9.1.2, the map
grM• ρ∗ : gr
M
• O(π
Q
1 (Γ˜))
∗ → grM• O(π
Q
1 (Γ˜
′))∗
can be viewed as a morphism of complete Hopf algebras (i.e. is compatible with the
trivialisations of both sides provided by canonical paths as in §5.1), and so we may
check commutativity on generators of H(Γ˜).
The generators H1(Γ) inM -degree 0 have already been dealt with, and the gener-
ators arising from genus of vertices and from half-edges are trivial to check. For gen-
erators arising from H1(Γ) in M -degree −2, we first note that ρ∗(e∗) =
l(ρ(e))
l(e) ρ(e)
∗
– this follows for instance from Proposition 9.2.4 since the homology class corre-
sponding to e∗ is the projection to H1(Γ) of
1
l(e)e ∈ Q ·E(Γ)
− (cf. Corollary 7.1.3).
Thus if γ =
∑
e∈E(Γ)+ λe · e ∈ H1(Γ), then it follows from Definition 5.2.3 that we
have
α ◦ grM• ρ∗ ◦ α
−1(γ) =
∑
e∈E(Γ)+
λe
exp(l(e)adρ∗(e∗))− 1
adρ∗(e∗)
· α log(ρ∗(δe))
=
∑
e∈E(Γ)+
λe
exp(l(ρ(e))adρ(e)∗)− 1
adρ(e)∗
· α log(δρ(e))
= ρ∗(γ).
This completes the proof of Proposition 9.2.2. 
9.3. Decomposition into 2-connected components. The final simplification
operation we will consider consists of breaking up a reduction graph Γ˜ into its
2-connected components via an adaptation of the classical block–cutvertex decom-
position [Bol98, page 74] that takes account of the genus of vertices. This decom-
position expresses a general graph as a union of certain subgraphs called blocks by
gluing them at certain vertices called cutvertices.
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Definition 9.3.1 (Cutvertices and 2-connected components). A (connected) graph
C is called 2-connected just when H1(C) 6= 0 and the graph C \ {v} formed by
removing22 a vertex v is connected for all vertices v. A 2-connected component C
of Γ˜ is a maximal 2-connected subgraph of its underlying graph Γ. A block C of Γ˜
is a subgraph of Γ which is either:
• a 2-connected component of Γ˜;
• a bridge of Γ˜ (edge e such that Γ˜ \ {e±1} is disconnected) together with its
endpoints;
• a half-edge of Γ˜ together with its endpoint; or
• a single vertex {v} with g(v) > 0 in Γ˜.
A vertex v of Γ˜ is called a cutvertex just when g(v) > 0 or Γ˜\{v} is disconnected.
Remark 9.3.2.
a) The 2-connected components of Γ˜ are all compact (have no half-edges) and
bridgeless.
b) Any loop in Γ˜ (edge e such that ∂0(e) = ∂1(e)) is a 2-connected component;
all other 2-connected components are loopless.
c) Subdivision of edges and half-edges of Γ˜ doesn’t change its connected com-
ponents (except by subdividing their edges), and subdividing a bridge
(resp. half-edge) splits that bridge into two bridges (resp. a half-edge and
a bridge).
The notion of blocks and cutvertices of Γ˜ leads to the following structure theorem,
saying that Γ˜ is built out of blocks, glued together at cutvertices in a tree-like
structure.
Proposition 9.3.3 (Block–cutvertex decomposition [Bol98, page 74]). Γ˜ is the
union of its blocks, any two different blocks intersect in ≤ 1 point, and these inter-
section points are exactly the cutvertices. If bc(Γ˜) denotes the bipartite graph with
one vertex-class the set of blocks, the other vertex-class the set of cutvertices, and
an edge connecting each cutvertex to each of the blocks containing it, then bc(Γ˜) is
a tree.
The block–cutvertex decomposition of Γ˜ provides an orthogonal decomposition
H1(Γ) =
⊕
C
H1(C)
of the homology of Γ into the homology of its blocks (or just its 2-connected com-
ponents). We write ι∗ : H1(C) →֒ H1(Γ) for the direct summand inclusion, and
ι∗ : H
1(C) →֒ H1(Γ) for its adjoint with respect to the cycle pairing (the dual map
to the product projection ι∗ : H1(Γ)→ H1(C)).
We want to extend this to a decomposition of the bigraded complete Hopf algebra
H(Γ˜). For this we first need to define the structure of a reduction graph C˜ on each
block C of Γ˜, which is done as follows. We firstly add to C a new half-edge eC,v
with source v for each cutvertex v of Γ˜ contained in C. We then endow this graph
with the obvious metric inherited from Γ˜. Finally, if C = {v} consists of a single
22To be precise, C \ {v} denotes the graph formed from C by removing v from V (C), adding
into V (C) one new vertex for every edge or half-edge e with ∂0(e) = v, and adjusting the source
function ∂0 : E(C) ⊔D(C)→ V (C) accordingly.
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1
Figure 2. A (semistable) reduction graph Γ˜ with its four 2-
connected components indicated by the light grey dashed discs.
Together with its four bridges, single half-edge and single vertex of
genus 1, these comprise the blocks of Γ˜. The six cutvertices of Γ
are the five vertices on the perimeter of these discs, plus the single
vertex of degree 2 and genus 0. The block–cutvertex decomposition
of this graph clearly has the structure of a tree.
vertex of genus g(v) > 0, then we assign it genus g(v) again in C˜; otherwise we
assign every vertex of C genus 0.
There is then a pushforward map
ι∗ : H(C˜)→ H(Γ˜),
defined via the pushforward maps ι∗ on H1(C) and H
1(C), and defined to send
generators log(βv,i), log(β
′
v,i) and log(δe) to the corresponding generators of H(Γ˜)
when C is a vertex v of genus > 0 or a half-edge e respectively. In order to define
ι∗ on generators of the form log(δeC,v ), we adopt the following notation.
Notation 9.3.4. For each block C of Γ˜, we define an element σC ∈ grM−2gr
W
−2H(Γ˜)
by
σC :=

∑
i[ξ
′
i, ξi] if C is a 2-connected component,
0 if C is a bridge,
log(δe) if C is a half-edge e,∑
i[log(β
′
v,i), log(βv,i)] if C is a vertex {v} with g(v) > 0,
where in the first point, (ξi) is a basis of H
1(C) with dual basis (ξ′i) of H1(C). Note
that
∑
C σC = 0 by the surface relation in Γ˜.
We now complete the definition of ι∗ : H(C˜)→ H(Γ˜) by specifying
ι∗(log(δeC,v )) :=
∑
C′∼v∼C
σC′
where the sum is taken over all components C′ lying in the same component of
bc(Γ˜) \ {C} as v. This does indeed define a pushforward H(C˜)→ H(Γ˜): the image
of the surface relation in C˜ is σC +
∑
v∈C ι∗(log(δeC,v )) = 0 since bc(Γ˜) is a tree.
These pushforward maps give a suitable decomposition of H(Γ˜), extending the
decomposition of H1(Γ) above.
Lemma 9.3.5. H(Γ˜), as aW - andM -graded complete Hopf algebra, is the quotient
of the completed free product ∗̂C H(C˜) by the ideal generated by the bihomogenous
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primitive elements ∑
C∋v
log(δeC,v )
for each cutvertex v.
Proof. Write Hbc(Γ˜) for the quotient of ∗̂C H(C˜) by the ideal generated by the
specified elements. The map ∗̂C H(C˜)→ H(Γ˜) induced by the maps ι∗ : H(C˜)→
H(Γ˜) above takes the elements
∑
C∋v log(δeC,v ) are taken to (degbc(Γ˜)(v) − 1) ·∑
C σC = 0, and hence induces a map ι∗ : H
bc(Γ˜)→ H(Γ˜).
We show that ι∗ is an isomorphism by constructing its inverse ι
∗ : H(Γ˜) →
Hbc(Γ˜). This is the map defined in the obvious manner on generators of H(Γ˜); for
instance, grM0 gr
W
−1H(Γ˜) = H
1(Γ) =
⊕
C H
1(C) is mapped into Hbc(Γ˜) via the maps
H1(C) →֒ H(C˜)→ ∗̂C H(C˜)→ Hbc(Γ˜) for each block/2-connected component C.
This map is well-defined, since the image of the surface relation σ =
∑
C σC is
ι∗(σ) =
∑
C
ι∗(σC) = −
∑
C
∑
v∈C
log(δeC,v ) = −
∑
v
∑
C∋v
log(δeC,v ) = 0
since the surface relations for each H(C˜) ensure that ι∗(σC) +
∑
v∈C log(δeC,v ) for
every block C.
It is clear from the construction that ι∗ι
∗ is the identity on H(Γ˜), and that to
verify that ι∗ι∗ is the identity on Hbc(Γ˜), it suffices to verify that
log(δeC,v ) =
∑
C′∼v∼C
ι∗σC′
for every cutvertex–block incidence v ∈ C. Since bc(Γ˜) is a tree, it suffices to prove
this identity after summing over all cutvertices v contained in a fixed C, and after
summing over all blocks C containing a fixed v. For the former, we have∑
v∈C
∑
C′∼v∼C
ι∗σC′ =
∑
C′ 6=C
ι∗σC′ = −ι
∗σC =
∑
v∈C
log(δeC,v ),
since
∑
C′ σC′ = 0 by the surface relation in Γ˜. For the latter, we have∑
C∋v
∑
C′∼v∼C
ι∗σC′ = (degbc(Γ˜)(v)− 1) ·
∑
C′
ι∗σC′ = 0 =
∑
C∋v
log(δeC,v ).

Corollary 9.3.6. If Γ˜ is semistable, then the maps ι∗ : H(C˜) →֒ H(Γ˜) are injective
for all blocks C.
Proof. This is easiest to see on the level of pro-nilpotent Lie algebras. It follows
from Lemma 9.3.5 that, when Γ˜ is semistable, L(Γ˜) is produced from L(C˜) via
operations of the following form:
• from a pro-nilpotent Lie algebra L0, forming the pro-nilpotent Lie algebra
L0〈ξ1〉 freely generated by L0 and an element ξ1; and
• from a pro-nilpotent Lie algebra L0 and an element ξ0 ∈ L0, forming the
pro-nilpotent Lie algebra L0〈ξ1, ξ2 | [ξ1, ξ2] = ξ0〉 generated by L0 and two
elements ξ1, ξ2 subject to the relation [ξ1, ξ2] = ξ0.
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It suffices to prove that the maps L0 → L0〈ξ1〉 and L0 → L0〈ξ1, ξ2 | [ξ1, ξ2] = ξ0〉
arising from these two operations are injective. The former is even split, and for the
latter, it suffices to deal with the case that L0 is finite dimensional (so nilpotent).
Choose a faithful representation ρ : L0 →֒ nn where nn is the Lie algebra of
strictly upper triangular n × n matrices, and further embed nn →֒ n2n as the Lie
subalgebra consisting of matrices with only 0s in their odd-numbered columns and
rows. If we write ρ(ξ1) ∈ n2n for the matrix with 1s on the superdiagonal and 0s
elsewhere, then we easily see that there is a ρ(ξ2) ∈ n2n with [ρ(ξ1), ρ(ξ2)] = ρ(ξ0).
These choices of elements ρ(ξ1), ρ(ξ2) thus provide a lifting of the map ρ : L0 →֒ n2n
through L0〈ξ1, ξ2 | [ξ1, ξ2] = ξ0〉, and hence the map L0 → L0〈ξ1, ξ2 | [ξ1, ξ2] = ξ0〉
is injective. 
Equipped with the map ι∗ : H(C˜) → H(Γ˜), we are now finally able to state the
desired compatibility between the non-abelian Kummer maps associated to Γ˜ and
its blocks.
Lemma 9.3.7 (Restriction to blocks). For every block C in Γ˜, the non-abelian
Kummer maps for C˜ and Γ˜ fit into a commuting square
CQ V(C˜)
Γ˜Q V(Γ˜).
j
ι ι∗
j
As usual, this will follow from the following compatibility result with the de-
scription of the M -graded fundamental groupoid in Theorem 5.0.2. The proof of
Lemma 9.3.7 from this Proposition 9.3.8 is exactly the same as that of Lemma 9.1.1
from Proposition 9.1.2.
Proposition 9.3.8. The map ι : CQ → Γ˜Q extends to a morphism
ι∗ : π
Q
1 (C˜)|CQ → π
Q
1 (Γ˜)
of Q-pro-unipotent groupoids such that the induced map
ι∗ : O(π
Q
1 (C˜))
∗|CQ → O(π
Q
1 (Γ˜))
∗
of complete Hopf groupoids is N -equivariant and W - and M -filtered. The induced
map grM• ι∗ : gr
M
• O(π
Q
1 (C˜))
∗|CQ → gr
M
• O(π
Q
1 (Γ˜))
∗ fits into a commuting square
(9.3.1)
grM• O(π
Q
1 (C˜))
∗|CQ H(C˜)
grM• O(π
Q
1 (Γ˜))
∗ H(Γ˜)
α
∼
grM• ι∗
ι∗
α
∼
where the horizontal maps are the isomorphisms from Theorem 5.0.2.
Step 1: Constructions of ι∗. To begin the proof of Proposition 9.3.8, we explain
how to construct the pushforward map
ι∗ : π
Q
1 (C˜)|CQ → π
Q
1 (Γ˜).
This is defined in the obvious way on all the generators of πQ1 (C˜) from Defini-
tion 3.1.5 save the generators δeC,v associated to the half-edges introduced into C
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for each cutvertex v ∈ C. For these generators, we define
ι∗(δeC,v )
−1 :=

∏
∂0(e)=v,e∈E(C)
δe if C a 2-connected component or bridge,
δe if C is a half-edge e,∏
i[β
′
v,i, βv,i] if C = {v} with g(v) > 0.
It is easy to check that this produces a well-defined morphism of Q-pro-unipotent
groupoids ι∗ : π
Q
1 (C˜)|CQ → π
Q
1 (Γ˜), and that the induced map ι∗ : O(π
Q
1 (C˜))
∗|CQ →
O(πQ1 (Γ˜))
∗ is N -equivariant and M -filtered. It is also W -filtered, as follows from
the topological description in §3.2. Alternatively, this follows automatically once
we have proved commutativity of the square in Proposition 9.3.8: the only thing
we need check is that the elements ι∗(log(δeC,v )) lie in W−2O(π
Q
1 (Γ˜))
∗, but commu-
tativity of the square shows that grM• ι∗(log(δeC,v )) ∈ W−2gr
M
−2O(π
Q
1 (Γ˜))
∗, so that
ι∗(log(δeC,v )) ∈W−2 +M−3 =W−2.
Step 2: Commutativity in M -degree 0. Next, we show commutativity of (9.3.1) in
M -degree 0. As usual, this amounts to proving the identity∫
ι∗(γ)
ω =
∫
γ
ι∗(ω)
for all paths γ in C and all ω ∈ T⊗
X
H1(Γ), where ι
∗ : H1(Γ)→ H1(C) is the adjoint
to the pushforward on homology (the product projection from the direct sum de-
composition H1(Γ) =
⊕
C′ H1(C
′)). It suffices to prove this when γ = e is an edge
of C and ω = ω1 . . . ωn is a pure tensor of length n with each ωi ∈ H1(Ci) for some
block i. But in this case, both sides of the desired identity are equal to 1n!
∏
i
∫
γ ωi
if all Ci are equal to C, and 0 otherwise.
Step 3: Commutativity in M -degrees < 0. It remains to show that (9.3.1) commutes
in all M -degrees. As in the proofs of Propositions 9.1.2 and 9.3.8, the map
grM• ι∗ : gr
M
• O(π
Q
1 (C˜))
∗|CQ → gr
M
• O(π
Q
1 (Γ˜))
∗
can be viewed as a morphism of complete Hopf algebras (i.e. is compatible with the
trivialisations of both sides provided by canonical paths as in §5.1), and so we may
check commutativity on generators of H(C˜).
The generators H1(C) in M -degree 0 have already been dealt with, and the
generators arising from genus of vertices, from half-edges of Γ˜ and from H1(C) are
easy to check. For generators of the form log(δeC,v ), we want to verify that
αgrM• ι∗(log(δeC,v )) = ι∗α log(δeC,v ),
for every block–cutvertex incidence C ∋ v.
As in the proof of Lemma 9.3.5, it suffices to prove this identity after summing
over all cutvertices v contained in a fixed C, and after summing over all blocks C
containing a fixed v. According to the calculations in the proof of Lemma 9.3.5, we
want to prove the identities∑
v∈C
αgrM• ι∗ log(δeC,v ) = −σC ,∑
C∋v
αgrM• ι∗ log(δeC,v ) = 0
for every block C and cutvertex v respectively.
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The first identity is clear when C is a half-edge or higher-genus vertex of Γ˜; when
C is a 2-connected component or bridge, it is verified by the calculation∑
v∈C
v cutvertex
αgrM• ι∗(log(δeC,v )) = −
∑
v∈C
v cutvertex
∑
∂0(e)=v
e∈E(C)
α log(δe)
= −
∑
u∈C
∑
∂0(e)=u
e∈E(C)
α log(δe)
= −
∑
i
[ξ′i, ξi] = −σC
where (ξi) is a basis of H
1(C) with dual basis (ξ′i) of H1(C), as in Notation 9.3.4.
The second line follows from the first by the vertex relations
∑
∂0(e)=u
log(δe) = 0
in grM−2O(π
Q
1 (Γ˜))
∗ at non-cutvertices u in C, and the third follows from the second
by the same argument as in Proposition 5.3.1.
The second identity follows from the vertex identity at vertex v. This completes
the proof of Proposition 9.3.8 
9.4. Cut pairs and maximal cut systems. In order to complete our study of the
non-abelian Kummer map of a graph in weight −2, we will need to probe slightly
further into the 2-connected structure of our reduction graph Γ˜, exploiting pairs of
edges which together disconnect Γ˜. The notion of interest is already introduced in
[AMO95].
Definition 9.4.1 (Maximal cut systems). A cut pair (in Γ˜) is a pair of (different)
non-bridge edges e0, e1 such that Γ˜ \ {e
±1
0 , e
±1
1 } is disconnected, with ∂0(e0) and
∂0(e1) lying in different components. The relation on the non-bridge edges of Γ˜
where e0 ∼ e1 if and only if (e0, e1) is a cut pair or e0 = e1 is an equivalence
relation [AMO95, Lemma 1.1], and we refer to its equivalence classes as maximal
cut systems23.
If e is a maximal cut system, then e−1 = {e−1 |e ∈ e} is a (different) maximal cut
system, and we write E(Γ˜)+ for the set of maximal cut systems up to identifying
e ∼ e−1.
Remark 9.4.2. Non-bridge edges e0, e1 form a cut pair if and only if e
∗
0 = e
∗
1 ∈
H1(Γ). This is analogous to the obvious fact that e∗ = 0 if and only if e is a bridge.
There is a refinement of the block–cutvertex decomposition of a reduction graph
Γ˜ (Proposition 9.3.3) taking account of a single maximal cut system. In order to
state this concisely, we adopt the following terminology.
Definition 9.4.3 (Relative 2-connected components). Fix a maximal cut system e
in Γ˜. A 2-connected component C relative to e is a maximal 2-connected subgraph
of Γ \ {e±1}. A block C relative to e is a subgraph of Γ which is either:
• an edge of Γ˜ in e;
• a 2-connected component relative to e;
• a bridge of Γ˜;
23Our terminology here differs slightly from that of [AMO95, Definition 1.9], in that we permit
maximal cut systems to have size 1.
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• a half-edge of Γ˜ together with its endpoints; or
• a single vertex {v} with g(v) > 0 in Γ˜.
A vertex v of Γ˜ is called a relative cutvertex just when v is an endpoint of an
edge in e, g(v) > 0 or Γ˜ \ {v} is disconnected.
Proposition 9.4.4 (Relative block–cutvertex decomposition). For any maximal
cutsystem e, Γ˜ is the union of its blocks relative to e, any two different relative
blocks intersect in ≤ 1 point, and these intersection points are exactly the relative
cutvertices. If bce(Γ˜) denotes the bipartite graph with one vertex-class the set of
relative blocks, the other vertex-class the set of relative cutvertices, and an edge
connecting each relative cutvertex to each of the relative blocks containing it, then
bce(Γ˜) is a graph with a unique cycle. If Γ˜ is already 2-connected with g(v) = 0 for
all vertices v, then bce(Γ˜) is a cycle.
Remark 9.4.5. It follows from the (relative) block–cutvertex decomposition that
if C is a 2-connected component of Γ˜ (resp. 2-connected component relative to some
maximal cut system e), then the maximal cut systems in C are unions of maximal
cut systems in Γ˜. (In other words, if (e0, e1) is a cut pair in Γ˜ with e0 ∈ E(C), then
e1 ∈ E(C) also and (e0, e1) is a cut pair in C.)
The final result we will need regarding maximal cut systems is the following
result giving an explicit description of the “exterior intersection pairing” on Γ˜.
Lemma 9.4.6. The image of the exterior intersection pairing
H1(Γ)⊗H1(Γ)→ Q ·E(Γ˜)
+
γ0 ⊗ γ1 7→
∑
e∈E(Γ˜)
e∗(γ0)e
∗(γ1) · e
is exactly the span of the formal sums of maximal cut systems.
Proof. It is clear that the image is contained in the span of the maximal cut systems.
It remains to show that the formal sum of any maximal cut system e is in the image
of the exterior intersection pairing. For the sake of simplicity, let us assume that
Γ˜ = Γ is 2-connected with g(v) = 0 for all vertices v (the argument is easily adapted
in the general case).
By the relative block–cutvertex decomposition (Proposition 9.4.4) we may enu-
merate e as e0, e1, . . . , em−1 such that ∂1(ei) and ∂0(ei+1) lie in the same con-
nected component of Γ \ {e±1} for every i (with indices taken mod m). The
components of Γ \ {e±1} are unions of 2-connected components of Γ relative to
e, and hence are 2-edge-connected [Bol98, Chapter III.2]. By Menger’s Theorem
[Bol98, Theorem III.5(ii)], for each i we may choose edgewise-disjoint paths γi,
γ′i in Γ \ {e
±1} from ∂1(ei) to ∂0(ei+1). Then γ = γm−1em−1 . . . γ1e1γ0e0 and
γ′ = γ′m−1em−1 . . . γ
′
1e1γ
′
0e0 are loops in Γ whose exterior intersection is
∑
i ei, as
desired. 
10. Proof of the relative Oda–Tamagawa criterion
We finally turn our attention to the relative Oda–Tamagawa criterion (Theo-
rem 1.1.1) asserting that the fibres of the non-abelian Kummer map j : X(K) →
H1(GK , π
Qℓ
1 (XK , b)) associated to a hyperbolic curveX/K are the same as the fibres
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of the reduction map (Definition 1.3.1). In light of Theorem 6.1.1, this assertion
(over all finite extensions L/K) is equivalent to the assertion that the non-abelian
Kummer map j : ΓQ → V associated to the reduction graph of X is injective. We
will prove a more general version of this which precisely captures the fibres of the
first n weight-graded components of j for every n. This in particular also establishes
the more refined version asserted in the introduction.
Theorem 10.0.1 (Injectivity Theorem). Let Γ˜ be a stable reduction graph. If
x, y ∈ Γ˜Q are two distinct rational vertices, then:
• (constancy in weight −1) j≤1(x) = j≤1(y);
• (near-injectivity in weight −2) j≤2(x) = j≤2(y) if and only if x and y lie in
the same 2-connected component C of Γ˜ and there is an isometric involution
ι of C fixing the cutvertices of Γ˜ in C pointwise, interchanging x and y,
and such that the quotient C/ι is a tree; and
• (injectivity in weight −3) j≤3(x) 6= j≤3(y).
Here, j≤n : Γ˜Q →
∏n
r=1 gr
W
−rV denotes the non-abelian Kummer map in weight ≥
−n.
Remark 10.0.2. The methods we use in the proof of Theorem 10.0.1 are essen-
tially R-linear in nature, and as such yield a slightly stronger result than stated
above. Since the non-abelian Kummer map j : ΓQ → V associated to a stable reduc-
tion graph restricts to a componentwise polynomial function on edges, it extends
uniquely to a continuous function Γ→ VR on the underlying topological space Γ of
Γ˜. This R-linear non-abelian Kummer map satisfies the following properties:
• j≤1 is constant;
• j≤2 factors through a closed immersion Γ˜/ι →֒ grW−2VR, where Γ˜/ι denotes
the quotient of Γ˜ by all isometric involutions of its 2-connected components
satisfying the properties in Theorem 10.0.1; and
• j≤n is a closed immersion for all n ≥ 3.
Indeed, an easy R-linearisation of our arguments in this section establishes that the
relevant maps above are injective; they are then automatically closed immersions
since they are linear on half-edges by Corollary 8.1.2.
We believe, though our argument here does not prove, that the following even
stronger result should be true. If we let A(Γ) denote the algebraisation of Γ, i.e.
the affine curve over Q given by taking a copy of A1Q for each edge or half-edge and
making the obvious identifications, then the non-abelian Kummer map extends to a
morphism j : A(Γ)→ V of Q-schemes, where V is viewed as an infinite-dimensional
affine space in the usual way. We believe that this map should be a closed immer-
sion, as should its finite-level analogues j≤n for all n ≥ 3.
Recall that we write jr for the components of the non-abelian Kummer map
j≤n : Γ˜Q →
∏n
r=1 gr
W
−rV . Since j1 = 0 by Remark 8.0.3, the content of Theo-
rem 10.0.1 is that the maps j2 and j3 are jointly injective, and gives a precise
characterisation of the failure of j2 to be injective.
10.1. An integral condition for triviality in weight −2. The bulk of the work
in the proof of Theorem 10.0.1 is contained in the final part, giving a precise descrip-
tion of the fibres of the non-abelian Kummer map in weight −2. The centrepiece
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of our proof is the following reformulation of the condition j2(x) = j2(y) in the
language of harmonic analysis.
Lemma 10.1.1. Let Γ˜ be a reduction graph and x, y ∈ Γ˜Q distinct rational vertices.
Then j2(x) = j2(y) if and only if there is a Φ ∈ Ω0log(Γ˜) (cf. Remark 7.2.4) such
that ∇2(Φ) = y − x and ∑
e∈e
∫
Φ|dse| = 0 = Φ(v)
for all maximal cut systems e in Γ˜ and all vertices v which are either the endpoint
of a half-edge or satisfy g(v) > 0.
Proof. Let Φ ∈ Ω0log(Γ˜) be any function such that ∇
2(Φ) = y− x (uniquely defined
up to additive constants). It follows from Theorem 8.0.2 that j2(x) = j2(y) if and
only
〈y − x, µ2〉 :=
∫
Φdµ2 = 0.
We now write the grW−2V-valued measure µ2 as
µ2 =
∑
e∈E(Γ˜)+
l(e)[N(e∗), e∗] · µe +
∑
v∈V (Γ˜)
g(v)>0
log(δv) · v +
∑
e∈D(Γ˜)
log(δe) · e,
where for a maximal cut system e we write e∗ := e∗ ∈ H1(Γ) for any e ∈ e (this is
independent of e by Remark 9.4.2), l(e) :=
∑
e∈e l(e) for the total length of e, and
µe :=
1
l(e)
∑
e∈e
|dse|
for the uniform distribution on e of total mass 1.
We claim that the coefficients [N(e∗), e∗], log(δv) and log(δe) are linearly inde-
pendent in grW−2V up to the single relation∑
e∈E(Γ˜)+
l(e)[N(e∗), e∗] +
∑
v∈V (Γ˜)
g(v)>0
log(δv) +
∑
e∈D(Γ˜)
log(δe) = 0.
Indeed, Lemma 9.4.6 implies that the elements e∗ ⊗ e∗ (for e ∈ E(Γ˜)+) are linearly
independent in H1(Γ)⊗H1(Γ), so that the elements [N(e∗), e∗], log(δv) and log(δe)
are linearly independent in grM−2gr
W
−2H˚. Since gr
W
−2V is a quotient of a subspace
of grM−2gr
W
−2H˚ by a one-dimensional subspace, it follows that there is at most one
non-trivial relation between these elements in grW−2V . Since µ2 has total mass 0, we
have the non-trivial relation
∫
1dµ2 = 0 asserted above.
Thus
∫
Φdµ2 = 0 if and only if there is a constant κ such that
∫
Φdµe = κ
and Φ(v) = κ = Φ(∂0(e)) for all maximal cut systems e, vertices v with g(v) > 0,
and half-edges e. If such a κ exists, we may normalise Φ so that κ = 0, and this
condition with κ = 0 is equivalent to the given one. 
For the reader’s convenience, we collect a few facts about the function Φ appear-
ing in Lemma 10.1.1. For details, see Remark 7.2.3, Lemma 7.2.5, Remark 7.2.4,
Proposition 7.1.1 and Definition 7.2.2 in §7.
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Remark 10.1.2 (Properties of Φ). The function Φ from Lemma 10.1.1 is a piece-
wise affine function on Γ˜, constant on half-edges not containing x or y in their
interior, well-defined up to additive constants, and independent of subdivision of
Γ˜. It satisfies the inequality Φ(x) ≤ Φ(z) ≤ Φ(y), and for any rational vertex v
satisfies the harmonicity condition
∑
∂0(e)=v
Φ′e(0) =

1 if v = x,
−1 if v = y,
0 otherwise,
where Φ′e(0) denotes the outgoing derivative of Φ with respect to arc length along an
edge or half-edge e. In particular, the subgraph where Φ(z) = Φ(x) (resp. = Φ(y))
is connected to the rest of Γ˜ only at x (resp. y).
10.2. Reduction to 2-connected graphs. As a first application of our transla-
tion of the vanishing of non-abelian Kummer maps into the language of harmonic
analysis, we prove that we can reduce the problem to the case of 2-connected graphs.
Lemma 10.2.1. Suppose that Γ˜ is a semistable reduction graph and x, y two dis-
tinct rational vertices of Γ˜. Fix any integer n ≥ 2.
(1) If j≤n(x) = j≤n(y), then x and y lie in the same 2-connected component
C of Γ˜. (In particular, neither x nor y lie in the interior of a bridge or
half-edge.)
(2) Suppose that x and y lie in the same 2-connected component C of Γ˜. If C˜
denotes the (semistable) reduction graph corresponding to C as in §9.3, then
j≤n(x) = j≤n(y) if and only if j
C˜
≤n(x) = j
C˜
≤n(y), where j
C˜ : CQ → V(C˜)
denotes the non-abelian Kummer map associated to C˜.
Proof. The second part is an immediate consequence of Lemma 9.3.7 and Corol-
lary 9.3.6. For the first part, assume for contradiction that j2(x) = j2(y) but that
x and y do not lie in the same 2-connected component of Γ˜. We let Φ: Γ˜Q → Q
denote the function from Lemma 10.1.1.
Subdividing Γ˜ if necessary, we may assume x and y are vertices of Γ˜ not lying
in the same block of Γ˜. Hence there is a cutvertex v separating x from y, i.e. the
underlying graph Γ of Γ˜ is the union of two subgraphs Γx and Γy meeting only at
v, with x in Γx \ {v} and y in Γy \ {v}. Suppose without loss of generality that
Φ(v) ≥ 0. The restriction of Φ to Γy then satisfies ∇2(Φ|Γy ) = y − v and hence by
Proposition 7.1.1 is nonnegative-valued on Γy. We thus find from Lemma 10.1.1
that Φ vanishes on all non-bridge edges of Γy, all vertices with genus > 0 in Γ˜, and
all endpoints of half-edges, so vanishes on all 2-connected components, half-edges
and vertices with positive genus.
On the other hand, Φ(y) > 0 (as otherwise Φ is constant on Γy), so we may
choose a bridge e on which Φ is non-vanishing, and which is furthest away from v
among all such. We orient e away from v. This assumption ensures that Φ vanishes
on all blocks containing ∂1(e) except e itself. Semistability ensures that there is at
least one such other block, and hence Φ(∂1(e)) = 0 (so ∂1(e) 6= y). Harmonicity
then ensures that Φ vanishes to order 2 at ∂1(e), which is impossible since Φ is
linear and non-vanishing on e. 
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10.3. Partial injectivity in weight −2. In light of Lemma 10.2.1, in order to
prove the second point of Theorem 10.0.1, it suffices to consider only reduction
graphs Γ˜ = Γ satisfying the following property.
(∗)
Γ is stable and its block–cutvertex decomposition con-
sists of a single 2-connected component and some num-
ber (possibly zero) of half-edges with distinct endpoints.
Such a graph necessarily has g(v) = 0 for all vertices v.
In working such graphs, we will routinely use the following facts about their
isometric involutions, most of which are a straightforward consequence of the func-
toriality of our constructions under isomorphisms.
Proposition 10.3.1 (Properties of involutions). Let Γ be a graph satisfying con-
dition (∗), and let ι be an isometric involution of Γ such that the quotient Γ/ι is a
tree. Pick any ι-fixed b ∈ ΓQ (such a point exists). Then:
• the maximal cut systems in Γ have size ≤ 2 – the maximal cut system
containing an edge e is {e, ι(e)−1};
• the natural action ι∗ of ι on grW−nH (resp. gr
W
−nL, resp. gr
W
−nV) is multipli-
cation by (−1)n;
• if j denotes the non-abelian Kummer map based at b, then j ◦ ι = ι∗ ◦ j;
• for any x ∈ ΓQ, the function Φ(z) := 〈z − b, ι(x)− x〉 satisfies:
– Φ(ι(z)) = −Φ(z);
– Φ(z) = 0 if and only if z is ι-fixed; and
– Φ is not constant on any edge of Γ.
One direction of the desired implication – that the existence of a suitable invo-
lution implies j2(x) = j2(y) – is immediate from these observations.
Corollary 10.3.2. Let Γ be a reduction graph satisfying (∗) and ι an isometric
involution of Γ fixing the half-edges of Γ pointwise such that Γ/ι is a tree. Then
we have
j2(ι(x)) = j2(x)
for all x ∈ ΓQ.
Proof. By Remark 6.0.4 we may assume that the implicit basepoint b in the defi-
nition of the non-abelian Kummer map j is fixed by ι. By Proposition 10.3.1 the
induced action of ι on grW−2V is trivial, and hence j2(ι(x)) = j2(x) as desired. 
Proving the converse direction is considerably more fiddly, so we begin with a
special case.
Proposition 10.3.3. Let Γ be a reduction graph satisfying condition (∗) with two
distinct rational vertices x, y satisfying j2(x) = j2(y). Suppose moreover that every
maximal cut system in Γ has size 1. Then either:
• Γ is a k-banana graph24 for some k ≥ 3, has no half-edges, and x and y are
mapped to one another under the banana involution; or
• Γ has a single vertex, edge and half-edge, and x and y are mapped to one
another under the unique involution of Γ inverting its edge.
24Recall that the k-banana graph is the graph with two vertices connected by k parallel edges.
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Proof. Take a function Φ as in Lemma 10.1.1, normalised so that Φ vanishes at
cutvertices of Γ and its average value on any edge (=maximal cut system) is 0.
Recall from Remark 10.1.2 that Φ(x) < 0 < Φ(y).
Consider the graph Γ0 formed by removing from Γ the ≤ 2 edges containing x
or y in their interior; this graph is connected (since Γ is bridgeless and has no cut
pairs). Since Φ is linear on edges of Γ0 with average value 0 on each edge, there
are two cases: either Φ = 0 on Γ0; or Γ0 is bipartite, taking values ±α 6= 0 on the
two vertex-classes.
Let us say that a vertex v is y-like if it is either equal to y or the endpoint of an
edge e containing y in its interior such that x does not lie in the interval [v, y] ⊆ e.
Note that vertices v with Φ(v) > 0 are necessarily y-like, by harmonicity. We define
x-like similarly.
Now we claim that Γ has exactly one y-like vertex v (resp. x-like vertex u).
Indeed, suppose that v and v′ are different y-like vertices, so that they are the
endpoints of an edge e containing y but not x in its interior. In order that the
average value of Φ on e be 0, we must have Φ(v) = Φ(v′) < 0. Hence by harmonicity,
v and v′ must also be x-like, and so Φ(v) = Φ(v′) > 0 by the same argument. This
gives a contradiction.
If now u = v, then Γ must contain at least one loop e based at u = v (with x or
y or both in its interior). It then follows from condition (∗) that Γ consists exactly
of this loop together with a single half-edge with source u = v, and that both x
and y lie in the interior of e.
If instead u 6= v, then by harmonicity the values ±α of Φ attained at vertices
must be non-zero. It follows that u and v are the only vertices of Γ, and hence that
Γ0 is a banana graph. By 2-connectedness, we see that Γ itself is a banana graph
(it has no half-edges since Φ doesn’t vanish at vertices) and hence has ≥ 3 edges
by stability. Note that x and y are both contained in a single edge e of Γ, and that
either {x, y} = {u, v} or both x and y lie in the interior of e.
It remains to show in these two cases that x and y are laid out symmetrically
on e – we may assume that ∂0(e) = u, and that both x and y lie in the interior
of e, with x before y. Note that in both cases we have Φ(u) + Φ(v) = 0 and
Φ′e(0) + Φ
′
e−1(0) = 0 by harmonicity (see Remark 10.1.2). If x and y lie a distance
sx and l(e)− sy along e, then we compute∫
e
Φ|dse| =
2Φ(u) + l(e)Φ′e(0)
2
(sx − sy).
Since Φ(u) ≤ 0 and Φ′e(0) < 0, we thus have sx = sy, so that x and y are laid out
symmetrically on e, as desired. 
Proposition 10.3.4. Let Γ be a reduction graph satisfying condition (∗) with two
distinct rational vertices x, y such that j2(x) = j2(y). Then there is an isometric
involution ι of Γ taking x to y, fixing every half-edge of Γ, and such that the quotient
Γ/ι is a tree.
Proof. We proceed by strong induction based on the Euler characteristic
χ(Γ) = 2− 2g(Γ)−#D(Γ)
of Γ; in other words, we will prove the existence of the desired involution ι on Γ
under the assumption that the result holds for all reduction graphs Γ′ satisfying
condition (∗) and with χ(Γ′) > χ(Γ).
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Suppose firstly that Γ has a half-edge e. If Γ consists of a single loop together
with e then we are done by 10.3.3; otherwise we write Γ′ for the stabilisation of
the graph formed by contracting e to a point as in §9.1. We write ρ : ΓQ → Γ′Q for
the contraction map, so that ρ(x) = x and ρ(y) = y since neither x nor y lie in the
interior of e by Lemma 10.2.1. We see that χ(Γ′) > χ(Γ) and Γ′ satisfies condition
(∗), so that by inductive assumption there is an isometric involution ι of Γ′ taking
x to y, fixing every half-edge of Γ′, and such that the quotient Γ′/ι is a tree.
Let Φ′ : Γ′Q → Q and Φ: ΓQ → Q be the functions in Lemma 10.1.1 for Γ
′ and
Γ respectively; we claim that Φ = Φ′ ◦ ρ. Indeed, we see that ∇2(Φ′ ◦ ρ) = y − x,
so that Φ and Φ′ ◦ ρ differ by a constant which the normalisation conditions imply
is 0.
In particular, we deduce that Φ′ vanishes at the endpoint of e, so that this
endpoint is fixed by ι (see Proposition 10.3.1), and hence ι extends to an involution
of Γ fixing e pointwise. This satisfies all the desired properties.
It remains to consider the case that Γ is compact, so 2-connected. If all maximal
cut systems in Γ have size 1, then we are done by Proposition 10.3.3, so we may
suppose that Γ has a maximal cut system e of size ≥ 2. There are two possibilities:
(1) there is a 2-connected component C of Γ relative to e containing neither x
nor y in its interior; or
(2) there are exactly two 2-connected components of Γ relative to e, and x and
y lie in these two components.
In fact, the second case cannot occur. To see this, let us write C for the 2-
connected component of Γ relative to e which contains x but not y; the relative
block–cutvertex decomposition (Proposition 9.4.4) ensures that C meets the rest of
Γ in exactly two vertices. We write Γ′ for the stabilisation of the graph Γ/C formed
by contracting C to an edge as in §9.2 and ρ : ΓQ → Γ′Q for the contraction map.
We see easily that χ(Γ′) > χ(Γ) and that Γ′ satisfies condition (∗). Since ρ(x) 6= y
in Γ′, there is an isometric involution ι of Γ′ interchanging ρ(x) and y such that
Γ′/ι is a tree.
However, we see from the relative block–cutvertex decomposition that the edge
e of Γ′ containing ρ(C) is a maximal cut system of size 1 (its complement is the
relative 2-connected component of Γ containing y), and hence is inverted by ι (see
Proposition 10.3.1). This is a contradiction since e contains ρ(x) but not y in its
interior.
It remains to deal with the first case. Here we write C for a 2-connected compo-
nent of Γ relative to e which contains neither x nor y in its interior, writing Γ′ for
the stabilisation of Γ/C and ρ : ΓQ → Γ
′
Q as before. Once again, we deduce that
Γ′ possesses an isometric isomorphism ι interchanging x and y such that Γ′/ι is a
tree.
Let Φ′ : Γ′Q → Q and Φ: ΓQ → Q be the functions in Lemma 10.1.1 for Γ
′
and Γ respectively; we claim that Φ = Φ′ ◦ ρ. To see this, note that up to a
constant, Φ′ ◦ ρ is the function v 7→ 〈ρ∗(v − x), y − x〉Γ′ = 〈v − x, ρ
∗(y − x)〉Γ,
where ρ∗ : Div0(Γ′)→ Div0(Γ) is the adjoint to ρ∗ : Div
0(Γ)→ Div0(Γ′) under the
height pairing. It follows from Proposition 9.2.4 that this map fits into a commuting
square
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Q ·E(Γ′)− Q · E(Γ)−
Div0(Γ′) Div0(Γ).
ρ∗
∂ ∂
ρ∗
If we choose a path γ from x to y in Γ′ not meeting the interior of eC = ρ(C) (and
view γ as an element of Q ·E(Γ′)−) then by chasing γ around the above square we
see ρ∗(y − x) = ρ∗∂(γ) = ∂ρ∗(γ) = ∂(γ) = y − x. Hence Φ′ ◦ ρ and Φ differ by a
constant which is easily checked to be 0.
Now consider the restriction ΦC of Φ = Φ
′ ◦ ρ to C. This is non-constant by
Proposition 10.3.1, and is easily seen to satisfy ∇2(ΦC) = λ(w1 − w0) for some
λ ∈ Q×, where w0 and w1 are the two boundary vertices of C. Moreover, from
Remark 9.4.5 we see that ∑
e∈e
∫
ΦC |dse| = 0
for all maximal cut systems e in C. Since χ(C) > χ(Γ) and the stabilisation of
C satisfies condition (∗), we deduce from Lemma 10.1.1 (for the function λ−1Φ)
and our inductive hypothesis that there is also an isometric involution ι of C inter-
changing w0 and w1 such that C/ι is a tree
25.
It remains to show that the isometric involutions ι of Γ′ and C can be glued to
produce an involution of Γ with the desired properties. The only thing to prove
is that the involution ι of Γ′ interchanges w0 and w1. But the involution on C
ensures that Φ(w0) = −Φ(w1), so that the midpoint of the segment ρ(C) is fixed
by ι by Proposition 10.3.1. It follows that w0 and w1 are interchanged by ι on Γ
′,
as desired. 
10.4. Injectivity in weight −3. To complete the proof of the Injectivity The-
orem 10.0.1 we finally address the third point: the injectivity of the non-abelian
Kummer map associated to a stable reduction graph Γ˜ in weights ≥ −3. With
the strong restrictions on the fibres of j2 already proved, we only need consider a
very limited set of reduction graphs Γ˜ – using the reduction operations in §9 we
can even reduce this to two particular examples. These examples we deal with by
hand, exploiting their natural symmetries to simplify the argument.
Lemma 10.4.1. Let Γ˜ be a stable reduction graph and x, y two distinct rational
vertices of Γ˜. Then j≤3(x) 6= j≤3(y).
Proof. Suppose for contradiction that j≤3(x) = j≤3(y). By Lemma 10.2.1, x and y
lie in the same 2-connected component of Γ˜, and we may assume that Γ˜ = Γ satisfies
(∗). Since j2(x) = j2(y), we obtain by Proposition 10.3.4 an isometric involution
ι of Γ fixing its half-edges pointwise, interchanging x and y, and such that the
quotient Γ/ι is a tree. By a repeated application of the reduction operations in §9.1
and §9.2 (and stabilisation) we obtain a graph Γ′ along with a map
ρ : ΓQ → Γ
′
Q
25Technically, this argument fails in the single case that C is a 2-banana graph, i.e. a loop with
two vertices on it, when the stabilisation does not exist. In this case, the existence of the desired
involution ι is obvious.
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where Γ′ is either a 3-banana graph with no half-edges or is a single loop with a
single half-edge, ρ(x) 6= ρ(y) are exchanged by the evident involution of Γ′, and
j≤3(ρ(x)) = j≤3(ρ(y)) by Lemmas 9.1.1 and 9.2.1. It thus suffices to derive a
contradiction in the case that Γ is either of these two graphs and ι its evident
involution, exchanging x and y.
We begin with the case that Γ is a loop e with a single half-edge (so a single vertex
b, which we take as the basepoint in the definition of the non-abelian Kummer map).
Since ι∗ acts as −1 on grW−3V (see Proposition 10.3.1), we have that j3 ◦ ι = −j3
as Q-valued functions on ΓQ. Since by assumption j3(x) = j3(y), we have see that
j3(x) = j3(y) = j3(b) = 0.
Now pick any functional ψ : grW−3H → Q such that ψ(ad
2
e∗(N(e
∗))) 6= 0. It
follows from Proposition 8.1.5 that the function
ψ ◦ j3,e : s 7→ ψ ◦ j3(ve,s)
is a cubic function in s with s3 coefficient equal to 13ψ(ad
2
e∗(N(e
∗))) 6= 0. However,
this function vanishes for four values of s (one corresponding to each of x and y,
and two corresponding to b), which is impossible.
It remains to treat the case that Γ is a 3-banana graph with no half-edges. We
may label its edges as e0, e1, e2 such that ∂0(e0) = ∂0(e1) = ∂0(e2) and x, y lie on
e0. Choosing a basepoint b at the midpoint of e0, we see just as before that the
map j3 satisfies j3 ◦ ι = −j3, and hence by assumption j3(x) = j3(y) = 0.
Now L is the free bigraded Lie algebra generated by e∗0 and e
∗
1 in bidegree (−1, 0)
(note that e∗2 = −e
∗
0 − e
∗
1) and N(e
∗
0) and N(e
∗
1) in bidegree (−1,−2), subject to
the sole relation
(l0 + l2)[e
∗
0, N(e
∗
0)] + (l1 + l2)[e
∗
1, N(e
∗
1)] + l2[e
∗
0, N(e
∗
1)] + l2[e
∗
1, N(e
∗
0)] = 0
in bidegree (−2,−2), where we write li := l(ei) for short. We now choose a func-
tional ψ : grW−3gr
M
−2L → Q such that
ψ(ad2e∗0 (N(e
∗
0))) = ψ(ad
2
e∗1
(N(e∗1))) = 0 6= ψ(ad
2
e∗2
(N(e∗2)));
for instance we may take the map given by
ψ(ade∗i ade∗j (N(e
∗
k))) =

l1 + l2 if (i, j, k) = (0, 1, 0),
−l2 if (i, j, k) = (0, 1, 1),
0 else.
Now the function ψ ◦ j3 : ΓQ → Q restricts to a cubic function on each edge,
with s3 coefficient equal to 13ψ(ad
2
e∗i
(N(e∗i ))) on edge ei by Proposition 8.1.5. In
particular, ψ ◦ j3 is actually quadratic on edges e0 and e1. Since ψ ◦ j3 ◦ ι = −ψ ◦ j3,
it is actually linear on these edges. Since ψ ◦ j3 vanishes at x and y, it vanishes
uniformly on e0, and hence also on e1.
Hence the function ψ ◦ j3 vanishes at both endpoints of e2. Since it is harmonic,
it in fact vanishes to order 2 at these endpoints, which is impossible since it is a
non-zero cubic function on e2. This concludes the proof. 
11. The anabelian reconstruction theorem
We now turn to the proof of the anabelian construction theorem (Theorem 1.1.5).
As promised in Remark 1.1.8, we will in fact give an explicit recipe for reconstructing
the stable reduction graph Γ˜ of a hyperbolic curve X/K from its Qℓ-pro-unipotent
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e´tale fundamental groupoid πQℓ1 (XK), whose object-set is X(K). This will be
accomplished in the following sequence of three propositions, explaining how to
recover the underlying graph, metric and genus function on Γ˜ respectively. The
first of these is simply the observation that we can read off the underlying graph
from the image of the reduction map via a join-the-dots process.
Proposition 11.0.1 (Reconstruction of the graph). Let
j : ob(πQℓ1 (XK))→ lim−→
L
H1(GL, π
Qℓ
1 (XK , b))
denote the non-abelian Kummer map defined in §2.4, at some basepoint b ∈ ob(πQℓ1 (XK)).
(This definition uses only the GK -equivariant groupoid structure of π
Qℓ
1 (XK).)
Choose an embedding Qℓ →֒ C. Then the topological closure of the image of j
in lim
−→L
H1(GL, U)(C) for the C-topology is the underlying topological space of the
reduction graph Γ˜, and the map j : ob(πQℓ1 (XK))→ im(j) is the reduction map.
Proof. The non-abelian Kummer map fits into a commuting square
X(K) lim
−→L
H1(GL, U)(C)
Γ VC
j
red ι
j
where the left-hand vertical arrow has dense image, the bottom map is a closed
immersion by Remark 10.0.2 and the right-hand vertical map is a linear map of
pro-finite-dimensional C-vector spaces. This establishes the proposition. 
Remark 11.0.2. In Remark 10.0.2 we stated a conjecture that the non-abelian
Kummer map should induce a closed immersion j : A(Γ) →֒ V of the algebraisation
of the graph. This would imply a counterpart to Proposition 11.0.1 for the Zariski
topology: the Zariski-closure of the image of j : X(K)→ lim
−→L
H1(GL, U) should be
A(Γ)Qℓ .
Note that Proposition 11.0.1 reconstructs the graph structure on Γ = im(j): the
vertices are exactly the points not having any neighbourhood homeomorphic to
(−ǫ, ǫ), the edges and the half-edges are the connected components of the comple-
ment of the vertices, and the endpoint(s) of an edge or half-edge are the points of
its boundary. The metric on edges can be recovered as follows.
Proposition 11.0.3 (Reconstruction of the metric). Let e be an edge of Γ (regarded
as an open subset of im(j)). Then
l(e) = lim
L/K
#
(
j
(
ob(πQℓ1 (XK))
GL
)
∩ e
)
e(L/K)
where the limit is taken over finite extensions L/K.
Proof. Suppose that L/K is an extension over which X acquires split semistable
reduction, so that e corresponds to a chain of e(L/K) · l(e) − 1 copies of P1kL in
the special fibre of a split semistable model, where kL is the residue field of L.
Each of these copies of P1kL contains the reduction of an L-point of X , and hence
# (j(X(L)) ∩ e) = e(L/K) · l(e)− 1. This rearranges to the desired equality. 
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It remains to recover the genus function at (rational) vertices of Γ. For this
we use the M -filtration and monodromy operator N on O(πQℓ1 (XK))
∗, which are
determined by the Galois action as in §2.1.
Proposition 11.0.4 (Reconstruction of the genus function). Let v be a vertex of
Γ˜ which is the reduction of some x ∈ X(K). Then
g(v) =
1
2
dimQℓ
((
grM−1O(π
Qℓ
1 (XK , x))
∗
)N=0)
.
Proof. We will prove that V :=
(
grM−1O(π
Q
1 (Γ˜, v))
∗
)N=0
is spanned by log(βv,i)
and log(β′v,i) for 1 ≤ i ≤ g(v). That these elements are linearly independent and
N -invariant is obvious, so we need only show that V is contained in the span of
these elements. We proceed in three steps.
Firstly, we consider the isomorphism α : grM• O(π
Q
1 (Γ˜, v))
∗ ∼→ H from Theo-
rem 5.0.2, and claim that the image of V is contained in grW−1gr
M
−1H. To see
this, consider any γ ∈ V and write α(γ) = γ1 + γ2 with γ1 ∈ grW−1gr
M
−1H and
γe ∈ W−2grM−1H. Since γ is N -invariant, it follows from Lemma 5.5.6 that Nα(γ) =
N(γ2) ∈ M
c
−2gr
M
−3H, where M
c
• is the filtration on H defined in Definition 5.5.4.
By definition, this already implies that γ2 ∈ M c−2gr
M
−1H, and hence γ2 = 0 by
Proposition 5.5.5. Hence α(γ) = γ1 ∈ grW−1gr
M
−1H as claimed.
Next, for a vertex u ∈ V (Γ) we write Vu ≤ gr
W
−1gr
M
−1H for the span of the
elements αlog(βu,i) and αlog(β
′
u,i) for 1 ≤ i ≤ g(u), and claim that the image of
V inside grW−1gr
M
−1H =
⊕
u∈V (Γ) Vu splits as a direct sum of some of the Vu. To
see this, let MCGu denote the group of automorphisms of the free group on 2g(u)
generators βu,i and β
′
u,i (1 ≤ i ≤ g(u)) which fix the element
∏g(u)
i=1 [β
′
u,i, βu,i].
There is a natural representation ρu : MCGu → GL2g(u)(Z) given by the action
on the abelianisation. The image of this representation is Sp2g(u)(Z): we may
identify MCGu as the mapping class group of an oriented genus g(u) surface with
one puncture and one marked point by the Dehn–Nielsen–Baer Theorem [FM12,
Theorem 8.8 & below], and apply [FM12, Theorem 6.4].
Now there is an N -equivariant action of
∏
uMCGu on O(π
Q
1 (Γ˜))
∗ acting in the
obvious way on generators of the form βu,i and β
′
u,i from Definition 3.1.5, and act-
ing trivially on edges e and generators of the form δe. The induced N -equivariant
action on grM• O(π
Q
1 (Γ˜))
∗ then factors through
∏
u Sp2g(u)(Z) such that the isomor-
phism α : grM• O(π
Q
1 (Γ˜))
∗ ∼→ H is
∏
u Sp2g(u)(Z)-equivariant for the natural action
on the right-hand side (acting on generators αlog(βu,i) and αlog(β
′
u,i) in the ob-
vious manner, and fixing all other generators). Thus αV , being a
∏
u Sp2g(u)(Z)-
subrepresentation of the tautological representation
⊕
u Vu, splits as a direct sum
of some of the components Vu.
Finally, we show that the image of V does not contain Vu for u 6= v of genus > 0,
i.e. that V does not contain all the elements γcanu,v log(βu,i)γ
can
v,u and γ
can
u,v log(β
′
u,i)γ
can
v,u
for some such u. Indeed, if it did, then we would have
0 = αN
(
γcanu,v log(βu,i)γ
can
v,u
)
= [αlog(βu,i), αN(γ
can
v,u )] in gr
M
−3H
for all 1 ≤ i ≤ g(u), and similarly for αlog(β′u,i). But since the common centraliser
of the elements αlog(βu,i) and αlog(β
′
u,i) in H is just Q, this forces 0 = αN(γ
can
v,u ) =
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j(u)−j(v), contradicting the Injectivity Theorem 10.0.1. This completes the proof.

12. Applications to the Chabauty–Kim method
In this section we give a survey of applications of Theorem 8.0.2. We first
give a general discussion of applications of Theorem 8.0.2 to quadratic Chabauty
algorithms. In the case of X a projective curve minus a point, this leads to a
relation to Zhang’s canonical measure on the reduction graph of a pointed curve.
In the case of a general affine curve, we explain how the explicit description of the
image of X(K) in H1(GK , Un) leads to non-trivial refinements of the sets X(Zp)S,n
of weakly global points defined in [BDCKW18]. For projective curves, it also gives
improvements on the bounds on #X(Qℓ)2 given in [BD18a].
12.1. Application to the quadratic Chabauty method. In this subsection we
assume that X is either projective or projective minus a point. In either case, we
have H1(GK , U1) = 0. The setting of quadratic Chabauty, in the sense of [BD18b],
is that one has a Galois-equivariant surjection gr2CU2 ։ Qℓ(1). Since gr
2
CU2 is
central in U2, this defines by pushout what we shall refer to as a Qℓ(1)-quotient of
U2
1→ Qℓ(1)→ UZ → U1 → 1.
Since H1(GK , UZ) ≃ H1(GK ,Qℓ(1)), the non-abelian Kummer map defines a map
jZ : X(Qℓ)→ H
1(GK ,Qℓ(1)).
Via the isomorphism
(12.1.1) H1(GK ,Qℓ(1)) ≃ Qℓ,
sending the Kummer class of p to 1, we obtain a Qℓ-valued map. In this subsection
we describe how Theorem 8.0.2 allows us to explicitly compute jZ for a specific
choice of (12.1.1). One motivation for such an explicit computation is for algorithms
for determining rational points on curves (see e.g. [BDM+19]).
Recall from §5 we have an isomorphism
Lie(U2)
can = Lie(gr2CU2)
can ≃ grW−2VQℓ .
The quotient UZ satisfies (WM<0) and the inclusion Qℓ(1) →֒ UZ induces an iso-
morphism Qℓ(1) ≃ Lie(UZ)can. Hence by §2.4 we have a map
jZ : X(K)→ Hom(Qℓ(1),Lie(UZ)
can) = Qℓ
which is a coordinate of the non-abelian Kummer map in depth 2.
By Theorem 3.1.6, the surjection Z corresponds to a surjection
Z∗ : gr
W
−2LQℓ ։ Qℓ,
and by Theorem 1.3.2 the map jZ is given by height pairing against the measure
µZ = Z∗(µ2). Our aim is to describe this measure, and hence the map jZ , explicitly
for certain Qℓ(1)-quotients UZ .
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12.1.1. Qℓ(1)-quotients from trace zero endomorphisms of the Jacobian. We first
recall how Qℓ(1)-quotients of U2 arise from endomorphisms of the Jacobian. For the
remainder of this subsection we assume X is projective. Given an endomorphism F
of U1 = H
e´t
1 (XK ,Qℓ), let c(F ) denote the corresponding homomorphism Qℓ(−1)→
H1e´t(XK ,Qℓ)
⊗2 defined as the composite
(12.1.2) Qℓ(−1)→ H
1
e´t(XK ,Qℓ)⊗H
1
e´t(XK ,Qℓ)
∗(−1)→ H1e´t(XK ,Qℓ)
⊗2,
where the first map isQℓ(−1)⊗ the endomorphism F , and the second is H
1
e´t(XK ,Qℓ)⊗
Poincare´ duality. Under Poincare´ duality, the cup-product corresponds to the trace.
Hence given an F of trace zero, we obtain a homomorphism gr2CU2 → Qℓ(1) defined
as the composite
gr2CU = ker
(∧2
H1e´t(XK ,Qℓ)
∪
−→ Qℓ(−1)
)∗
→֒ ker
(
H1e´t(XK ,Qℓ)
⊗2 ∪−→ Qℓ(−1)
)∗ c(F )∗
−→ Qℓ(1)
(here and in what follows, for a vector space V we take the map
∧2 V → V ⊗2 to
be the map v ∧ w 7→ 12 (v ⊗ w − w ⊗ v)). This morphism is zero if and only if
F is in the (−1)-eigenspace of the Rosati involution (see [BL04, 11.5.3]). If F is
non-zero and fixed by the Rosati involution, then F induces a nonzero morphism
gr2CU
can → Qℓ(1), which we also denote c(F )∗, and hence defines a Qℓ(1)-quotient
of U2. For notational simplicity we will denote µc(F )∗ simply as µF .
12.1.2. Qℓ-quotients of grW−2V. We now explain how to determine the corresponding
quotient of LQℓ , the corresponding surjection gr
W
−2VQℓ → Qℓ, and hence the Qℓ-
valued measure µF . Poincare´ duality induces a map
grM•
∧2
H1e´t(XK ,Qℓ)→ Qℓ(−1),
and the kernel is dual to gr2CU2. Hence the kernel of ‘graded Poincare´ duality’
grM•
∧2
H1e´t(XK ,Qℓ)→ Qℓ(−1),
is dual, via Theorem 5.0.2, to gr2CL. Recall that we have a distinguished choice of
generator of the kernel of ∧2
Lab → gr2CL,
given by
(12.1.3) σ =
g(Γ)∑
i=1
ξ′i ∧ ξi +
∑
v
g(v)∑
i=1
αlog(β′v,i) ∧ αlog(βv,i)
(see Construction 5.0.1). Viewing (12.1.3) as an element of (Lab)⊗2, we obtain an
isomorphism
(Lab)∗
∼
−→ Lab,
RAMIFICATION OF E´TALE PATH TORSORS 91
given by sending v ∈ (Lab)∗ to the functional sending w ∈ (Lab)∗ to
2v ⊗ w(σ) =
g(Γ)∑
i=1
v(ξ′i)w
∗(ξi)− w(ξ
′
i)v(ξi)
+
∑
v
g(v)∑
i=1
v(αlog(β′v,i))w(αlog(βv,i))− w(αlog(β
′
v,i))v(αlog(βv,i)).
Hence, βv,i 7→ (β′v,i)
∗ and β′v,i 7→ −β
∗
v,i. By Remark 4.0.10, e
∗ is sent to the
projection of e onto H1(Γ), and the orthogonal projection of e onto H1(Γ) is sent
to −e∗. Tensoring with Lab, we obtain isomorphisms
(12.1.4) grM−2(L
ab⊗2
Qℓ
)
∼
−→ grM0
(
LabQℓ ⊗ (L
ab
Qℓ
)∗
)
.
(here and in what follows, for a vector space V we make the usual identification of
V ⊗ V ∗ with the endomorphism algebra of V ). The isomorphism (12.1.4) induces
an injection
grM−2(gr
2
CL) →֒ (gr
M
0
(
End(L)ab
)Tr=0
)∗.
Dualising, an M -graded endomorphism of LabQℓ of trace zero hence defines a mor-
phism gr2CLQℓ → Qℓ, inducing a commutative diagram whose vertical maps are
isomorphisms
grM• gr
2
CU gr
M
• End(U
ab)Tr=0 Qℓ(1)
gr2CLQℓ End(L
ab
Qℓ
)Tr=0 Qℓ
We obtain the following explicit formula for the Qℓ(1)-quotients associated to trace
zero endomorphisms.
Lemma 12.1.1. Given F ∈ grM0 (L
ab
Qℓ
)⊗ (LabQℓ)
∗, the induced morphism
∧2H(v)→
Qℓ sends
∑g(v)
i=1 αlog(β
′
v,i) ∧ αlog(βv,i) to
1
2Tr(F |H(v)). The induced morphisms
End(H1(Γ)) → Qℓ and End(H1(Γ)) → Qℓ are given by the dual of the morphisms
Qℓ → End(H1(Γ,Qℓ)) and Qℓ → End(H1(Γ,Qℓ)) sending 1 to F |H1(Γ,Qℓ) and
F |H1(Γ,Qℓ) respectively.
Definition 12.1.2. Let π : Q ·E(Γ)→ H1(Γ) denote the orthogonal projection.
Corollary 12.1.3. Given an endomorphism F of Jac(X) which is fixed by the
Rosati involution, with corresponding endomorphism grM• F on L
ab
Qℓ
, the correspond-
ing measure µF is given by∑
e∈E(Γ)
1
l(e)
〈e, F (π(e))〉 · |dse|+
1
2
∑
v∈V (Γ)
Tr(F |H(v)) · v.
Proof. By Theorem 8.0.2 the measure µF is the image of
µ2 := −
∑
e∈E(Γ˜)
ade∗(N(e
∗)) · |dse|+
∑
v∈V (Γ˜)
log(δv) · v +
∑
e∈D(Γ˜)
log(δe) · e
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under the surjection grW−2VQℓ ⊗Meas
0
log(Γ) → Meas
0
log(Γ)Qℓ defined by F . We use
the description of this surjection give in Lemma 12.1.1. Note that the dual of a
morphism F : Qℓ → End(H1(Γ)Qℓ) is given by the morphism
End(H1(Γ)Qℓ)→ Qℓ
sending G to Tr(F ◦G).
In End(H1(Γ)), ade∗(N(e
∗)) is sent to 12N(e
∗)⊗π(e)∗. In End(H1(Γ)), ade∗(N(e∗))
is sent to 12e
∗ ⊗ N(e∗). In End(H(v)), log(δe) is sent to
1
2
∑g(v)
i=1 αlog(βv,i)
∗ ⊗
αlog(βv,i) + αlog(β
′
v,i)
∗ ⊗ αlog(β′v,i), which is
1
2 · 1H(v), where 1H(v) denotes the
idempotent projection onto H(v).
Note that the image of N(e∗) ⊗ e∗ in End(H1(Γ)) is, by definition,
1
l(e) · 1π(e),
where 1π(e) denotes the idempotent projection onto the subspace spanned by π(e).
We have Tr(F ◦ 1π(e)) = 〈π(e), F (π(e))〉, and (since H1(Γ) is an orthogonal direct
summand) 〈π(e), F (π(e))〉 = 〈e, F (π(e))〉. The image of e∗ ⊗N(e∗) in End(H1(Γ))
is given by the dual of 1l(e) · 1π(e), and since the image of F in (L
ab
Qℓ
)⊗2 lands in∧2 LabQℓ , we have Tr(1π(e) ◦ F ) = Tr(1π(e)∗ ◦ F ). 
Remark 12.1.4. By [BD18b, §5.2 and Theorem 6.3], if Z comes from a correspon-
dence C ⊂ X ×X , then the function jC : X(Qp)→ Qℓ may be identified with the
following function. For b, z ∈ X(K), let DC(b, z) ∈ Div
0(X)(K) denote the divisor
(i∗∆− i
∗
1− i
∗
2)(C), where i1, i2, i∆ : X →֒ X ×X are the closed immersions given by
{b} × X,X × {z} and the diagonal respectively. Then, for all z disjoint from the
support of i∗∆(C), jC is equal to
z 7→ hp(z − b,DC(b, z)),
up to a scalar. Hence we obtain a formula for this height pairing in terms of
harmonic analysis on graphs.
12.2. Examples.
12.2.1. The case of a tree. If Γ is a tree, then LabQℓ ≃
⊕
v H(v), and we deduce that
µF =
1
2
∑
Tr(F |H(v)) · v.
In particular, this covers the case of X+ns(p) when p > 3 is congruent to 3 modulo
4, by Edixhoven–Parent [EP19]. We deduce that if F is an endomorphism which
acts with trace zero on the e´tale cohomology of each irreducible component of the
special fibre of X+ns(p), then µF = 0, and the function jF is trivial.
12.2.2. The case of a banana. Suppose Γ˜ is a banana graph (i.e. V (Γ) = {v, w}
and ∂0(e) 6= ∂1(e) for all edges e) with edges of possibly varying lengths and both
vertices having genus zero. For example, these graphs arise as the the reduction
graphs of X0(p) at primes above p, by Deligne–Rapoport [DR73]. Then one can
calculate the projection π(e) explicitly, giving the formula
µF =
∑
e∈E(Γ)
1
l(e)
〈e, F (e−
∑
e′∈E(Γ)
1
ν · l(e′)
e′)〉 · |dse|,
where ν :=
∑
e′∈E(Γ) l(e
′)−1.
To use this formula in examples, one needs a way of computing the action of
an endomorphism on the homology of the dual graph. In the case of modular
RAMIFICATION OF E´TALE PATH TORSORS 93
curves one usually takes the endomorphism F to be a linear combination of Hecke
operators. Algorithms for computing the action of F on the homology of the dual
graph are then well-known (see e.g. [Edi89, §3]).
12.3. Relation to the canonical measure when X is projective minus a
point. Suppose X is non-projective, and X − X = {x0} for x0 ∈ X(K). Then
the reduction graph Γ˜ is a reduction graph with exactly one half-edge e0, located
at the vertex v0 = red(x0). The discussion of Qℓ(1)-quotients in this case is very
similar to section 12.1, except that because the fundamental group is free, there is
no ‘trace zero’ condition for the endomorphisms. We have an isomorphism
(12.3.1) gr2CU ≃
∧2
U1 ⊂ H
e´t
1 (XK ,Qℓ)
⊗2.
We have a surjection ∧2
U1 → Qℓ(1)
defined as the composite∧2
U1 →֒ H
e´t
1 (XK ,Qℓ)⊗H
1
e´t(XK ,Qℓ)(1)→ Qℓ(1)
where the first map is the composite of (12.3.1) with Poincare´ duality and the second
is Qℓ(1)⊗ the trace (this is just the construction from the previous subsection,
with the endomorphism taken to be the identity). Since every surjection gr2CU →
Qℓ(1) is a linear combination of this surjection and one of the ones from trace
zero endomorphisms discussed above, in this subsection we focus on discussing this
case, and the relation with the canonical measure defined by Zhang and Chinburg–
Rumely.
Arguing as in the proof of Corollary 12.1.3, we see that the image of µ2 is given
by
(12.3.2) µZ :=
∑
e∈E(Γ)
1
l(e)
〈e, π(e)〉 · |dse|+
∑
v
g(v) · v − g(X) · e0.
We now recall the definition of the canonical measure, following Zhang [Zha93].
For u, v ∈ V (Γ), we let r(u, v) denote the resistance between u and v, viewing Γ
as an electrical circuit with edges E(Γ)
+
, where an edge e has resistance l(e) (we
forget about half-edges in this definition).
For an edge e ∈ E(Γ), we define Re to be the resistance rΓ−e±1 (∂0(e), ∂1(e))
in the metrised graph Γ − e±1 obtained by deleting the edge e and its inverse (if
Γ−e±1 is disconnected, we set Re =∞). Formally, we can define this, as in [Zha93,
§3] or [CR93], as follows: let gp(q, ·) be the unique function in Ω0log(Γ) satisfying
• ∇2gp(q, ·) = q − p;
• gp(q, p) = 0.
Then r(p, q) := gp(q, q). Note from this definition that gz(x, y) = 〈x−z, y−z〉 with
〈·, ·〉 the height pairing on divisors, so that r(x, y) = 〈x − y, x− y〉.
We have the identity
(12.3.3)
1
〈∂(e), ∂(e)〉
=
1
r(∂0(e), ∂1(e))
=
1
Re
+
1
l(e)
.
(see [Zha93, Proposition 3.3]).
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In [CR93, Theorem 2.11], the canonical measure µcan of a metrised graph is
defined. It is proved that µcan is a measure of total mass 1 and satisfies the identity
(12.3.4) µcan =
∑
v∈V (Γ)
(
1−
1
2
d(v)
)
· v +
∑
e∈E(Γ)
|dse|
l(e) +Re
,
so that the discrete part of µcan is −
1
2KΓ with KΓ =
∑
v(d(v)− 2) · v the canonical
divisor of the graph Γ [Zha93, §2.1]. Combining (12.3.2) and (12.3.4) we deduce
the following relation between the canonical measure and µZ .
Lemma 12.3.1. The measure µZ from (12.3.2) satisfies
µZ = µcan +
1
2
KΓ˜ − g(X) · e0
where KΓ˜ :=
∑
v(2g(v)+ d(v)− 2) · v denotes the canonical divisor of the reduction
graph Γ˜ (cf. [Zha93, §2.1]).
12.4. A refinement of the Chabauty–Kim obstruction for S-integral points.
The piecewise polynomial structure of the non-abelian Kummer map has the fol-
lowing curious consequence. Let X/Q be the smooth compactification of a smooth
hyperbolic curve X/Q, and define D := X − X . Let X be the minimal regular
model of X, and X = X − D, where D is a reduced horizontal divisor with fibre
D over Q. Let T0 be the set of primes of bad reduction for X (i.e. the primes for
which X has bad reduction or D is not e´tale), let S be a finite set of primes, let ℓ
be a prime not in T0 ∪ S and let T = T0 ∪ S ∪ {ℓ}. Let GQ,T denote the maximal
quotient of GQ unramified outside T .
The Chabauty–Kim method aims to locate X (ZS) inside
∏
p∈S X(Qp)×∏
p∈T−S X (Zp) using the commutative diagram
X (ZS) H1(GQ,T , Un)
∏
p∈S X(Qp)×
∏
p∈T−S X (Zp)
∏
p∈T H
1(GQp , Un).
j
∏
locp∏
jn,p
One can use this diagram to define a subset X (Zℓ)S,n of X (Zℓ) as follows. For p
in T0 − S, the map jn,p has finite image. One defines X (Zℓ)S,n to be the subset of
X (Zℓ) consisting of points xℓ which extend to a point (xp)p∈T−S ∈
∏
p∈T−S X (Zp)
whose image in
∏
p∈T−S H
1(GQp , Un) lies in the image of H
1(GQ,T , Un). By Kim
[Kim09, §3], X (Zℓ)S,n will be finite whenever
(12.4.1)
n∑
i=1
dimH1f,S(GQ,T , gr
i
CU) <
n∑
i=1
dimH1f (GQℓ , gr
i
CU).
By Theorem 8.0.2, we know that, for all p ∈ S, the Zariski closure jn,p(X(Qp))Zar
of jn,p(X(Qp)) in H1(GQp , Un) is at most one dimensional (and exactly one di-
mensional for all n ≥ 2 if X has a Qp-rational cusp). Hence, if we consider the
set of ℓ-adic points xℓ ∈ X (Zℓ) which extend to a point (xp) ∈
∏
p∈S X(Qp) ×∏
p∈T−S X (Zp) for which (jn,p(xp)) lies in the image of H
1(GQ,T , Un), then this
will be finite whenever
(12.4.2) #S +
n∑
i=1
dimH1f (GQ,T , gr
i
CU) <
n∑
i=1
dimH1f (GQℓ , gr
i
CU).
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A slightly more complicated definition, which is slightly easier to use, is to define
X (Zℓ)minS,n to be the subset of ℓ-adic points xℓ such that jn,ℓ(xℓ) extends to a tuple
(cp)p∈T which lies in the Zariski closure of the image of H
1(GQ,T , Un) and each cp lies
in the Zariski closure of the image of jn,p. As illustrated below, there are several
simple examples where (12.4.2) is satisfied but (12.4.1) is not. In the examples
below, there were already alternative approaches to proving algebraicity of the
maps jn,p, however they are the simplest non-trivial examples of the phenomenon.
12.4.1. Example: P1 − {0, 1,∞}. In this case, jn,p ≃ j1,p for all p ∈ S and n ≥ 1.
If we identify the map j1,p with the map
Q×p − {1} → A
2
Qℓ
,
x 7→ (vp(x), vp(1− x)),
then the Zariski closure of jn,p(X(Qp)) is simply
(12.4.3) {0} × A1Qℓ ∪ A
1
Qℓ
× {0} ∪∆A1
Qℓ
,
(of course here the fact that jn,p is piecewise polynomial is elementary). For exam-
ple, when #S = n = 1, then X (Zℓ)S,n will equal X (Zℓ), whereas X (Zℓ)minS,n will be
finite, equal to the set of x ∈ X (Zℓ) satisfying
logℓ(x) logℓ(1 − x)(logℓ(x)− logℓ(1 − x)) = 0.
(in this case, it even happens that X (Zℓ)minS,1 is the same for all S of size one, but
this phenomenon will not hold in general).
When #S = 2, X (Zℓ)S,n would not be expected to be finite when n ≤ 4, whereas
X (Zℓ)minS,n is finite for n ≥ 2: let S = {p, q} denote the two distinct primes. We will
be deliberately vague about the relevant choice of basepoint b – one should take an
integral tangential basepoint at 0.
We let U = U2 be the maximal 2-step unipotent quotient of the Qℓ-pro-unipotent
e´tale fundamental group ofX
Q
for ℓ /∈ {p, q}, which is a central extension of Qℓ(1)⊕2
by Qℓ(2). It follows from [DCW15] that the Selmer scheme SelS,U (X ) defined in
section 1.2 is isomorphic to A4Qℓ , with the non-abelian Kummer map j : X (ZS)→
SelS,U(X ) being given by
u 7→ (vp(u), vp(1− u), vq(u), vq(1− u)).
However, the local Selmer scheme H1f (GQℓ , U) ≃ A
3
Qℓ
is three-dimensional and so
the usual Chabauty inequality 1.2.1 fails.
12.4.2. Example: An elliptic curve minus the origin. Suppose X = E − O, and
S = {p}, where (E,O) is an elliptic curve and p is a prime of split multiplicative
reduction. By Kato’s theorem [Kat04, Theorem 18.4], we have
dimH1f (GQ,T ,H
1
e´t(EQ,Qℓ(2))) = 1.
We also have dimH1(GQp , U3) = 2. Hence (12.4.1) is not satisfied when n = 3 and
rk(E) = 1, whereas X (Zℓ)
min
S,3 is finite whenever E has analytic rank one. Indeed,
in this case by Gross–Zagier–Kolyvagin [Kol90], rkH1f (GQ,T , gr
1
CU) = 1, and hence
dimSel(U3)
min ≤ 3, while dimH1f (GQℓ , U3) = 4.
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12.5. Applications to the effective Chabauty–Kim method. We say a smooth
projective curve over Q has irredeemably bad reduction at a prime p if it does not
have potential good reduction at p.
Corollary 12.5.1. Let X be smooth projective of genus g over Q. Let T0 be the
set of primes of irredeemably bad reduction. Let T1 be the set of irredeemably bad
reduction at which the dual graph of the special fibre of a stable model is a tree. Let
T2 = T0\T1. For p ∈ T0, let ep denote the number of edges of the dual graph of
the special fibre of a stable model of X at p (i.e. over a finite extension of Qp),
and let ip denote the number of irreducible components of a regular semi-stable
model over a choice of finite extension of Qp. Let J := Jac(X), r := rkJ(Q),
ρ(J) := rkNS(J)(Q). For i = 1, 2, let Si be a subset of Ti, and let S0 = S1 ∪ S2.
Suppose that r = g and
#S1 + 2#S2 < ρ(J)− 1,
or X ×X satisfies the Bloch–Kato conjecture [BK90, Conjecture 5.3] and
#S1 + 2#S2 < g
2 − g.
Then
#X(Qℓ)2 < κℓ
∏
p∈S0
ep
 ∏
p∈T0\S0
ip
#X(Fℓ)(16g3 + 15g2 − 16g + 10),
where κℓ := 1 +
ℓ−1
ℓ−2
1
log(ℓ) .
Remark 12.5.2. Note that ep can be bounded in terms of the genus: since each
vertex v satisfies d(v) + 2g(v) ≥ 3, and g = 1 +
∑
v
1
2d(v) + g(v)− 1, we have
ep ≤ 3(g − 1).
Hence when S0 = T0, the bound obtained is purely in terms of ℓ, g and the number
of primes of irredeemably bad reduction for X .
Remark 12.5.3. By [BD19, Theorem 1.1], we have
(12.5.1) #X(Qℓ)2 ≤ κℓ
∏
p∈T0
np
#X(Fℓ)(16g3 + 15g2 − 16g + 10),
where np = #jU (Qp). Hence the corollary says that we can improve the constants
np.
Proof of Corollary 12.5.1. We only describe the parts of the arguments which are
different from [BD19]. For α = (αp)p∈T0 ∈
∏
p∈T0
H1(GQp , U), we define Sel(U)α ⊂
H1f,T0(GQ,T , U) to be the fibre of (αp) under
∏
p∈T0
H1(GQp , U). We define X(Qℓ)α
to be the pre-image of Sel(U)α in X(Qℓ)α. For an ℓ-adic GQ,T representation V ,
we define H1s(GQ,T , V ) := H
1(GQ,T , V )/H
1
f (GQ,T , V ). If D =
∑
nixi is an effective
divisor with xi pairwise distinct, let D[1] denote the divisor D+ |D| =
∑
(ni+1)xi.
It will be enough to prove that, for all z0 ∈ X(Fℓ),
#X(Qℓ)2∩]z0[≤ κℓ
∏
p∈T0
np
 (16g3 + 15g2 − 16g + 10),
where ]z0[⊂ X(Qℓ) denotes the set of points reducing to z0 modulo ℓ. We fix
z0 ∈ X(Fℓ). Let D be a non-zero divisor with support disjoint from z0 modulo ℓ,
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such that ω1, . . . , ω2g are differentials in H
0(X,Ω(D)) forming a basis of H1dR(X),
let Y := X − |D|.
If the ℓ-adic closure of Jac(X)(Q) in Jac(X)(Qℓ) is not finite index, then the
bound in the statement of the corollary follows froms Coleman’s bound [Col85].
Hence we assume that it is finite index. In this case [BD18a, Proposition 4.1]
implies that, for all ϕ ∈ H1s(GQ,T , (gr
2
CU)
∗(1)),
X(Qℓ)α ⊂
x ∈ X(Qℓ) : hℓ,ϕ(x) + ∑
v∈T−{ℓ}
hv,ϕ(αv) = hϕ(S ◦ T (j1,ℓ(x)))
 .
The only facts we need to recall about hℓ,ϕ, hv,ϕ, hϕ, S and T are
(1) By [BD18a, Proposition 6.4], for any choice of ϕ there are constants aij , ai
and h ∈ H0(X,O(D[1])) such that for all
(12.5.2) hℓ,ϕ(x)−hϕ(S◦T (j1,ℓ(x))) =
∑
aij
∫ z
b
ωiωj+
∑
ai
∫ z
b
ωi+
∫ z
b
ξ+h(z).
(2) For v ∈ T − {ℓ}, the function hv,ϕ : H1(GQv , gr
2
C(U))→ Qℓ is linear in ϕ.
For p ∈ S0, let Γp denote the dual graph of the special fibre of a stable model of
X at p. By [BD19], for z0 ∈ X(Qp) we may choose ωi, ξ, h as above, so that none
of the points of X − Z reduce to z0 modulo p, and for any λ ∈ Qp, the number of
zeroes of ∑
aij
∫ z
b
ωiωj +
∑
ai
∫ z
b
ωi +
∫ z
b
ξ + h(z) + λ,
for z reducing to z0 modulo p, is at most κℓ(16g
3 + 15g2 − 16g + 10). Hence it
is enough to prove that for each tuple of edges (ep) ∈
∏
p∈S0
Γp, there is a quo-
tient U of U2, and a non-zero ϕ ∈ H1s (GQ,T , (gr
2
CU)
∗(1)) such that hϕ,p(xp) = 0
for all xp ∈ X(Qp) whose reduction lies on the edge ep. Under either of the
two assumptions of the theorem, we know that there is a quotient U such that
dimH1s (GQ,T0∪{ℓ}, (gr
2
CU)
∗(1)) has dimension greater than #S1+2#S2 (see [BD18b,
§3] and [BD18a, §2] respectively). By Theorem 8.0.2, for any choice of ϕ, hϕ,p is
linear along the edge ep when p is in T1 and quadratic when p is in T2. Since hϕ,p
is linear in ϕ, we deduce that there is a non-zero choice of ϕ such that hϕ,p(xp) is
identically zero on ep for all p ∈ S0. 
Appendix A. Groupoids, Hopf groupoids and Lie algebras
In this appendix, we give background on some of the main linear algebraic objects
appearing in this paper. A standard tool in the study of affine group-schemes π
is their commutative Hopf algebras O(π) [Mil17], or equivalently their complete
cocommutative Hopf algebras O(π)∗ [BGF, §3.2.6]. When π is replaced by an
affine groupoid-scheme, there is a multi-object generalisation of this tool, known as
the complete (cocommutative) Hopf groupoid O(π)∗ associated to π, which is built
out of the natural operations on the objects O(π(x, y))∗. It is through these linear
algebraic objects that we will analyse the affine groupoid-schemes appearing in this
paper, along with all the extra structures (Galois actions, filtrations, etc.) that
they carry. Indeed, certain structures are better behaved on the side of complete
Hopf groupoids, for instance the definition of a filtration is more natural, and there
is a self-evident notion of the associated graded of a filtration.
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Our aim in this appendix, then, is to outline the basic theory of complete Hopf
groupoids and their relation to affine groupoid-schemes, with particular attention
to the extra structures which these objects might carry. In order to work uniformly
with all possible extra structures and combinations thereof, we will follow the ap-
proach of [Fre17] and set up the theory in categorical language, into which one can
substitute, for example, the category of bifiltered vector spaces with a bifiltered en-
domorphism of bidegree (0,−2) to obtain the desired results. Note that the results
from [Fre17] are not directly applicable, since we will generally work in categories
in which limits, rather than colimits, are well-behaved. Nonetheless, we borrow
heavily from the approach in [Fre17], mimicking the same strategies in several key
proofs.
A.1. Groupoids and Hopf groupoids.
Definition A.1.1. Let C be a category with finite products. A groupoid π in C
consists of a set ob(π) and an object π(x, y) ∈ ob(C) for every x, y ∈ ob(π), endowed
with the following structure maps:
• identities η : ∗ → π(x) := π(x, x) for every x ∈ ob(C);
• composition maps µ : π(y, z)× π(x, y)→ π(x, z) for all x, y, z ∈ ob(C); and
• inversion maps S : π(x, y)→ π(y, x) for all x, y ∈ ob(C)
which make the following diagrams commute:
π(y, z)× π(x, y) × π(w, x) π(x, z)× π(w, x)
π(y, z)× π(w, y) π(w, z)
µ×1
1×µ µ
µ
π(x, y) π(x, y)× π(x) π(y)× π(x, y) π(x, y)
π(x, y) π(x, y)
1×η
µ µ
η×1
π(x, y)× π(x, y) π(x, y)× π(y, x) π(x)
π(x, y) ∗
π(x, y)× π(x, y) π(y, x)× π(x, y) π(y),
1×S µ
∆
∆
ε
η
η
S×1 µ
where ∆ and ε denote the diagonal map and the unique map to the terminal object,
respectively. A groupoid in C with a single object is a group in C.
There is an evident notion of a morphism f : π′ → π of groupoids in C, namely
a function f : ob(π′)→ ob(π) together with morphisms f : π′(x, y)→ π(f(x), f(y))
which are compatible with all the structure maps. We will write Gpd(C) for the
(1-)category of groupoids in C. A product-preserving functor F : D → C between
categories with finite products also induces a functor F : Gpd(D)→ Gpd(C).
Example A.1.2.
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• Groupoids in Set are groupoids in the usual sense; we write simplyGpd for
the category of groupoids in Set. Generally, for any locally small category
C with finite products, the Yoneda functor C →֒ [Cop,Set] gives a fully
faithful embedding Gpd(C) →֒ [Cop,Gpd], meaning that groupoids in C
satisfy all the usual identities satisfied by groupoids in Set.
• If F is a field of characteristic 0, groupoids in the category of affine F-
schemes will be referred to as affine groupoid-schemes. By a pro-unipotent
groupoid , we will mean an affine groupoid-scheme π for which each π(x)
is a pro-unipotent group over F. We will write GpdF and GpdF,uni for
the category of affine groupoid-schemes and the full subcategory of pro-
unipotent groupoids, respectively.
The notion of a Hopf groupoid makes sense in any symmetric monoidal category,
and is simultaneously a generalisation and a special case of Definition A.1.1.
Definition A.1.3. Let C⊗ = (C,⊗,1) be a symmetric monoidal category. A (co-
commutative) coalgebra in C⊗ is an object C of C⊗ endowed with a comultiplication
map ∆: C → C ⊗ C and a counit map ε : C → 1 such that ∆ is coassociative, co-
commutative and ε is a counit for ∆.
The coalgebras in C⊗ form a category coAlg(C⊗). This category has finite
products: the binary products are given by the natural coalgebra structure on the
monoidal product C ⊗ C′ of two coalgebras, and the terminal object is 1 with its
natural coalgebra structure. For a coalgebra C, the structure morphisms ∆: C →
C ⊗ C and ε : C → 1 are morphisms of coalgebras, namely the diagonal map and
unique map to the terminal object in coAlg(C⊗) respectively.
Definition A.1.4 ([Fre17, §9]). Let C⊗ be a symmetric monoidal category. A
(cocommutative) Hopf groupoid in C⊗ (also called a Hopf category in [BCV16])
is a groupoid in coAlg(C⊗); the category of Hopf groupoids in C⊗ is denoted
HGpd(C⊗). A Hopf algebra in C⊗ is a Hopf groupoid with one object; the category
of Hopf algebras in C⊗ is denoted HAlg(C⊗). A symmetric monoidal functor
F : D⊗ → C⊗ induces also a functor F : HGpd(D⊗) → HGpd(C⊗) and similarly
for HAlg.
Example A.1.5.
• Suppose that C is a category with finite products, and let C× denote C with
its Cartesian monoidal structure. Then a coalgebra in C× is the same as an
object of C (with its comultiplication and counit given by the diagonal map
and unique map to the terminal object, respectively). HenceHGpd(C×) =
Gpd(C).
• Suppose that C⊗ = VecF is the category of vector spaces over a field F,
endowed with its usual tensor product. Then a Hopf algebra in VecF is
a Hopf algebra in the usual sense. We write HGpdF = HGpd(VecF)
and HAlgF = HAlg(VecF) for the categories of Hopf groupoids and Hopf
algebras over F, respectively.
There is a functor F· : Set→ VecF sending a set S to the vector space FS
on basis S. This induces a functor F· : Gpd→ HGpdF sending a groupoid
π to its groupoid algebra Fπ. This is a multi-object generalisation of the
functor sending a group π to its group algebra Fπ.
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• Taking C⊗ = fVecF, resp. grVecF, to be the category of filtered, resp.
graded26, vector spaces over a field F, we obtain the categories fHGpdF =
HGpd(fVecF) and grHGpdF = HGpd(grVecF) of filtered, resp. graded,
Hopf groupoids over F. There is a functor gr• : fHGpdF → grHGpdF
given by taking the associated graded.
Note that if π is an affine groupoid-scheme over a field F, the duals O(π(x, y))∗
of the affine rings of the π(x, y) do not in general form a Hopf groupoid in VecF,
since the comultiplication may not take values in O(π(x, y))∗ ⊗O(π(x, y))∗ [BGF,
Example 3.61]. Instead, this is our first example of a complete Hopf groupoid, i.e.
a Hopf groupoid in a category of suitably completed vector spaces. There are two
natural candidates for such a category of vector spaces: the category of complete
filtered vector spaces as in [Qui69, Appendix A] and [Fre17, §7.3]; or the category
of pro-finite dimensional vector spaces as in [BGF, §3.2.6] and [Bet19, §2.1]. We
will work here with the latter category, which has better abstract properties for our
applications.
Definition A.1.6. Let F be a field. The category V̂ecF of pro-finite dimensional
vector spaces (over F) is the category of pro-objects in the category of finite di-
mensional vector spaces. Explicitly, the objects of V̂ecF are formal inverse limits
lim
←−i
Vi of finite dimensional vector spaces indexed by a cofiltered poset
27 I. The
morphisms are given by
Hom
V̂ecF
(lim
←−j
Wj , lim←−i
Vi) := lim←−i
lim
−→j
HomVecF(Wj , Vi).
The category V̂ecF carries a symmetric completed tensor product ⊗̂, defined by(
lim
←−i
Vi
)
⊗̂
(
lim
←−j
Wj
)
:= lim
←−i,j
(
Vi ⊗Wj
)
,
with unit the one-dimensional vector space 1 = F.
A filtration M• on a pro-finite dimensional vector space V is an increasing se-
quence
· · · ≤M−1V ≤M0V ≤M1V ≤ . . .
of pro-finite dimensional subspaces;M• is called separated just when
⋂
kM−kV = 0.
The collection of filtered pro-finite dimensional vector spaces forms a symmetric
monoidal category (fV̂ecF, ⊗̂,1) by making the usual definitions, and the objects
with separated filtrations form a symmetric monoidal subcategory (fsV̂ecF, ⊗̂,1).
A grading grM• on a pro-finite dimensional vector space V is a product decom-
position
V =
∏
k∈Z
grM−kV.
Again, the collection of graded pro-finite dimensional vector spaces assembles into
a symmetric monoidal category (grV̂ecF, ⊗̂,1) by making the usual definitions.
26In this paper, the symmetric monoidal structure on graded vector spaces will always be that
of weight-graded vector spaces; i.e. we take the symmetric structure where no signs intervene.
27More generally, one can allow I to be a cofiltered category. This defines the same category
V̂ecF up to equivalence.
RAMIFICATION OF E´TALE PATH TORSORS 101
Remark A.1.7. The symmetric monoidal category V̂ecF is canonically dual to the
symmetric monoidal category VecF of all vector spaces. The duality takes a pro-
finite dimensional vector space V = lim
←−i
(Vi) to its decompleted dual V
◦ := lim
−→i
(V ∗i )
and takes a vector space W to its dual W ∗ = lim
←−i
(W ∗i ), where Wi runs through
the finite dimensional subspaces of W . This description makes obvious many nice
properties of V̂ecF: it is abelian and satisfies Grothendieck’s axioms AB3–4 and
AB3*–5*.
Example A.1.8. The category ĤGpdF of complete Hopf groupoids over a field F is
defined to be the categoryHGpd(V̂ecF) of Hopf groupoids in pro-finite dimensional
vector spaces (cf. [BGF, Definition 3.60]).
There is a (covariant) equivalence of categories AffF
∼
→ coAlg(V̂ecF) between
the category of affine schemes and the category of complete coalgebras (coalgebras
in V̂ecF), taking an affine scheme π to its dual affine ring O(π)∗ and taking a
complete coalgebra C to the affine scheme Spec(C◦) representing its functor of
grouplike elements
Λ 7→ Cgplike(Λ) := {γ ∈ lim
←−i
(Λ⊗ Ci) : ∆(γ) = γ ⊗̂ γ and ε(γ) = 1},
where C = lim
←−i
(Ci) and the inner inverse limit is taken in Set. It follows purely
formally that there is an equivalence of categories
GpdF
∼
→ ĤGpdF
between the categories of affine groupoid-schemes and complete Hopf groupoids.
A.2. Hopf groupoids in a tensor category. We now examine in more detail
the algebraic structure of Hopf groupoids when the base category C⊗ is suitably
linear-algebraic in nature. We have in mind chiefly the categories VecF, fVecF,
grVecF, V̂ecF, fV̂ecF, grV̂ecF above, so in particular we are interested in settings
where the underlying category of C⊗ may not be abelian. We thus restrict attention
to categories satisfying the following slight weakening of the axioms of an abelian
category.
Definition A.2.1. For us, a tensor category is a symmetric monoidal category C⊗
satisfying the following (self-dual) conditions:
• the underlying category C is an additive category with kernels and cokernels
(hence all finite limits and colimits);
• epimorphisms and strict epimorphisms in C are stable under co-base change,
i.e. in a pullback square
A′ B′
A B,
f ′
f
if f is an epimorphism or strict epimorphism (i.e. a cokernel), then so is f ′;
• monomorphisms and strict monomorphisms in C are stable under co-base
change (in the dual sense to the above); and
• the monoidal product ⊗ preserves kernels and cokernels separately in each
variable (hence is biadditive).
The first three axioms assert that C is almost abelian and integral in the termi-
nology of [Rum01, §1]; the former property is more usually referred to as being
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quasi-abelian [Sch99, Definition 1.1.3]. Note that in general monomorphisms and
strict monomorphisms are stable under base change, and epimorphisms and strict
epimorphisms are stable under co-base change [Rum01, Proposition 4].
Remark A.2.2. The axioms of a tensor category C⊗ ensure that it possesses a
well-behaved notion of subobjects. Specifically, by a subobject of an object B, we
shall mean an isomorphism class of strict monomorphisms A֌ B. The collection
of subobjects of B is partially ordered by containment, where A contains A′ if
and only if the inclusion A′ ֌ B factors (uniquely) through A ֌ B. If A is a
subobject of B, then the subobjects of A are exactly the subobjects of B contained
in A [Sch99, Propositions 1.1.7 & 1.1.8].
There are two important examples of subobjects, namely kernels of maps B → C
and images of maps f : C → B. Here, the image of f is the kernel of coker(f), or
equivalently the unique subobject of B such that f factors through an epimorphism
C → im(f) [Rum01, Corollary 1]. Subobjects are preserved by any limits that exist
in C⊗, as well as tensor products.
The poset of subobjects of B is a lattice, with the meet of two subobjects
A,A′ being their pullback A ∩ A′ := A ×B A′ and their join being A + A′ :=
im (A⊕A′ → B). The poset of subobjects is both covariant and contravariant
functorial: given a morphism f : B → C and subobjects A ≤ B and D ≤ C, one
can form the image f(A) = im (A→ C) and preimage f−1(D) = D ×C B. These
operations form a Galois connection, i.e. A ≤ f−1(D) if and only if f(A) ≤ D; in
particular f(−) preserves joins and f−1(−) preserves intersections.
There is a dual notion of a quotient of an object B, namely an isomorphism class
of strict epimorphisms B ։ C, which is partially ordered by domination. There
is an order-reversing bijection between subobjects and quotients of B, sending a
subobject A to B/A = coker (A֌ B) [Sch99, Remark 1.1.2].
Definition A.2.3. Let H be a Hopf groupoid in a tensor category C⊗. An ideal
J EH consists of a collection of subobjects J(x, y) ≤ H(x, y) in C⊗ such that, for
every x, y, z, the images of the composition maps J(y, z)⊗H(x, y)→ H(x, z) and
H(y, z) ⊗ J(x, y) → H(x, z) are contained in J(x, z). An ideal J E H is called a
Hopf ideal just when the image of each ∆: J(x, y)→ H(x, y)⊗H(x, y) is contained
in J(x, y)⊗H(x, y)+H(x, y)⊗J(x, y). If J is a Hopf ideal of H , there is a natural
Hopf groupoid structure on the quotients (H/J)(x, y) := H(x, y)/J(x, y).
If J0 and J1 are two ideals of H , their product J0J1 is the ideal defined by
J0J1(x, y) := im (J0(x, y)⊗ J1(x)→ H(x, y))
= im (J0(y)⊗H(x, y)⊗ J1(x)→ H(x, y))
= im (J0(y)⊗ J1(x, y)→ H(x, y)) .
This operation defines an associative product on ideals whose unit is the unit
ideal H . The product of two Hopf ideals is not in general a Hopf ideal.
Example A.2.4. Let f : H → H ′ be a morphism of Hopf groupoids in a tensor
category C⊗. Its kernel ker(f) is, by definition, the collection of subobjects
ker(f)(x, y) := ker (f : H(x, y)→ H ′(f(x), f(y))) .
This is a Hopf ideal of H .
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In particular, taking H ′ = 1 to be the terminal Hopf groupoid, for every Hopf
groupoid H in C⊗, the collection of subspaces
J(x, y) := ker (ε : H(x, y)→ 1)
forms a Hopf ideal of H , called the augmentation ideal. In the particular case of a
Hopf algebra, the counit ε : H → 1 is split by the unit map η : 1 → H , and hence
we have a direct sum decomposition H = 1⊕ J .
A.2.1. Pro-nilpotent Hopf algebras. The powers of the augmentation ideal in a Hopf
groupoid allow us to isolate a particular class of Hopf groupoids which are very
closely related to pro-unipotent groupoids. In order to make sense of the definition,
we need to further restrict attention to tensor categories C⊗̂ in which limits are
well-behaved, for example any of the categories V̂ecF, fV̂ecF, grV̂ecF above.
Definition A.2.5. A tensor category C⊗̂ is called complete just when:
• C⊗̂ has products (hence all limits);
• cofiltered limits in C⊗̂ preserve coequalisers; and
• the monoidal product ⊗̂ preserves products separately in each variable.
It follows from the existence of products that one can form the intersection of any
set of subobjects of an object in C⊗̂, and that nested intersections are preserved by
taking images under morphisms.
Definition A.2.6. Let H be a Hopf groupoid in a complete tensor category C⊗̂,
and let Jk denote the powers of the augmentation ideal from Example A.2.4. We
say that H is pro-nilpotent just when⋂
k≥0
Jk(x, y) = 0
for all x, y, or equivalently when the natural map
H(x, y) −→ lim
←−k
(
H(x, y)/Jk(x, y)
)
is an isomorphism for all x, y. We write HGpd(C⊗̂)nil for the full subcategory of
pro-nilpotent Hopf groupoids.
Proposition A.2.7. Let H be a Hopf groupoid in a complete tensor category
C⊗̂. Then H is pro-nilpotent if and only if all of the Hopf algebras H(x) are pro-
nilpotent.
Proof. If Jk denotes the powers of the augmentation ideal of H , then Jk(x) are the
powers of the augmentation ideal of the Hopf algebraH(x) for all x. Hence H being
pro-nilpotent implies that each H(x) is pro-nilpotent. In the other direction, each
Jk(x, y) is the image of the multiplication map Jk(x) ⊗ H(x, y) → H(x, y), and
hence each H(x) being pro-nilpotent implies that H is pro-nilpotent, since images
preserve nested intersections of subobjects. 
For us, the relevance of the pro-nilpotence condition is that it corresponds to
pro-unipotence on the side of affine groupoid-schemes.
Lemma A.2.8. Let F be a field of characteristic 0. Under the equivalence
GpdF
∼
→ ĤGpdF
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between affine groupoid-schemes and complete Hopf groupoids from Example A.1.8,
the pro-unipotent groupoids correspond to the pro-nilpotent Hopf groupoids.
Proof. By Proposition A.2.7, it suffices to check that under the equivalence be-
tween affine group-schemes and complete Hopf algebras, the pro-unipotent groups
correspond to the pro-nilpotent Hopf algebras. This is provided by [BGF, Propo-
sition 3.94]. 
A.3. Pro-nilpotent Lie algebras. By specialising Lemma A.2.8, we recover the
classical equivalence of categories between pro-unipotent groups and pro-nilpotent
Hopf algebras. As is well-known, this correspondence extends to a third, even
simpler, type of linear algebraic object, namely pro-nilpotent Lie algebras.
Definition A.3.1. A Lie algebra in a Q-linear tensor category C⊗ is an object L
endowed with a Lie bracket
[·, ·] : L⊗ L→ L
which is antisymmetric and satisfies the Jacobi identity. With respect to the evident
notion of morphism of Lie algebras, these form a category Lie(C⊗).
The descending central series of a Lie algebra is the sequence of subobjects
CkL ≤ L given by the images of the iterated commutator map L⊗k → L.
We say that a Lie algebra L in a Q-linear complete tensor category C⊗̂ is pro-
nilpotent just when
⋂
k≥1 C
kL = 0, or equivalently just when the natural map L→
lim
←−k
(
L/CkL
)
is an isomorphism. We denote by Lie(C⊗̂)nil the full subcategory of
pro-nilpotent Lie algebras.
Example A.3.2. One can show that the category L̂ieF,nil := Lie(V̂ecF)nil of pro-
nilpotent Lie algebras over a characteristic 0 field F is equivalent to the category of
pro-objects in the category of finite dimensional nilpotent Lie algebras. The same is
not true without the assumption of pro-nilpotence: there are Lie algebras in V̂ecF
which are not inverse limits of finite dimensional Lie algebras (dualise [Mic80, p9]).
Example A.3.3. Let C⊗ be a Q-linear tensor category and H a Hopf algebra in
C⊗. Endowed with the algebra commutator bracket, H has the structure of a Lie
algebra. Its Lie subalgebra Hprim of primitive elements is, by definition, the kernel
of the map
∆− η ⊗ 1− 1⊗ η : H → H⊗2.
If H is a pro-nilpotent Hopf algebra in a Q-linear complete tensor category C⊗̂,
then Hprim is a pro-nilpotent Lie algebra.
The main theorem of this section, the completed Milnor–Moore Theorem A.3.6,
asserts that the functor H 7→ Hprim is an equivalence of categories. The inverse
functor is given by a suitably completed analogue of the usual universal enveloping
algebra functor.
Definition A.3.4. Let C⊗̂ be a Q-linear complete tensor category. The complete
tensor algebra T̂ ⊗̂V on an object V of C⊗̂ is the pro-nilpotent Hopf algebra
T̂ ⊗̂V :=
∏
k≥0
V ⊗̂k
whose multiplication is induced from the tensor product and whose comultiplication
is induced from the map η ⊗̂ 1 + 1 ⊗̂ η : V → 1 ⊗̂ V ⊕ V ⊗̂ 1.
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If L is a pro-nilpotent Lie algebra in C⊗̂, its completed universal enveloping
algebra Û(L) is, by definition, the quotient of T̂ ⊗̂L by the ideal generated by the
image of the map
L⊗̂2 → T̂ ⊗̂L
x ⊗̂ y 7→ [x, y]− xy − yx.
This image is a Hopf ideal of T̂ ⊗̂L, and hence Û(L) inherits the structure of a
pro-nilpotent Hopf algebra.
The completed tensor algebra functor T̂ ⊗̂ : C → HAlg(C⊗̂)nil and completed
universal enveloping algebra functor Û : Lie(C⊗̂)nil → HAlg(C
⊗̂)nil are left adjoint
to the primitive elements functor: any map V → Hprim, resp. any Lie algebra map
L→ Hprim, extends uniquely to a Hopf algebra map T̂ ⊗̂(V )→ H , resp. Û(L)→ H .
Example A.3.5. If L is a finite dimensional nilpotent Lie algebra over a char-
acteristic 0 field F, then its completed universal enveloping algebra Û(L) is the
completion of the usual enveloping algebra U(L) with respect to its augmentation
ideal, as in [BGF, Definition 3.73].
Theorem A.3.6 (Completed Milnor–Moore). Let C⊗̂ be a Q-linear complete tensor
category and let L and H be a pro-nilpotent Lie algebra and a pro-nilpotent Hopf
algebra in C⊗̂, respectively. Then the natural maps
L→ Û(L)prim and Û(Hprim)→ H,
are isomorphisms. The functors Û : Lie(C⊗̂)nil ⇆ HAlg(C⊗̂)nil : (−)prim form an
adjoint equivalence of categories.
Corollary A.3.7 (to the proof). Let F : D⊗̂ → C⊗̂ be a product-preserving sym-
metric monoidal functor between Q-linear complete tensor categories, and let L and
H, be a pro-nilpotent Lie algebra and a pro-nilpotent Hopf algebra respectively in
D⊗̂. Then the natural maps
Û(F (L))→ F (Û(L)) and F (Hprim)→ F (H)prim
are isomorphisms.
Example A.3.8. Let F be a characteristic 0 field and L a filtered pro-nilpotent
Lie algebra over F. Then there is a canonical isomorphism
Û(gr•L)
∼
→ gr•Û(L)
of graded pro-nilpotent Hopf algebras. Note that this doesn’t immediately follow
from the definition of Û , since the functor gr• doesn’t preserve cokernels.
A.3.1. Structure of pro-nilpotent Hopf algebras. We now turn to the proof of the
completed Milnor–Moore Theorem A.3.6. The argument, which is the most compli-
cated in this section, is essentially the same as the proof of [Fre17, Theorem 3.2.19],
using limits and our pro-nilpotence property in place of colimits and a conilpotence
property.
For this section, we fix a Q-linear complete tensor category C⊗̂. For an object
V ∈ C⊗̂ we denote by Sŷm•(V ) =
∏
n≥0 Sŷm
n(V ) the complete symmetric algebra
on V , where Sŷmn(V ) := V ⊗̂n/Sn. This is a pro-nilpotent Hopf algebra in C⊗̂,
which is moreover commutative. A straightforward calculation similar to [Fre17,
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Proposition 7.2.14(a)] verifies that Sŷm•(V )prim = V ; this is the special case of
Theorem A.3.6 for V endowed with the zero Lie bracket.
We will repeatedly use the following construction. If H is a pro-nilpotent Hopf
algebra and φ : V → H is a map in C⊗̂ whose image is contained in the augmentation
ideal, we get a symmetrised product map
s : Sŷm•(V )→ H
characterised by the fact that it acts on Sŷmn(V ) by 1n!
∑
σ∈Sn
µ(n)◦φ⊗̂n◦σ∗ where
µ(n) denotes the n-fold multiplication in H and σ∗ denotes the natural action of
Sn on V
⊗̂n. When the image of V → H is contained in the primitive elements, the
symmetrised product map is a morphism of coaugmented coalgebras with involu-
tion.
The symmetrised product map affords us very precise control of the structure of
pro-nilpotent Hopf algebras. This constitutes the bulk of the work in the proof of
Theorem A.3.6.
Lemma A.3.9. Let H be a pro-nilpotent Hopf algebra in C⊗̂. Then the symmetrised
product map
s : Sŷm•(Hprim)→ H
is an isomorphism of coaugmented coalgebras with involution.
Proof, following [Fre17, Theorem 3.2.16]. The endomorphism algebra of H carries
an associative convolution product defined by f ∗ g := µ ◦ (f ⊗ g) ◦ ∆. The en-
domorphism e0 = η ◦ ε is a unit for the convolution product, and the identity
endomorphism decomposes as 1 = e0 + π where π : H → J is the projection onto
the augmentation ideal. Pro-nilpotence of H ensures that we can make sense of
certain infinite sums of endomorphisms: if (fk)k≥0 are endomorphisms such that
im(fk) ≤ Jk for all k, then
∑
k≥0 fk defines an endomorphism of H , namely the
inverse limit of the morphisms
∑n
k=0 fk : H → H/J
n+1.
We thus define an endomorphism e1 by
e1 = log∗(1) =
∑
k≥1
(−1)k+1
k
π∗k =
∑
k≥1
(−1)k+1
k
µ(k) ◦ π⊗k ◦∆(k)
where µ(k) and ∆(k) denote the k-fold multiplication and comultiplication maps
respectively.
The endomorphisms e0, e1 satisfy the identities
∆ ◦ e0 = (e0 ⊗̂ e0) ◦∆ ∆ ◦ e1 = (e1 ⊗̂ e0 + e0 ⊗̂ e1) ◦∆
ε ◦ e0 = ε ε ◦ e1 = 0(A.3.1)
e0 ◦ η = η e1 ◦ η = 0.
The identities for e0 are easy to verify. For those for e1, we note that the structure
morphisms ∆: H → H ⊗̂ H , ε : H → 1 and η : 1 → H are morphisms of Hopf
algebras (since H is cocommutative), and hence commute with the action of log∗(1)
on either side. An easy computation verifies that log∗(11) = 0 and log∗(1H⊗̂H) =
log∗(1H ⊗̂ 1H) = log∗(1H) ⊗̂ e
0 + e0 ⊗̂ log∗(1H), which gives the desired identities.
The comultiplication identity implies in particular that (∆−1⊗̂η−η⊗̂1)◦e1 = 0,
so that e1H ≤ Hprim. We will show that this inclusion is an equality, and that the
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symmetrised product map
s : Sŷm•(e1H)→ H
is an isomorphism. Indeed, it suffices to prove the latter claim, since then s, be-
ing an isomorphism of coaugmented coalgebras, induces an isomorphism e1H =
Sŷm•(e1H)prim
∼
→ Hprim.
We construct a map
s : H → Sŷm•(e1H)
by taking the product of the maps 1r!(e
1)⊗̂r ◦ ∆(r) : H → Sŷmr(e1H); it follows
purely formally that s is a morphism of coaugmented coalgebras. On the one hand,
the composite ss is given by
ss =
∑
k≥0
1
(k!)2
∑
σ∈Sk
µ(k) ◦ σ∗ ◦ (e
1)⊗̂k ◦∆(k) =
∑
k≥0
1
k!
µ(k) ◦ (e1)⊗̂k ◦∆(k)
=
∑
k≥0
1
k!
(e1)∗k = exp∗(e
1) = 1
since ∆ is cocommutative.
On the other hand, to show that ss = 1, it suffices to prove that it acts as
the identity on each Sŷmn(e1H). For n = 0, 1, this follows from (A.3.1), since for
instance
ss ◦ e1 =
∑
k≥0
1
k!
(e1)⊗̂k ◦∆(k) ◦ e1
=
∑
k≥0
1
k!
(e1)⊗̂k ◦
(
k−1∑
i=0
(e0)⊗̂i ⊗̂ e1 ⊗̂ (e0)⊗̂k−i−1
)
◦∆(k) = e1,
where in the final equality we use the fact, again a consequence of (A.3.1), that e0
and e1 are orthogonal idempotents.
We now show by induction that ss acts as the identity on Sŷm≤n(e1H) :=∏n
r=0 Sŷm
r(e1H) for all n. To do this, we note that the map ∆ − 1 ⊗̂ η − η ⊗̂ 1
takes Sŷm≤n(e1H) into Sŷm≤n−1 ⊗̂Sŷm≤n−1, so by our inductive assumption and
the fact that ss is a morphism of coaugmented coalgebras, we have that
(∆− 1 ⊗̂ η − η ⊗̂ 1) ◦ ss = ∆− 1 ⊗̂ η − η ⊗̂ 1
on Sŷm≤n(e1H). Since ker(∆ − 1 ⊗̂ η − η ⊗̂ 1) = Sŷm•(e1H)prim = e1H , this
says that ss|Sŷm≤n(e1H) = 1 + ψ for some ψ : Sŷm
≤n(e1H) → e1H . In particular,
ss(Sŷm≤n(e1H)) ≤ Sŷm≤n(e1H). But then we have
1 + ψ = ss|Sŷm≤n(e1H) =
(
ss|Sŷm≤n(e1H)
)◦2
= 1 + 2ψ
since ss = 1, and hence ψ = 0. This completes the induction, and hence the proof
that s and s are mutually inverse. 
Remark A.3.10. As the notation suggests, the endomorphisms e0, e1 are part of a
complete orthogonal system of idempotents (er)r≥0, called the Eulerian idempotents
[Fre17, p250]. The corresponding product decomposition is exactly the natural one
on the complete symmetric algebra.
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To complete the proof of Theorem A.3.6, we describe the decomposition from
Lemma A.3.9 in the particular case of the completed universal enveloping algebra
of a pro-nilpotent Lie algebra. This is an analogue of the Poincare´–Birkhoff–Witt
Theorem.
Lemma A.3.11 (Completed Poincare´–Birkhoff–Witt). Let L be a pro-nilpotent
Lie algebra in C⊗̂. Then the symmetrised product map
s : Sŷm•(L)→ Û(L)
is an isomorphism of coaugmented coalgebras with involution. The map L→ Û(L)
induces an isomorphism L
∼
→ Û(L)prim.
Proof, following [Fre17, Theorem 7.2.17]. The two statements in the lemma are
equivalent by Lemma A.3.9.
For an object V of C⊗̂, we let F̂rLie(V ) denote the free pro-nilpotent Lie al-
gebra, i.e. the pro-nilpotent Lie algebra representing maps in C⊗̂ from V to pro-
nilpotent Lie algebras. This can be constructed, for example, as a quotient of the
product
∏
w V
⊗̂|w| indexed by words w of the free magma on one generator. It
follows from the universal properties (Definition A.3.4) that the completed uni-
versal enveloping algebra of F̂rLie(V ) is the completed tensor algebra T̂ ⊗̂(V ). An
argument similar to that of [Fre17, Propositions 7.2.8 & 7.2.14(b)] shows that the
map F̂rLie(V ) → Û(F̂rLie(V )) = T̂⊗(V ) admits a splitting in C⊗̂ and sets up an
isomorphism F̂rLie(V )
∼
→ T̂⊗(V )prim. The lemma is thus proved in this case.
We deduce the general case from the free case. Any pro-nilpotent Lie algebra L
admits a presentation
F̂rLie(F̂rLie(L)) F̂rLie(L) L
as a reflexive coequaliser in Lie(C⊗̂)nil. This is also a reflexive coequaliser in C.
Since the completed symmetric algebra functor and completed universal enveloping
algebra functors are left adjoints, they preserve coequalisers, and so we deduce a
diagram
Sŷm•(F̂rLie
2
(L)) Sŷm•(F̂rLie(L)) Sŷm•(L)
T̂ ⊗̂(F̂rLie(L)) T̂ ⊗̂(L) Û(L)
s≀ s≀ s
in which both rows are reflexive coequalisers in HAlg(C⊗̂)nil, hence in C, and the
obvious squares commute. Since the two left-hand vertical maps are isomorphisms
by the free pro-nilpotent Lie algebra case, so too is the right-hand vertical map, as
desired. 
Remark A.3.12. There is an alternative formulation of the classical Poincare´–
Birkhoff–Witt Theorem, which says that if (xi)i∈I is an ordered basis of a Lie
algebra L over a characteristic 0 field F, then a basis of the universal enveloping
algebra U(L) is given by the products xi1 . . . xik indexed by the set I of increasing
sequences i1 ≤ · · · ≤ ik in I. The reader should be cautioned that the natural
analogue of this theorem in the context of pro-nilpotent Lie algebras is untrue:
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given an isomorphism FI
∼
→ L of pro-finite-dimensional vector spaces with L a
pro-nilpotent Lie algebra over a characteristic 0 field F, the induced morphism
FI → Û(L) can fail to be an isomorphism.
For example, let us take L to be the three-dimensional Lie algebra with ordered
basis x, y, z and bracket defined by
[x, y] = [y, z] = −x− z , [x, z] = 0,
so that L is the three-dimensional Heisenberg Lie algebra and hence is two-step
nilpotent. It is easy to check that in the completed universal enveloping algebra
Û(L) one has the identity x · exp(y) + exp(y) · z = 0, which asserts an infinite
linear dependence between the elements xyj and yjz. This ensures that the map
FI → Û(L) has non-trivial kernel.
Proof of Theorem A.3.6. One of the two assertions is already contained in the state-
ment of Lemma A.3.11. The other follows from Lemmas A.3.9 and A.3.11 by com-
bining the isomorphisms Û(Hprim) ∼= Sŷm
•(Hprim) ∼= H . 
Proof of Corollary A.3.7. We deal with the case of the completed universal envelop-
ing algebra, the case of primitive elements being similar. The functor F , preserving
products and direct summands, commutes with the construction of completed sym-
metric algebras. It is easy to see that the square
Sŷm•(FL) Û(FL)
FSŷm•(L) F Û(L)
s
∼
≀
Fs
∼
commutes, so that the right-hand vertical map is an isomorphism as desired. 
We will need one further corollary of Lemma A.3.9 in what follows. Let H be
a pro-nilpotent Hopf algebra, with corresponding pro-nilpotent Lie algebra L =
Hprim. For any coalgebra C, we have natural bijections
(A.3.2) Hom
coAlg(C⊗̂)(C,H)
∼= HomcoAlg(C⊗̂)(C, Sŷm
•(L)) ∼= HomC(C,L)
from Lemma A.3.9 and the fact that Sŷm• is right adjoint to the forgetful functor
coAlg(C⊗̂) → C. The left-hand side of (A.3.2) carries a group structure (as H
is a group object in coAlg(C⊗̂)), and the right-hand side carries a Q-Lie algebra
structure, where the Lie bracket of x, y : C → L is given by the composite
C
∆
−→ C ⊗̂ C
x⊗̂y
−→ L ⊗̂ L
[·,·]
−→ L.
These two structures are related as follows.
Proposition A.3.13. Under the bijection (A.3.2) above, the group law on the
set Hom
coAlg(C⊗̂)(C,H) corresponds to the group law on HomC(C,L) given by the
Baker–Campbell–Hausdorff formula
x · y = x+ y +
1
2
[x, y] +
1
12
[x, [x, y]]−
1
12
[y, [x, y]] + . . .
which, for maps x, y : C → L in C⊗̂, converges to a well-defined map x · y : C → L
by pro-nilpotence.
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Proof. The bijection HomC(C,L) ∼= HomcoAlg(C⊗̂)(C,H) sends x : C → L →֒ H to
exp∗(x) :=
∑
k≥0
1
k!
x∗k =
∑
k≥0
1
k!
µ(k) ◦ x⊗̂k ◦∆(k)
where ∗ denotes the convolution product on HomC(C,H). Thus we have that
exp∗(x · y) = exp∗(x) ∗ exp∗(y), and hence x · y is given by the Baker–Campbell–
Hausdorff formula. 
A.4. Filtered groupoids. The pro-unipotent groupoids we study in this paper
frequently carry extra structures, such as Galois actions, which are of interest to
us. Via the correspondence from Lemma A.2.8, such extra structures are reflected
on the side of pro-nilpotent Hopf algebras. For example, if G is an affine monoid-
scheme, then the correspondence from Lemma A.2.8 lifts to an equivalence of cat-
egories between G-equivariant pro-unipotent groupoids and pro-nilpotent Hopf al-
gebras in the category of pro-finite dimensional representations of G (interpreted
in the obvious sense). This is a formal consequence of the equivalence of categories
between affine schemes and complete coalgebras from Example A.1.8.
There is one kind of extra structure, however, for which the correspondence
between these structures on groupoids and on Hopf groupoids is not formal, namely
filtrations. On the side of pro-nilpotent Hopf groupoids, the notion of filtration is
more or less obvious, but the definition on the side of groups is slightly less natural.
Definition A.4.1. Let π be a group in a category C with finite products. By a
non-positive filtration on π, we mean an increasing sequence
· · · ≤M−2π ≤M−1π ≤M0π = π
of normal subgroups (i.e. kernels of morphisms π → π′) such that the commutator
map M−iπ ×M−jπ → π factors through M−i−jπ for all i, j ≥ 0. A morphism
f : π′ → π of filtered groups is a morphism of the underlying groups such that
f : M−iπ
′ → π factors through M−iπ for all i ≥ 0.
Let now π be a groupoid in C. By a non-positive filtration on π, we mean a
non-positive filtration on each of the groups π(x) such that the conjugation map
π(x, y)×M−iπ(x)→ π(y)
factors throughM−iπ(y) for every x, y and all i ≥ 0. Equivalently, the isomorphism
π(x, y)× π(x)
∼
→ π(y)× π(x, y) induces isomorphisms
π(x, y)×M−iπ(x)
∼
→M−iπ(y)× π(x, y)
for every x, y and all i ≥ 0.
We denote by f≤0Gpd(C) the category of non-positively filtered groupoids in C.
Example A.4.2. Suppose that C⊗ is a tensor category, and that H is a Hopf
algebra in C⊗ (so a group in coAlg(C⊗)). The normal Hopf subalgebras of H
(normal subgroups in coAlg(C⊗)) are exactly the Hopf subalgebras of the form
1⊕ J for J a Hopf ideal of H .
If C⊗ is a tensor category, we define f≤0C⊗ to be the category of non-positively
filtered objects in C⊗, i.e. the category whose objects are objects V of C⊗ endowed
with an increasing sequence
· · · ≤M−2V ≤M−1V ≤M0V = V
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of subobjects, and whose morphisms are morphisms in C⊗ preserving these sub-
objects. The usual definition of tensor product filtrations endows f≤0C⊗ with the
structure of a symmetric monoidal category.
Proposition A.4.3. Let C⊗ be a tensor category. Then f≤0C⊗ is also a tensor
category, which is complete if C⊗ is.
Proof. It is easy to see that f≤0C⊗ is additive and has kernels and cokernels, and
that limits in f≤0C
⊗ are computed pointwise. A morphism f : A → B in f≤0C
⊗
is monic (resp. epic) in f≤0C⊗ if and only if it is monic (resp. epic) in C⊗. The
morphism f is strictly monic in f≤0C⊗ if and only if it is strictly monic in C⊗̂
and each M−iA→M−iB is strictly monic (i.e. A has the subspace filtration); it is
strictly epic in f≤0C⊗ if and only if it is strictly epic in C⊗ and eachM−iA→M−iB
is epic in C⊗ (i.e. A has the image filtration).
It follows immediately that monomorphisms in f≤0C⊗ are stable under co-base
change and epimorphisms are stable under base change. To show that strict epi-
morphisms are stable under base change, consider a pullback square
A′ B′
A B
f ′
f
in f≤0C⊗ where f is a strict epimorphism. Thus f ′ is a strict epimorphism in C⊗,
and from the pullback squares
M−iA
′ M−iB
′
M−iA M−iB
f ′
f
with f epic we deduce also that f ′ : M−iA
′ → M−iB′ is epic in C⊗. Hence f ′ is
strictly epic in f≤0C⊗. Stability of monomorphisms under co-base change follows
by running the same argument in the opposite category (f≤0C⊗)op = f≥0((C⊗)op)
(where f≥0 denotes non-negatively filtered objects).
It is easy to check that ⊗ preserves strict epimorphisms, and hence that it pre-
serves cokernels in each argument. That it preserves kernels in each argument
follows by the same argument in the opposite category.
Completeness of f≤0C⊗̂ for C⊗̂ a complete tensor category is also easy to check,
since limits of filtered objects are computed pointwise and cofiltered limits in C⊗̂
commute with images. 
Remark A.4.4. There are many variants one can make of the above definition, for
instance filtrations which are bounded above or below, or (in the case of a complete
tensor category C⊗̂) unbounded filtrations or separated filtrations. These all also
define tensor categories and complete tensor categories respectively.
We thus have two possible notions of a non-positive filtration on a pro-nilpotent
Hopf groupoid in a complete tensor category C⊗̂: either a filtration in the sense
of Definition A.4.1 or a lift to a Hopf groupoid in f≤0C
⊗̂. These two notions are
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equivalent to one another, which for example allows us to interpret filtrations on
pro-unipotent groupoids on the side of pro-nilpotent Hopf groupoids.
Lemma A.4.5. Let C⊗̂ be a Q-linear complete tensor category. Then there is an
equivalence of categories
f≤0HGpd(C
⊗̂)nil
∼
→ HGpd(f≤0C
⊗̂)nil
compatible with the forgetful functors to HGpd(C⊗̂)nil.
Example A.4.6. Let F be a characteristic 0 field. Then there is an equivalence of
categories
f≤0GpdF,uni
∼
→ HGpd(f≤0V̂ecF)nil.
A.4.1. Filtrations on pro-nilpotent Hopf algebras and Lie algebras. To begin with,
we prove Lemma A.4.5 in the single-object case, constructing an equivalence
(A.4.1) f≤0HAlg(C
⊗̂)nil
∼
→ HAlg(f≤0C
⊗̂)nil.
By the completed Milnor–Moore Theorem A.3.6, the right-hand side of (A.4.1) is
equivalent to Lie(f≤0C⊗̂)nil, while the left-hand side is equivalent to the category
of pro-nilpotent Lie algebras L in C⊗̂ endowed with a sequence
· · · ≤M−2L ≤M−1L ≤M0L = L
of Lie ideals satisfying a certain commutation relation. To construct the equiva-
lence (A.4.1), it suffices to check that this commutation relation is equivalent to
the sequence of Lie ideals being compatible with the Lie bracket.
Proposition A.4.7. Let H be a pro-nilpotent Hopf algebra in C⊗̂ with correspond-
ing pro-nilpotent Lie algebra L = Hprim. Let
· · · ≤ H−2 ≤ H−1 ≤ H0 = H
be an increasing sequence of normal subalgebras (in the sense of Example A.4.2),
and write M−kL := H−k∩L for the corresponding sequence of Lie ideals. Then the
subalgebras define a filtration on H (in the sense of Definition A.4.1) if and only if
the M−kL endow L with the structure of a pro-nilpotent Lie algebra in f≤0C⊗̂.
Proof. The ideals M−kL endow L with the structure of a Lie algebra in f≤0C⊗̂ if
and only if they satisfy [M−i,M−j] ≤M−i−j for all i, j, while the subalgebras H−k
define a filtration on H if and only if the image of H−i ⊗̂ H−j under the group
commutator map
(A.4.2) H⊗̂2
∆⊗̂2
−−−→ H⊗̂4
1⊗̂τ⊗̂1
−−−−→ H⊗̂4
1⊗̂2⊗̂S⊗̂2
−−−−−−→ H⊗̂4
µ(4)
−−→ H
is contained in H−i−j for all i, j, where τ denotes the interchange of factors map.
One implication is straightforward: the group commutator map (A.4.2) restricts to
the Lie bracket L⊗̂2 → L, and hence if the H−k define a filtration on H , then the
M−kL are compatible with the Lie bracket.
For the converse implication, we argue via the Yoneda embedding. The subal-
gebras H−k define a filtration on H if and only if, for every coalgebra C, the group
commutator map (A.4.2) takes Hom
coAlg(C⊗̂)(C,H−i)×HomcoAlg(C⊗̂)(C,H−j) into
Hom
coAlg(C⊗̂)(C,H−i−j) for all i, j. By Proposition A.3.13, this is equivalent to
HomC(C,M−iL) × HomC(C,M−jL) being taken into HomC(C,M−i−jL) by the
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commutator for the group law on HomC(C,L) defined by the Baker–Campbell–
Hausdorff formula by Proposition A.3.13. But this commutator is given by
x · y · x−1 · y−1 = [x, y] +
1
2
[x, [x, y]] +
1
2
[y, [x, y]] + . . .
so this is certainly implied by theM−kL being compatible with the Lie bracket. 
A.4.2. Filtrations on Hopf groupoids. Having proved Lemma A.4.5 in the single-
object context, we now explain how to extend this to the multi-object context. This
essentially amounts to relating filtrations on a Hopf groupoid H to filtrations on
the Hopf algebras H(x).
Proposition A.4.8. Let C⊗ be a tensor category and H a Hopf groupoid in C⊗.
Suppose that we have endowed each Hopf algebra H(x) with the structure of an
object in HAlg(f≤0C⊗). Then H lifts to an object of HGpd(f≤0C⊗) if and only
the isomorphisms
(A.4.3) H(x, y)⊗H(x)
∼
→ H(y)⊗H(x, y)
induce isomorphisms
H(x, y)⊗M−kH(x)
∼
→M−kH(y)⊗H(x, y)
for all x, y and all k; in this case the lift is unique up to unique isomorphism.
If H and H ′ are Hopf groupoids in f≤0C⊗ and f : H ′ → H is a morphism of
Hopf groupoids in C⊗, then f is a morphism in HGpd(f≤0C
⊗) if and only if each
morphism f : H ′(x)→ H(f(x)) is a morphism in HAlg(f≤0C⊗).
Proof. If H is a Hopf groupoid in f≤0C⊗, then in particular each M−kH is an ideal
in H , whence it follows that (A.4.3) identifies the subobjects claimed, and that for
every x, y, we have
(∗) M−kH(x, y) = im (H(x, y)⊗M−kH(x)→ H(x, y)) .
This establishes the “only if” part of the first claim, uniqueness of lifts, and both
directions of the final claim.
For the remaining part, that the compatibility condition implies the existence of
a lift, we check that (∗) defines on H the structure of an object of HGpd(f≤0C⊗),
i.e. that the structure morphisms of H lie in f≤0C
⊗. Compatibility with units
is automatic, and compatibility with composition is the assertion that the ideals
M−kH satisfyM−i ·M−j ≤M−i−j for all i, j, which is obvious. Compatibility with
the coalgebra structure on H(x, y) follows from the fact that the composition map
H(x, y) ⊗ H(x) → H(x, y) is a morphism of coalgebras. Compatibility with the
antipode follows from the commuting square
H(x, y)⊗H(x) H(x, y)
H(y, x)⊗H(y) H(y, x).
≀ S≀

Proof of Lemma A.4.5. By the discussion in §A.4.1, it suffices to verify that if H
is a pro-nilpotent Hopf groupoid in C⊗̂ such that each H(x) is endowed with the
structure of a pro-nilpotent Hopf algebra in f≤0C⊗̂, then these structures are com-
patible in the sense of Proposition A.4.8 if and only if the corresponding normal
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subalgebras H−k(x) are compatible in the sense of Definition A.4.1. For this, we
simply note that the isomorphism
H(x, y) ⊗̂H(x)
∼
→ H(y) ⊗̂H(x, y)
is compatible with Hopf algebra structures on H(x) and H(y), and hence restricts
to an isomorphism
(A.4.4) H(x, y) ⊗̂ L(x)
∼
→ L(y) ⊗̂H(x, y)
where L(x) and L(y) denote the Lie algebras of H(x) and H(y) respectively. It
follows that both of the compatibility conditions are equivalent to the condition
that (A.4.4) identifies H(x, y) ⊗̂M−kL(x) and M−kL(y) ⊗̂H(x, y) for all x, y and
for all k. 
A.5. Malc˘ev completion. Finally, to conclude this appendix, we turn our atten-
tion to the main algebraisation process by which we will produce the pro-unipotent
groupoids in this paper: Malc˘ev completion. The properties of this operation are
well-known in the single-object context (i.e. for pro-unipotent groups), and we will
sketch here the multi-object generalisation of this theory, with particular attention
to the behaviour of filtrations under the operation. For the duration of this section,
fix a characteristic 0 field F.
Definition A.5.1 (cf. [BGF, Definition 3.95] and [Fre17, Chapter 9.2]). Let π be a
groupoid (in Set). Its F-linear Malc˘ev completion (or F-pro-unipotent completion)
πF is the pro-unipotent groupoid on object-set ob(π) admitting a morphism π →
πF(F) of groupoids which is initial among maps from π into the F-points of pro-
unipotent groupoids. More precisely, for every pro-unipotent groupoid U , every
morphism π → U(F) of groupoids extends uniquely to a morphism πF → U of pro-
unipotent groupoids. The Malc˘ev completion exists and is functorial by abstract
nonsense. It is easy to check that ob(πF) = ob(π) and that πF(x) is the Malc˘ev
completion of the group π(x) for all x.
A filtrationM• on a groupoid π induces a filtration on π
F, wherebyM−nπ
F(x) is
the Zariski-closure of the image ofM−nπ(x)→ π
F(x)(F), or equivalently the kernel
of πF(x)→ (π/M−n)F(x).
Remark A.5.2. The theory of Malc˘ev completions is particularly well-behaved
for finitely generated nilpotent groups π. Indeed, the Malc˘ev completion of such
a group is always finite-dimensional, of dimension equal to the Hirsch length of π
[CMZ17, Definition 4.4], and the kernel of the Malc˘ev completion map π → πF(F)
is exactly the torsion subgroup of π. It follows from additivity of Hirsch length that
Malc˘ev completion is exact on finitely generated nilpotent groups.
In this paper, we use two explicit descriptions of the Malc˘ev completion. The first
describes the dual affine ring of the Malc˘ev completion as a completed groupoid-
algebra.
Lemma A.5.3. Let π be a groupoid for which each group π(x) is finitely gener-
ated, and write J for the augmentation ideal of the groupoid-algebra Fπ from Ex-
ample A.1.5. Each vector space Fπ(x, y)/Jn+1(x, y) is finite dimensional, so that
F̂π = lim
←−
(
Fπ/Jn+1
)
has the structure of a completed Hopf groupoid. Then there is
a canonical isomorphism O(πF)∗ ∼= F̂π induced by the evident map π → F̂πgplike(F).
If π carries a filtration, this isomorphism is compatible with the filtrations induced
on either side.
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Proof. This is an easy multi-object generalisation of [BGF, Theorem 3.99]. In
the filtered case, M−nO(πF)∗ is the span of the elements log(γ1) . . . log(γk) for
γi ∈ M−niπ
F(F) with
∑
i ni ≥ n, while M−nF̂π is the span of the same elements
with γi ∈ M−niπ. Since M−niπ is Zariski-dense in M−niπ
F(F), the spans of these
elements are the same. 
The second explicit description we will use relates the Malc˘ev Lie algebra Lie(πF)
of a finitely generated group π to another Lie algebra constructed classically from
π, namely its graded Lie algebra with respect to a connected filtration as in [Lab70].
Proposition A.5.4. Let π be a finitely generated group endowed with a filtration
W• such that W−1π = π. Then the W -graded Malc˘ev Lie algebra gr
W
• Lie(π
F) is
canonically isomorphic to the W -graded pro-nilpotent Lie algebra
grW• LieF(π) :=
∏
n>0
(
F⊗Z
W−nπ
W−n−1π
)
with Lie bracket induced by the commutator maps W−nπ ×W−mπ →W−n−mπ.
Proof. The desired isomorphism grW• LieF(π)
∼
→ grW• Lie(π
F) is the map sending
γ ∈ W−nπ to log(γ) ∈ grW−nLie(π
F). It is easy to see that this map is a morphism
of Lie algebras; we will show it is an isomorphism in two steps.
Suppose first that the quotients π/W−n are torsion-free for all n. Pick a basis
γ
(n)
1 , . . . , γ
(n)
kn
of the free Z-module W−nπW−n−1π for each n, and lift each γ
(n)
i to an
element of π. It follows that the elements γ
(m)
i with m ≤ n comprise a Malc˘ev
basis of π/W−n−1 for every n [CMZ17, Definition 4.5]. It is then a theorem of
Jennings [CMZ17, Theorem 6.7] that the elements log(γ
(m)
i ) with m ≤ n comprise
a basis of the Malc˘ev Lie algebra Lie
(
(π/W−n−1)
F
)
for every n. In particular, the
elements log(γ
(n)
i ) comprise a basis of
grW−nLie(π
F) = ker
(
Lie
(
(π/W−n−1)
F
)
→ Lie
(
(π/W−n)
F
))
.
This shows that the desired map is an isomorphism in every degree −n as desired.
Now suppose that W• is general. We write W
′
• for the filtration induced on π
by the map π → πF(F), so that W ′−nπ is the kernel of the map π → (π/W−n)
F. It
follows from Remark A.5.2 that W ′−nπ/W−nπ is the torsion subgroup of π/W−nπ,
and hence that each π/W ′−n is torsion-free. We see from this that the natural maps
grW• Lie(π
F) → grW
′
• Lie(π
F) and grW• LieF(π) → gr
W ′
• LieF(π) are isomorphisms.
Hence we reduce to the first case. 
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