Abstract-Differential Evolution (DE) has been proven to be an efficient and robust algorithm for many real optimization problems. However, it still may converge toward local optimum solutions, need to manually adjust the parameters, and finding the best values for the control parameters is a consuming task. In this paper that proposed a dimension perturb strategy and self-adaptive F value in original DE to increase the exploration ability and exploitation ability. Selfadaptive has been found to be highly beneficial for adjusting control parameters. The performance of self-adaptive differential evolution algorithm with dimension perturb strategy (PSADE) is showed on the following performance measures by benchmark functions: the solution quality and solution stability. This paper has found that PSADE can efficiently find the global value of these functions.
I. INTRODUCTION
The differential evolution algorithm (DE) was proposed by Storn and Price in 1996 [12] [14] [15] , the algorithm is a popular optimization algorithm in recent years. Previous studies can be found that DE shows better results than other algorithms such as genetic algorithm (GA) and particle swarm optimization (PSO), in addition, DE is used in various fields widely.
Differential evolution is based on random population based global algorithm, like other evolutionary algorithm framework. It is not only well-known, robust, easy to use, fast convergence, but also requiring relatively little control parameters in solving optimization problems. Although DE has the advantages mentioned above, it encounters the crucial flaws of evolutionary computation, like trapped in the local solution easily, and adjust the parameters manually [12] [17] .
In the past studies, the differential algorithm had much in common the improved methods that has improve control parameters [1] [4] [7] [16] , modify the algorithm framework for process [3] [11] and with other algorithms [9] [17], the main purpose of these methods are trying to improve exploration ability and exploitation ability. Exploration means that the search to the global optimum capacity in the solution space, when the exploration capability is poor, the algorithm is easily trapped in the local optimum. And the exploitation ability means in the vicinity of global optimum solution can dig out the better solutions, if without adequate exploitation capacity that will cause instability in convergence, stretching computation time and lowering the quality of the solution.
Furthermore, the user must find the best parameter values for different problems. Finding the best values for the control parameters is a time consuming task [17] .
Therefore, this paper presented a modified the control parameter and dimension perturb strategy. Through the above mentioned ways to improve DE has to manually adjust the parameters and the optimal solution trapped into the local optimum issues. Followed by high-dimensional experiment to prove the modified algorithm can achieve a balance between the exploration ability and the exploitation ability.
The following of this paper is organized as follows: this paper briefly introduce the original DE algorithm in section II. Section III, A self-adaptive differential evolution algorithm with dimension perturb strategy (PSADE) is presented in detail. In section IV, the experimental settings and the experiment results are reported the PSADE performed on the benchmark functions. And this paper elaborates the findings in final section.
II. LITERATURE REVIEW

A.
Evolution Computation Evolutionary Computation (EC) is not only popular innovative search technology in the last decade, but also significantly alter the structure of the existing engineering computing. Evolutionary computation using computer models of evolution and selection process, to simulate Darwin "survival of the fittest" as the basis of natural biological evolution. The computer model, so-called evolutionary algorithm, is for solving many NP-hard optimization problems in engineering and science related fields [8] .
Evolutionary algorithms (EAs) are population-based search algorithms to simulate the evolution of individual select, mutate and recombine process. According to the concept of evolutionary algorithm, the developed specifications include the following steps [8] :
The initial phase: the initial population randomly generated. Assessment phase: assessment fitness for each individual of population. If meet the termination conditions will be terminated. Otherwise, continue the following steps. The selection phase: first, the individual selected from the group as a parent. Second, the parent through the various genetic operators to produce new offspring. Finally, assess the fitness value of offspring. Production phase: the decision to replace some or entire individual of the current group to become the next generation and then back to assessment phase.
B. Differential Evolution Algorithm
Differential evolution is a floating-point encoding of evolutionary algorithms for continuous global optimization solution space, it also can be discrete coding manner [2] [7] [10] . Differential evolution algorithm is similar to genetic algorithm used by the individuals composed of population to search for the optimal solution. But the biggest difference between genetic algorithm and differential algorithm is the mutation operators. Genetic algorithm only use small probability to implement the mutation operator.
On the other hand, mutation in the DE is the use of arithmetic formula to combine the individual in each generation. The mutation plays the role of explores at the beginning and becomes a developer at later evolution process, its individuals within their group will become increasingly similar [6] [12] .
The original DE is introduced in more detail with reference to three main operators: mutation, recombination and selection [13] 
where j=1,…,Nd refers to a specific dimension, Nd is the number of parameters of single individual, and rand~U(0,1), in the above, CR is the probability of crossover,
, and r is the randomly selected index, r~U (1, …, Nd) . In other words, the trial vector inherits directly some of elements of the mutant vector, Thus, even CR=0, at least one of the elements of the trail vector randomly selected. Selection To select the trial vector ) (t u i or target vector ) (t x i , DE employs a very easy selection process. Only when the fitness of the trial vector is better than the target vector that the generated trial vector ) (t u i replaces the target vector ) (t x i be a member of the next generation. For example, if this paper has the same functions in this paper for a minimization problem, the following selections rule such as:
where if the trial vector has smaller or equal fitness value than the corresponding target vector, the trial vector will replace the vector, otherwise, the target vector still remain in the population. Recently, self-adaptive has been proven to be very useful in the automatic and dynamic adjustment of the evolution algorithm of control parameters such as mutation rate and crossover rate. Self-adaptive evolution strategy allows re-configuration to adapt to any general problems [2] .
In DE, self-adaptive often used in mutation and recombination of the control parameters, the differential evolution algorithm to set the control parameters mutation and recombination than the third set control parameters on number of population is more sensitive [2] .
Sum up, we can be divided into two main types of setting parameter values; parameter tuning and parameter control, parameter tuning is a more common approach is to find out the true meaning of the parameter values before the implementation of the algorithm, and then adjustment algorithm using these values. The parameter control is the parameter value during generation will change and this change can be divided into three [2] [5].
Deterministic parameter control: It's changed with a number of decisive rules for parameter value.
Adaptive parameter control: Parameter value assignment strategy may involve some form of feedback mechanism used to determine the direction of the search with (or) significant changes in policy parameters.
Self-adaptive parameter control: The evolutionary algorithm can be applied to the evolution of the concept of self-adaptive parameters. Here the parameters are coded to the individual (genes), the better values of these encoded parameters lead to This section will be conducted comparison experiment with DE/rand/1, DE/best/2 and DE / current to best / 1. The CR 0.9 of PSADE refer to Storn with Price, and the PSADE1 refer to Qin and Huang, who made use of the normal distribution of mean 0.5 and standard deviation 0.1 for differential individuals in the current population [11] . Other parameters set as shown in table II. Table V summarizes the results obtained by applying the different methods to the unimodal problems. The result shows that PSADE and PSADE1 performed better than (or at least equal to) the other strategies in all the benchmark functions except the Rosenbrock function where DE/best/2 outperformed the other strategies. However, PSADE1 performed significantly better than PSADE.
A. Experiment with Original Differential Evolution
Table V summarizes the results obtained by applying the different methods to the multimodal problems. The result shows that PSADE1 performed consistently better than the other strategies in all the test functions. The improvement is even more significant for the Rastrigin function. Furthermore, examining the standard deviations of all the algorithms, PSADE1 achieved the smallest standard deviation, illustrating that PSADE and PSADE1 are more stable and thus more robust than the other versions of DE. Fig. 2 shows average best fitness curves for the different strategies with 30 independent runs for selected benchmark functions. Fig. 2 shows that PSADE1 has a faster convergence rate than DE/rand/1, DE/best/2, DE/Current to best/1 and PSADE. On the other hand, the figure shows that PSADE1 converges insignificantly faster than DE/best/2. Hence, from table V and Fig. 2 it can be concluded that, PSADE1 reached the global optimum solution faster than the other strategies in all functions except for the Rosenbrock function.
B. Solution of the effectiveness of Fa update frequency
This section will examine the updated Fa effectiveness. To find out the self-adaptive update frequency will affect or not affect the performance of the solution.
Set of experimental parameters such as table III. Solving multi-modal functions, can still be observed PSADE1 with updates every 25 iteration strategy Fa values are output to provide better accuracy and stability. Fig. 3 shows average best fitness curves for the different strategies with 30 independent runs for selected benchmark multimodal functions. Fig. 3 shows that PSADE1 (25) and PASDE1 (50) achieved faster convergence rates than others. Besides, PSADE1 (25) converged insignificantly faster than PSADE1 (50). Table VI shows the dynamic CR values strategy is better than fix CR values strategy. And different updating strategy of Fa frequency will also affect the accuracy and stability of the solution. Whether in the unimodal or multimodal of the benchmark functions, the updating the Fa value strategy with every 25 iterations provided the most outstanding results. In this section, the function dimension raised to 100. This paper will choose the Omran et al, who published BBDE [10] algorithm to compare the object in 2009. The article has put forward an improved mechanism and control parameters. The BBDE is based on self-adaptive differential algorithm with almost free parameter finetuning of the hybrid differential improvement algorithm.
C. With BBDE in high-dimension experiment
The main motivation is that when encountering new problems, PSO and DE are required to optimize the control parameters set, it can be regarded as the best set parameters dependence. In addition, self-adaptive differential algorithm have been studied to show good solution results, and it can reduce the time that to find the best parameter value of each problems. Therefore, this study will compare this research, to verify the method of this study and conduct precision on the performance comparison.
Set of experimental parameters in table IV. The four of the unimodal functions, the BBDE and PSADE1 presented results superior to the traditional differential algorithm. Hence, comparison results can be seen that BBDE and PSADE1 has the advantage to solve Sphere and Schwefel's problem 2.22 through the data.
The
Step function is not a continuous problem type of the unimodal function, PSADE and PSADE1 still can maintain the effectiveness of the stability of its solution.
But for the Rosenbrock function, BBDE are more prominent than other algorithms. According to unimodal functions of experimental data, PSADE1 and BBDE have faster convergence, more stable and more accurate than the traditional differential algorithm.
For the multimodal functions, the Rastrigin function and Griewank function has a lot of local optimum solutions. Table VII can be found that the PSADE1 has better accuracy than BBDE and traditional differential algorithm. On the other hand, BBDE and the traditional differential algorithm are not particularly outstanding to solve these functions.
For the Ackley function, BBDE and PSADE1 are able to meet the better stability and accuracy. Therefore, in multimodal test functions, PSADE1 algorithm presented the excellent results in the same condition. In other words, when PSADE1 encounter more complex and more local optimum solution multimodal functions, the application of perturb strategy have the opportunity to escape from the region and self-adaptive of F values can fast convergence in every function.
V. CONCLUSION
The differential algorithm through the self-adaptive parameter F and the dimension perturb strategy is to make up for the shortcomings. In order to enhance the exploration ability, exploitation ability and increase the population diversity, so that algorithms can be more appropriate speed convergence towards the optimal solution and effectively promote to escape from the local optimum.
Expectations effectively enhance the effectiveness of the algorithm for solving accuracy and stability. Meanwhile, the conclusions are sorted out from the experiment.
First, the parameters tuning is a time-consuming work, therefore, this study use self-adaptive mechanism for F value, it can reduce the need for different functions to do manually adjust the parameters to find the best setting time. Second, when trapped into the local optimum, the algorithm with dimension perturb strategy can enhance the capacity of the escaping from local optimum area. Third, if the problem complexity increases, the PSADE1 is able to maintain a stable and accurate status for solving effectiveness. Finally, the convergence evolution diagram can understand that the proposed algorithm has fast convergence speed. In other words, PSADE1 can be reached with less iteration to evolution. Step 0 (0) 3.633e+000 Step 0 
