Image denoising methods are often based on estimators chosen to minimize mean squared error (MSE) within the subbands ofa multi-scale decomposition. But this does not guarantee optimal MSE performance in the image domain, unless the decomposition is orthonormal. We prove that despite this suboptimality, the expected image-domain MSE resultingfrom a representation that is made redundant through spatial replication of basis functions (e.g., cycle-spinning) is less than or equal to that resulting from the original nonredundant representation. We also develop an extension of Stein 's unbiased risk estimator (SURE) that allows minimization ofthe image-domain MSEfor estimators that operate on subbands ofa redundant decomposition. We implement an example, jointly optimizing the parameters ofscalar estimators applied to each subband of an overcomplete representation, and demonstrate substantial MSE improvement over the suboptimal application ofSURE within individual subbands.
INTRODUCTION
Image denoising has undergone dramatic improvement over the past decade, due to both the development of linear decompositions that simplify the statistical characteristics ofthe signal, and to new estimators that are optimized for those characteristics. A standard methodology proceeds by linearly transforming the image, operating on the transform coefficients with pointwise nonlinear functions, and then applying the inverse linear transformation. If the pointwise nonlinearity is chosen from a parametric family, Stein's unbiased risk estimator (SURE) [1] may be used to select the estimator that minimizes the mean squared error (MSE) [2] . The most popular transforms are multi-scale decompositions, and within this family, empirical evidence indicates that redundant representations are more effective than orthonormal representations [3, 4, 5] . This fact is somewhat mysterious since the estimators are usually optimized for MSE in the transform domain, which, for an overcomplete basis, is not the same as the MSE in the image domain.
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In this paper we extend the SURE methodology to the imagedomain MSE that results from denoising in an overcomplete basis. We use this to prove that application of a given denoising function to a basis made overcomplete through cyclespinning or elimination of decimation is guaranteed to be no worse in MSE (and is in practice typically better) than applying the same function in an orthonormal basis. We also use this extension of SURE to optimize two example pointwise estimators, operating on undecimated wavelet subbands, to minimize MSE in the image domain. We show through simulations that this can result in significant performance improvements.
STEIN'S LEMMA FOR OVERCOMPLETE BASES
Given a noisy image Y, we wish to compute an estimate of the form
by selecting g C 9 that minimizes the expected squared error:
where X is the original (clean) image 1. Stein's Lemma [1] implies that, for additive Gaussian noise, the MSE may be rewritten without reference to X: where nii are the diagonal elements of WWT (the squared norms of the basis functions). Typically, the transform coefficients are partitioned into subbands {Sk; k = 1, 2,... K. , corresponding to shifted versions of the same basis function, all of which are are assumed to have the same marginal statistical properties. In this case, the same estimator will be applied to all coefficients within a subband, and the unbiased risk estimator becomes
where nk is the common value of nii for i C Sk. For a single transformed image U = WY, this expression provides a criterion for choosing {gk }P so as to minimize the MSE in the image domain.
REDUNDANCY IMPROVES PERFORMANCE
Equation (3) allows us to explain why the performance of marginal denoising in orthonormal wavelet bases can be improved by adding redundancy to the transform through cycle spinning or elimination of decimation [4, 5] For didactic purposes, we will consider cycle spinning. For W an orthonormal wavelet decomposition, the unbiased estimate of the risk given in Eq. (3) may be written (4) E: I:gk(U +[2c2Enk gk(Ui).
The nk are all identically one in this case. Since both terms are summed over k, each gk can be independently optimized over the data from the corresponding subband, Sk.
Cycle spinning corresponds to replicating each basis function at N translated positions. Each subband will contain N times as many coefficients, relative to to the orthonormal representation, each reduced by factor of N. As such, the coefficients in each band will have the same marginal statistics2, when rescaled by a factor of N. We can thus rewrite Eq. (4), the unbiased estimator of risk for the orthonormal transform, in terms of the cycle-spun coefficients, Ug':
If we are using gk as the marginal function to denoise the coefficients in the wavelet representation, the scaling of the coefficients and the assumption that the redundant coefficients in a band have the same marginal statistics as the original orthonormal coefficients implies that
is the marginal function that should be applied to the coefficients in the cycle-spun representation. Equation (5) may thus be rewritten as: for any vector u, which in turn implies that
where h is the function that applies hk to each ofthe bands Sk .
Comparing Eq. (6) and Eq. (7), we see that the MSE estimate for the orthonormal case is always greater than or equal to that for the cycle-spun case. The result may be extended to undecimated wavelets, in which the number of coefficients in each band will be multiplied by a different factor.
SIMULATIONS
Equation (3) may be used to jointly optimize a set of estimators, gk, to be applied to the subbands Sk. In this section we will discuss two families of estimators, illustrated in Fig. 1 . The first consists of soft thresholding functions:
The second is constructed from a basis of "bump" functions: We used Eq. (4) to optimize the selection of soft-thresholds for orthonormal wavelet subbands, a method known as SUREshrink [7] . We used the same equation to optimize estimators constructed from the bumps basis, a method which we will refer to as SUREbumps (a similar method, using a different basis, was used with orthonormal wavelets in [8] ). As can be seen in Table 1 , SUREbumps gives some improvement over SUREshrink in an orthonormal basis. Next, we used Eq. (4) to optimize parameters for the soft-threshold (as in [4] ) and the bumps in an undecimated wavelet transform. The estimator for each subband was chosen to minimize the MSE for that subband, producing a suboptimal result in the image domain (since the transform is overcomplete). As expected from the proof of section 4, this gives improvement for both methods. But whereas SUREbumps is the superior method for denoising on an orthonormal wavelet decomposition, SUREshrink is superior when optimized on subbands of the redundant basis. Finally, we used Eq. (3) to optimize parameters for both methods in the image domain. This produces improvement in both methods, but the improvement for SUREbumps is more substantial, and it now surpasses the thresholding results. We note that while optimizing Eq. (3) for bumps in an overcomplete basis is a relatively simple least squares problem, optimizing for the thresholds is a nonconvex optimization problem, and so our solution may represent a local minimum. As such, it might be possible to improve the result for optimizing thresholding in the image-domain in Table 1 . Figure 2 illustrates the performance of these methods over a wide range of noise levels and for a number of images. The graph shows the improvement in PSNR of three SUREbumps estimators (applied to orthonormal wavelets, undecimated wavelets optimized within subbands, and undecimated wavelets optimized in the image domain) relative to the SUREshrink estimator on the undecimated wavelet optimized within subbands. We did not include comparisons to thresholding optimized in the image domain because of the uncertainty in finding the globally optimimum solution, but our experiments indicate that SUREbumps generally outperforms SUREshrink when applied in an orthonormal wavelet basis. As can be seen in the figure, using SUREbumps on an undecimated wavelet improves its performance substantially, compared to the orthonormal wavelet case. This performance generally falls slighly short ofthe behavior of SUREshrink optimized within subbands of the undecimated wavelet. However, when optimized for image domain MSE, the behavior of SUREbumps on undecimated wavelets consistently and significantly outperforms SUREshrink on undecimated wavelets. and to amount of data in each band. It is also likely that improvement could come from use of an oriented basis (e.g., steerable pyramid [3] , complex wavelets [9] , curvelets [10] ). Finally, the image-domain SURE methodology that we have developed is relevant for any estimator that is applied to a transformed version of the data. We are currently pursuing the optimization of more complex estimators that operate on clusters of coefficients, [11, 12] .
