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Global strong solution for 3D viscous incompressible heat conducting
Navier-Stokes flows with non-negative density ∗
Xin Zhong†
Abstract
We are concerned with an initial boundary value problem for the nonhomogeneous heat con-
ducting Navier-Stokes flows with non-negative density. First of all, we show that for the initial
density allowing vacuum, the strong solution exists globally if the velocity satisfies the Serrin’s
condition. Then, under some smallness condition, we prove that there is a unique global strong
solution to the 3D viscous nonhomogeneous heat conducting Navier-Stokes flows. Our method
relies upon the delicate energy estimates and regularity properties of Stokes system and elliptic
equation.
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Math Subject Classification: 35Q35; 35B65; 76N10
1 Introduction
Let Ω ⊂ R3 be a bounded smooth domain, the motion of a viscous incompressible heat conducting
flow in Ω can be described by the following Navier-Stokes equations

∂tρ+ div(ρu) = 0,
∂t(ρu) + div(ρu⊗ u)− div(2µD(u)) +∇P = 0,
cv[∂t(ρθ) + div(ρuθ)]− κ∆θ = 2µ|D(u)|2,
divu = 0,
(1.1)
with the initial condition
(ρ,u, θ)(0, x) = (ρ0,u0, θ0)(x), x ∈ Ω, (1.2)
and the boundary condition
u = 0,
∂θ
∂n
= 0, on ∂Ω, (1.3)
where n is the unit outward normal to ∂Ω. Here, t ≥ 0 is time, x ∈ Ω is the spatial coordinate,
and ρ,u, θ, P are the fluid density, velocity, absolute temperature, and pressure, respectively; D(u)
denotes the deformation tensor given by
D(u) =
1
2
(∇u+ (∇u)tr).
The constant µ > 0 is the viscosity coefficient, while positive constants cv and κ are respectively the
heat capacity and the ratio of the heat conductivity coefficient over the heat capacity.
There is huge literature on the studies about the theory of well-posedness of solutions to the
Cauchy problem and the initial boundary value problem for the nonhomogeneous incompressible
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Navier-Stokes equations due to the physical importance, complexity, rich phenomena and mathe-
matical challenges, refer to [2–6, 8–10, 13–18, 21] and references therein. When the viscosity µ is a
positive constant, Kazhikov [11] (see also [2]) proved the nonhomogeneous Navier-Stokes equations
have at least one global weak solution in the energy space provided the initial density ρ0 is bounded
away from zero. In addition, he also proved the global existence of strong solutions to this system
for small data in three space dimensions and all data in two dimensions. For general data which
may contain vacuum states and when µ depends on ρ, Lions [14] proved the global existence of weak
solutions to the nonhomogeneous Navier-Stokes equations in any space dimensions. Yet the unique-
ness and regularities of such weak solutions are big open questions even in two space dimension,
as was mentioned by Lions in [14]. Recently, for the initial density allowing vacuum, Choe-Kim [5]
proposed a compatibility condition and investigated the local existence of strong solutions, which
was later improved by Craig-Huang-Wang [6] for global strong small solutions. However, in the
case of two dimensions, when the initial data can be arbitrarily large, Huang-Wang [8] and Lu¨-Shi-
Zhong [15], respectively, showed that the initial boundary value problem and the Cauchy problem of
the nonhomogeneous Navier-Stokes equations with vacuum admits a unique global strong solution.
Very recently, global well-posedness of the strong solution to the multi-dimensional nonhomogeneous
Navier-Stokes equations with density-dependent viscosity for initial data with smallness condition
and containing vacuum states have been investigated by Huang-Wang [9, 10] and Zhang [21].
For the system (1.1), Choe-Kim [4] proved the local existence of strong solutions for the heat con-
ducting viscous incompressible fluids with vacuum. However, the global existence of strong solution
to the problem (1.1)–(1.3) with vacuum is still unknown. In fact, this is the main aim of this paper.
Before stating our main results, we first explain the notations and conventions used throughout
this paper. We denote by ∫
·dx =
∫
Ω
·dx.
For 1 ≤ p ≤ ∞ and integer k ≥ 0, the standard Sobolev spaces are denoted by:{
Lp = Lp(Ω), W k,p =W k,p(Ω), Hk = Hk,2(Ω),
H10 = {u ∈ H1|u = 0 on ∂Ω}, H2n = {u ∈ H2|∇u · n = 0 on ∂Ω}.
Now we define precisely what we mean by strong solutions to the problem (1.1)–(1.3).
Definition 1.1 (Strong solutions) (ρ,u, θ) is called a strong solution to (1.1)–(1.3) in Ω× (0, T ),
if for some q0 > 3, 

ρ ≥ 0, ρ ∈ C([0, T ];W 1,q0), ρt ∈ C([0, T ];Lq0),
u ∈ C([0, T ];H10 ∩H2) ∩ L2(0, T ;W 2,q0),
θ ≥ 0, θ ∈ C([0, T ];H2
n
) ∩ L2(0, T ;W 2,q0),
(ut, θt) ∈ L2(0, T ;H1), (√ρut,√ρθt) ∈ L∞(0, T ;L2),
and (ρ,u, θ) satisfies both (1.1) almost everywhere in Ω× (0, T ) and (1.2) almost everywhere in Ω.
Our main results read as follows:
Theorem 1.1 For constant q ∈ (3, 6], assume that the initial data (ρ0 ≥ 0,u0, θ0 ≥ 0) satisfy
ρ0 ∈W 1,q(Ω), u0 ∈ H10 (Ω) ∩H2(Ω), θ0 ∈ H2n(Ω), divu0 = 0, (1.4)
and the compatibility conditions {
−µ∆u0 +∇P0 = √ρ0g1,
−κ∆θ0 − 2µ|D(u0)|2 = √ρ0g2,
(1.5)
2
for some P0 ∈ H1(Ω) and g1,g2 ∈ L2(Ω). Let (ρ,u, θ) be a strong solution to the problem (1.1)–(1.3).
If T ∗ <∞ is the maximal time of existence for that solution, then we have
lim
T→T ∗
‖u‖Ls(0,T ;Lr) =∞, (1.6)
where r and s satisfy
2
s
+
3
r
≤ 1, 3 < r ≤ ∞. (1.7)
Remark 1.1 The local existence of a strong solution with initial data as in Theorem 1.1 has been
established in [4] (see also [20]). Hence, the maximal time T ∗ is well-defined. Moreover, the same
criterion holds true in the periodic case.
Remark 1.2 It should be noted that the criterion (1.6) is independent of the temperature. Moreover,
thanks to the Sobolev inequality ‖u‖L6 ≤ C‖∇u‖L2 , we see that the blow-up criterion (1.6) is stronger
than [5, Theorem 4].
We will prove Theorem 1.1 by contradiction in Section 3. In fact, the proof of the theorem
is based on a priori estimates under the assumption that ‖u‖Ls(0,T ;Lr) is bounded independent of
any T ∈ (0, T ∗). The a priori estimates are then sufficient for us to apply the local existence
result repeatedly to extend a local solution beyond the maximal time of existence T ∗, consequently,
contradicting the maximality of T ∗.
Based on Theorem 1.1, we can establish the global existence of strong solutions to (1.1)–(1.3)
under some smallness condition.
Theorem 1.2 Let the conditions in Theorem 1.1 be in force. Then there exists a small positive
constant ε0 depending only on ‖ρ0‖L∞ and Ω such that if
µ−4‖√ρ0u0‖2L2‖∇u0‖2L2 ≤ ε0, (1.8)
then the system (1.1)–(1.3) has a unique global strong solution.
Remark 1.3 Compared with [17], where the authors investigated the global strong solutions for the
nonhomogeneous Navier-Stokes equations, there is no need to impose the initial density ρ0 away from
zero for the global existence of the strong solution.
Remark 1.4 For the given initial data (ρ0,u0, θ0) satisfying (1.4) and (1.5), it follows from (1.8)
that the system (1.1)–(1.3) has a unique global strong solution when the viscosity constant µ is suffi-
ciently large.
Remark 1.5 Similar ideas can be applied to study three-dimensional viscous incompressible heat
conducting magnetohydrodynamic flows, see [22].
The rest of this paper is organized as follows. In Section 2, we collect some elementary facts and
inequalities that will be used later. Section 3 is devoted to the proof of Theorem 1.1. Finally, we
give the proof of Theorem 1.2 in Section 4.
2 Preliminaries
In this section, we will recall some known facts and elementary inequalities that will be used
frequently later.
We begin with the following Gronwall’s inequality, which plays a central role in proving a priori
estimates on strong solutions (ρ,u, θ).
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Lemma 2.1 Suppose that h and r are integrable on (a, b) and nonnegative a.e. in (a, b). Further
assume that y ∈ C[a, b], y′ ∈ L1(a, b), and
y′(t) ≤ h(t) + r(t)y(t) for a.e t ∈ (a, b).
Then
y(t) ≤
[
y(a) +
∫ t
a
h(s) exp
(
−
∫ s
a
r(τ)dτ
)
ds
]
exp
(∫ t
a
r(s)ds
)
, t ∈ [a, b].
Proof. See [19, pp. 12–13]. ✷
Next, the following well-known inequalities will be frequently used later.
Lemma 2.2 For p ∈ [2, 6], q,m ∈ [1,∞), α ∈ (0,m), ε > 0, a, b ∈ R, and θ ∈ (0, 1), it holds that
‖f‖Lm ≤ ‖f‖
α
m
Lαq‖f‖
1− α
m
L(m−α)q
, (Ho¨lder’s inequality)
|ab| ≤ ε|a| 1θ +
(
θ
ε
) θ
1−θ
(1− θ)|b| 11−θ , (Young’s inequality)
and
‖g‖Lp ≤ C(p,Ω)‖g‖H1 for g ∈ H1(Ω). (Sobolev’s inequality)
Proof. See [12, Chapter 2]. ✷
Finally, we give some regularity results for the following Stokes system

−µ∆U+∇P = F, x ∈ Ω,
divU = 0, x ∈ Ω,
U = 0, x ∈ ∂Ω.
(2.1)
Lemma 2.3 Let m ≥ 2 be an integer, r any real number with 1 < r < ∞ and let Ω be a bounded
domain of R3 of class Cm−1,1. Let F ∈ Wm−2,r(Ω) be given. Then the Stokes system (2.1) has a
unique solution U ∈ Wm,r(Ω) and P ∈ Wm−1,r(Ω)/R. In addition, there exists a constant C > 0
depending only on m, r, and Ω such that
‖U‖Wm,r + ‖P‖Wm−1,r/R ≤ C‖F‖Wm−2,r .
Proof. See [1, Theorem 4.8]. ✷
3 Proof of Theorem 1.1
Let (ρ,u, θ) be a strong solution described in Theorem 1.1. Suppose that (1.6) were false, that
is, there exists a constant M0 > 0 such that
lim
T→T ∗
‖u‖Ls(0,T ;Lr) ≤M0 <∞. (3.1)
Rewrite the system (1.1) as 

ρt + u · ∇ρ = 0,
ρut + ρu · ∇u− µ∆u+∇P = 0,
cv[ρθt + ρu · ∇θ]− κ∆θ = 2µ|D(u)|2,
divu = 0.
(3.2)
In this section, C stands for a generic positive constant which may depend on M0, µ, cv , κ, T
∗, and
the initial data.
First, since divu = 0, we have the following well-known estimate on the L∞(0, T ;L∞)-norm of
the density.
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Lemma 3.1 It holds that for any t ∈ (0, T ∗),
‖ρ(t)‖L∞ = ‖ρ0‖L∞ . (3.3)
Proof. See [14, Theorem 2.1]. ✷
The following lemma gives the basic energy estimates.
Lemma 3.2 It holds that for any T ∈ (0, T ∗),
sup
0≤t≤T
(
cv‖ρθ‖L1 + ‖
√
ρu‖2L2
)
+ µ
∫ T
0
‖∇u‖2L2dt ≤ cv‖ρ0θ0‖L1 + ‖
√
ρ0u0‖2L2 . (3.4)
Proof. First, applying standard maximum principle to (3.2)3 along with θ0 ≥ 0 shows (see [7, p. 43])
inf
Ω×[0,T ]
θ ≥ 0. (3.5)
Multiplying (3.2)2 by u and integrating (by parts) over Ω, we derive that
1
2
d
dt
∫
ρ|u|2dx+ µ
∫
|∇u|2dx = 0, (3.6)
Integrating (3.2)3 with respect to the spatial variable gives rise to
cv
d
dt
∫
ρθdx− 2µ
∫
|D(u)|2dx = 0. (3.7)
Inserting (3.7) into (3.6) and noting that
−2µ
∫
|D(u)|2dx = −µ
2
∫
(∂iu
j + ∂ju
i)2dx
= −µ
∫
|∇u|2dx− µ
∫
∂iu
j∂ju
idx
= −µ
∫
|∇u|2dx,
we derive
d
dt
∫ (
cvρθ +
1
2
ρ|u|2
)
dx = 0. (3.8)
Integrating (3.6) and (3.8) with respect to time and adding the resulting equations lead to∫ (
cvρθ + ρ|u|2
)
dx+ µ
∫ t
0
∫
|∇u|2dxds =
∫ (
cvρ0θ0 + ρ0|u0|2
)
dx.
This implies the desired (3.4) and consequently completes the proof. ✷
Next, the following lemma concerns the key time-independent estimates on the L∞(0, T ;L2)-norm
of the gradient of the velocity.
Lemma 3.3 Under the condition (3.1), it holds that for any T ∈ (0, T ∗),
sup
0≤t≤T
‖∇u‖2L2 +
∫ T
0
(‖√ρut‖2L2 + ‖u‖2H2) dt ≤ C. (3.9)
Proof. Multiplying (3.2)2 by ut and integrating the resulting equation over Ω, we derive from Cauchy-
Schwarz inequality that
µ
2
d
dt
∫
|∇u|2dx+
∫
ρ|ut|2dx = −
∫
ρu · ∇u · utdx
≤ 1
2
∫
ρ|ut|2dx+ 2
∫
ρ|u|2|∇u|2dx,
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and thus
µ
d
dt
∫
|∇u|2dx+
∫
ρ|ut|2dx ≤ 4
∫
ρ|u|2|∇u|2dx. (3.10)
Recall that (u, P ) satisfies the following Stokes system

−µ∆u+∇P = −ρut − ρu · ∇u, x ∈ Ω,
divu = 0, x ∈ Ω,
u = 0, x ∈ ∂Ω.
Applying Lemma 2.3 with F , −ρut − ρu · ∇u, we obtain from (3.3) that
‖u‖2H2 ≤ C
(‖ρut‖2L2 + ‖ρu · ∇u‖2L2) ≤ L (‖√ρut‖2L2 + ‖√ρu · ∇u‖2L2) , (3.11)
where L is a positive constant depending only on µ,Ω, and ‖ρ0‖L∞ . Adding (3.11) multiplied by 12L
to (3.10), we have
µ
d
dt
‖∇u‖2L2 +
1
2
‖√ρut‖2L2 +
1
2L
‖u‖2H2 ≤ C
∫
ρ|u|2|∇u|2dx
≤ C‖ρ‖L∞‖u‖2Lr‖∇u‖2
L
2r
r−2
≤ C‖u‖2Lr‖∇u‖
2− 6
r
L2
‖∇2u‖
6
r
L2
≤ C‖u‖sLr‖∇u‖2L2 +
1
4L
‖u‖2H2 ,
where r and s satisfy (1.7). Hence
µ
d
dt
‖∇u‖2L2 +
1
2
‖√ρut‖2L2 +
1
4L
‖u‖2H2 ≤ C‖u‖sLr‖∇u‖2L2 .
This combined with Gronwall’s inequality and (3.1) implies the desired (3.9). This finishes the proof
of Lemma 3.3. ✷
Finally, the following lemma will deal with the higher order estimates of the solutions which are
needed to guarantee the extension of the local strong solution to be a global one.
Lemma 3.4 For constant q ∈ (3, 6], under the condition (3.1), it holds that for any T ∈ (0, T ∗),
sup
0≤t≤T
(‖ρ‖W 1,q + ‖u‖2H2 + ‖θ‖2H2) ≤ C. (3.12)
Proof. Differentiating (3.2)2 with respect to t and using (1.1)1, we arrive at
ρutt + ρu · ∇ut − µ∆ut = −∇Pt + div(ρu) (ut + u · ∇u)− ρut · ∇u. (3.13)
Multiplying (3.13) by ut and integrating (by parts) over Ω yield
1
2
d
dt
∫
ρ|ut|2dx+ µ
∫
|∇ut|2dx
=
∫
div(ρu)|ut|2dx+
∫
div(ρu)u · ∇u · utdx−
∫
ρut · ∇u · utdx ,
3∑
k=1
Jk. (3.14)
It should be noted that though the solution (ρ,u, P, θ) is not regular enough to justify the derivation
of (3.14), one can prove it rigorously by an appropriate regularization procedure. By virtue of
Ho¨lder’s inequality, Sobolev’s inequality, (3.3), and (3.9), we find that
|J1| =
∣∣∣∣−
∫
ρu · ∇|ut|2dx
∣∣∣∣
6
≤2‖ρ‖
1
2
L∞‖u‖L6‖
√
ρut‖L3‖∇ut‖L2
≤C‖ρ‖
1
2
L∞‖∇u‖L2‖
√
ρut‖
1
2
L2
‖√ρut‖
1
2
L6
‖∇ut‖L2
≤C‖ρ‖
3
4
L∞‖∇u‖L2‖
√
ρut‖
1
2
L2
‖∇ut‖
3
2
L2
≤µ
6
‖∇ut‖2L2 + C‖
√
ρut‖2L2 ;
|J2| =
∣∣∣∣−
∫
ρu · ∇(u · ∇u · ut)dx
∣∣∣∣
≤
∫ (
ρ|u||∇u|2|ut|+ ρ|u|2|∇2u||ut|+ ρ|u|2|∇u||∇ut|
)
dx
≤‖ρ‖L∞‖u‖L6‖∇u‖L2‖∇u‖L6‖ut‖L6 + ‖ρ‖L∞‖u‖2L6‖∇2u‖L2‖ut‖L6
+ ‖ρ‖L∞‖u‖2L6‖∇u‖L6‖∇ut‖L2
≤C‖u‖H2‖∇ut‖L2 ≤
µ
6
‖∇ut‖2L2 + C‖u‖2H2 ;
|J3| ≤‖∇u‖L2‖
√
ρut‖2L4 ≤ C‖∇u‖L2‖
√
ρut‖
1
2
L2
‖√ρut‖
3
2
L6
≤C‖ρ‖
3
4
L∞‖∇u‖L2‖
√
ρut‖
1
2
L2
‖∇ut‖
3
2
L2
≤µ
6
‖∇ut‖2L2 + C‖
√
ρut‖2L2 .
Substituting the above estimates into (3.14), we derive that
d
dt
∫
ρ|ut|2dx+ µ
∫
|∇ut|2dx ≤ C‖√ρut‖2L2 + C‖u‖2H2 . (3.15)
Then we obtain from the Gronwall inequality and (3.9) that
sup
0≤t≤T
‖√ρut‖2L2 +
∫ T
0
‖∇ut‖2L2dt ≤ C. (3.16)
Hence, it follows from Lemmas 2.3 and 2.2, (3.3), (3.16), and (3.9) that
‖u‖2H2 ≤ C
(‖ρut‖2L2 + ‖ρu · ∇u‖2L2)
≤ C‖ρ‖L∞‖√ρut‖2L2 + C‖ρ‖2L∞‖u‖2L6‖∇u‖2L3
≤ C + C‖∇u‖3L2‖∇u‖L6 ≤ C + C‖u‖H2
≤ C + 1
2
‖u‖2H2 ,
which leads to
sup
0≤t≤T
‖u‖2H2 ≤ C. (3.17)
Now we estimate ‖∇ρ‖Lq . First of all, applying Lemma 2.3 once more, we obtain from (3.3) and
(3.17)
‖u‖2W 2,6 ≤ C
(‖ρut‖2L6 + ‖ρu · ∇u‖2L6)
≤ C‖ρ‖2L∞‖ut‖2L6 + C‖ρ‖2L∞‖u‖2L∞‖∇u‖2L6
≤ C‖∇ut‖2L2 + C‖u‖2H2 ,
which together with (3.16) and (3.9) implies
∫ T
0
‖u‖2W 2,6dt ≤ C. (3.18)
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Then taking spatial derivative ∇ on the transport equation (3.2)1 leads to
∂t∇ρ+ u · ∇2ρ+∇u · ∇ρ = 0.
Thus standard energy methods yields for any q ∈ (3, 6],
d
dt
‖∇ρ‖Lq ≤ C(q)‖∇u‖L∞‖∇ρ‖Lq ≤ C‖u‖W 2,6‖∇ρ‖Lq ,
which combined with Gronwall’s inequality and (3.18) gives
sup
0≤t≤T
‖∇ρ‖Lq ≤ C.
This along with (3.3) yields
sup
0≤t≤T
‖ρ‖W 1,q ≤ C. (3.19)
Finally, we turn to estimate ‖θ‖H2 . To this end, denote by θ¯ , 1|Ω|
∫
θdx, the average of θ, then
we obtain from (3.3), (3.4), and the Poincare´ inequality that
|θ¯|
∫
ρdx ≤
∣∣∣∣
∫
ρθdx
∣∣∣∣+
∣∣∣∣
∫
ρ(θ − θ¯)dx
∣∣∣∣ ≤ C + C‖∇θ‖L2 ,
which together with the fact that
∣∣∫ vdx∣∣+ ‖∇v‖L2 is an equivalent norm to the usual one in H1(Ω)
implies that
‖θ‖H1 ≤ C + C‖∇θ‖L2 . (3.20)
Similarly, one deduces
‖θt‖H1 ≤ C‖
√
ρθt‖L2 + C‖∇θt‖L2 . (3.21)
Multiplying (3.2)3 by θt and integrating the resulting equation over Ω yield that
κ
2
d
dt
∫
|∇θ|2dx+ cv
∫
ρ|θt|2dx = −cv
∫
ρ(u · ∇θ)θtdx+ 2µ
∫
|D(u)|2θtdx , I1 + I2. (3.22)
By Ho¨lder’s inequality, (3.3), and (3.17), we get
|I1| ≤ cv‖ρ‖
1
2
L∞‖
√
ρθt‖L2‖u‖L∞‖∇θ‖L2 ≤
cv
2
‖√ρθt‖2L2 + C‖∇θ‖2L2 . (3.23)
From (3.17) and (3.20), one has
I2 = 2µ
d
dt
∫
|D(u)|2θdx− 2µ
∫
(|D(u)|2)tθdx
≤ 2µ d
dt
∫
|D(u)|2θdx+ C
∫
θ|∇u||∇ut|dx
≤ 2µ d
dt
∫
|D(u)|2θdx+ C‖θ‖L6‖∇u‖L3‖∇ut‖L2
≤ 2µ d
dt
∫
|D(u)|2θdx+ C‖θ‖H1‖u‖H2‖∇ut‖L2
≤ 2µ d
dt
∫
|D(u)|2θdx+ C‖∇ut‖2L2 + C‖∇θ‖2L2 + C. (3.24)
Substituting (3.23) and (3.24) into (3.22), we obtain that
d
dt
∫ (
κ|∇θ|2 − 4µ|D(u)|2θ) dx+ cv‖√ρθt‖2L2 ≤ C‖∇ut‖2L2 + C‖∇θ‖2L2 + C. (3.25)
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Noting that
4µ
∫
|D(u)|2θdx ≤ C‖θ‖L6‖∇u‖2
L
12
5
≤ C‖θ‖H1‖u‖2H2 ≤
κ
2
‖∇θ‖2L2 + C,
which combined with (3.25), Gronwall’s inequality, and (3.16) leads to
sup
0≤t≤T
‖∇θ‖2L2 +
∫ T
0
‖√ρθt‖2L2dt ≤ C.
This along with (3.20) gives rise to
sup
0≤t≤T
‖θ‖2H1 +
∫ T
0
‖√ρθt‖2L2dt ≤ C. (3.26)
Differentiating (3.2)3 with respect to t and using (1.1)1, we arrive at
cv[ρθtt + ρu · ∇θt]− κ∆θt = cv div(ρu) (θt + u · ∇θ)− cvρut · ∇θ + 2µ(|D(u)|2)t. (3.27)
Multiplying (3.27) by θt and integrating (by parts) over Ω yield
cv
2
d
dt
∫
ρ|θt|2dx+ κ
∫
|∇θt|2dx
= cv
∫
div(ρu)|θt|2dx+ cv
∫
div(ρu)(u · ∇θ)θtdx
− cv
∫
ρ(ut · ∇θ)θtdx+ 2µ
∫
(|D(u)|2)tθtdx ,
4∑
k=1
J¯k. (3.28)
By virtue of Ho¨lder’s inequality, Sobolev’s inequality, (3.3), (3.15), (3.16), (3.21), and (3.26), we find
|J¯1| =
∣∣∣∣−cv
∫
ρu · ∇|θt|2dx
∣∣∣∣
≤2cv‖ρ‖
1
2
L∞‖u‖L∞‖
√
ρθt‖L2‖∇θt‖L2
≤κ
8
‖∇θt‖2L2 + C‖
√
ρθt‖2L2 ;
|J¯2| =
∣∣∣∣−cv
∫
ρu · ∇[(u · ∇θ)θt]dx
∣∣∣∣
≤cv
∫ (
ρ|u||∇u||∇θ||θt|+ ρ|u|2|∇2θ||θt|+ ρ|u|2|∇θ||∇θt|
)
dx
≤cv‖ρ‖L∞‖u‖L∞‖∇u‖L3‖∇θ‖L2‖θt‖L6 + cv‖ρ‖L∞‖u‖2L6‖∇2θ‖L2‖θt‖L6
+ cv‖ρ‖L∞‖u‖2L∞‖∇θ‖L2‖∇θt‖L2
≤C(1 + ‖∇2θ‖L2)(‖
√
ρθt‖L2 + ‖∇θt‖L2)
≤κ
8
‖∇θt‖2L2 + C‖∇2θ‖2L2 + C‖
√
ρθt‖2L2 + C;
|J¯3| ≤cv‖ρ‖
1
2
L∞‖
√
ρut‖L2‖∇θ‖L3‖θt‖L6
≤C (1 + ‖∇2θ‖L2) (‖√ρθt‖L2 + ‖∇θt‖L2)
≤κ
8
‖∇θt‖2L2 + C‖∇2θ‖2L2 + C‖
√
ρθt‖2L2 + C;
|J¯4| ≤C
∫
|∇u||∇ut|θtdx ≤ C‖∇u‖L3‖∇ut‖L2‖θt‖L6
≤C‖∇ut‖L2(‖
√
ρθt‖L2 + ‖∇θt‖L2)
≤κ
8
‖∇θt‖2L2 + C‖∇ut‖2L2 +C‖
√
ρθt‖2L2 .
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Substituting the above estimates into (3.28), we derive that
cv
d
dt
‖√ρθt‖2L2 + κ‖∇θt‖2L2 ≤ C‖
√
ρθt‖2L2 + C‖∇2θ‖2L2 + C‖∇ut‖2L2 + C. (3.29)
The standard H2-estimate of (3.2)3 gives rise to
‖θ‖2H2 ≤ C
(‖ρθt‖2L2 + ‖ρu · ∇θ‖2L2 + ‖|∇u|2‖2L2 + ‖θ‖2L2)
≤ C‖ρ‖L∞‖√ρθt‖2L2 + C‖ρ‖L∞‖u‖2L∞‖∇θ‖2L2 + C‖∇u‖4L4 + C‖θ‖2L2
≤ C‖√ρθt‖2L2 + C‖θ‖2H1 + C‖u‖4H2
≤ C‖√ρθt‖2L2 + C (3.30)
due to (3.26) and (3.17). Then we obtain from (3.29) and (3.30) that
cv
d
dt
‖√ρθt‖2L2 + κ‖∇θt‖2L2 ≤ C‖
√
ρθt‖2L2 + C‖∇ut‖2L2 + C,
which combined with the Gronwall inequality and (3.16) that
sup
0≤t≤T
‖√ρθt‖2L2 +
∫ T
0
‖∇θt‖2L2dt ≤ C. (3.31)
Consequently, we deduce from (3.30) and (3.31) that
sup
0≤t≤T
‖θ‖2H2 ≤ C sup
0≤t≤T
‖√ρθt‖2L2 + C ≤ C. (3.32)
Hence the desired (3.12) follows from (3.17), (3.19), and (3.32). This finishes the proof of Lemma
3.4. ✷
With Lemmas 3.1–3.4 at hand, we are now in a position to prove Theorem 1.1.
Proof of Theorem 1.1. We argue by contradiction. Suppose that (1.6) were false, that is, (3.1)
holds. Note that the general constant C in Lemmas 3.1–3.4 is independent of t < T ∗, that is, all the
a priori estimates obtained in Lemmas 3.1–3.4 are uniformly bounded for any t < T ∗. Hence, the
function
(ρ,u, θ)(T ∗, x) , lim
t→T ∗
(ρ,u, θ)(t, x)
satisfy the initial condition (1.4) at t = T ∗. Furthermore, standard arguments yield that ρu˙, ρθ˙ ∈
C([0, T ];L2), here f˙ , ft + u · ∇f , which implies
(ρu˙, ρθ˙)(T ∗, x) , lim
t→T ∗
(ρu˙, ρθ˙)(t, x) ∈ L2.
Hence, {
−µ∆u+∇P |t=T ∗ = √ρ(T ∗, x)g1(x),
−κ∆θ − 2µ|D(u)|2|t=T ∗ = √ρ(T ∗, x)g2(x),
with
g1(x) ,
{
ρ−
1
2 (T ∗, x)(ρu˙)(T ∗, x), for x ∈ {x|ρ(T ∗, x) > 0},
0, for x ∈ {x|ρ(T ∗, x) = 0},
and
g2(x) ,
{
cvρ
− 1
2 (T ∗, x)(ρθ˙)(T ∗, x), for x ∈ {x|ρ(T ∗, x) > 0},
0, for x ∈ {x|ρ(T ∗, x) = 0},
satisfying g1,g2 ∈ L2 due to (3.16), (3.31), and (3.12). Thus, (ρ,u, θ)(T ∗, x) also satisfies (1.5).
Therefore, taking (ρ,u, θ)(T ∗, x) as the initial data, one can extend the local strong solution beyond
T ∗, which contradicts the maximality of T ∗. Thus we finish the proof of Theorem 1.1. ✷
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4 Proof of Theorem 1.2
Throughout this section, we denote
C0 , ‖√ρ0u0‖2L2 .
First, applying [14, Theorem 2.1] and integrating (3.6) with respect to t respectively, one has the
following results.
Lemma 4.1 Let (ρ,u, θ) be a strong solution to the system (1.1)–(1.3) on (0, T ). Then for any
t ∈ (0, T ), there holds
‖ρ(t)‖L∞ = ‖ρ0‖L∞ (4.1)
and
‖√ρu(t)‖2L2 + µ
∫ t
0
‖∇u‖2L2ds ≤ C0. (4.2)
Lemma 4.2 Let (ρ,u, θ) be a strong solution to the system (1.1)–(1.3) on (0, T ). Then there exists
a positive constant C depending only on ‖ρ0‖L∞ and Ω, such that for any t ∈ (0, T ), there holds
sup
0≤s≤t
‖∇u‖2L2 ≤ ‖∇u0‖2L2 + CC0µ−4 sup
0≤s≤t
‖∇u‖4L2 . (4.3)
Proof. Multiplying (3.2)2 by ut and integrating the resulting equation over Ω, we derive from Cauchy-
Schwarz inequality that
µ
2
d
dt
∫
|∇u|2dx+
∫
ρ|ut|2dx = −
∫
ρu · ∇u · utdx
≤ 1
2
∫
ρ|ut|2dx+ 2
∫
ρ|u|2|∇u|2dx. (4.4)
Thus, we have
µ sup
0≤s≤t
‖∇u‖2L2 +
∫ t
0
‖√ρus‖2L2ds ≤ µ‖∇u0‖2L2 + 4
∫ t
0
∫
ρ|u|2|∇u|2dxds. (4.5)
Recall that (u, P ) satisfies the following Stokes system

−µ∆u+∇P = −ρut − ρu · ∇u, x ∈ Ω,
divu = 0, x ∈ Ω,
u = 0, x ∈ ∂Ω.
Applying the regularity properties of Stokes system, Ho¨lder’s inequality, and (4.1), we obtain that
µ2‖u‖2H2 ≤ C
(‖ρut‖2L2 + ‖ρu · ∇u‖2L2)
≤ K (‖√ρut‖2L2 + ‖√ρu · ∇u‖2L2) , (4.6)
where K is a positive constant depending only on Ω and ‖ρ0‖L∞ .
Integrating (4.6) multiplied by 12K with respect to time and adding the resulting inequality to
(4.5), we obtain that
µ sup
0≤s≤t
‖∇u‖2L2 +
µ2
2K
∫ t
0
‖u‖2H2ds ≤ µ‖∇u0‖2L2 + K¯
∫ t
0
∫
ρ|u|2|∇u|2dxds, (4.7)
where K¯ is a positive constant depending only on Ω and ‖ρ0‖L∞ . By virtue of Ho¨lder’s inequality
and Sobolev’s inequality, one gets
K¯
∫
ρ|u|2|∇u|2dx ≤ K¯‖ρ‖L∞‖u‖2L6‖∇u‖L2‖∇u‖L6
11
≤ C‖∇u‖3L2‖u‖H2 ≤
C(K)
µ2
‖∇u‖6L2 +
µ2
4K
‖u‖2H2 . (4.8)
Substituting (4.8) into (4.7) and using (4.2), we derive that
µ sup
0≤s≤t
‖∇u‖2L2 +
µ2
4K
∫ t
0
‖u‖2H2ds ≤ µ‖∇u0‖2L2 + Cµ−2
∫ t
0
‖∇u‖6L2ds
≤ µ‖∇u0‖2L2 + Cµ−3 sup
0≤s≤t
‖∇u‖4L2
∫ t
0
µ‖∇u‖2L2ds
≤ µ‖∇u0‖2L2 + CC0µ−3 sup
0≤s≤t
‖∇u‖4L2 .
This implies the desired (4.3) and finishes the proof of Lemma 4.2. ✷
Lemma 4.3 Let (ρ,u, θ) be a strong solution to the system (1.1)–(1.3) on (0, T ). Then there exists
a positive constant ε0 depending only on ‖ρ0‖L∞ and Ω such that
sup
0≤t≤T
‖∇u‖2L2 ≤ 2‖∇u0‖2L2 , (4.9)
provided that
µ−4‖√ρ0u0‖2L2‖∇u0‖2L2 ≤ ε0. (4.10)
Proof. Define function E(t) as follows
E(t) , sup
0≤s≤t
‖∇u‖2L2 .
In view of the regularity of u, one can easily check that E(t) is a continuous function on [0, T ]. By
(4.3), there is a positive constant M depending only on ‖ρ0‖L∞ and Ω such that
E(t) ≤ ‖∇u0‖2L2 +Mµ−4C0E2(t). (4.11)
Now suppose that
Mµ−4C0‖∇u0‖2L2 ≤
1
8
, (4.12)
and set
T∗ , max
{
t ∈ [0, T ] : E(s) ≤ 4‖∇u0‖2L2 , ∀s ∈ [0, t]
}
. (4.13)
We claim that
T∗ = T.
Otherwise, we have T∗ ∈ (0, T ). By the continuity of E(t), it follows from (4.11)–(4.13) that
E(T∗) ≤ ‖∇u0‖2L2 +Mµ−4C0E2(T∗)
≤ ‖∇u0‖2L2 +Mµ−4C0E(T∗)× 4‖∇u0‖2L2
= ‖∇u0‖2L2 + 4Mµ−4C0‖∇u0‖2L2E(T∗)
≤ ‖∇u0‖2L2 +
1
2
E(T∗),
and thus
E(T∗) ≤ 2‖∇u0‖2L2 .
This contradicts with (4.13).
Choosing ε0 =
1
8M , by virtue of the claim we showed in the above, we derive that
E(t) ≤ 2‖∇u0‖2L2 , 0 < t < T,
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provided that (4.10) holds true. This gives the desired (4.9) and consequently completes the proof
of Lemma 4.3. ✷
Now, we can give the proof of Theorem 1.2.
Proof of Theorem 1.2. Let ε0 be the constant stated in Lemma 4.3 and suppose that the
initial data (ρ0,u0, θ0) satisfies (1.4), (1.5), and
µ−4‖√ρ0u0‖2L2‖∇u0‖2L2 ≤ ε0.
According to [4, Theorem 1.1], there is a unique local strong solution (ρ,u, θ) to the system (1.1)–
(1.3). Let T ∗ be the maximal existence time to the solution. We will show that T ∗ =∞. Suppose, by
contradiction, that T ∗ <∞, then by (1.6), we deduce that for any (s, r) with 2s + 3r ≤ 1, 3 < r ≤ ∞,∫ T ∗
0
‖u‖sLrdt =∞,
which combined with the Sobolev inequality ‖u‖L6 ≤ C‖∇u‖L2 leads to∫ T ∗
0
‖∇u‖4L2dt =∞. (4.14)
By Lemma 4.3, for any 0 < T < T ∗, there holds
sup
0≤t≤T
‖∇u‖2L2 ≤ 2‖∇u0‖2L2 ,
which implies that ∫ T ∗
0
‖∇u‖4L2dt ≤ 4‖∇u0‖4L2T ∗ <∞,
contradicting to (4.14). This contradiction provides us that T ∗ =∞, and thus we obtain the global
strong solution. This finishes the proof of Theorem 1.2. ✷
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