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Sunnnary 
Models are developed for the analysis of contingency table data with 
sup~lemental marginal totals. The method of maximum likelihood is used to 
estimate the parameters in the models, and the expected cell values for 
goodness-of-fit statistics. The value of utilizing the suppiemental margins 
is discussed in terms of asymptotic variances and the consistency of estimates. 
The approach developed is illustrated in a 2 x 2 table example. 
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1. Introduction 
In the analysis of contingency tables it frequently happens 9 either by 
chance or by design, that some observations are only partially cross-classified, 
according to either the row classification or the column classification. 
Blumenthal [1968] and Hocking and 0xspring [1971) have considered estimating 
multinomial cell probabilities using maximum likelihood in cases where some 
of the data are partially classified, but they do not deal with the special 
structure of cross-classified data, nor reduced parametrizations of general 
interest, e.g. independence of the variables corresponding to rows and columns. 
These authors view the partially classified data as consisting of multinomial 
observations with parameters related to those of the parameters of the multi-
nomial distributed completely classified data. Such an approach is a special 
~ of the one we adopt in this paper. Reinfurt [1970], Koch and Reinfurt [1970], 
and Koch, Imrey and Reinfurt [1972] use a modified minimum chi-squared approach 
to the contingency table version of the Blumenthal-Hocking-0xspring problem. 
In this paper we describe methods for obtaining maximum likelihood 
estimates for expected cell values in contingency tables with partially 
cross-classified data. We consider two models for the basic cross-classification 
(unrestricted and independeme) .and a special class of "random" mechanisms 
which produce the partially cross-classified data, explaining how they relate 
to the completely cross-classified data. First we obtain maximum likelihood 
estimates for the parameters of the different models, then we use these to 
get estimated expected cell values and associated goodness-of-fit statistics. 
We also discuss the use of partitioning of these statistics in order to 
select as simple a model as possible to describe the observed data • 
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In a subsequent paper we will extend the methods considered here to 
deal with estimation in multi-dimensional contingency tables with some partially 
cross-classified data, using loglinear models (see Birch [1963] and Bishop [1969]). 
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2. Notation 
Let xij denote the fully cross-classified count for the (i,j) cell of 
an r x c contingency table, Ri (i = 1,2, ••• ,r) the count of the partially 
classified individuals corresponding to the i-th row, and Cj (j = 1,2, ••• ,c) 
the count of the partially classified individuals corresponding to the j-th 
column. We refer to the {R1} and {Cj} as supplemental margins or partially 
cross-classified counts (see Koch, Imrey and Reinfurt [1972]). The total 
sample size is 
N = I: xij + I: R. + I: cj 
ij i l. j 
We assume that x .. > 0 for i = 1,2, ••• ,r and j = 1,2, ••• ,c. 
l.J 
(1) 
We envision a two-stage procedure for allocating observations to their 
observed cells. In the first stage, which is never observed, observations 
are allocated to cells in the two-way cross-classification, according to 
either a multinomial or Poisson sampling scheme. Suppose the sampling scheme 
is multinomial. Then at the second stage, for the (i,j) cell, each observation 
has probabilities xl(i) or x 2(j) of losing its row or column identity, res-
pectiveiy, and thus becoming part of the corresponding row or column supplemental 
margins, respectively. Clearly an observation cannot become part of both 
supplemental margins, and we assume that there is a zero probability of an 
observation completely losing its identity. As a result an observation remains 
in its originally allocated cell, (i,j), with probability 1 ·- A l(i) - A 2(j), s·o 
we must assume that 1 ~Al(i) +A 2(j) for _all i and j. If the probability of 
allocation in the first stage to the (i,j) cell is n
1
.j, where I: I: n .. = 1, then 
i j l.J 
the probabilities associated with the cells at the end of the second stage are 
--
-
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as illustrated for the 2 x 2 table in Table 1. · Note that the sum of the pro-
babilities over all eight cells is unity. For the presentation below we 
assume that Al(i) > 0 for i = 1,2, ••• ,r and x2(j) > 0 for j • 1,2, ••• ,c. 
If some of the X parameters are known to be zero, appropriate adjustments 
can be made. 
Table 1 goes about here 
If the original sampling scheme is a Poisson with expected value m .. 
1.J 
(mij > 9) for the (i,j) cell, then the parameters associated with the cells 
at the end of the second stage are similar to those illustrated for the 
2 x 2 table in Table 1, with mij's replacing nij's. 
--
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3. MLE's for Poisson Sampling 
Suppose we have an underlying Poisson sampling scheme generating observa-
tions at the unobservable first stage in the re cells. Then at the end of 
the observable second stage we can think of there being an underlying Poisson 
s~heme for the re+ r + c = {r+l)(c+l) - 1 cells in the r x c fully cross-
classified table and the two sets of supplemental margins. The fact that there 
are actually (r+l)(c+l) - 1 cells with observed data will be quite important 
when we go to carry out goodness-of-fit tests of various models for the m's 
and the A's. 
The likelihood function for this second observable Poisson is proportional to 
r c x .. r R. c C. 
exp(-E E mij) i~l j~l [(1 - Al(i) - A2(j))mij] 1.J i~l l).l(i)mi+] \~1 [A2(j)m+jl l (2) 
C r 
where mi+ = :E mi. and m+j = :E mi. for all i and j. j=l J i=l J 
We note that (2) is a product of a function 
of the 1', 1 S and a second function , 
r c r c xij r Ri c Cj 
f = ·exp(- E E mij) [ 1T TT mij ] [ TT mi+ ] [ TT m+. ] 2 i=l j=l i=l j=l i=l j=l J 
involving the m1j's. In maximizing the likelihood we can maximize each of 
these functions separately. 
Our interest centers mainly on the m .. 's because we would like to make 
l.J 
inf.erences regarding the parameters in the first stage of the two-stage 
procedure, i.e. we would like to make inferences about the underlying cell 
parameters had there been no loss of information. We concern ourselves, 
(3) 
(4) 
however, with simplified models for the A's since a reduction in the number of 
-... 
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parameters affec~s degrees of freedom associated with goodness-of-fit tests, 
and because we are also interested in whether the supplemental margins "conform" 
to the observed margins (this information may be of value when we study related 
data with partially classified observations). 
If any of the ~·s are known to be zero, then we drop the appropriate 
terms from the likelihood function, (2). For example, if there are row 
supplemental marginal totals but no colmnn ones, A2(j) = 0 for j = 1,2c ••• ,c, 
and the last part of the likelihood as given by (2), i.e. 1! fA 2{j)m+j] j, is 
J 
omitted. Dropping part of the likelihood is equivalent to setting the appro-
priate values of~ equal to zero in the various ML equations below. 
For two-way tables we ~ave two models of general interest for the mij's: 
the unrestricted model wnich we labei as H(l2), and the model of independence 
of the.variables corresponding to rows and to col1.D11ns, i.e. 
We represent the unrestrie·ted model in log-linear form as (see Birch [1963], 
Bishop and Fienberg [1969], or Fienberg ·l1970]) 
log mij = µ, + a i + ~ j + V ij 
r c r c 
i = 1, ••• ,r, j' = l, ••• ,c, 
where I: a. = 0 , I: ~ . = 0 I: - I: 0 There is · a one-
i --1 i J·--1 J , V ij - V iJ. = • i=l j=l 
to-one correspondence between the set of parameters (m1j} and the new set of 
parameters {µ,,a 1,~-j'YijJ. The model of independence, H(l, 2)' can be 
represented in log-linear form by setting y ij = 0 for all i and j in (6). 
When we take partial derivatives of the logarithm of the function £2 in 
(3) with respect to µ,, a 1, ~J., and y i., we have the following: 
. J 
(6) 
--
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a log f2 r C r C r C 
= 
- E E m1 + E E xij + E R1 + E cj a'µ i==l j=l j i=l j=l i=l j=l 
(7) 
= 
-m-1+ + x-H- + R+ + c+ , 
a log f2 (mi+) 
= 
-mi++ xi++ Ri + C+ m-1+ , 
aai 
(8) 
d log f2 (~) + C. = 
-m+j + x+j + ~ m-1+ ~ a-~. J J 
(9) 
t3 log f2 (~) + c. (~) = 
-mij + xij + Ri mi+ 
aYij J m+j • 
(10) 
Under the unrestricted model, H(l2), the maximum likelihood (ML) equations 
for the {mij} are found by setting (7), (8), (9), and (10) equal to zero, i.e. 
,. - (~) ' (~) mij - xij + Ri mi+ + Cj lll+j , i = 1, ••• ,r, j = l, ••• ,c.(11) 
The left hand side 0£ (11) is the expected count in the (i,j) cell after the 
unobservable first stage, while the right hand side is the observed count in 
the (i,j) cell plus a proportional allocation of the supplemental margins. 
We cannot solve (11) for the {&ij} in closed·form, but the following 
iterative procedure will converge to the required maximum likelihood estimates 
(MLE' s). As initial estimates of the {&ij} we take 
m • ( O) ={~) N ·· 
· iJ X • 
++ 
Note that if the data is fully cross-classified (i.e. R1 = 0 and Cj = 0, 
(12) 
i = 1, ••• ,r and j = l, ••• ,c) the initial estimates are the usual unrestricted 
MLE's, {x .. J. Then at the (v+l) step (where v '.?!, 1) we take l.J 
(13) 
--
-
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We continue iterating until the mij(v),s converge to a desired degree of 
accuracy. Actually, ft>r any set of non-zero initial values, Npij could be 
used as initial estimates in place of (12), where E p1 . = 1. ij J 
Under the model of independence, H(l, 2)' the ML equations are: 
lni+ = xi+ + Ri + C+ ( :i+) , i = 1,2, ••• ,r, 
* 
j = 1,2, ••• ,c. 
(14) 
As with (11), the L.H.S. of (14) gives the expected numbers after the unobser-
vable first stage, this time for the row and column margins, while the R.H.S. 
gives the corresponding observed counts plus the observed supplemental marginal 
counts plus proportional allocation of the other supplementary marginal total • 
Equations (14) are easily solved yielding 
(15) 
the intuitive estimates. WhenAl(i) F 1'. 2{j) = 0 for all i and j, R1 = cj = O 
and (15) reduces to the usual cell probability estimates under independence. 
Turning now to the A's we consider four possible models: 
(a) Sl(i), 2(j): the unrestricted model, 
(b) 81(i),2= A2(j) =1'_ 2 ' j = 1,2, ••• ,c, 
(c) 81,2(j): Xl(i) =1', 1 i = 1,2, ••• ,r, 
(d) 81 2= A l(i) =A , i = 1,2, ••• ,r , 1 
1'.2(j) =1'_ 2 j = 1,2, ••• ,c. 
We refer to Sl(i), 2 (s1 , 2(j)) as the model of "marginal conformity" of the 
column (row) supplemental margins. s1 , 2 is simply a combination of the two 
parameter reductions, (b) and (c). 
--
... 
Wit 
~ 
.... 
-
..._, 
... 
. ,... 
w 
--
--
._, 
--
·-
-
-
.... 
... 
- 9 -
Surprisingly, MLE's under the unrestricted model Sl(i), 2(j) are the most 
compli~ated to compute. In this case the ML equations based on (3) are 
~= 
A l(i) 
and 
= 
C Xii 
L X • 
j=l l - Al(i) - A2(j) 
r xi. 
1 
i:1 1 - ~ 1ci> - r 2cj> 
i = 1,2, ••• ,r , 
j = 1,2, ••• ,c., 
and we require iteration for a solution. As initial estimates we take 
(0) (O) 
A l(i) = R+/N , >i, 2(j) = C+/N 
(16) 
(17) 
(18) 
and, if Ri s; xi+ for all i and Cj ~ x+j for all j, at the ("+1) stage (" ~ 1) 
we set 
. 1 
(v+l) = R / I: (v) (v) c ( X.. ) 
Al{i) i j=l 1 - Al{i) - A2{j) 
(19) 
and 
(v+l) = c / I: (v) {v) r ( xii · ) 
A2{j) Ji=l 1 -Al{i) -A2{j) 
(20) 
continuing until the values at successive steps are sufficiently close. If 
for some k, ~>~,then at some stage Al(k) (v) will fall outside the range 
[0,1] and we must replace 
(v+l) (v) 
1i. l(k) = 1 - A2(i,) 
(20) for that value of i by 
"- (") 
- l(k) [ ~ . ~; ] (1 - A (v) - A (")) ~ j=l 1 _ A ( v) _ A ( v)] 1 (k) (.e,) 
l(k) 2(j} 
(21) 
where Lis a subscript chosen at each step such thst A2{L){v) ;.:A 2{j) Cv) for 
all j. Similarly if Ch> x+h for some h, we replace the corresponding equation 
in (20) by one analogous to (21) • 
For the model Sl(i), 2 , marginal conformity for the column supplemental 
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margins, the ML equations reduce to 
Ri = 
11(i) 
c+ 
12 = 
xi+ 
1 - i 1 ( i) - t 2 
r xi+ 
f:1 1 - 1l(i) -t2 
These equations have the explicit solution 
A (X-1+ + R+) ( Ri ) ).. 1 ( i) = N x" I_ + R.r , i = 1, 2' ••• 'r., 
and 
f 2 = C+/N • 
For s1 , 2(j) the MLE's are similar to (24) and (25), with the roles of rows 
,. I A 
and columns reversed, and for s1 , 2 the MLE's are Al= R+ N and ).. 2 = C+/N, 
the intuitive estimates. 
Once we have MLE's for the (m1jJ and the A's, we can compute ·expected 
values for the (r+l)(c+l) - 1 cells with observed counts. If [9 .. J 
l.J 
are the expected counts for the cross-classified cells, [pi) 
the expected values for the row supplemental margins, and {a-} the expected 
. J 
values for the column supplemental margins, then under Sl(i), 2(j) 
A A A 
eij = N(l - Al(i) - A2(j))mij 
Pi= Nfl(i) thi+ 
aj = N f 2<nm+j 
When we are considering s1 , 2(j}' Sl(i), 2 or s1 , 2 we replace the appropriate 
).. 's accordingly • 
There are eight possible models for the data once we combine the models 
for the {mij} and for the).. 's. Since Sl(i), 2 is similar in form to s1 , 2(j)' 
(22) 
(23) 
(24) 
(25) 
(26) 
(27) 
(28) 
we need only consider six of the eight models. Clearly, for [H(l2) + Sl(i), 2(j)] 
---
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---
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A 
we are fitting all the degrees of freedom and e1 . = x.j, P· = Ri and &j = C .• J 1 1 . · J 
Because there are no ~xplicit formulae for the A's under Sl(i), 2(j) we have 
no explicit form for the estimated expected values under [H(ll) + Sl(i), 2(j)], 
and, although the goodness-of-fit test statistics for this model have 
re+ r + c - 1 - (r-1) - (c-1) - r - c = (r-l)(c~l) d.f. as we might have 
expected, these statistics are not the usual ones we use to test independence. 
Similarly, since there are no explicit values for the mij's under H(l2), we 
have no explicit form for the estimated expected values under [H(l2) + s1 , 2(j)] 
or under [H(l2) + s1, 2]. The d.f. for these two models are (r-1) and (r+c-2), 
respectively. Finally, under [H(L2) + s1, 2(j)] we have 
,. (xi++ Ri) 
~ij ·= x++ + R+ x+j 
( xi++ Ri) ,. - R Pi - + X+f. + R+ 
&j = cj 
with re+ r + c - 1 - (r-1) - (c-1) - c - 1 = (r-l)c d.f., while under 
[H( ~-2) + s1 , 2 ] we have 
with rc-1 d. f. 
,. = ( xi+ + Ri ) ( x+i + C j ) 
Sij x++ x-f+ + R+ x++ + C + 
(
xi++ R.) 
,. R i p = 
i + x++- + R+ 
..... _ c (-x + __ ; _+_c_1 ) 
a j - + x-t+ + c+ 
(29) 
(30) 
(31) 
(32) 
(33) 
(34) 
... 
---
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4. MLE's for Multinomial Sampling 
Suppose we have an underlying multinomial sampling scheme allocating 
observations at the unobservable first stage to the re cells. Then at the end 
of the observable second stage we can think of there being an underlying 
·multinomial scheme for the (r+l)(c+l) - 1 cells in the r x c fully cross-
classified table and the two sets of supplemental margins. The likelihood 
function for this second observable multinomial is proportional to 
(35) 
which can also be written as a product of two functions, one involving only 
the A's, which is given by expression (3), and a second involving only the TTij's: 
r c xij r Ri c Cj 
c TT .rr TT iJ. 1 c rr TT i+ 1 c TT TT+J· 1 • 
i=l J=l i=l j=l 
(36) 
Since the part of the likelihood function involving the A's is the same 
as in the preceding section, the MLE's derived there are also appropriate for 
the multinomial sampling scheme. From the ML equations (11) and (14) we see 
that for the Poisson sampling scheme 
(37) 
Using an argument similar to that given by Birch [1963], we can show that the 
MI.E's of (TTij} under the multinomial sampling model are 
frij = m1/N (38) 
where (in .. } are the corresponding MLE' s under the Poisson sampling model. For 1J 
example, under the model of independence 
H(l,2): TTij = TTi+TT+j , i = 1, ••• ,r, j = l~ ••• ,c, (39) 
the MLE's of (rriJ} are 
,,.. = (xi++ Ri) ( x+j + cl ) 
rrij x-H- + R+ x-H- + c+ • (40) 
-.. 
-
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Keeping in mind the correspondence given by (38), we can use the expected 
cell values derived in the preceding section for bo~h multinomial and 
Poisson situations. 
In Section 1 we mentioned the approach of Blumenthal [1968] and Hocking 
and Oxspring (1971]. They treat the completely classified data as being 
multinomially distributed, and the partially classified data as consisting 
of one ot more multinomial observations whose parameters are directly related 
to those of the multinomial for the completely classified data. For our 
problem this approach would yield three multinomials: one for the completely 
cross-classified data, one for the row supplemental margins, and one for 
the column supplemental margins. The combined likelihood is given by ex-
pression (36), and the MI.E's for the underlying cell probabilities are 
given by (38) or by (40). The goodness-of-fit statistics described in 
the next section are still appropriate in this case. 
--
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5. Goodness-of-Fit Tests 
We can carry out goodness-of-fit tests for the models described above 
using either the Pearson or the likelihood ratio statistics: 
,. 2 ( ,. 2 ,. 2 
2 r c (x .. - 9i .) r Ri - pi) c (C. - a.) X = :E :E 1 Jx l + :E " + :E l " 1 
i=l j=l 81j i=l p i j=l a j 
(41) 
or 
(42) 2 r c ~ij r Ri c c. G = 2 [ :E :E x. j log + :E R1 log ~ + :E cj log ~], i=l j=l 1 eij i=l Pi j=l 0 j 
each having an asymptotic x2 distribution with degrees of freedom as indicated 
above, under the appropriate null model. 
Note that under [H(l, 2) + s1 , 2(j)] the third term on the R.H.S. of (41) 
and (42) is zero, and the values of the{&.} do not effect the {A .. }. The 
J 1J 
resulting test statistic in this case is the same as the one we would have 
derived had we considered the case of one supplemental margin rather than two. 
The models considered above have a special hierarchical structure which 
suggests a way to partition va~ious goodness-of-fit statistics, i.e. 
[H(12) + 81(1),2(j) 1 ::::, [H(12) + 81,2(j)J::::, [H(l2) + 81,21 
u u u 
[H(l,2) + 81(i),2(j) 1 ::::, [H(l,2) + 81,2(j)J::::, [H(l,2) + 81,21 
where we use·the notation A:::, B to mean that model Bis a special case of 
(43) 
model A. Thus we can consider the following exact partitions of the likelihood-
ratio statistic for the simplest model (the one with the smallest number of 
parameters), [H(l, 2) + s1 , 2], in terms of various conditional and unconditional 
likelihood-ratio test statistics: 
- 15 -
---
-
2 2 2 
G [H(l,2) + 81,21 = G [H(12) + 81,21 + G [H(l,2) + 81,21H(12) + 81,21 
-
2 2 
= G [H(l2) + 81~2(j)] ~ G [H(12) + 81,21H(12) + 81,2(j)] 
2 
+ G [H(l,2) + 81,21H(l2) + 81,21 (44) 
1-
or 
-
2 2 2 
. G [H(l,2) + 81,21 = G [H(l,2) + 81,2(j)] + G [H(l,2) + 81,21H(l,2) + 81,2(j) 1 
2 2 I 
= G [H(l,2)+sl(i),2(j)] + G [H(l,2)+sl,2(j) H(l,2)+81(i),2(j) 1 
--- + G2[Hc1,2) + s1,2IHc1,2) + s1,2(J)l (45) 
-
or 
2 . 2 2 I l 
G [H(l,2) + 81,21 = G [F,12)+ 81,2(j) 1 + G [H(l,2) + 81,2(j) H(l2} + 81,2(j) 
lat 
+ G2[H(l,2) + s1,21H(l,2) + sl,2(j)] • (46) 
-
We will make use of such partitions in an example below • 
... 
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6. Ignoring the Partially Classified Data 
One way to handle data of the form described in this paper is simply to 
igno·re the partially classified data and analyse only the cross-classified 
counts (x .. }. Let us consider the multinomial sampling model. If model 
1J 
s1 , 2, the marginal conformity of the supplemental margins, is not true then the 
usual estimates for the (rr .. ) based on ignoring the partially classified data 
1J 
are statistically inconsistent (i.e. as the sample N tends to=, they do not 
converge to the true values of the {rr .. }). This is immediately clear if we 
1J 
note that the expected cell values for the {xij} under Sl(i), 2(j} or s1 , 2(j) 
involve different A values for different cells. Thus, ignoring the supplemental 
ma·rgins can lead to incorrect results. If, on the other hand, S l, 2 is true 
then the usual estimates_under H(l2) or H(l, 2) are consistent; however, the 
estimates proposed here are more efficient, in the sense that they have smaller 
asymptotic variances (see Chen [1972]). For example, in the 2 x 2 table the 
asymptotic variance of rr11 under [H(l2) + s1, 2) is equal to 
TTll (1 - rr11) 
N(l - A - A ) 1 2 
where 
Since the last three terms are negative, the asymptotic variance of rr11 is 
smaller than 
(49) 
But the R.H.S. of (49) is the variance of the usual estimate of rr11 , x1j/x-H-, 
based on ignoring the supplemental margins. 
-.... 
~ . 
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7. An Example 
Reinfurt (1970] considers data on 456 premature live births (i.e. infant's 
birth weight was less than or equal to 2000 grams), which we give in Table 2. 
The five-minute Apgar index is a composite of heart rate, respiratory effort, 
reflex irritability, muscle tone and color as observed five minutes after 
birth, each component receiving a score of O, 1 or 2. Thus the index range 
is 0-10 with lower scores indicating healthier infants. A serum bilirium 
count exceeding 1.0 mg. per 100 ml. is indicative of a malfunctioning kidney, 
usually accompanied by considerable jaundice, a condition which, if allowed 
to persist, can lead to damage of the central nervous system. Of the 456 
observations, 153 are partially classified according to five-minute Apgar 
score and 24 are partially classified according to serum bilirium level. 
We begin our analysis by exploring the structure of the A para~eters. 
Under [H(l2) + Sl(i), 21 we compute our estimates of the {mij} using (12) and 
(13). After four cycles of the iteration we get, to two-decimal accuracy, 
ft\i = 85.73, &12 = 95.30, &21 = 134.98, &22 = 140.90. (50) 
The MLE's of Al(l)' Al( 2) and Az can be written directly using (24) and (25): 
,.. ,.. ,.. ( ) Al(l) = 0.060 , Al(2) = 0.047 , 1 2 = 0.334. 51 
Combining (50) and (51) we get the estimated expected values: 
011 = 53.25, 812 = 57.68 821 = 82.10, 822 = 86.71 ; 
~1 = 11.01, p2 = 12.90 a1 = 13.10, a2 = 1s.64. 
Note that 81 and a2 are not exactly equal to c1 and c2 as we might have 
expected. They are quite close, however, and the deviations contribute little 
to the goodness-of-fit statistics. 'The goodness-of-fit statistic values for 
this model are x2 = 75.06 and G2 = 77.79, with 1 d.f. Clearly this model does 
not describe the data. 
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Turning to [H(l2) + s1 , 2{j~], we use the same estimates of the (mij} 
while the ML.E's for the A's are now 
" " " Al= 0.053, A2(l) = 0.530, A2(2) = 0.153. 
The corresponding expected cell counts are 
811 = 35.70, §12 = 75.78, 821 = 56.28, 822 = 111.25 
pl = 9.53 , -~ 2 = 14.47 ; &1 = 116.99 , &2 = 36.00 
2 · 2 
and X = 0.41 and G = 0.41, with 1 d.f. Thus model s 1 , 2{j) seems highly 
appropriate for the data, and since Sl(i), 2 seemed so inappropriate we do ~t 
consider s1 2• , 
Having decided on a model for the A's, we can explore the relationship 
between Apgar score and serum bilirium level. Under H(l, 2), independence, 
&1+ = .(N - &2+> =· 182.4 and &+l = {N - &+2) = 218.88; so the expected cell 
counts under [H(l, 2) + s1 , 2{j}] are 
811 = 36.86, ~12 = 74.92, 621 = 55.14, §22 = 112.09 
~1 = 9.62, p2 = 14.39; &1 = 111.00, 02 = 36.oo. 
The goodness-of-fit test statistic values are x2 = 0.49 and G2 = 0.49, each 
• 2 . I 
with 2 d.f. Moreover, the conditional statistic G [H{l, 2)+sl, 2{j} H(l2)+sl,i(j)] = 
0.08, with 1 d.f. 
We conclude that the Apgar score and the serum bilirium level are unrelated 
in these premature infants, and that those infants without a serum bilirium 
reading are more likely to have a reading of 1.0 or below. Thus the 2 x 2 
table of fully cross-clas~ified data would appear to be quite deceptive, and 
the actual probability of a low Apgar score and low serum bilirium reading 
is not very much smaller than the probability of a high score and high reading. 
'-' 
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Table 1 
Underlying Probabilities for a 2 x 2 Table 
with Two Sets of Partially Classified Margins 
Fully Classified Table 
1 2 
(l~ 1(1) -A 2(1) )TT 11 ( l-A 1 ( 1) -A 2 ( 2) ) TT 12 
(l-A 1( 2) -l 2(1) )TT 21 (l-A 1(2) -A 2(2) )TT 22 
Row 
Supplemental 
Margin 
A l(l)TTl+ 
. A 1 ( 2) TT 2+ 
' 
Serum 
Bilirubin 
Reading 
0-1.0 
~ 1.1 
Subtotal 
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Table 2 
Data of Premature Infants Cross-classified 
According to Apgar Index and Serum Bilirubin 
Level with Supplemental Margins 
(Reinfurt [1970]) 
5-Minute I Supplementation I 
Apgar Score Subtotal I on Serum Bilirubin 
0-6 7-10 • Reading I 
I 
I 
35 75 110 I 11 I 
I 
57 112 169 • 13 I 
I 
92 187 279 I 24 I 
• 
----------------4 -------------- ·-----------~----------------------I 
I 
Supplementation 117 36 153 I 
on Apgar Score I I 
I 
Total 209 223 ~- -432 I I 
Total 
121 
182 
303 
------
456 
