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ON SUPPORT VARIETIES FOR LIE SUPERALGEBRAS AND FINITE
SUPERGROUP SCHEMES
CHRISTOPHER M. DRUPIESKI AND JONATHAN R. KUJAWA
Abstract. We study the spectrum of the cohomology rings of cocommutative Hopf superalgebras,
restricted and non-restricted Lie superalgebras, and finite supergroup schemes. We also investigate
support varieties in these settings and demonstrate that they have the desirable properties of such a
theory. We completely characterize support varieties for finite supergroup schemes over algebraically
closed fields of characteristic zero, while for non-restricted Lie superalgebras we obtain results in
positive characteristic that are strikingly similar to results of Duflo and Serganova in characteristic
zero. Our computations for restricted Lie superalgebras and infinitesimal supergroup schemes
provide natural generalizations of foundational results of Friedlander and Parshall and of Bendel,
Friedlander, and Suslin in the classical setting.
1. Introduction
1.1. Overview. For more than three decades geometric techniques have played a fundamental
role in the study of non-semisimple representation theory. Inspired by their use in the study of
finite groups [17, 45], Friedlander and Parshall [26, 27] introduced support varieties for restricted
Lie algebras. Their results were later generalized by Bendel, Friedlander, and Suslin [46, 47] to
infinitesimal group schemes and then by Friedlander and Pevtsova [28] to arbitrary finite group
schemes. In a different direction, Ginzburg and Kumar [30] calculated the cohomological spectrum
for Lusztig’s small quantum group. Since then support varieties have been studied for many other
interesting classes of finite-dimensional algebras; cf. [1,8,11,21,24,40,41] and the references therein.
In each context support varieties have provided important new insights. For example, they play
an important role in the study of representation type of self-injective algebras [22, 24], in the
classification of thick tensor ideals in triangulated categories [9, 10], in Premet’s proof of the Kac–
Weisfeiler conjecture on the p-divisibility of the dimensions of modules for Lie algebras [43], and in
the derived equivalences of Arkhipov, Bezrukavnikov, and Ginzburg [2] that relate representations
of quantum groups at a root of unity to the geometry of the nilpotent cone.
In contrast to ordinary Lie algebras, the category of finite-dimensional modules of a simple Lie
superalgebra over the complex numbers is almost always a non-semisimple category. Supergroups,
Lie superalgebras, and related Z2-graded structures (including Z-graded Hopf algebras as defined by
Milnor and Moore [39]) thus provide another natural setting for geometric methods. With Boe and
Nakano, the second author initiated a study of support varieties for complex Lie superalgebras and
showed that they capture information about the representation theory of these algebras, including
atypicality, complexity, and the thick tensor ideals of the category [12–15]. In independent work,
Duflo and Serganova [20] also defined associated varieties for Lie superalgebras in characteristic
zero and showed they too provide representation theoretic information.
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Much less is known about the representation theory of Lie superalgebras and related Z2-graded
objects over fields of positive characteristic. In a series of papers [18,19], the first author proved that
the cohomology ring of a finite supergroup scheme is always a finitely generated algebra, and hence
showed that one can define support varieties in this setting. Nevertheless, the study of support
varieties for finite supergroup schemes is in its infancy. The results of this paper are a first step
toward developing this theory.
1.2. Main results. The ambient geometry for support varieties is typically provided by the spec-
trum of the cohomology ring of the relevant category. Having an explicit description of the spectrum
is key for both concrete calculations and for theoretical results. For example, if g is a restricted Lie
algebra over an algebraically closed field of characteristic p, then the spectrum of the cohomology
ring of the restricted enveloping algebra V (g) is homeomorphic to the restricted nullcone:
N1(g) =
{
x ∈ g : x[p] = 0
}
.
Another similar result is that the spectrum of the cohomology ring for the small quantum group
is homeomorphic (under mild assumptions on the root of unity) to the nilpotent cone [30]. The
goal of the present work is to obtain analogous results in the Z2-graded setting. Through intricate
calculations and through the application of a variety of classical and modern arguments, we obtain
a description of the spectrum of the cohomology ring and study support varieties in several natural
settings. We briefly describe these results below.
After we develop the necessary preliminaries in Section 2, we consider finite supergroup schemes
over an algebraically closed field k of characteristic zero. A foundational result of Kostant [34]
implies that every finite-dimensional cocommutative Hopf superalgebra A over k is the smash
product of an exterior algebra and the group algebra of a finite group: A = Λ(V )#kG. We compute
the cohomology ring of A in Theorem 3.2.1 and then show as a consequence that the spectrum
of H•(A, k) is the quotient variety V/G. We further prove that the accompanying support variety
theory has all the desirable properties of such a theory, including a rank variety description and
the tensor product property. As a corollary we obtain a two divisibility result that can be viewed
as an analogue of the Kac–Weisfieler conjecture in this setting (cf. [12] for a similar two divisibility
result for complex Lie superalgebras).
In Section 4 we investigate the cohomological spectrum of the enveloping algebra of a finite-
dimensional Lie superalgebra g = g0⊕ g1 over an algebraically closed field of odd characteristic. In
contrast to ordinary Lie algebras, the cohomology ring of a Lie superalgebra in odd characteristic
can provide a nontrivial ambient geometry. Specifically, in Theorem 4.2.4 we show that the spectrum
of the cohomology ring H•(g, k) is homeomorphic to
Xg(k) = {x ∈ g1 : [x, x] = 0} ,
where [·, ·] denotes the Lie bracket of g. In Theorem 4.3.1 we show that if M is a finite-dimensional
g-supermodule, then the support variety for M admits the following rank variety description:
Xg(M) = {x ∈ Xg(k) :M is not free as a 〈x〉-supermodule} ∪ {0} .
It is remarkable that while these support varieties are defined using cohomology in positive char-
acteristic, their rank variety incarnation is identical in definition to the associated varieties defined
by Duflo and Serganova [20] for Lie superalgebras in characteristic zero. As far as we know there is
no known cohomological definition for Duflo and Serganova’s associated varieties, but these results
suggest it may be worthwhile to reconsider this question. Conversely, it would be of interest to
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obtain analogues of the results of Duflo and Serganova in positive characteristic. The calculations
in this setting are also remarkable for their similarity to the classical results for ordinary restricted
Lie algebras in characteristic 2 [32].
In Section 5 we turn to the cohomological spectrum of a finite supergroup schemes over an
algebraically closed field of odd characteristic. We obtain the strongest results when considering the
first Frobenius kernel of the general linear supergroup GL(m|n), or equivalently, when considering
its restricted Lie superalgebra gl(m|n). Writing G for the first Frobenius kernel of GL(m|n), we
observe from the results of [19] that there is a finite morphism of varieties,
Φ : Max (H•(G, k))→ gl(m|n).
In Theorem 5.4.3 we prove that the image of Φ is precisely
C1(GL(m|n)) =
{
(α, β) ∈ gl(m|n)0 × gl(m|n)1 : [α, β] = 0 and α[p] = 12 [β, β]
}
.
This result holds more generally whenever G is a sub-supergroup scheme of the first Frobenius kernel
of GL(m|n). If n = 0, then the image of Φ is just the restricted nullcone of the ordinary Lie algebra
g0 as discussed above. The calculations in this section demonstrate an interesting intertwining
between the p-restricted structure on g0 and the ‘2-restricted’ behavior seen in Xg(M).
More generally, Bendel, Friedlander, and Suslin [46, 47] proved that if Gr is the r-th Frobenius
kernel of an affine group scheme G, and if g = Lie(G) is the Lie algebra of G, then (assuming an
appropriate embedding of G into some general linear group) the spectrum of the cohomology ring
H•(Gr, k) identifies with
Cr(G) = {(α0, . . . , αr−1) ∈ N1(g) : [αi, αj ] = 0 for all i, j} .
We show that this characterization is likely to generalize to supergroups. Namely, if we let Gr
be the r-th Frobenius kernel of G = GL(m|n) and if we set g = gl(m|n), then one has a finite
morphism of varieties,
Φr : Max (H
•(Gr, k))→ g×r0 × g1,
and under a certain technical assumption, the image of Φr lies in
Cr(G) =
{
(α0, α1, . . . , αr−1, β) ∈ (g0)×r × g1 : [αi, αj ] = 0, [αi, β] = 0 for all i, j,
α
[p]
i = 0 for 0 ≤ i ≤ r − 2, and α[p]r−1 = 12 [β, β]
}
.
In light of these results and their classical analogues, it is natural to conjecture that Cr(G)
describes the cohomology spectrum for the Frobenius kernels of all affine supergroup schemes. More
generally, it is an interesting question to generalize the theory of support varieties for infinitesimal
and finite group schemes to arbitrary infinitesimal and finite supergroup schemes. For example, in
the spirit of Premet’s result mentioned above, such a theory would allow one to provide a geometric
proof of the super Kac–Weisfeiler Conjecture [48]. We expect, however, that the work of producing
these generalizations will be quite nontrivial. The examples in Section 5.3 already demonstrate
that even in small examples the existence of odd elements causes new phenomena.
1.3. Conventions. Throughout the paper, k will denote a field of characteristic p 6= 2. Beginning
in Section 3 we will assume that k is algebraically closed. All vector spaces will be k-vector spaces
and all unadorned tensor products will denote tensor products over k. If V is a k-vector space, then
V ∗ will denote its linear dual, i.e., V ∗ = Homk(V, k). When p > 0, let V
(1) denote the k-vector
space obtained by twisting the k-module structure on V by the Frobenius map λ 7→ λp.
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We will generally follow the notation, terminology, and conventions laid out in [18, §2]. In
particular, we will assume that the reader is familiar with the sign conventions of “super” linear
algebra. We will also assume familiarity with Lie superalgebras—in particular, with the general
linear Lie superalgebra gl(m|n)—and with the general linear supergroup scheme GL(m|n) (cf. [16]).
Set Z2 = Z/2Z = {0, 1}, and write V = V0 ⊕ V1 for the decomposition of a superspace V into its
even and odd subspaces. Recall that the superdimension of a superspace V , denoted sdim(V ), is
defined by sdim(V ) = dim(V0) − dim(V1). Given a homogeneous element v ∈ V , write v ∈ Z2 for
the Z2-degree of v. Isomorphisms arising from even linear maps will be denoted by the symbol “∼=”
while isomorphisms arising from odd linear maps will be denoted by the symbol “≃”. Write N for
the set {0, 1, 2, . . .} of non-negative integers.
1.4. Acknowledgements. The second author is pleased to acknowledge the hospitality and sup-
port of the Mittag-Leffler Institute during the special semester in Representation Theory during
Spring 2015.
2. Preliminaries
In this section assume that k is a field of characteristic p 6= 2.
2.1. Affine supergroup schemes. In this section we recall some basic definitions and results
regarding affine supergroup schemes. For more details on affine group schemes and affine supergroup
schemes, we refer to the reader to [33] and [18, §4].
Write csalg = csalgk for the category whose objects are the commutative k-superalgebras and
whose morphisms are the even superalgebra homomorphisms between them. Then an affine k-
supergroup scheme is a representable functor from csalg to the category grp of groups. In other
words, an affine k-supergroup scheme G is a functor G : csalg → grp for which there exists a
commutative superalgebra k[G] ∈ csalg, called the coordinate superalgebra of G, such that for each
A ∈ csalg, G(A) = Homcsalg(k[G], A). As for ordinary affine group schemes, the group structure
maps on G correspond uniquely to comorphisms on k[G]; these endow k[G] with the structure of
a Hopf superalgebra. Then the category of affine k-supergroup schemes is anti-equivalent to the
category of commutative k-Hopf superalgebras.
Remark 2.1.1. A Z-graded Hopf algebra in the sense of Milnor and Moore [39] is an example of
a Hopf superalgebra. The Z2-grading on such a Hopf algebra is obtained by simply reducing the
Z-grading modulo 2.
An affine k-supergroup scheme G is algebraic if k[G] is a finitely-generated k-superalgebra, and
is finite if k[G] is a finite-dimensional k-algebra. If G is a finite k-supergroup scheme, then the
Hopf superalgebra structure maps on k[G] induce by duality the structure of a cocommutative
Hopf superalgebra on k[G]∗. We denote k[G]∗ by kG, and call kG the group algebra of G. The
category of finite k-supergroup schemes is thus equivalent to the category of finite-dimensional co-
commutative k-Hopf superalgebras. Given a finite k-supergroup scheme G, the category of rational
G-supermodules (i.e., the category of k[G]-supercomodules) is naturally equivalent to the category
of kG-supermodules; see [18, §4.3].
A finite supergroup scheme G is infinitesimal if the augmentation ideal Iε of k[G] is nilpotent.
If G is infinitesimal and if the characteristic p of the field k is not 0, then the minimal non-negative
integer r such that xp
r
= 0 for all x ∈ Iε is called the height of G. For example, if G is an arbitrary
affine k-supergroup scheme, then the r-th Frobenius kernel of G, which is the sub-supergroup
scheme of G defined by the ideal
{
fp
r
: f ∈ Iε
}
, is infinitesimal of height r. Finite supergroup
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schemes over algebraically closed fields of characteristic 0 are classified by Corollary 3.1.2 below,
while over perfect fields of characteristic p ≥ 3 one has the following theorem [18, Theorem 5.3.1]:
Theorem 2.1.2. Let k be a perfect field of characteristic p ≥ 3, and let G be an affine algebraic
k-supergroup scheme. Then there exists an etale (ordinary) group scheme π0(G) and a normal
sub-supergroup scheme G0 of G such that G/G0 ∼= π0(G). If G is finite, then G0 is infinitesimal
and G ∼= G0 ⋊ π0(G).
Let G be an affine k-supergroup scheme. The Lie superalgebra of G, denoted Lie(G), is defined
in [18, §4.2]. Set g = Lie(G). If p > 0, then g is naturally a restricted Lie superalgebra. We denote
the restricted enveloping superalgebra of g by V (g). If G is a height-one infinitesimal group scheme,
then the group algebra kG of G identifies with V (g) [18, Lemma 4.4.2]. As discussed in [18, Remark
4.4.3], the category of height-one infinitesimal k-supergroup schemes is naturally equivalent to the
category of finite-dimensional restricted Lie superalgebras over k.
2.2. Graded superalgebras. A graded superalgebra is a Z×Z2-graded algebra. A homomorphism
of graded superalgebras is an algebra homomorphism that preserves the Z× Z2-gradings. Given a
graded superalgebra A and a homogeneous element a ∈ A, we will write deg(a) for the Z-degree of
a and a for the Z2-degree of a.
Definition 2.2.1. A graded superalgebra A is graded-commutative if for all homogeneous elements
a, b ∈ A, one has
ab = (−1)a·b+deg(a)·deg(b)ba.1
If A is a graded superalgebra concentrated in Z-degree 0, then A is graded-commutative if and
only if A is commutative in the usual sense for superalgebras. (In this paper, the term commutative,
as applied to superalgebras, will always be used in the sense indicated here, while the usual notion
of commutativity for abstract rings will be referred to as ordinary commutativity.)
Definition 2.2.2. Let A and B be graded superalgebras. Then the graded tensor product of A
and B, denoted A ⊗g B, is the graded superalgebra whose underlying superspace is the tensor
product of superspaces A⊗B, in which the Z-degree of homogeneous simple tensors is defined by
deg(a⊗ b) = deg(a) + deg(b), and the product of homogeneous simple tensors is defined by
(a⊗ b)(c⊗ d) = (−1)b·c+deg(b)·deg(c)(ac⊗ bd).
Given a graded superalgebra A =
⊕
n∈ZA
n, set
Aev =
⊕
n∈Z
A2n, Aev
0
= (Aev)0, A
ev
1
= (Aev)1,
Aodd =
⊕
n∈Z
A2n+1, Aodd
0
= (Aodd)0, A
odd
1
= (Aodd)1.
If A is graded-commutative, then Aev
0
⊕ Aodd
1
is a commutative subalgebra of A in the ordinary
sense, and (since the characteristic of k is not 2) the elements of Aodd
0
and Aev
1
square to 0.
Lemma 2.2.3. Let A be a graded-commutative superalgebra. Set R = Aev
0
⊕ Aodd
1
, and let I E R
be a homogeneous ideal containing Nil(R), the nilradical of R. Then I+ := I ⊕ Aodd
0
⊕ Aev
1
is a
homogeneous ideal in A. If I is a radical ideal in R, then I+ is a radical ideal in A in the sense
I+ =
√
I+ :=
{
x ∈ A : xn ∈ I+ for some n ∈ N} .
1From now on, whenever we state a formula in which homogeneous degrees have been specified, we mean that the
formula is true as written for homogeneous elements and that it extends linearly to non-homogeneous elements.
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Proof. Let I be a homogeneous ideal in R. Then I+ is a homogeneous subspace of A, so to prove
the first claim it suffices to check that I+ is closed under multiplication; we verify this separately
for multiplication by elements of R and multiplication by elements of Aodd
0
⊕Aev
1
.
Since Aodd
0
⊕ Aev
1
is closed under multiplication by R, the assumption that I is an ideal in
R implies that I+ is closed under multiplication by R. Next, since I ⊆ R, multiplication by
Aodd
0
⊕ Aev
1
maps I into the subspace Aodd
0
⊕ Aev
1
of I+. Finally, using the graded-commutativity
of A and its consequence that the elements of Aodd
0
and Aev
1
square to zero, one can check that if
x, y ∈ Aodd
0
⊕ Aev
1
, then xy is a nilpotent element of R. Since I contains the nilradical of R, then
xy ∈ I. Then I+ is closed under multiplication by Aodd
0
⊕Aev
1
, and hence by all of A.
Now suppose that I is a radical ideal in R. The inclusion I+ ⊆
√
I+ is tautological, so let x ∈
√
I+
and suppose that xn ∈ I+. Then the coset x+ I+ is a nilpotent element of the quotient ring A/I+.
The inclusion R →֒ A induces an isomorphism of graded superalgebras R/I ∼= A/I+. Since I is
a radical ideal in R, the quotient ring R/I has no nonzero nilpotent elements. Then neither does
A/I+, meaning that x+ I+ must be equal to zero in A/I+, and hence that x ∈ I+. 
From now on, whenever we refer to an ideal in a graded-commutative superalgebra as being a
radical ideal, we mean it in the sense of Lemma 2.2.3.
Proposition 2.2.4. Let A be a graded-commutative superalgebra, and let J EA be a homogeneous
ideal. Then
√
J := {x ∈ A : xn ∈ J for some n ∈ N} is a homogeneous radical ideal and A/√J is
a reduced commutative ring. Specifically,
√
J = R
√
JR ⊕Aodd0 ⊕Aev1 ,
where R = Aev
0
⊕Aodd
1
, JR = J ∩R, and R
√
JR is the radical of JR in R.
Proof. Let J be a homogeneous ideal in A. Set R = Aev
0
⊕ Aodd
1
, and let JR = J ∩ R. Then JR
is a homogeneous ideal in R, and J = JR ⊕ (J ∩ Aodd0 ) ⊕ (J ∩ Aev1 ). Let R
√
JR be the radical of
JR in R. By the theory of ordinary commutative graded rings,
R
√
JR is a homogeneous ideal in
R. Now set J+ = R
√
JR ⊕ Aodd0 ⊕ Aev1 . Then by Lemma 2.2.3, J+ is a homogeneous radical ideal
in A. Clearly J ⊆ J+, so √J ⊆ J+ because J+ is a radical ideal. Now to prove that J+ ⊆ √J ,
and hence show that
√
J is a homogeneous ideal, let x ∈ J+. Then x = x00 + x11 + x10 + x01 for
some x00 ∈ Aev0 , x11 ∈ Aodd1 , x10 ∈ Aodd0 , and x01 ∈ Aev1 . Since J+ = R
√
JR ⊕ Aodd0 ⊕ Aev1 , and since
R
√
JR is a homogeneous radical ideal in R, this implies that x
0
0, x
1
1 ∈ R
√
JR. Choose n ∈ N such
that (x00)
n, (x11)
n ∈ JR. Now expanding the product (x00+x11+x10+ x01)2n+2, and using the graded-
commutativity of A, it follows that x2n+2 can be written as a linear combination of monomials of
the form (x00)
a(x11)
b(x10)
c(x01)
d with a+ b+ c+ d = 2n + 2. Since (x10)
2 = (x01)
2 = 0 by the graded-
commutativity of A, we may assume that c and d are each at most 1. Then by the pigeonhole
principle, we must have either a ≥ n or b ≥ n. Then each monomial in the expansion of x2n+2 has
at least one factor in JR. Since JR ⊆ J , and since J E A, this implies that x2n+2 ∈ J . Finally,
the inclusion R →֒ A induces an isomorphism of graded superalgebras R/ R√JR ∼= A/
√
J . Since
R/ R
√
JR is a reduced commutative ring in the ordinary sense, so is A/
√
J . 
Corollary 2.2.5. Let A be a graded-commutative graded superalgebra. Set R = Aev
0
⊕Aodd
1
. Then
Nil(A) := {x ∈ A : xn = 0 for some n ∈ N} = Nil(R)⊕Aodd
0
⊕Aev
1
is a homogeneous ideal in A, and A/Nil(A) is a reduced commutative ring in the ordinary sense.
Proof. Take J = {0} in Proposition 2.2.4. 
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Definition 2.2.6. Let A be a graded-commutative superalgebra. Define Spec(A) to be the prime
ideal spectrum commutative ring A/Nil(A), considered in the usual manner as a topological space
via the Zariski topology. Define Max(A) be the maximal ideal spectrum of A/Nil(A), considered
as a topological space via the topology inherited from Spec(A).
If A is a finitely-generated algebra and if the field k is algebraically closed, then Max(A) is an
affine algebraic variety in the usual sense.
2.3. Representations, cohomology, and support varieties. Let A be a k-superalgebra and let
M and N be (left) A-supermodules. A linear map g :M → N is an A-supermodule homomorphism
if for all a ∈ A and m ∈ M one has g(a.m) = (−1)a·ga.g(m). We denote the vector superspace of
all A-supermodule homomorphisms from M to N by HomA(M,N). The category smodA, whose
objects are the A-supermodules and whose morphisms are the A-supermodule homomorphisms,
is not an abelian category, though the underlying even subcategory (smodA)ev, consisting of the
same objects but only the even homomorphisms, is an abelian category. When A is clear from the
context we may denote smodA simply by smod. Then
Homsmodev(M,N) = HomA(M,N)0.
We write svec for the category of k-supermodules, i.e., the category of k-superspaces.
Given superspaces V and W and a linear map φ : V →W , define Π(V ) to be the superspace V
equipped instead with the opposite Z2-grading and define Π(φ) : Π(V ) → Π(W ) to be equal to φ
as a linear map between the underlying vector spaces. We call Π : svec → svec the parity change
functor. If M is a left A-supermodule, then Π(M) is made into a left A-supermodule by having
each a ∈ A act on Π(M) the way that (−1)aa acts on M . In other words, if we write mπ to denote
an element m ∈M considered as an element of Π(M), then a.mπ = (−1)a(a.m)π. Now the identity
map on M defines an odd A-supermodule isomorphism M ≃ Π(M), m 7→ mπ. In particular, if M
and N are A-supermodules, there are odd isomorphisms
(2.3.1) HomA(M,N) ≃ HomA(M,Π(N)) and HomA(M,N) ≃ HomA(Π(M), N)
that are natural with respect to even homomorphisms in either variable.
Given a k-superalgebra A, one can form the smash product algebra A#kZ2. As a superspace,
A#kZ2 is simply A⊗ kZ2, the tensor product of A with the group ring kZ2 for Z2 (considered as
a purely even superalgebra). Multiplication in A#kZ2 is induced by the given products in A and
kZ2 and by the relation (1⊗ 1)(a⊗ 0) = (−1)aa⊗ 1. In the previous equation, 0 and 1 denote the
identity and non-identity elements of the group Z2; these elements form a vector space basis for the
group ring kZ2. The category of A#kZ2-modules naturally identifies with (smodA)ev. Specifically,
if M is an A#kZ2-module, then M is an A-module and a kZ2-module by restriction. Since k
is assumed to be a field of characteristic p 6= 2, M decomposes under the action of kZ2 into a
trivial kZ2-submoduleM0 and a nontrivial kZ2-submoduleM1. ThenM is an A-supermodule with
respect to the decomposition M = M0 ⊕M1. Conversely, if M is an A-supermodule, then M lifts
to the structure of an A#kZ2-module by having 1 ∈ Z2 act on M by the map m 7→ (−1)mm.
We say that an A-supermodule P is projective if the functor HomA(P,−) : smodev → svecev
is exact, and we say that an A-supermodule Q is injective if HomA(−, Q) : smodev → svecev is
exact. It follows from (2.3.1) that an A-supermodule is projective (resp. injective) in this sense if
and only if it is projective (resp. injective) in the usual sense in the abelian category (smodA)ev.
Since (smodA)ev identifies with the category of A#kZ2-modules, it contains enough projectives and
enough injectives. We can thus make the following definition:
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Definition 2.3.1. Given an A-supermodule M , define ExtnA(M,−) as in [18, §§2.5–2.6] to be the
n-th right derived functor of HomA(M,−) : (smodA)ev → svecev.
With the above definition, the extension group ExtnA(M,N) can have a nonzero odd subspace,
whereas ordinary extension groups in the abelian category smodev, which are defined in terms of the
right derived functors of Homsmodev(M,−) = HomA(M,−)0, are always purely even superspaces.
In principle, the odd isomorphisms (2.3.1) permit us to reduce all cohomology calculations to
calculations strictly within the abelian category smodev, but we prefer to work with Ext
•
A(M,N)
so that we don’t have to manually keep track of the Z2-gradings. In terms of the smash product
algebra A#kZ2, Ext
•
A#kZ2
(M,N) = Ext•A(M,N)0.
If A is a Hopf superalgebra, then A#kZ2 is naturally a Hopf algebra in the ordinary sense.
Specifically, if the coproduct in A of an element a ∈ A is denoted ∆(a) = ∑ a1 ⊗ a2, then the
coproduct on A#kZ2 is determined by the equations
∆A#kZ2(a⊗ 0) =
∑
(a1 ⊗ a2)⊗ (a2 ⊗ 0), and
∆A#kZ2(1⊗ 1) = (1⊗ 1)⊗ (1⊗ 1).
Since (smodA)ev identifies with the category of A#kZ2-modules, the next lemma follows from the
well-known fact that any finite-dimensional ordinary Hopf algebra is self-injective.
Lemma 2.3.2. If A is a finite-dimensional Hopf superalgebra, then an A-supermodule is projective
if and only if it is injective.
Recall that elements of Extnsmodev(M,N) can be interpreted as equivalence classes of length-n
exact sequences, i.e., exact sequence in smodev of the form
(2.3.2) E : 0→ N → En → En−1 → · · · → E1 →M → 0.
Similarly, homogeneous elements of ExtnA(M,N) can be interpreted as equivalence classes of exact
sequences of the form (2.3.2) in which each arrow is a homogeneous A-supermodule homomorphism.
The parity of such an equivalence class is then the sum of the parities of the arrows appearing in
any representative for it. For details the reader can consult [19, §3.5], replacing the category P
with smodA. Homogeneous exact sequences can be spliced together in the usual way, and this gives
rise to an even linear map
ExtmA (M,N)⊗ ExtnA(P,M)→ Extm+nA (P,N), α⊗ β 7→ α ◦ β,
that we call Yoneda composition or the Yoneda product. In particular, H•(A, k) := Ext•A(k, k) is a
graded superalgebra. For more discussion of the Yoneda product, including an interpretation via
homotopy classes of homogeneous chain maps, see [19, §3.2] (again replacing P with smodA).
Now suppose A is a Hopf superalgebra with coproduct ∆ : A→ A⊗A and antipode S : A→ A.
Given a ∈ A, write ∆(a) =∑ a1 ⊗ a2. Let M and N be left A-supermodules. Then the action of
A on M ⊗N is defined for m ∈M and n ∈ N by a.(m⊗ n) =∑(−1)a2·m(a1.m)⊗ (a2.n), and the
action of A on Homk(M,N) is defined for g ∈ Homk(M,N) by (a.g)(m) =
∑
(−1)g·a2a1.g(S(a2).m).
If M is finite-dimensional, then the superspace isomorphism N ⊗M∗ ∼= Homk(M,N) defined for
n ∈ N and g ∈ M∗ by (n ⊗ g) 7→ (m 7→ g(m) · n) is an A-supermodule isomorphism. If A is
cocommutative (in the super sense), then the supertwist map T : M ⊗ N → N ⊗M defined by
m⊗ n 7→ (−1)m·nn⊗ n is an A-supermodule homomorphism.
Lemma 2.3.3. Let A be a Hopf superalgebra, and let M and N be finite-dimensional A-super-
modules. Then (M ⊗N)∗ ∼= N∗ ⊗M∗ as A-supermodules.
ON SUPPORT VARIETIES FOR LIE SUPERALGEBRAS AND FINITE SUPERGROUP SCHEMES 9
Proof. Let φ ∈ N∗ and let ψ ∈M∗. Then we consider φ⊗ψ ∈ N∗⊗M∗ as an element of (M ⊗N)∗
by setting (φ⊗ψ)(m⊗n) = ψ(m)φ(n). Since M and N are assumed to be finite-dimensional, this
defines a superspace isomorphism N∗⊗M∗ ∼= (M ⊗N)∗, which the reader can verify is compatible
with the action of A. (In the course of the verification, it is useful to observe that ψ(m) = 0 unless
ψ = m, and similarly that φ(n) = 0 unless φ = n.) 
Lemma 2.3.4. Let A be a Hopf superalgebra, let M , N , and P be A-supermodules, and suppose
that N is finite-dimensional. Then there exist natural even isomorphisms
HomA(M ⊗N,P ) ∼= HomA(M,P ⊗N∗) ∼= HomA(M,Homk(N,P )).
Proof. Let τ : k → Homk(N,N) ∼= N ⊗ N∗ be the linear map that sends a scalar λ ∈ k to the
corresponding scalar multiple of the identity map on N , and let c : N∗⊗N → k be the contraction
map defined for g ∈ N∗ and n ∈ N by c(g ⊗ n) = g(n). It is straightforward to check that τ and c
are A-supermodule homomorphisms. We now define even linear maps
Φ :Homk(M ⊗N,P )→ Homk(M,P ⊗N∗), Φ(f) = (f ⊗N∗) ◦ (M ⊗ τ), and
Θ :Homk(M,P ⊗N∗)→ Homk(M ⊗N,P ), Θ(g) = (P ⊗ c) ◦ (g ⊗N).
In other words, Φ(f) is the composite map
M
∼−→M ⊗ k M⊗τ−→ M ⊗N ⊗N∗ f⊗N
∗
−→ P ⊗N∗,
and Θ(g) is the composite map
M ⊗N g⊗N−→ P ⊗N∗ ⊗N P⊗c−→ P ⊗ c ∼−→ P.
One can check that Φ and Θ are inverse superspace isomorphisms. Since τ and c are A-supermodule
homomorphisms, it follows that Φ and Θ each carry homomorphisms to homomorphisms. 
One can verify as in [5, Proposition 3.1.5] that if P is a projective A-supermodule and if M is an
arbitrary A-supermodule, then P ⊗M is projective. From this and the Ku¨nnth formula it follows
that a tensor product of projective resolutions in smodev is again a projective resolution. Then as
for ordinary Hopf algebras [5, p. 57] one can define cup products
∪ : ExtmA (M,N) ⊗ ExtnA(M ′, N ′)→ Extm+nA (M ⊗M ′, N ⊗N ′), α⊗ β 7→ α ∪ β.
Assuming that α and β are homogeneous, and representing them by exact sequences Eα and Eβ of
the form (2.3.2), α ∪ β is represented by the tensor product of complexes Eα ⊗ Eβ .
Let P be an arbitrary A-supermodule. Since the tensor product functor − ⊗ P : M 7→ M ⊗ P
is exact, it follows from the interpretation of homogeneous elements in Ext•A(M,N) as equivalence
classes of exact sequences that −⊗ P induces an even linear map
(2.3.3) ΦP : Ext
•
A(M,N)→ Ext•A(M ⊗ P,N ⊗ P ), α 7→ α⊗ P,
that is compatible with Yoneda products. In terms of cup products, α ⊗ P = α ∪ idP , where idP
denotes the identity map on P . Similarly, taking the left cup product with idP defines an even
linear map Ext•A(M,N)→ Ext•A(P ⊗M,P ⊗N), denoted α 7→ P ⊗ α.
Proposition 2.3.5. Let α ∈ ExtmA (M,N) and let β ∈ ExtnA(M ′, N ′) be homogeneous. Then
(2.3.4) α ∪ β = (α⊗N ′) ◦ (M ⊗ β) = (−1)m·n+α·β[(N ⊗ β) ◦ (α⊗M ′)].
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Proof. Let PM , PN , PM ′ , and PN ′ be projective resolutions in smodev of M , N , M
′, and N ′,
respectively. Then by the discussion in [19, §3.2] (replacing P with smodA), the even (resp. odd)
subspace of ExtmA (M,N) identifies with the vector space of homotopy classes of even (resp. odd)
chain maps PM → PN of degree −m, and similarly for ExtnA(M ′, N ′). We can thus identify α and β
with representative homogeneous chain maps α : PM → PN and β : PM ′ → PN ′ of degrees −m and
−n, respectively. Now the tensor products of complexes PM ⊗ PN and PM ′ ⊗ PN ′ are projective
resolutions in smodev for M ⊗ N and M ′ ⊗ N ′, and the cup product α ∪ β is represented by the
chain map α ⊗ β : PM ⊗ PN → PM ′ ⊗ PN ′ . On the other hand, the extension class α ⊗ N ′ is
represented by the chain map α ⊗ PN ′ , i.e., the chain map PM ⊗ PN ′ → PM ′ ⊗ PN ′ that acts via
α on the first factor and via the identity map on the second factor. Similarly, M ⊗ β, N ⊗ β, and
α⊗M ′ are represented by PM ⊗ β, PN ⊗ β, and α⊗ PM ′ , respectively. With these identifications,
the Yoneda product is induced by the composition of chain maps. Now the reader can check (2.3.4)
by verifying the relevant equalities between chain map representatives. 
Corollary 2.3.6. Let A be a Hopf superalgebra and let M be an A-supermodule. Then the Yoneda
and cup products on H•(A, k) agree, and the image of the algebra homomorphism ΦM : H
•(A, k)→
Ext•A(M,M) is central in Ext
•
A(M,M) in the sense that if α ∈ Hn(A, k) and β ∈ ExtmA (M,M),
ΦM (α) ◦ β = (−1)m·n+α·ββ ◦ΦM (α).
In particular, the cohomological grading makes H•(A, k) into a graded-commutative superalgebra.
Remark 2.3.7. The last statement of Corollary 2.3.6 is also a consequence of [37, Corollary 3.13].
Since H•(A, k) is a graded-commutative superalgebra, we can make the following definitions:
Definition 2.3.8. Let A be a Hopf superalgebra, and let M and N be left A-supermodules. Let
IA(M,N) be the annihilator ideal for the left cup product action of H
•(A, k) on Ext•A(M,N), and
set IA(M) = IA(M,M) = ker(ΦM ). Define the cohomology variety |A| of A by
|A| = Max (H•(A, k)) .
Given left A-supermodules M and N , define the relative support variety |A|(M,N) by
|A|(M,N) = Max (H•(A, k)/IA(M,N)) ,
and define the support variety |A|M by
|A|M = |A|(M,M) = Max (H•(A, k)/IA(M)) .
Proposition 2.3.9. Let A be a Hopf superalgebra and let M and N be A-supermodules. Then:
(1) |A|M⊗N ⊆ |A|M . If A is cocommutative, then |A|M⊗N ⊆ |A|M ∩ |A|N .
(2) |A|(M,N) ⊆ |A|M ∩ |A|N .
(3) |A|(Π(M),N) = |A|(M,N) = |A|(M,Π(N)). In particular, |A|Π(M) = |A|M .
(4) |A|M⊕N = |A|M ∪ |A|N .
Proof. First, from the interpretation of homogeneous elements in H•(A, k) as equivalence classes of
length-n homogeneous exact sequences, it is clear that ΦM⊗N : H
•(A, k)→ Ext•A(M ⊗N,M ⊗N)
factors through the map ΦM : H
•(A, k)→ Ext•A(M,M), and hence |A|M⊗N ⊆ |A|M . If in addition
A is cocommutative, then the supertwist map defines an A-supermodule isomorphism M ⊗ N ∼=
N ⊗M . Then |A|M⊗N = |A|N⊗M ⊆ |A|N , so |A|M⊗N ⊆ |A|M ∩ |A|N .
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Next, let α ∈ H•(A, k) and β ∈ Ext•A(M,N) be homogeneous. By Proposition 2.3.5, α ∪ β =
ΦN (α) ◦ β = ±(β ◦ ΦM(α)). Then IA(M,N) ⊇ IA(M) + IA(N), so |A|(M,N) ⊆ |A|M ∩ |A|N . For
the equalities in (3), observe that the odd isomorphisms (2.3.1) induce odd isomorphisms
(2.3.5) Ext•A(M,N) ≃ Ext•A(Π(M), N) and Ext•A(M,N) ≃ Ext•A(M,Π(N))
that are compatible with left Yoneda multiplication by Ext•A(N,N) and right Yoneda multiplication
by Ext•A(M,M), respectively (cf. [19, Remark 3.2.2]). Then the equality α ∪ β = ΦN(α) ◦ β
implies that IA(M,N) = IA(Π(M), N) while the equality α ∪ β = ±(β ◦ ΦM (α)) implies that
IA(M,N) = IA(M,Π(N)). Then |A|(Π(M),N) = |A|(M,N) = |A|(M,Π(N)).
Finally, observe that Ext•A(M ⊕ N,M ⊕ N) decomposes into the direct sum of Ext•A(M,M),
Ext•A(N,N), Ext
•
A(M,N), and Ext
•
A(N,M). This implies that
IA(M ⊕N) = IA(M) ∩ IA(N) ∩ IA(M,N) ∩ IA(N,M).
But IA(M,N) and IA(N,M) both contain IA(M) + IA(N) as observed in the previous paragraph,
so IA(M,N) = IA(M) ∩ IA(N). This implies that |A|M⊕N = |A|M ∪ |A|N . 
Remark 2.3.10. If A is not cocommutative, one need not have |A|M⊗N ⊆ |A|M ∩ |A|N ; see [7,25].
Proposition 2.3.11. Let A be a Hopf superalgebra, and let M be an A-supermodule.
(1) Let 0→M1 →M2 →M3 → 0 be a short exact sequence in (smodA)ev. Then
|A|(M,Mr) ⊆ |A|(M,Ms) ∪ |A|(M,Mt) and |A|(Mr ,M) ⊆ |A|(Ms,M) ∪ |A|(Mt,M)
whenever {r, s, t} = {1, 2, 3}.
(2) Suppose M is finite-dimensional. Then
|A|M =
⋃
S
|A|(M,S) =
⋃
S
|A|(S,M) ,
where the unions are taken over the A-supermodule composition factors of A.
Proof. Let 0→M1 →M2 →M3 → 0 be a short exact sequence in (smodA)ev. Then there exists a
corresponding long exact sequence
· · · → ExtnA(M,M1)→ ExtnA(M,M2)→ ExtnA(M,M3)→ Extn+1A (M,M1)→ · · ·
whose connecting homomorphisms are given by left Yoneda multiplication by the extension class in
Ext1A(M3,M1) of the original short exact sequence. In particular, the connecting homomorphisms
commute with the right cup product action of H•(A, k), as do the other maps in the sequence.
Now from the exactness of the sequence it follows that if {r, s, t} = {1, 2, 3}, then IA(M,Mr) ⊇
IA(M,Ms) ·IA(M,Mt), and hence |A|(M,Mr) ⊆ |A|(M,Ms)∪|A|(M,Mt). The second stated inclusion in
(1) follows via a similar argument by considering the long exact sequence for Ext in the first variable.
Now suppose M is finite-dimensional. Arguing by induction on the number of A-supermodule
composition factors in M , the inclusions |A|M ⊆
⋃
S |A|(M,S) and |A|M ⊆
⋃
S |A|(S,M) follow from
(1), while the reverse inclusions follow from Proposition 2.3.9(2). 
Definition 2.3.12. Let M be an A-supermodule, and let
· · · → P2 → P1 → P0 →M → 0
be a minimal projective resolution of M in (smodA)ev. The complexity of M as an A-supermodule,
denoted cxA(M), is the least element s ∈ N ∪ {∞} for which there exists a positive real number
κ such that dimPn ≤ κ · ns−1 for all n > 0. We declare cxA(M) = ∞ if no such s exists.
12 CHRISTOPHER M. DRUPIESKI AND JONATHAN R. KUJAWA
Equivalently, cxA(M) is the complexity of M as a module for the smash product algebra A#kZ2,
i.e., cxA(M) = cxA#kZ2(M).
In the next proposition we introduce the assumption that k is algebraically closed so that we
can apply results from the literature on support varieties and the dimensions of affine varieties.
Proposition 2.3.13. Let k be an algebraically closed field of characteristic p 6= 2, and let A be a
finite-dimensional k-Hopf superalgebra. Suppose that H•(A, k) is a finitely-generated superalgebra,
and suppose for each pair of finite-dimensional A-supermodules M and N that the cup product
makes Ext•A(M,N) into a finitely-generated left H
•(A, k)-module. Then
dim |A|M = cxA(M).
In particular, |A|M = {0} if and only if M is projective.
Proof. The hypotheses imply that the subring H•(A, k)0 of H
•(A, k) is a finitely-generated algebra,
and if M and N are finite-dimensional A-supermodules, then Ext•A(M,N)0 is a finitely-generated
H•(A, k)0-module. More generally, the hypotheses imply that H
•(A, k) and Ext•A(M,N) are finitely-
generated as modules over H•(A, k)0. Reinterpreting the hypotheses in terms of the smash product
algebra A#kZ2, which is a Hopf algebra in the ordinary sense, H
•(A#kZ2, k) is a finitely-generated
algebra and Ext•A#kZ2(M,N) is a finite H
•(A#kZ2, k)-module. Then by [35, Proposition 3.2.7] (see
also [23, 25], though Feldvoss and Witherspoon’s definition of the action of a Hopf algebra on a
space of linear maps is different from ours),
cxA(M) = cxA#kZ2(M) = dim |A#kZ2|M .
Next, restriction from A#kZ2 to A induces an algebra homomorphism
ϕ : H•(A#kZ2, k)/IA#kZ2(M)→ H•(A, k)/IA(M).
This homomorphism identifies with the inclusion into H•(A, k)/IA(M) of its even subspace. Since
H•(A, k) is finite over H•(A, k)0 by the hypotheses of the proposition, H
•(A, k)/IA(M) is finite
over the image of ϕ. Then dim |A#kZ2|M = dim |A|M because Krull dimension is preserved under
integral ring extensions. So cxA(M) = dim |A|M . 
3. Finite supergroup schemes in characteristic zero
In this section let k be an algebraically closed field of characteristic 0.
3.1. Structure of finite supergroup schemes in characteristic zero. The following theorem
[34, Theorem 3.3]2 describes the structure of cocommutative Hopf superalgebras over k.
Theorem 3.1.1 (Kostant). Let k be an algebraically closed field of characteristic zero and let A
be a cocommutative Hopf superalgebra over k. Let G be the group of group-like elements in A,
let g be the Lie superalgebra of primitive elements in A, and let U(g) be the universal enveloping
superalgebra of g. Then A is isomorphic as a Hopf superalgebra to the smash product U(g)#kG
formed with respect to the homomorphism π : G→ GL(g) defined by π(g)(x) = gxg−1.
Since U(g) is infinite-dimensional whenever g0 6= 0, we immediately get:
Corollary 3.1.2. Let k be an algebraically closed field of characteristic zero and let A be a finite-
dimensional cocommutative Hopf superalgebra over k. Then there exists a finite group G, a finite-
dimensional odd superspace V , and a representation of G on V such that A is isomorphic as a Hopf
superalgebra to the smash product algebra Λ(V )#kG.
2As printed, the cited theorem contains a typo: ‘commutative’ should be ‘cocommutative.’
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Thus, the data of a finite supergroup scheme over an algebraically closed field k of characteristic
zero is equivalent to the data of a finite group G and a purely odd finite-dimensional kG-module
V . Given this data, we will denote the corresponding finite supergroup scheme by V ⋊G, and we
will identify the category of V ⋊ G-supermodules with the category of Λ(V )#kG-supermodules.
In particular, the support variety |V ⋊G|M of a V ⋊ G-supermodule M is the support variety
|Λ(V )#kG|M of M as a Λ(V )#kG-supermodule.
3.2. Support varieties. From Corollary 3.1.2 we can describe the cohomology ring of any finite
supergroup scheme over an algebraically closed field of characteristic zero.
Theorem 3.2.1. Let k be an algebraically closed field of characteristic zero. Let G be a finite
group, let V be a purely odd finite-dimensional kG-module, and let M and N be finite-dimensional
Λ(V )#kG-supermodules. Then restriction from Λ(V )#kG to Λ(V ) induces a natural isomorphism
(3.2.1) Ext•V ⋊G(M,N) = Ext
•
Λ(V )#kG(M,N)
∼= Ext•Λ(V )(M,N)G.
In particular, restriction to Λ(V ) induces an isomorphism of graded superalgebras
(3.2.2) H•(V ⋊G, k) = H•(Λ(V )#kG, k) ∼= H•(Λ(V ), k)G ∼= S•(V ∗)G,
Proof. Set A = Λ(V )#kG, and write Λ+(V ) for the augmentation ideal of Λ(V ). Then Λ(V ) is
a Hopf sub-superalgebra of A, and Λ+(V ) generates a two-sided Hopf ideal in A. Let A//Λ(V )
denote the quotient of A by the two-sided ideal in A generated by Λ+(V ). Then A//Λ(V ) ∼= kG
as Hopf superalgebras, and there exists a Lyndon–Hochschild–Serre spectral sequence
(3.2.3) Ei,j2 (M,N) = H
i(kG,Hj(Λ(V ), N ⊗M∗))⇒ Hi+j(A,N ⊗M∗).
In particular, Er(k, k) is a spectral sequence of (super)algebras and Er(M,N) is naturally a left
Er(k, k)-(super)module for each r ≥ 2.
The group algebra kG is semisimple by the assumption that k is a field of characteristic 0, so
Ei,j2 = 0 for all i > 0. Then the spectral sequence collapses to the row i = 0. This implies that
restriction to Λ(V ) induces isomorphisms
Ext•A(M,N)
∼= H•(A,N ⊗M∗) ∼= H•(Λ(V ), N ⊗M∗)G ∼= Ext•Λ(V )(M,N)G,
where the first and last isomorphisms in this string are consequences of the tensor-hom adjunction
in Lemma 2.3.4. In particular, restriction to Λ(V ) induces an algebra isomorphism
H•(Λ(V )#kG, k) ∼= H•(Λ(V ), k)G.
Finally, it is a classical result [44, 2.2(2)] that H•(Λ(V ), k) is isomorphic to the symmetric algebra
S•(V ∗) with V ∗ concentrated in cohomological degree 1. 
Theorem 3.2.2. Let G be a finite group and let V be a finite-dimensional purely odd kG-module.
Then there exist isomorphisms of varieties
|V ⋊G| ∼= Max(S(V ∗)G) ∼= V/G
Proof. This is an immediate application of [6, Proposition 5.4.8]. 
Given a kG-module V , write [v] for the G-orbit of an element v ∈ V .
Theorem 3.2.3. Let G be a finite group and let V be a finite-dimensional purely odd kG-module.
Let M be a finite-dimensional V ⋊G-supermodule. Then
|V ⋊G|M ∼=
{
[v] ∈ V/G :M |〈v〉 is not free
}
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Proof. Set E = Λ(V ). Let Φ : H•(E, k) → Ext•E(M,M) be the natural ring homomorphism,
and set I = ker(Φ). Then |E|M = Max(H•(E, k)/I). Identifying H•(E, k) with the symmetric
algebra S(V ∗), it follows from the results in [1, §3] that |E|M ∼=
{
v ∈ V :M |〈v〉 is not free
}
. More
precisely, let I ′ be the annihilator ideal for the left Yoneda product action of H•(E, k) = Ext•E(k, k)
on Ext•E(M,k). Then [1, Theorem 3.9] asserts that
|E|(M,k) = Max(H•(E, k)/I ′) ∼=
{
v ∈ V :M |〈v〉 is not free
}
.
Up to parity shift and isomorphism, the trivial module k is the unique irreducible E-supermodule,
so Propositions 2.3.9 and 2.3.11 imply that |E|(M,k) = |E|M .
Next, the map Φ is a G-module homomorphism. Since G is a finite group and since k is a field
of characteristic zero, the fixed point functor (−)G is exact. Then one obtains an exact sequence
0 −→ IG −→ H•(E, k)G ΦG−→ im(ΦM )G −→ 0,
where ΦG : H•(E, k)G → Ext•E(M,M)G is the map induced by Φ. In particular, IG = ker(ΦG),
and H•(E, k)G/IG ∼= (H•(E, k)/I)G as algebras. Now Theorem 3.2.1 implies that
|V ⋊G|M ∼= Max
(
H•(E, k)G/ ker(ΦG)
) ∼= Max ((H•(E, k)/I)G) .
Then by [6, Proposition 5.4.8], the support variety |V ⋊G|M identifies with the quotient of |E|M
by the action of G, i.e., |V ⋊G|M ∼=
{
[v] ∈ V/G :M |〈v〉 is not free
}
. 
As a corollary of the “rank variety” description in Theorem 3.2.3 we get the following tensor
product property:
Corollary 3.2.4. Let G be a finite group and let V be a finite-dimensional purely odd kG-module.
Let M and N be finite-dimensional V ⋊G-supermodules. Then
|V ⋊G|M⊗N = |V ⋊G|M ∩ |V ⋊G|N .
Proof. We use the description of support varieties provided by Theorem 3.2.3. Since Λ(V )#kG is
a cocommutative Hopf superalgebra, one has
|V ⋊G|M⊗N ⊆ |V ⋊G|M ∩ |V ⋊G|N
by Proposition 2.3.9(1). Now let [v] ∈ |V ⋊G|M ∩ |V ⋊G|N . Viewing V as an abelian purely
odd Lie superalgebra, the subalgebra 〈v〉 of Λ(V )#kG generated by v is isomorphic to a one-
variable exterior algebra, Λ(v). Up to isomorphism and parity change, the only indecomposable
Λ(v)-supermodules are the trivial module and its projective cover (see, e.g., [13, Proposition 5.2.1]).
Consequently, a 〈v〉-supermodule is not free if and only if it contains the trivial module as a direct
summand. In particular, when written as a direct sum of indecomposable 〈v〉-supermodules, both
M and N must have a trivial direct summand and hence so must M ⊗N . Thus, M ⊗N is not free
as a 〈v〉-supermodule and [v] ∈ |V ⋊G|M⊗N . 
Theorem 3.2.5. Let G be a finite group and let V be a finite-dimensional purely odd kG-module.
Let M be a finite-dimensional V ⋊G-supermodule and let d = dim |V ⋊G| − dim |V ⋊G|M be the
codimension of |V ⋊G|M in |V ⋊G|. Then 2d | dimkM . If d > 0, then sdim(M) = 0.
Proof. Set E = Λ(V ). By the proof of Theorem 3.2.3, |V ⋊G|M identifies with the quotient of
|E|M by the action of G. Since G is a finite group, then the codimension of |V ⋊G|M in |V ⋊G|
is equal to the codimension of |E|M in |E|. Next, |E|M is defined by an ideal in the polynomial
ring H•(E, k) ∼= S(V ∗), so it follows from the Noether Normalization Theorem [36, Theorem II.3.1]
that there exists a d-dimensional subspace H of V such that H ∩ |E|M = {0}. Considering the
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restriction of M to the subalgebra Λ(H) of E generated by H, this implies that |Λ(H)|M = {0},
and hence implies by Proposition 2.3.13 that M is projective as a Λ(H)-supermodule. Since Λ(H)
is indecomposable over itself, M is then isomorphic as a Λ(H)-supermodule to a direct sum of
copies of Λ(H), each of which is of dimension 2d and (if d > 0) of superdimension 0. 
Let V ⋊G-mod denote the category of all finite-dimensional V ⋊G-modules and let K denote the
stable module category of V ⋊G-mod. Using Lemma 2.3.2, it follows that K is a tensor triangulated
category. We expect that the spectrum of K (in the sense of Balmer [4]) is homeomorphic to V/G
and that the thick tensor ideals of K are classified by the specialization closed subsets of V/G via
support varieties; see the results of Pevtsova and Witherspoon [42] in a setting with close similarities
to the one considered here.
4. Finite-dimensional Lie superalgebras
Now let k be an algebraically closed field of characteristic p ≥ 3, and let g be a finite-dimensional
Lie superalgebra over k. In this section we investigate support varieties for the (typically infinite-
dimensional) Hopf superalgebra U(g), the universal enveloping superalgebra of g.
4.1. Background on Lie superalgebra cohomology. Write Λs(g
∗) for the superexterior algebra
on g∗. We consider Λs(g
∗) as a graded superalgebra with g∗ as concentrated in Z-degree 1. Then
Λs(g
∗) identifies with the graded tensor product of algebras Λ(g∗
0
) ⊗g S(g∗
1
). Equivalently, Λs(g
∗)
is the free graded-commutative graded superalgebra generated by g∗. Now let M be a finite-
dimensional g-supermodule. There exists a differential ∂ on C(g,M) := M ⊗ Λs(g∗), called the
Koszul differential, that makes C(g,M) into a cochain complex. The Koszul differential acts by
derivations on C(g,M), i.e.,
∂(m⊗ z) = ∂(m)z +m⊗ ∂(z) if m ∈M and z ∈ Λs(g∗), and(4.1.1)
∂(ab) = ∂(a) · b+ (−1)ia · ∂(b) if a ∈ Λis(g∗) and b ∈ Λs(g∗).(4.1.2)
Thus, ∂ is determined by its actions onM and Λ1s(g
∗) = g∗. The map ∂ :M →M⊗Λ1(g∗) =M⊗g∗
satisfies ∂(m) =
∑
imi⊗fi, where themi ∈M and fi ∈ g∗ are such that
∑
i fi(z).mi = (−1)z·mz.m
for each z ∈ g. Next, since p ≥ 3 there exists a natural isomorphism Λ2s(g∗) ∼= [Λ2s(g)]∗.3 Then
∂ : Λ1s(g
∗) → Λ2s(g∗) identifies with the linear map g∗ → [Λ2s(g)]∗ that is the transpose of the Lie
bracket Λ2s(g) → g, z1 ∧ z2 7→ [z1, z2]. The cohomology of C(g,M) with respect to ∂ is the Lie
superalgebra cohomology group H•(g,M). For more details, see [18, §§3.1–3.2].
Example 4.1.1. If g = g1, then g is abelian and U(g) = Λ(g), so H
•(g, k) ∼= S(g∗) by [44, 2.2(2)].
Example 4.1.2. Let g be the Lie superalgebra over k generated by an odd element y and an
even element x such that y2 := 12 [y, y] = x. This implies that [x, y] = 0, and hence that {x, y}
is a homogeneous basis for g. Let {x∗, y∗} be the corresponding dual basis. Then in the notation
of [18, §2.3], a typical homogeneous monomial in Λ(g∗) has the form 〈(x∗)a〉(y∗)b with a ∈ {0, 1} and
b ∈ N. Now the Koszul differential ∂ : Λs(g∗) → Λs(g∗) satisfies ∂(y∗) = 0 and ∂(〈x∗〉) = −(y∗)2,
so the cohomology ring H•(g, k) is isomorphic to the truncated polynomial ring k[y∗]/〈(y∗)2〉.
3The graded dual of Λs(g) is isomorphic as a graded superalgebra to A(g
∗), the superalgebra of (super)alternating
tensors on g∗; see [19, §2.6]. The identification Λ1s(g
∗) = g∗ = A1(g∗) extends to a homomorphism of graded
superalgebras ψ : Λs(g
∗) → A(g∗); in characteristic zero this is an isomorphism, but in characteristic p ≥ 3 it need
only be an isomorphism in Z-degrees less than p. In particular, Λ2s(g
∗) ∼= A2(g∗) ∼= [Λ2s(g)]
∗.
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4.2. The cohomological spectrum. Write g∗
1
[p] for the superspace g∗
1
considered as a graded
superspace concentrated in Z-degree p. Then S(g∗
1
[p]) is a graded superalgebra concentrated in
Z-degrees divisible by p. Since k is perfect, and since S(g∗
1
) is commutative in the ordinary
sense, the p-power map, z 7→ zp, induces an injective homomorphism of graded superalgebras
S(g∗
1
[p])(1) → S(g∗
1
). Composing with the natural inclusion S(g∗
1
) →֒ Λs(g∗), this produces an
injective homomorphism of graded superalgebras
(4.2.1) ϕ˜ : S(g∗
1
[p])(1) → Λs(g∗).
Since Λs(g
∗) is graded-commutative, and since the Koszul differential acts by derivations on Λs(g
∗),
it follows that the image of ϕ˜ consists of cocycles in C(g, k), and hence that ϕ˜ induces a graded
superalgebra homomorphism
(4.2.2) ϕ : S(g∗
1
[p])(1) → H•(g, k).
Definition 4.2.1. Given finite-dimensional g-supermodulesM andN , let Ig(M,N) be the annihila-
tor ideal for the cup product action of H•(g, k) on Ext•g(M,N), and set Jg(M,N) = ϕ
−1(Ig(M,N)).
Define Xg(M,N) to be the subvariety of Max(S(g∗1[p])(1)) defined by Jg(M,N),
Xg(M,N) = Max
(
S(g∗
1
[p])(1)/Jg(M,N)
)
.
Set Jg(M) = Jg(M,M), and set Xg(M) = Xg(M,M) = Max(S(g∗1[p])(1)/Jg(M)).
Proposition 4.2.2. The induced map ϕ : S(g∗
1
[p])(1) → H•(g, k)/Nil(H•(g, k)) is surjective onto
all p-th powers.
Proof. Let r ∈ H•(g, k). We want to show that the coset rp + Nil(H•(g, k)) is in the image of ϕ.
Since we are working modulo the nilradical of H•(g, k), we may assume by Corollary 2.2.5 that
r = r00 + r
1
1, where r
0
0 ∈ Hev(g, k)0 and r11 ∈ Hodd(g, k)1. Since r00 and r11 commute in the ordinary
sense by the fact that H•(g, k) is a graded-commutative superalgebra, one has rp = (r00)
p + (r11)
p.
The ring H•(g, k) inherits its algebra structure from Λs(g
∗) ∼= Λ(g∗
0
) ⊗g S(g∗
1
). Then there exist
homogeneous elements ai, ci ∈ Λ(g∗0) and bi, di ∈ S(g∗1) such that
∑
ai⊗bi is a cocycle representative
for r00 and
∑
ci ⊗ di is a cocycle representative for r11. Since r00 ∈ Hev(g, k)0, we may assume for
each i that bi ∈ Sev(g∗1) = S(g∗1)0 and ai ∈ Λev(g∗0). Similarly, since r11 ∈ Hodd(g, k)1, we may
assume for each i that di ∈ Sodd(g∗1) = S(g∗1)1 and ci ∈ Λev(g∗0). These assumptions imply, by
the graded-commutativity of Λs(g
∗), that the summands in
∑
ai ⊗ bi pairwise commute in Λs(g∗)
in the ordinary sense and that ai and bi commute in Λs(g
∗) in the ordinary sense. Similarly, the
summands in
∑
ci ⊗ di pairwise commute, and ci commutes with di. Then(∑
ai ⊗ bi
)p
=
∑
(ai ⊗ bi)p =
∑
api ⊗ bpi , and(∑
ci ⊗ di
)p
=
∑
(ci ⊗ di)p =
∑
cpi ⊗ dpi .
Since Λ(g∗
0
) is graded-commutative and is generated as an algebra by the subspace Λ1(g∗
0
), which is
concentrated in Z-degree 1, it follows that every homogeneous element in Λ(g∗
0
) of nonzero Z-degree
squares to 0. This implies that the only nonzero summands appearing in
∑
api ⊗ bpi and
∑
cpi ⊗ dpi
are those for which ai, ci ∈ Λ0(g∗0), i.e., those for which ai and ci are scalars. But if ai and ci are
scalars, then api ⊗bpi and cpi ⊗dpi are in the image of ϕ˜. Now since
∑
api ⊗bpi and
∑
cpi ⊗dpi are cocycle
representatives for (r00)
p and (r11)
p, respectively, this shows that the coset of rp = (r00)
p + (r11)
p is
in the image of ϕ. 
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Corollary 4.2.3. The map ϕ : S(g∗
1
[p])(1) → H•(g, k) induces for each pair of finite-dimensional
g-supermodules M and N a homeomorphism ϕ∗M,N : |U(g)|(M,N) ∼→ Xg(M,N).
Proof. The algebra homomorphism (4.2.2) induces an injective algebra homomorphism
ϕM,N : S(g
∗
1
[p])(1)/Jg(M,N)→ H•(g, k)/Ig(M,N).
Proposition 4.2.2 implies that, modulo nilpotent elements, ϕM,N is surjective onto p-th powers.
Then the induced morphism between the maximal ideal spectra, ϕ∗M,N : |U(g)|(M,N) → Xg(M,N),
is a bijection, hence a homeomorphism. 
Using Corollary 4.2.3 we will restrict our attention to the varieties Xg(M). Our first step will be
to determine the variety Xg(k). It identifies with the affine subvariety of g1 defined by ker(ϕ).
Theorem 4.2.4. Let g be a finite-dimensional Lie superalgebra over k. Then
Xg(k) ∼= {x ∈ g1 : [x, x] = 0}
Proof. First let a ∈ g∗
0
⊆ Λ1s(g∗). Since the Koszul differential ∂ acts by derivations on Λs(g∗),
one has ∂(a · ∂(a)p−1) = ∂(a)p. Then ∂(a)p is a coboundary in C(g, k). Next, ∂(a) ∈ Λ2s(g∗)0 =
Λ2(g∗
0
)⊕S2(g∗
1
). The elements of Λ2(g∗
0
) commute in the ordinary sense with the elements of S2(g∗
1
).
Then since the elements of Λ2(g∗
0
) square to zero, it follows that ∂(a)p ∈ S2p(g∗
1
). More precisely, it
follows that ∂(a)p is an element in the image of the homomorphism ϕ˜ : S(g∗
1
[p])(1) → Λs(g∗). Since
ϕ˜ is an injection, there exists a unique element φa ∈ S2(g∗1[p])(1) such that ϕ˜(φa) = ∂(a)p. Since
∂(a)p is a coboundary in C(g, k), this means that φa ∈ ker(ϕ˜).
Now let x ∈ g1. Considering φa and ∂(a)p ∈ S2p(g∗1) as polynomial functions on g1, one has
[φa(x)]
p = [∂(a)p](x) = a([x, x])p.
Then φa(x) = 0 if and only if a([x, x]) = 0. Varying a over the elements of g
∗
0
, it follows that
Xg(k) ⊆ {x ∈ g1 : [x, x] = 0}. To prove the reverse equality, let x ∈ g1 such that [x, x] = 0, and
consider the abelian Lie sub-superalgebra a of g spanned by x. Restriction from g to a induces a
natural morphism of varieties ι : Xa(k)→ Xg(k). The restriction map S(g∗1[p])(1) → S(a∗1[p])(1) is a
surjection, so it follows that ι : Xa(k) → Xg(k) is a closed embedding. Since a is a purely odd Lie
superalgebra, the universal enveloping superalgebra of a identifies with the exterior algebra Λ(a).
Then H•(a, k) = H•(Λ(a), k) ∼= S(a∗), so Xa(k) ∼= a = a1. Now by the naturality of the morphism
ι : Xa(k)→ Xg(k), we conclude that x ∈ Xg(k), and hence that Xg(k) = {x ∈ g1 : [x, x] = 0}. 
4.3. Rank varieties. We next show that support varieties in this setting admit a rank variety
description.
Theorem 4.3.1. Let g be a finite-dimensional Lie superalgebra over k, and let M be a finite-
dimensional g-supermodule. Then
Xg(M) =
{
x ∈ Xg(k) :M |〈x〉 is not free
} ∪ {0} .
Proof. Our argument is exactly parallel to that used by Jantzen [32, §3] to calculate the support
varieties of finite-dimensional restricted Lie algebras in characteristic 2.
Write X ′g(M) for the set on the right-hand side of the equality stated in the theorem. Then we
must show that Xg(M) = X ′g(M). Given x ∈ Xg(k), write 〈x〉 of the Lie sub-superalgebra of g
generated by x. Since x is a self-commuting odd element, the enveloping superalgebra U(〈x〉) is a
one-variable exterior algebra. To prove the inclusion X ′g(M) ⊆ Xg(M), observe that if x ∈ Xg(k)
and if M |〈x〉 is not free, then X〈x〉(M |〈x〉) ∼= 〈x〉 by the results in [1, §3]. This implies as in the proof
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1
. . .
1
0
. . .
0
0
. . .
0
1
. . .
1

Figure 1. The matrix x in the proof of Theorem 4.3.1.

1
. . .
1

Figure 2. The matrix y in the proof of Theorem 4.3.1.
of Theorem 4.2.4 that 〈x〉 ⊆ Xg(M), and hence that X ′g(M) ⊆ Xg(M). For the reverse inclusion
Xg(M) ⊆ X ′g(M), observe that X ′g(M) = Xg(k) unless the superdimension of M is zero, i.e., unless
M is isomorphic as a superspace to km|m for some m. So let us assume that M ∼= km|m.
First suppose that g = gl(M). Fixing a homogeneous basis for M , g identifies with the general
linear Lie superalgebra gl(m|m). Now let x ∈ Xg(M) be nonzero, and suppose to the contrary that
M |〈x〉 is free. Using this fact and choosing a new homogeneous basis for M if necessary, we may
write x in the form shown in Figure 1, where, say, the first n diagonal entries of the upper-right
m × m block are equal to 1, the last m − n diagonal entries of the lower-left m × m block are
equal to 1, and the rest of the entries in x are 0. Let {e1, . . . , em, em+1, . . . , e2m} be the “standard”
homogeneous basis for km|m with respect to which the matrix for x has been written (so e1, . . . , em
are even basis vectors and em+1, . . . , e2m are odd basis vectors), and let φ : k
m|m → km|m be the
linear map that interchanges ei and em+i for n + 1 ≤ i ≤ m and that leaves the remaining basis
vectors fixed. Then φ◦φ = 1, and conjugation by φ defines a (non-homogeneous) automorphism of g.
This automorphism induces a (non-homogeneous) automorphism of H•(g, k), which in turn induces
an isomorphism of varieties Xg(km|m) ∼= Xg(km|m) that sends x to the odd matrix y, illustrated in
Figure 2, whose upper-right block is the m×m identity matrix and whose remaining entries are 0.
To contradict the initial assumption that M |〈x〉 is free, we will show that y /∈ Xg(km|m).
Let {eij : 1 ≤ i, j ≤ 2m} be the homogeneous basis for gl(m|m) consisting of the usual matrix
units (i.e., eij ∈ gl(m|m) has a 1 in the ij-position and 0s elsewhere), and let {Xij : 1 ≤ i, j ≤ 2m}
be the corresponding dual basis. Write Sm for the symmetric group on m letters, and set
f1 =
∑
σ∈Sm
sgn(σ) ·Xσ(1),m+1Xσ(2),m+2 · · ·Xσ(m),2m ∈ S(g∗1).
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Considered as a polynomial function on g∗
1
, f1(y) = 1 6= 0. We will show that y /∈ Xg(km|m) by
showing that f1 ∈ Jg(km|m).
By definition, Jg(k
m|m) is the kernel of the composite ring homomorphism
ϕ : S(g∗
1
[p])(1)
ϕ−→ H•(g, k) Φ−→ Ext•g(km|m, km|m).
It follows from Lemma 2.3.4 that Φ : H•(g, k) → Ext•g(km|m, km|m) may be rewritten as the ring
homomorphism H•(g, k) → Ext•g(k, g) induced by the g-supermodule homomorphism k → g that
sends a scalar λ ∈ k to the corresponding scalar multiple of the identity matrix in g. Next, the
adjoint and coadjoint representations of g are isomorphic, i.e., g ∼= g∗ as g-supermodules. To see
this, set V = km|m. Then g ∼= V ⊗ V ∗ and V ∼= (V ∗)∗ as g-supermodules, so by Lemma 2.3.3,
g ∼= V ⊗ V ∗ ∼= (V ∗)∗ ⊗ V ∗ ∼= (V ⊗ V ∗)∗ ∼= g∗
as g-supermodules. Under the isomorphism g ∼= g∗, the identity matrix is sent to the supertrace
str := (
∑m
r=1Xr,r)− (
∑m
r=1Xr+m,r+m) ∈ g∗.
So now we consider the map H•(g, k) → H•(g, g∗) that is induced by the homomorphism k → g∗
that sends a scalar λ ∈ k to the corresponding scalar multiple of the supertrace. As discussed in
Section 4.1, the cohomology group H•(g, g∗) can be computed as the cohomology of the cochain
complex C(g, g∗) = g∗⊗Λ(g∗) with respect to the Koszul differential ∂. We will be able to conclude
that f1 ∈ Jg(km|m) provided we can show that str⊗(f1)p is a coboundary in Cmp(g, g∗).
We view the Koszul differentials ∂g∗ : C
0(g, g∗)→ C1(g, g∗) and ∂ : C1(g, k)→ C2(g, k) as linear
maps g∗ → g∗⊗ g∗ and g∗ → Λ2s(g∗), respectively. Then in terms of the basis {Xij : 1 ≤ i, j ≤ 2m}
for g∗, the Koszul differentials are given by
∂g∗(Xij) =
2m∑
r=1
Xrj ⊗Xir − (−1)Xir ·XrjXir ⊗Xrj , and
∂(Xij) =
2m∑
r=1
(−1)Xir ·XrjXirXrj .
Now a tedious but straightforward calculation shows that ∂(f1) = str ·f1; cf. [32, 3.7]. This implies
that ∂((f1)
p−1) = (p− 1) · str ·(f1)p−1. Now set
f2 =
m∑
i=1
∑
σ∈Sm
sgn(σ)Xσ(i),m+i ⊗
∏
ℓ 6=i
Xσ(ℓ),m+ℓ
 ∈ g∗ ⊗ Λm−1(g∗) = Cm−1(g, g∗),
and note that C(g, g∗) = g∗ ⊗ Λ(g∗) is naturally a right Λ(g∗)-supermodule. Then another tedious
but straightforward calculation shows that ∂(f2) = − str⊗f1 + (−1)m−1f2 · (str); cf. [32, 3.8].
Finally, this implies that ∂(−f2 · (f1)p−1) = str⊗(f1)p, which is what we wanted to show.
For the general case of the inclusion Xg(M) ⊆ X ′g(M), first suppose that g is a Lie sub-super-
algebra of gl(M). Then as discussed in the proof of Theorem 4.2.4, the inclusion g →֒ gl(M) induces
a closed embedding Xg(k) →֒ Xgl(M)(k), which the reader can check restricts to a closed embedding
Xg(M) →֒ Xgl(M)(M). From the special case treated in the previous three paragraphs, we know
that Xgl(M)(M) = X ′gl(M)(M). This then implies that Xg(M) ⊆ X ′g(M).
For the last step of the proof, choose some faithful finite-dimensional g0-module P
′ (this is
possible by Iwasawa’s Theorem), and set P = U(g)⊗U(g
0
)P
′. As a superspace, P ∼= Λ(g1)⊗P ′. Then
P is a faithful finite-dimensional g-module whose superdimension is 0. By Frobenius reciprocity
it follows that Ext•g(P,P )
∼= Ext•g
0
(P ′, P ). Since P ′ and P are finite-dimensional g0-modules,
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and since g0 is a finite-dimensional ordinary Lie algebra, Ext
•
g
0
(P ′, P ) is finite-dimensional. Then
Ext•g(P,P ) is finite-dimensional, which implies that the ideal Jg(P ) defining Xg(P ) contains all
sufficiently large powers of all non-constant polynomials in S(g∗
1
[p])(1). So Xg(P ) = {0}, hence
Xg(M) = Xg(M ⊕ P ) by Proposition 2.3.9(4). Finally, since M ⊕ P is a faithful finite-dimensional
g-supermodule, g identifies with a Lie sub-superalgebra of gl(M ⊕ P ). Then from the previous
paragraph we conclude that Xg(M) ⊆ X ′g(M). 
It is noteworthy that the associated varieties introduced by Duflo and Serganova in characteristic
zero [20] have precisely the same definition4 as the positive characteristic rank variety given in
Theorem 4.3.1. However, unlike here, those varieties have no known cohomological definition.
Duflo and Serganova prove that their varieties relate to the combinatorics of atypicality and that
their so-called fibre functors provide interesting tensor functors between Lie superalgebras of various
ranks. It would be interesting to adapt their techniques to positive characteristic.
5. Restricted Lie superalgebras and infinitesimal supergroup schemes
As in Section 4, let k be an algebraically closed field of characteristic p ≥ 3. In this section we
present some partial results describing the cohomology variety |G| of an infinitesimal supergroup
scheme G. We obtain the sharpest results when G is the first Frobenius kernel of the general linear
supergroup scheme GL(m|n), or equivalently, when G is the restricted Lie superalgebra gl(m|n).
We begin in Section 5.1 by summarizing some of the main points in the first author’s proof [18,19]
that the cohomology ring H•(G, k) of an infinitesimal supergroup scheme G is a finitely-generated
superalgebra. In Section 5.2 we recall the details of a projective resolution (X(g), dt) constructed
by Iwai and Shimada [31] and May [38]. In Section 5.4 we apply the finite-generation results and
explicit calculations using the resolution (X(g), dt) to investigate the spectrum of H
•(G, k).
5.1. Cohomological finite generation. Let P be the category of strict polynomial superfunctors
as defined in [19, §2.1] (for the original definition, see [3]). In [19], the first author calculated for
each r ≥ 1 the structure of Ext•P(I(r), I(r)), the extension algebra in P of the r-th Frobenius twist
of the identity functor. The functor I(r) admits a direct sum decomposition, I(r) = I0
(r) ⊕ I1(r),
which gives rise to a matrix ring decomposition
Ext•P(I
(r), I(r)) =
Ext•P(I(r)0 , I(r)0 ) Ext•P(I(r)1 , I(r)0 )
Ext•P(I
(r)
0 , I
(r)
1 ) Ext
•
P(I
(r)
1 , I
(r)
1 )
 .
As an algebra, Ext•P(I
(r), I(r)) is then generated by certain distinguished extension classes
(5.1.1)
e
′
i ∈ Ext2p
i−1
P
(I
(r)
0 , I
(r)
0 )
e
′′
i ∈ Ext2p
i−1
P
(I
(r)
1 , I
(r)
1 )
 for 1 ≤ i ≤ r, and
 cr ∈ Ext
pr
P
(I
(r)
1 , I
(r)
0 ),
c
Π
r ∈ Extp
r
P
(I
(r)
0 , I
(r)
1 ).
The parity change functor Π induces an involutory superalgebra automorphism on Ext•P(I
(r), I(r)),
denoted z 7→ zΠ, that maps cr to cΠr and each e′i to e′′i (and vice versa).
Theorem 5.1.1. The extension algebra Ext•P(I
(r), I(r)) is generated by the distinguished extension
classes (5.1.1) subject only to the relations imposed by the matrix ring decomposition and
(1) (e′r)
p = cr ◦ cΠr and (e′′r)p = cΠr ◦ cr.
4The definition given in [20] is in terms of the nonvanishing of a certain quotient vector space, but it can be verified
that this is equivalent to the projectivity condition used here.
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(2) For each 1 ≤ i < r, (e′i)p = (e′′i )p = 0.
(3) For each 1 ≤ i < r, e′i ◦ cr = λi(cr ◦ e′′i ) and e′′i ◦ cΠr = λi(cΠr ◦ e′i) for some λi ∈ {±1}.
(4) The subalgebra generated by e′1, . . . ,e
′
r,e
′′
1, . . . ,e
′′
r is commutative.
(5) e′r ◦ cr = cr ◦ e′′r and e′′r ◦ cΠr = cΠr ◦ e′r.
Proof. The only relations not covered by [19, Theorem 4.7.1] are those in (5). By [19, Theorem
4.7.1], e′r ◦ cr = λr(cr ◦ e′′r ) and e′′r ◦ cΠr = λr(cΠr ◦ e′r) for some λr ∈ {±1}. Then (e′r)p ◦ cr =
(λr)
p · cr ◦ (e′′r )p. But (e′r)p = cr ◦ cΠr and (e′′r)p = cΠr ◦ cr, so (cr ◦ cΠr ) ◦ cr = (λr)p · cr ◦ (cΠr ◦ cr).
This implies that (λr)
p = 1, and hence that λr = 1. 
Remark 5.1.2. In [19, Remark 4.7.2], the first author guessed that the λi should all equal 1. The
previous argument, which the author could have given in [19] had he had the appropriate presence
of mind, shows that at least λr = 1. For a fixed r, one can if necessary replace e
′
i by −e′i in order
to assume that λi = 1 for 1 ≤ i < r. But e′i is defined in terms of a distinguished extension class
ei ∈ Ext2p
i−1
P
(I0
(i), I0
(i)), so if one is interested in the structure of Ext•P(I
(r), I(r)) as r varies, it
would be desirable to know that all λi are equal to 1. If e
′
i is replaced by −e′i, then it will also no
longer be the case that (e′i)
Π = e′′i .
Now let G be an infinitesimal supergroup scheme of height ≤ r. By [18, Lemma 4.4.1], there
exists, for some m,n ∈ N, a closed embedding G →֒ GL(m|n)r of G into the r-th Frobenius kernel
of the general linear supergroup scheme GL(m|n). Observe that
gm = Homk(k
m|0, km|0), g+1 = Homk(k
0|n, km|0),
gn = Homk(k
0|n, k0|n), g−1 = Homk(k
m|0, k0|n).
are each naturally subspaces of gl(m|n), with gl(m|n)0 = gm ⊕ gn and gl(m|n)1 = g+1 ⊕ g−1.
Evaluation on the superspace km|n defines an exact functor from P to the category of rational
GL(m|n)-supermodules. This functor then induces for each pair T, T ′ ∈ P an even linear map
Ext•P(T, T
′)→ Ext•GL(m|n)(T (km|n), T ′(km|n)), z 7→ z|GL(m|n)
that we call restriction to GL(m|n). Cohomology classes can be restricted further to the sub-
supergroup scheme G of GL(m|n); we denote this further restriction by z|G. Then as discussed
in [19, §5.1], the restrictions e′i|G and e′′i |G for 1 ≤ i ≤ r and cr|G and cΠr |G define even elements
(5.1.2)
e
′
i|G ∈ Ext2p
r−1
G (k
m|0(r), km|0(r)) ∼= Homk(g∗(r)m ,H2p
r−1
(G, k)),
e
′′
i |G ∈ Ext2p
r−1
G (k
0|n(r), k0|n(r)) ∼= Homk(g∗(r)n ,H2p
r−1
(G, k)),
cr|G ∈ Extp
r
G (k
0|n(r), km|0(r)) ∼= Homk(g∗(r)+1 ,H2p
r−1
(G, k)), and
c
Π
r |G ∈ Extp
r
G (k
m|0(r), k0|n(r)) ∼= Homk(g∗(r)−1 ,H2p
r−1
(G, k)).
Viewing (e′i + e
′′
i )|G and (cr + cΠr )|G as linear maps into H•(G, k), they extend uniquely to graded
superalgebra homomorphisms
(e′i + e
′′
i )|G : S(gl(m|n)∗0[2pi−1])(r) → H•(G, k), and
(cr + c
Π
r )|G : S(gl(m|n)∗1[pr])(r) → H•(G, k).
Taking the product of these homomorphisms, we get a graded superalgebra homomorphism
(5.1.3) φG :
(
r⊗
i=1
S(gl(m|n)∗
0
[2pi−1])(r)
)
⊗ S(gl(m|n)∗
1
[pr])(r) → H•(G, k).
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The main consequence of the results in [19, §5.5] and [18, §5.4] is that H•(G, k) is finite over the
image of φG and hence that H
•(G, k) is a finitely-generated algebra.
Now consider GL(m|n)1, the first Frobenius kernel of GL(m|n). A key step in the proof that
H•(G, k) is finite over φG involved verifying that (e
′
r + e
′′
r)|GL(m|n)1 and (cr + cΠr )|GL(m|n)1 admit
particular descriptions. Specifically, consider the May spectral sequence [18, Corollary 5.2.3]
(5.1.4) Ei,j0 = Λ
j
s(gl(m|n)∗)⊗ Si/2(gl(m|n)∗0)(1) ⇒ Hi+j(GL(m|n)1, k).
Here the superscript i/2 means that Ei,j0 = 0 unless i is even. In the proof of [19, Theorem 5.5.1],
the first author verified the following properties:
(5.1.5) Replacing e′r + e
′′
r by a scalar multiple if necessary,
(e′r + e
′′
r )|G : S(gl(m|n)∗0[2pr−1])(r) → H•(GL(m|n)1, k)
is equal to the composition of the pr−1-power map S(gl(m|n)∗
0
[2pr−1])(r) → S(gl(m|n)∗
0
[2])(1)
with the horizontal edge map E•,00 → H•(GL(m|n)1, k) of (5.1.4).
(5.1.6) Replacing cr + c
Π
r by a scalar multiple if necessary, the composition of
(cr + c
Π
r )|GL(m|n)1 : S(gl(m|n)∗1[pr])(r) → H•(GL(m|n)1, k)
with the vertical edge map H•(GL(m|n)1, k) → E0,•0 of (5.1.4) is equal to the composition
of the pr-power map S(gl(m|n)∗
1
[pr])(r) → S(gl(m|n)∗
1
) and the inclusion into Λs(gl(m|n)∗).
The verification in [19, §5.5] of these properties treated the classes e′r, e′′r , cr, and cΠr separately,
but since (e′r)
Π = e′′r , the classes e
′
r and e
′′
r can be rescaled if necessary by the same scalar factor,
and similarly for cr and c
Π
r .
More generally, let G be a sub-supergroup scheme of GL(m|n)1 and set g = Lie(G). Then
G = G1 and the May spectral sequence for G takes the form
(5.1.7) Ei,j0 = Λ
j
s(g
∗)⊗ Si/2(g∗
0
)(1) ⇒ Hi+j(G, k).
Since the May spectral sequence is natural with respect to G, the following properties are immediate
consequences of (5.1.5) and (5.1.6):
(5.1.8) Up to a scalar factor, the homomorphism (e′r + e
′′
r)|G : S(gl(m|n)∗0)(r) → H•(G, k) is equal
to the composite map
S(gl(m|n)∗
0
[2pr−1])(r) → S(g∗
0
[2pr−1])(r) → S(g∗
0
[2])(1) → H•(G, k),
where the first arrow is induced by restriction from gl(m|n)∗
0
to g0, the second arrow is the
pr−1-power map, and the last arrow is the horizontal edge map of (5.1.7).
(5.1.9) Up to a scalar factor, the composition of (cr + c
Π
r )|G : S(gl(m|n)∗1[pr])(r) → H•(G, k) with
the vertical edge map of (5.1.7) is equal to the composite map
S(gl(m|n)∗
1
[pr])(r) → S(g∗
1
[pr])(r) → S(g∗
1
) →֒ Λs(g∗),
where the first arrow is induced by restriction from gl(m|n)∗
1
to g∗
1
, the second arrow is the
pr-power map, and the third arrow is the natural inclusion.
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5.2. The projective resolution of Iwai–Shimada and May. Let g be a finite-dimensional
restricted Lie superalgebra over k, and write V (g) for the restricted enveloping superalgebra of g.
Iwai and Shimada [31] and May [38, §6] described a recipe for constructing a V (g)-free resolution
(X(g), dt) of the trivial module k. We will require some of the details of this construction in order
to analyze the maximal ideal spectrum of the cohomology ring H•(V (g), k). We summarize the
necessary details here and refer the reader to [18, §3.3] for more information.
Recall from [19, §2.3] that A(g) denotes the graded superalgebra of alternating powers on g; it
is isomorphic to the graded tensor product of superalgebras Λ(g0) ⊗g Γ(g1), where Γ(g1) denotes
the ordinary divided power algebra on g1. The right adjoint action of g on itself induces on
A(g) the structure of a right V (g)-supermodule, and hence also of a right U(g)-supermodule. Let
Y (g) = U(g)#A(g) and W (g) = V (g)#A(g) be the corresponding smash product superalgebras.
We consider Y (g) andW (g) as homologically graded superspaces with U(g) and V (g) concentrated
in homological degree 0 and Ai(g) concentrated in homological degree i. Then Y (g) identifies with
the Koszul resolution for g as discussed in [18, §3.1]. The Koszul differential on Y (g) induces an
inexact differential d on W (g), which makes W (g) into a differential graded superalgebra.
Let Γ(g0[2])
(1) be the divided power algebra on g0, its vector space structure twisted by the
Frobenius map (λ 7→ λp) on k, and considered as a homologically graded superspace with g0
concentrated in Z-degree 2. The algebra structure on W (g0) together with the natural coalgebra
structure on Γ(g0[2])
(1) induces on
R =
⊕
n≥0R
n =
⊕
n≥0
⊕
i≥0Homk(Γ
i(g0[2])
(1),Wi−n(g0))
the structure of a graded superalgebra. Denote the product of elements r, r′ ∈ R by r ∪ r′. Then
an element t ∈ R1, i.e., a linear map t : Γ(g0[2])(1) → W (g0) of homological degree −1, is called a
twisting cochain if d ◦ (t ∪ t) = 0.
Define X(g) to be the graded superspace W (g)⊗ Γ(g0[2])(1). Now given a twisting cochain t as
above, the corresponding differential dt : X(g) → X(g) is defined as follows: Let w ∈ W (g) and
γ ∈ Γ(g0[2])(1) be homogeneous elements. Denote the homological degree of w by deg(w) and write∑
γ′ ⊗ γ′′ for the coproduct in Γ(g0[2])(1) of γ. Then dt : X(g)→ X(g) is defined by
(5.2.1) dt(w ⊗ γ) = d(w) ⊗ γ + (−1)deg(w)
∑
[w · t(γ′)]⊗ γ′′,
where w · t(γ′) denotes the product in W (g) of w and t(γ′) ∈W (g0) ⊆W (g).
In [31, 38] (see also [18, Lemma 3.3.1]) it is shown that a twisting cochain t can always be
constructed such that the resulting chain complex (X(g), dt) is a V (g)-free resolution of the trivial
module. The proof of this fact depends, however, on the choice of a fixed basis for g0, so the
resolution (X(g), dt) need not be natural in g. In the construction, the action of t on Γ
i(g0[2])
(1) is
defined by induction on i so that the following properties are satisfied:
i = 0: If ε : W (g)→ k denotes the natural augmentation map on W (g), then ε ◦ t = 0.
i = 1: If x is one of the fixed basis vectors for g0, then t(γ1(x)) = x
p−1〈x〉 − 〈x[p]〉. Here γ1(x) is
one of the divided power generators for Γ(g0[x])
(1) (cf. [18, §2.3]), x[p] denotes the image of
x under the p-map making g0 into a restricted Lie algebra, x
p−1 is the obvious monomial
in V (g), and 〈x〉 and 〈x[p]〉 are the obvious monomials in Λ1(g0) ⊂W 1(g).
For the details of the inductive construction, see [18, Lemma 3.3.1].5
5More precisely, [18, Lemma 3.3.1] asserts the existence of an appropriate linear map t with image in Y (g
0
). To
match the exposition presented here, one must then compose this t with the quotient map Y (g
0
)→W (g
0
).
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Remark 5.2.1. By [18, Remark 3.3.2], if g0 is abelian, then t can be constructed to be trivial in
homological degrees greater than 2, i.e., such that t(Γi(g0[2])
(1)) = 0 for i > 1. In the notation
used there, if g0 is abelian, then r2 = 0 regardless of whether or not the p-map on g0 is trivial.
Remark 5.2.2. Suppose s is a sub-Lie superalgebra of g. Fix a homogeneous basis S for s, and
then extend S to a homogeneous basis B for g. Then the inclusion ι : S →֒ B extends to inclusions
of chain complexes Y (ι) : Y (s) →֒ Y (g) and W (ι) : W (s) →֒ W (g) and an inclusion of graded
superspaces Γ(ι) : Γ(s0[2])
(1) →֒ Γ(g0[2])(1). Suppose t′ : Γ(s0[2])(1) → W (s0) is a twisting cochain
such that (X(s), dt′ ) is a V (s)-free resolution of the trivial module. Then identifying Γ(s0[2])
(1)
with its image under Γ(ι), t′ can be extended to a twisting cochain t : Γ(g0[2])
(1) → W (g0) such
that (X(g), dt) is a V (g)-free resolution of the trivial module. This follows from the argument
in [18, Lemma 3.3.1] by inductively defining t on the subspace Γi(s0[2])
(1) of Γi(g0[2])
(1) to agree
with t′ and defining t arbitrarily on any complementary subspace of Γi(g0[2])
(1) such that (in the
notation of [18]) d ◦ t2i = ri for i > 2. It is possible to define t on Γi(s0[2])(1) to agree with t′
because the image of Y (s) under Y (ι) is an exact subcomplex of Y (g). Now since t extends t′, the
inclusion ι extends to a monomorphism of projective resolutions X(ι) : (X(s), dt′ ) →֒ (X(g), dt).
As discussed in [31,38] but not in [18], one can construct a diagonal approximation ∆s : X(g)→
X(g)⊗X(g) in terms of the natural coproducts ∆W and ∆Γ on W (g) and Γ(g0[2])(1), the algebra
structure of W (g), and a linear map s : Γ(g0[2])
(1) →W (g0)⊗W (g0) of homological degree 0. The
map s is called a twisting diagonal cochain in [31] and is called a t-twisting coproduct in [38]. We
will not go into the details of the particular properties that s must satisfy, but given the map s,
and given w ∈W (g) and γ ∈ Γ(g0[2])(1) as before, ∆s is defined by
(5.2.2) ∆s(w ⊗ γ) =
∑
[∆W (w) · s(γ′)] ·∆Γ(γ′′),
where ∆W (w) · s(γ′) denotes the product of ∆W (w) ∈ W (g) ⊗W (g) and s(γ′) ∈ W (g0) ⊗W (g0)
inside the graded tensor product of superalgebras W (g) ⊗g W (g). The supertwist map induces an
isomorphism of graded superspaces
(W (g)⊗W (g))⊗ (Γ(g0[2])(1) ⊗ Γ(g0[2])(1)) ∼= (W (g)⊗ Γ(g0[2])(1))⊗ (W (g)⊗ Γ(g0[2])(1)).
Right multiplication by ∆Γ(γ
′′) in (5.2.2) then has the evident meaning.
Now H•(V (g), k) can be computed as the cohomology of the cochain complex HomV (g)(X(g), k).
Applying the duality isomorphisms of [19, §2.6], there exists an isomorphism of graded superspaces
(5.2.3) HomV (g)(X(g), k) ∼= Homk(A(g)⊗ Γ(g0[2])(1), k) ∼= Λs(g∗)⊗ S(g∗0[2])(1).6
The diagonal approximation ∆s induces a typically nonassociative product on HomV (g)(X(g), k). In
particular, the induced product on cochains need not agree with the natural superalgebra structure
of the tensor product Λs(g
∗)⊗S(g∗
0
[2])(1). However, using the fact that the twisting diagonal cochain
s has image in the subalgebra W (g0)⊗W (g0) of W (g)⊗W (g), one can show that, when restricted
to the subspace S(g∗
1
) ⊗ S(g∗
0
[2])(1) of Λs(g
∗) ⊗ S(g∗
0
[2])(1), the induced product on cochains does
agree with the natural superalgebra structure on S(g∗
1
)⊗ S(g∗
0
[2])(1).
Remark 5.2.3. Let G be the finite k-supergroup scheme with kG = V (g). Then H•(G, k) identifies
with H•(V (g), k), and as discussed in [18, §3.5] the May spectral sequence for G (5.1.7) can be
constructed from a filtration on the resolution X(g). In terms of this construction, the subalgebra
S(g∗
0
[2])(1) of HomV (g)(X(g), k) identifies with the row j = 0 of (5.1.7). In particular, S(g
∗
0
[2])(1)
6In [19], the superexterior algebra Λs(g
∗) is denoted Λ(g∗).
ON SUPPORT VARIETIES FOR LIE SUPERALGEBRAS AND FINITE SUPERGROUP SCHEMES 25
consists of cocycles in HomV (g)(X(g), k). Now in terms of the isomorphism (5.2.3), the horizontal
edge map of (5.1.7) is induced by the inclusion of S(g∗
0
[2])(1) into Λs(g
∗)⊗ S(g∗
0
[2])(1).
Remark 5.2.3 enables us to interpret the homomorphism (e′1 + e
′′
1)|G in the r = 1 case of (5.1.8)
in terms of the complex X(g). The next lemma provides an analogous interpretation of the homo-
morphism (c1 + c
Π
1 )|G in the case r = 1 of (5.1.9).
Lemma 5.2.4. Letm,n ≥ 1, let g be a finite-dimensional restricted sub-Lie superalgebra of gl(m|n),
and let G be the sub-supergroup scheme of GL(m|n)1 with kG = V (g). Up to a scalar factor, the
homomorphism (c1 + c
Π
1 )|G : S(gl(m|n)∗1[p])(1) → H•(V (g), k) identifies with the composite
(5.2.4) S(gl(m|n)∗
1
[p])(1) → S(g∗
1
[p])(1) → H•(V (g), k),
where the first arrow is restriction from gl(m|n) to g and the second arrow is induced via (5.2.3)
by the p-power map S(g∗
1
[p])(1) → S(g∗
1
) and the inclusion S(g∗
1
) ⊆ Λs(g∗).
Proof. First suppose g = gl(m|n), so that G = GL(m|n)1, and let T be the subgroup of diagonal
matrices in GL(m|n). Then T acts on g by conjugation, and (c1 + cΠ1 )|G : S(gl(m|n)∗1[p])(1) →
H•(V (g), k) becomes a homomorphism of rational T -modules. Let Φodd be the set of weights of T in
gl(m|n)∗
1
and let α ∈ Φodd. It follows from the argument in the second and third paragraphs of the
proof of [19, Theorem 5.5.1] that the pα-weight space in the E0-page of the May spectral sequence
for G, i.e., the pα-weight space in Λs(g
∗) ⊗ S(g∗
0
[2])(1), is one-dimensional and occurs in total
degree p. Then the pα-weight space in H•(V (g), k) must also be one-dimensional and concentrated
in cohomological degree p. Next recall the injective homomorphism ϕ˜ : S(g∗
1
[p])(1) → Λs(g∗)
discussed in (4.2.1), and consider Λs(g
∗) as a subspace of HomV (g)(X(g), k) via (5.2.3). Since the
twisting cochain for X(g) has image in W (g0), it follows that the image of ϕ˜ consists of cocycles in
HomV (g)(X(g), k). In particular, ϕ˜(g
∗
1
[p](1)) consists of cocycles in HomV (g)(X(g), k). Now observe
from the construction in [18, §3.5] that the subspace Λs(g∗) of HomV (g)(X(g), k) identifies with
the first column of the May spectral sequence for V (g). Using this, one can deduce that the space
ϕ˜(g∗
1
[p](1)) consists of cocycle representatives for the subspace of H•(V (g), k) spanned by all weight
vectors of the form pα for α ∈ Φodd.7 Then by dimension comparison, ϕ˜(g∗1[p](1)) consists of cocycle
representatives for the image of gl(m|n)∗
1
[p](1) under (c1 + c
Π
1 )|G. Finally, the factorization (5.2.4)
now follows from the r = 1 case of (5.1.6).
Now let g be an arbitrary restricted sub-Lie superalgebra of gl(m|n), and suppose kG = V (g).
As in Remark 5.2.2, choose homogeneous bases S and B and twisting cochains t′ and t for g and
gl(m|n), respectively, such that the inclusion ι : S →֒ B extends to a monomorphism of projective
resolutions X(ι) : (X(g), dt′ ) →֒ (X(gl(m|n)), dt). Then the map of cochain complexes
X(ι)∗ : HomV (gl(m|n))(X(gl(m|n)), k)→ HomV (g)(X(g), k)
induced by X(ι) identifies via (5.2.3) with the natural map
Λs(gl(m|n)∗)⊗ S(gl(m|n)∗0[2])(1) → Λs(g∗)⊗ S(g∗0[2])(1)
induced by restriction of linear functions from gl(m|n) to g. Passing to cohomology, X(ι)∗ induces
the restriction homomorphism H•(V (gl(m|n)), k)→ H•(V (g), k). Since (c1+cΠ1 )|G factors through
the restriction map H•(V (gl(m|n)), k) → H•(V (g), k) by definition, the factorization (5.2.4) then
follows from the corresponding factorization for gl(m|n). 
7Recall that the construction of a twisting cochain making X(g) into a projective resolution of the trivial module
depends on the choice of a fixed basis for g
0
. The previous conclusion holds regardless of which basis, hence which
twisting cochain, is considered.
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Proposition 5.2.5. Let G be a sub-supergroup scheme of GL(m|n)1, and set g = Lie(G) ⊆ gl(m|n).
Then the homomorphism
(5.2.5) φG : S(gl(m|n)∗0[2])(1) ⊗ S(gl(m|n)∗1[p])(1) → H•(G, k)
obtained by taking r = 1 in (5.1.3) factors through the restriction homomorphism
S(gl(m|n)∗
0
[2])(1) ⊗ S(gl(m|n)∗
1
[p])(1) → S(g∗
0
[2])(1) ⊗ S(g∗
1
[p])(1).
Proof. This is now an immediate consequence of Lemma 5.2.4 and the r = 1 case of (5.1.8). 
5.3. Examples.
Example 5.3.1. Let g be the restricted Lie superalgebra over k generated by a nonzero odd
element y and a nonzero even element x such that 12 [y, y] = x (hence [x, y] = 0) and x
[p] = x. Then
{x, y} is a homogeneous basis for g. Let {x∗, y∗} be the corresponding dual basis. Then one can
use the resolution X(g) to show that H•(V (g), k) ∼= k[x∗, y∗]/〈x∗ − (y∗)2〉, where x∗ corresponds to
the degree-2 polynomial generator of S(g∗
0
[2])(1); for details, see [19, Example 5.2.1].
On the other hand, by [18, Corollary 5.2.3] there exists a spectral sequence
(5.3.1) Ei,j2 = H
j(g, k) ⊗ Si/2(g∗
0
)(1) ⇒ Hi+j(V (g), k),
By Example 4.1.2, H•(g, k) identifies with the truncated polynomial ring k[y∗]/〈(y∗)2〉 generated
in cohomological degree 1. The spectral sequence (5.3.1) can also be constructed in terms of a
filtration on the resolution X(g) [18, §3.5], and using this construction one can then check that the
differential d2 : E
0,1
2 → E2,02 is trivial. This implies by the multiplicative structure of (5.3.1) that
the spectral sequence halts at the E2-page, and hence that E∞ is isomorphic as a bigraded algebra
to H•(g, k)⊗ S(g∗
0
[2])(1) ∼= k[x∗, y∗]/〈(y∗)2〉, with x∗ in bidegree (2, 0) and y∗ in bidegree (0, 1).
Example 5.3.1 shows that there can be algebra relations in the cohomology ring H•(V (g), k) that
cannot be seen by the corresponding May spectral sequence.
Example 5.3.2. Let g be the restricted Lie superalgebra over k generated by a nonzero odd element
y and a nonzero even element x such that [y, y] = 0, [y, x] = y, and x[p] = x. Then {x, y} is a basis
for g. As in [19, Example 5.2.1], we can write a typical homogeneous monomial in A(g)⊗Γ(g0[2])(1)
in the form 〈xa〉γb(y)γc(x) for some a, b, c ∈ N with a ≤ 1; cf. also the notation in [18, §3.3]. The
subalgebra g0 of g is abelian, so by Remark 5.2.1 we can construct the twisting cochain t to be
trivial in cohomological degrees greater than 2. Then dt : X(g)→ X(g) satisfies
dt
(
〈xa〉γb(y)γc(x)
)
= d
(
〈xa〉γb(y)
)
γc(x)
+ (−1)a+b [(〈xa〉γb(y)) · (xp−1〈x〉 − 〈x〉)] γc−1(x)
= x〈xa−1〉γb(y)γb(x)
+ (−1)ay〈xa〉γb−1(y)γc(x)
+ b · 〈xa−1〉γb(y)γc(x)
+ (−1)a∑p−1i=0 (p−1i )bi · xp−1−i〈xa+1〉γb(y)γc−1(x)
− (−1)a〈xa+1〉γb(y)γc−1(x),
where 〈xa−1〉 is interpreted to be zero if a− 1 is negative. Note that by Fermat’s Little Theorem,
if b 6≡ 0mod p, then bp−1 = 1 in k.
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Now let {x∗, y∗} be the basis for g∗ that is dual to {x, y}. Then a typical monomial in Λs(g∗)⊗
S(g0[2]
∗)(1) can be written in the form 〈(x∗)a〉(y∗)b(x∗)c for some a, b, c ∈ N with a ≤ 1. Making
the identification (5.2.3), the differential d∗t on HomV (g)(X(g), k) then takes the form
(y∗)b(x∗)c 7→ b · (−1)b〈(x∗)〉(y∗)b(x∗)c,
〈(x∗)〉(y∗)b(x∗)c 7→ (−1)b(y∗)b(x∗)c+1, if b ≡ 0mod p, and
〈(x∗)〉(y∗)b(x∗)c 7→ 0 if b 6≡ 0mod p.
Then H•(V (g), k) identifies with the subspace of Λs(g
∗)⊗ S(g∗
0
[2])(1) spanned by all monomials of
the form (y∗)pb for b ∈ N. In fact, from the comments immediately preceding Example 5.3.1, we
can conclude that H•(V (g), k) ∼= k[(y∗)p], i.e., H•(V (g), k) ∼= S(g∗
1
[p])(1).
A shorter calculation of the algebra structure of H•(V (g), k) goes as follows. First observe that
g1 is an ideal in g, and g/g1 is isomorphic as a restricted Lie algebra to the toral Lie algebra g0.
Then there exists a Lyndon–Hochschild–Serre spectral sequence
Ei,j2 = H
i(V (g0),H
j(V (g1), k))⇒ Hi+j(V (g), k).
The enveloping superalgebra V (g1) is isomorphic to the exterior algebra Λ(g1), so H
•(V (g1), k) is
isomorphic to the symmetric algebra S(g∗
1
) with g∗
1
concentrated in cohomological degree 1. Next,
the enveloping algebra V (g0) is semisimple, so E
i,j
2 = 0 for all i > 0. Then the spectral sequence
collapses at the E2-page, yielding an isomorphism of algebras H
•(V (g), k) ∼= S(g∗
1
)g0 = k[y∗]g0 .
Now since [x, y] = −y, x acts on the polynomial generator y∗ of S(g∗
1
) by x.(y∗) = y∗. Finally,
since x acts by derivations on S(g∗
1
), this implies that S(g∗
1
)g0 is the subalgebra of S(g∗
1
) generated
by (y∗)p, and hence that H•(V (g), k) ∼= S(g∗
1
[p])(1).
The previous example provides some a priori motivation for why the space gl(m|n)∗
1
in (5.2.5) is
concentrated in Z-degree p.
Example 5.3.3. Let g be a finite-dimensional restricted Lie superalgebra over k generated by a
nonzero odd element y and a nonzero even element x such that [x, y] = 0 and 12 [y, y] = x
[p]. For
i ≥ 0, set xi = x[pi]. Since g is finite-dimensional, there exists n ∈ N and scalars α0, . . . , αn ∈ k
such that xn+1 =
∑n
i=0 αixi. Assume that n is minimal with this property. Then {y, x0, . . . , xn}
is a basis for g. With respect to this basis, a homogeneous monomial in A(g) ⊗ Γ(g0[2])(1) ∼=
(Λ(g0) ⊗g Γ(g1)) ⊗ Γ(g0[2])(1) can be written in the form 〈xa00 · · · xann 〉γb(y)γc0(x0) · · · γcn(xn) for
some ai, b, ci ∈ N with ai ≤ 1 for each i. The even subalgebra of g is abelian, so by Remark 5.2.1
we can construct the twisting cochain t to be trivial in cohomological degrees greater than 2. Then
the differential dt : X(g)→ X(g) satisfies
dt
(〈xa00 · · · xann 〉γb(y)γc0(x0) · · · γcn(xn))
=
∑n
j=0(−1)a0+···+aj−1+1xj〈xa00 · · · xaj−1j · · · xann 〉γb(y)γc0(x0) · · · γcn(xn)
+ (−1)a0+···+any〈xa00 · · · xann 〉γb−1(y)γc0(x0) · · · γcn(xn)
− 〈x1xa00 · · · xann 〉γb−2(y)γc0(x0) · · · γcn(xn)
+ (−1)a0+···+an
(∑n
j=0 x
p−1
j 〈xa00 · · · xann xj〉γb(y)γc0(x0) · · · γcj−1(xj) · · · γcn(xn)
)
− (−1)a0+···+an
(∑n−1
j=0 〈xa00 · · · xann xj+1〉γb(y)γc0(x0) · · · γcj−1(xj) · · · γcn(xn)
)
− (−1)a0+···+an (∑ni=0 αi〈xa00 · · · xann xi〉γb(y)γc0(x0) · · · γcn−1(xn−1)γcn−1(xn))
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Let {y∗, x∗0, x∗1, . . . , x∗n} be the basis for g∗ that is dual to {y, x0, x1, . . . , xn}. Then a homogeneous
monomial in Λs(g
∗)⊗S(g0[2]∗)(1) ∼= (Λ(g∗0) ⊗g S(g∗1))⊗S(g0[2]∗)(1) can be written in the form (5.3.2)
(5.3.2) 〈(x∗0)a0 · · · (x∗n)an〉(y∗)b(x∗0)c0 · · · (x∗n)cn ,
for some ai, b, ci ∈ N with ai ≤ 1 for each i. Now making the identification of graded superspaces
(5.2.3), the differential d∗t on HomV (g)(X(g), k) satisfies
(y∗)b(x∗0)
c0 · · · (x∗n)cn 7→ 0,
〈x∗0〉(y∗)b(x∗0)c0 · · · (x∗n)cn 7→ (−1)bα0 · (y∗)b(x∗0)c0 · · · (x∗n−1)cn−1(x∗n)cn+1,
〈x∗1〉(y∗)b(x∗0)c0 · · · (x∗n)cn 7→ (−1)b(y∗)b(x∗0)c0+1(x∗1)c1 · · · (x∗n)cn − (−1)b(y∗)b+2(x∗0)c0 · · · (x∗n)cn
+ (−1)bα1 · (y∗)b(x∗0)c0 · · · (x∗n)cn+1, and
〈x∗i 〉(y∗)b(x∗0)c0 · · · (x∗n)cn 7→ (−1)b(y∗)b(x∗0)c0 · · · (x∗i−1)ci−1+1 · · · (x∗n)cn
+ (−1)bαi · (y∗)b(x∗0)c0 · · · (x∗n−1)cn−1(x∗n)cn+1 if 2 ≤ i ≤ n.
In particular, the following polynomials are coboundaries:
α0 · x∗n,
x∗0 + α1 · x∗n − (y∗)2, and
x∗i + αi+1 · x∗n for 1 ≤ i < n.
More generally, d∗t maps any monomial of the form (5.3.2) in which
∑n
i=0 ai = j to a linear
combination of monomials of the form (5.3.2) in which
∑n
i=0 ai = j − 1.
5.4. The cohomological spectrum. To begin this section, let r ≥ 1 and let GL(m|n)r be the
r-th Frobenius kernel of the general linear supergroup scheme GL(m|n). As discussed in Section
5.1, the extension classes (5.1.1) give rise to a homomorphism, which we now write in the form
(5.4.1) φr : S
(
(gl(m|n)∗
0
)⊕r ⊕ gl(m|n)∗
1
)(r) → H•(GL(m|n)r, k).
Since H•(GL(m|n)r, k) is finite over φr, the induced morphism between maximal ideal spectra
(5.4.2) Φr : |GL(m|n)r| → (gl(m|n)0)×r × gl(m|n)1.
is a finite morphism of affine varieties.
Definition 5.4.1. Let G be an affine k-supergroup scheme and let g = Lie(G) be the restricted
Lie superalgebra of G, with the p-map on g0 denoted by x 7→ x[p]. Given an integer r ≥ 1, define
the commuting variety Cr(G) by
Cr(G) =
{
(α0, α1, . . . , αr−1, β) ∈ (g0)×r × g1 : [αi, αj ] = 0, [αi, β] = 0 for all i, j,
α
[p]
i = 0 for 0 ≤ i ≤ r − 2, and α[p]r−1 = 12 [β, β]
}
.
Recall that the underlying purely even subgroup scheme of GL(m|n) is GLm ×GLn. Then the
r-th Frobenius kernel (GLm ×GLn)r of GLm ×GLn is naturally a subgroup scheme of GL(m|n)r,
and the inclusion GLm ×GLn →֒ GL(m|n) induces a corresponding morphism
|(GLm ×GLn)r| → |GL(m|n)r|
between the cohomology varieties. We now get the following analogue of [46, Proposition 5.1]:
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Proposition 5.4.2. The morphism (5.4.2) contains in its image the commuting variety Cr(GLm×
GLn). If each λi in Theorem 5.1.1 is equal to 1, then the image of (5.4.2) is contained in the
commuting variety Cr(GL(m|n)).
Proof. Set G = GL(m|n)r and set A = H•(G, k). Write M(m|n) for the affine k-superscheme such
that for each commutative superalgebra R, M(m|n)(R) is equal to the set of all block matrices of
the form
g =
(
W X
Y Z
)
with W an m×m matrix with entries in R0, X an m× n matrix with entries in R1, Y an n ×m
matrix with entries in R1, and Z an n × n matrix with entries in R0. (So GL(m|n)(R) is the
principal open subset of M(m|n)(R) defined by the function det : g 7→ det(W ) · det(Z).) Then as
in [46, Remark 3.3], we can interpret the cohomology classes e′i|G and e′′i |G for 1 ≤ i ≤ r and cr|G
and cΠr |G as elements of M(m|n)(R), where R is the supercommutative subalgebra
Hev(G, k)0 ⊕Hodd(G, k)1
of A. Specifically, by (5.1.2) each cohomology class naturally defines a linear map into H•(G, k).
Each of these linear maps naturally extends to a linear map gl(m|n)∗(r) → H•(G, k). For example,
the linear map g
∗(r)
m → H•(G, k) corresponding to e′i|G extends to gl(m|n)∗(r) by acting trivially on
the summands g
∗(r)
n , g
∗(r)
+1 , and g
∗(r)
−1 of gl(m|n)∗(r). Then the (i, j)-entry of the matrix corresponding
to a particular cohomology class is equal to the image of the coordinate function X∗ij ∈ gl(m|n)∗
under the corresponding linear map gl(m|n)∗(r) → H•(G, k).
Interpreting the cohomology classes as elements of M(m|n)(R), the Yoneda product of classes
corresponds to matrix multiplication inM(m|n)(R). Then assuming that the structure constants λi
in Theorem 5.1.1 are all equal to 1, we deduce from Theorem 5.1.1 using reasoning exactly parallel
to that in the proof of [46, Proposition 5.1] that the kernel of (5.4.1) contains a set of generators
for the ideal in S((gl(m|n)∗
0
)⊕r ⊕ gl(m|n)∗
1
)(r) defining Cr(G). (Note that if β ∈ gl(m|n)1, then
1
2 [β, β] =
1
2(ββ + ββ) = β
2.) This proves the second claim of the proposition.
For the first claim of the proposition, recall from the proof of [19, Theorem 4.7.1] that the
extension classes e′1,e
′
2, . . . ,e
′
r restrict to scalar multiples of the universal extension classes e
(r−1)
1 ,
e
(r−2)
2 , . . . , er constructed by Friedlander and Suslin [29]. Somewhat more precisely, restriction
to the category V0 of purely even superspaces defines a functor from the category P of strict
polynomial superfunctors to the category P of ordinary strict polynomial functors (cf. the discussion
at the end of [19, §2.1]). This functor then induces a map on extension groups that sends e′i to
a scalar multiple of e
(r−i)
i . Similarly, restriction to the category V1 of purely odd superspaces
defines a functor from P to P that sends each e′′i to a scalar multiple of e(r−i)i . Combining these
observations, it follows that the homomorphism (5.4.1) fits into a commutative diagram
(5.4.3)
S
(
(gl(m|n)∗
0
)⊕r ⊕ gl(m|n)∗
1
)(r) φr
//

H•(GL(m|n)r, k)

H•((GLm ×GLn)r, k)

S((gl∗m)
⊕r)(r) ⊗ S((gl∗n)⊕r)(r) // H•((GLm)r, k)⊗H•((GLn)r, k).
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The left-hand vertical arrow in (5.4.3) is induced by restriction to gl(m|n)⊕r
0
and by the identification
gl(m|n)0 = glm ⊕ gln, the right-hand vertical arrows are induced by the inclusion
(GLm)r × (GLn)r = (GLm ×GLn)r →֒ GL(m|n)r
and by the Ku¨nneth formula, and the bottom horizontal arrow is the homomorphism induced by
Friedlander and Suslin’s universal extension classes for GLm and GLn. Now the first claim of the
proposition follows from the commutativity of the diagram and from [47, §5]. 
For r = 1 we obtain a sharper result. Set Φ = Φ1.
Theorem 5.4.3. Let m,n ≥ 1. The image of the morphism Φ : |GL(m|n)1| → gl(m|n) is precisely
C1(GL(m|n)) =
{
(α, β) ∈ gl(m|n)0 × gl(m|n)1 : [α, β] = 0 and α[p] = 12 [β, β]
}
.
Proof. We have im(Φ) ⊆ C1(GL(m|n)) by Proposition 5.4.2, so let (α, β) ∈ C1(GL(m|n)), and let
g be the restricted subalgebra of gl(m|n) generated by α and β, i.e., the subalgebra of gl(m|n)
generated by β and α[p
i] for i ≥ 0. Let G be the finite supergroup scheme with kG = V (g). Then
G is naturally a sub-supergroup scheme of GL(m|n)1. Now let
φg : S(gl(m|n)∗)(1) → H•(G, k) = H•(V (g), k)
be the homomorphism obtained by taking r = 1 in (5.1.3), and let Φg : |V (g)| → gl(m|n) be
the corresponding morphism between maximal ideal spectra. By definition, φg factors through
the cohomology ring H•(GL(m|n)1, k) and Φg factors through |GL(m|n)1|. We will show that
(α, β) ∈ im(Φ) by showing that (α, β) ∈ im(Φg).
If β = 0, then (α, β) = (α, 0) ∈ im(Φ) by Proposition 5.4.2, so assume that β 6= 0. If α = 0, then
g is the one-dimensional purely odd abelian Lie superalgebra generated by β, so V (g) = U(g) and
hence H•(V (g), k) = H•(g, k) ∼= S(g∗) by Example 4.1.1. Moreover, in this case the May spectral
sequence for V (g) collapses to the column i = 0 of the E0-page. Then it follows from the r = 1
cases of the factorizations (5.1.8) and (5.1.9) that (0, β) ∈ im(Φg). So now assume that α and β
are both nonzero. Then g is of the type considered in Example 5.3.3. Using the factorizations in
(5.1.8), Remark 5.2.3, and Lemma 5.2.4, it follows from the explicit calculations in Example 5.3.3
that (α, β) ∈ im(Φg). 
More generally, let G be a sub-supergroup scheme of GL(m|n)1, and let g = Lie(G), considered
as a sub-Lie superalgebra of gl(m|n). By Proposition 5.2.5, the homomorphism
φG : S(gl(m|n)∗)(1) → H•(G, k)
factors through S(g∗), so the corresponding morphism of affine varieties
ΦG : |G| → gl(m|n)
has image in the subspace g of gl(m|n). Then arguing as in the proof of Theorem 5.4.3, one gets:
Proposition 5.4.4. im(ΦG) = C1(G).
The morphisms φG and ΦG depend intrinsically on the particular embedding of G into GL(m|n)1,
and a different choice of embedding could result in a different finite morphism. It would be desirable
to have a description of |G| that is independent of the choice of embedding G →֒ GL(m|n)1.
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