Contemporary accounts of anticipatory language processing assume that individuals predict 23 upcoming information at multiple levels of representation. Research investigating language-mediated 24 anticipatory eye gaze typically assumes that linguistic input restricts the domain of subsequent 25 reference (visual target objects). Here, we explored the converse case: Can visual input restrict the 26 dynamics of anticipatory language processing? To this end, we recorded participants' eye 27 movements as they listened to sentences in which an object was predictable based on the verb's 28 selectional restrictions ("The man peels a banana"). While listening, participants looked at different 29 types of displays: The target object (banana) was either present or it was absent. On target-absent 30 trials, the displays featured objects that had a similar visual shape as the target object (canoe) or 31 objects that were semantically related to the concepts invoked by the target (monkey). Each trial was 32 presented in a long preview version, where participants saw the displays for approximately 1.78 33 seconds before the verb was heard (pre-verb condition), and a short preview version, where 34 participants saw the display approximately 1 second after the verb had been heard (post-verb 35 condition), 750 ms prior to the spoken target onset. Participants anticipated the target objects in both 36 conditions. Importantly, robust evidence for predictive looks to objects related to the (absent) target 37 objects in visual shape and semantics was found in the post-verb but not in the pre-verb condition.
Introduction 43
There is now broad consensus that people often predict which words will come next (e.g., Altmann 44 & Mirković, 2009; Dell & Chang, 2014; Federmeier, 2007; Huettig, 2015; Kamide, 2008; Kutas, comprehension of the concurrent speech 1 . 140 Could the difference in preview time have affected the likelihood of looks to visual 141 competitors in Huettig and Altmann's (2007) and Rommers and colleagues' (2013) studies and thus 142 explain the different patterns of results? We addressed this question in the present study. In the 143 present experiment, which is in many ways similar to Huettig and Altmann's and Rommers et al.'s 144 studies, we varied the timing of the presentation of the sentence relative to the relevant display 145 within-participants. Specifically, participants listened to sentences where the final word was 146 predictable based on verb thematic role assignment (e.g., Dutch translation equivalent of "The man 147 peels at that moment a banana"). While hearing the spoken sentences, they looked at displays 148 showing four clip art pictures. On target-present trials, one of them was the target (banana), and the 149 other objects were unrelated distractors. On target-absent trials, the target was replaced with a 150 visually similar object (canoe) or a semantically related object (monkey). Crucially, presentation of 151 the display began either 1.78 seconds before the verb was heard (pre-verb condition), or 750 ms 152 before the onset of the target, which was 1 second after the verb had been heard (post-verb 153 condition). 154 In the post-verb condition, i.e. when linguistic processing (hearing the verb "peel") precedes 155 viewing the visual display, one would expect more looks to the target (when present) than to the 156 unrelated distractors. One would also expect more looks to the semantic and visual competitors than 157 to the distractors. Importantly, this behaviour is predicted by both common coding and coordinated 158 interplay accounts. The common coding account predicts looks to the competitors, because linguistic 159 and visual processing of semantic and visual shape information are assumed to converge on the same 160 representational substrate. The coordinated interplay account predicts looks to the semantic and 161 visual competitors because cascaded processing in the visual processing stream has not yet advanced 162 to higher (e.g. phonological; cf. Huettig & McQueen, 2007, Experiment 2) levels. Thus, a match 163 between visually-derived and linguistically-derived semantic and visual representations occurs 164 triggering an eye movement to the competitor objects.
165
As both accounts predict anticipatory semantic and visual shape effects, we view the post- On an account, where listeners' visual processing and linguistic processing comprise two 184 tightly related but separate streams (coordinated interplay account), the competition effects in the 185 pre-verb and post-verb conditions should differ. This is because processing of the visual objects 186 during preview and processing of the spoken input lead to activation of partly independent, separately represented information: Given the long preview time, activation of object information in 188 the visual processing stream should cascade from visual to semantic and finally to phonological 189 levels of representation (i.e. the object labels for monkey and canoe; cf. Huettig & McQueen, 2007). 190 In the linguistic processing stream, hearing "peel" is assumed to activate 'banana' (including The materials consisted of 30 Dutch transitive sentences (e.g., "De man pelt op dit moment 207 een banaan", the man peels at that moment a banana) in which the final word was predictable based 208 on the selectional restrictions of the verb. All sentences had the same structure and the same number 209 of words: The subject position was taken by "the man", and the adverbial "at that moment" separated 210 verb and target to ensure that participants had enough time to generate predictions and to program 211 and launch saccadic eye movements prior to the onset of the spoken targets. The resulting sentence 212 construction is deemed to be quite natural by native Dutch speakers. The mean word frequency of 213 the target nouns was 25 per million words (Keuleers et al., 2010; SD = 30) ; the mean frequency of 214 the inflected verbs was 4 per million (SD = 7; six verbs were not listed).
215
The sentences were pre-tested for cloze probability (Taylor, 1953) using an online tool for of target-present and target-absent trials, we added ten filler sentences, which had the same structure 241 as the experimental sentences and which were low in predictability (cloze probability, assessed in the 242 same rating study as described above, was zero). The filler sentences were paired with displays 243 containing a picture of the target and three unrelated distractors and also occurred as pre-verb and Praat (Boersma, 2002) . The time between the onset of the verb and the onset of the target noun in the 254 experimental sentences was on average 1810 ms (SD = 184). In these sentences, the average duration 255 of the target nouns was 608 ms (SD = 111); the average duration of the inflected verbs was 555 ms 256 (SD = 112).
257
The participants were tested individually in a sound-shielded booth. Eye movements were 258 recorded using an EyeLink 1000 tracker sampling at 1000 Hz. Participants placed their heads in a 259 chinrest, which was approximately 75 cm away from the computer screen. The experimental stimuli 260 were shown on a 23-inch computer screen, in a region spanning 1024 x 768 pixels. After calibration, 261 participants were randomly assigned one list. The order of trials was random with the constraint that 262 maximally two trials of the same display type appeared in a row. The spoken sentences were 263 presented through headphones. A trial started with the presentation of a central fixation dot for two 264 seconds. On pre-verb trials, the dot was replaced with the display and the playback of the sentence 265 started after one second. In the experimental sentences, the onset of the verbs occurred on average The top panels in Figure 3 show that participants anticipated the targets on both pre-verb and 301 post-verb trials. On post-verb trials, anticipatory eye movements to the target objects arose around 302 500 ms before the objects were referred to in the speech signal. On pre-verb trials, participants gazed 303 at the target objects shortly after having recognized the verbs, around one second prior to the target 304 onset. The middle panels show that on post-verb trials participants showed a strong bias towards the 305 semantic competitor. On pre-verb trials, we observed a tendency for a bias in looks to the semantic 306 competitor, which arose shortly before the spoken target was heard. The bottom panels show that 307 there was a bias towards the visual competitors on post-verb trials but not pre-verb trials. Finally, for 308 both preview types, we observed fixations to visual and semantic competitors at around 500 ms after 309 the target onset, which most likely reflect bottom-up processing of the spoken target (cf. Dahan & levels as well. This interpretation of the data resonates with previous research (e.g., Lupyan, 2012) 383 highlighting the importance of object labels for cognitive processing.
384
Additionally, on pre-verb trials participants had ample time to look at the displays and thus 385 knew which objects were and which ones were not present when they heard the sentence. On post-386 verb trials, on the other hand, preview time was much reduced, which may have resulted in a greater 387 likelihood of attentional capture or 'pop-out' effects (cf. Yantis & Jonides, 1984) by related objects 388 (i.e. semantic and visual competitors) than on pre-verb trials. Indeed, the strong semantic competitor 389 bias on post-verb trials suggests that while participants were predicting the target object, semantic 390 competitors captured their attention shortly after display onset and they continued to look at them for 391 an extended period of time (i.e. 400 ms after target word onset).
392
This is not to say that competition effects, i.e. looks to semantically and visually related 393 objects, do not occur with substantial preview periods. For example, the participants in the study by shortly after the onset of the target word (e.g., "trumpet", not present in the scene) participants 399 started to look at the picture of the semantic competitor (e.g. piano). Thus, a competitor effect 400 occurred in spite of the long preview period. Future research could investigate the interaction 401 between preview time and attentional capture more thoroughly.
402
The present pattern of results are also in line with a recent account by Coco and colleagues 403 (2016; cf. Altmann & Kamide, 2007 , 2009 , who argued that the visual scene provides contextual 404 guidance for language processing. Coco and colleagues emphasized that the usage of real-world 405 photographs was crucial for seeing scene-specific effects of vision on anticipatory language 406 processing, as "virtually all prior visual world experiments have used simple clip art scenes or object 407 arrays which provide very little object context or scene type information" (p. 22). Though using 408 more naturalistic visual stimuli may increase the likelihood of vision-on-language effects, the present 409 study shows that it is not a prerequisite (cf. Saryazdi & Chambers, 2018) . Our experimental setup, 410 using incoherent scenes featuring four distinct unrelated visual objects, enabled us to determine that 411 knowledge retrieved from viewing visual objects can constrain linguistic prediction even in the 412 absence of a coherent visual scene.
413
To conclude, adding to a growing body of data, we provide experimental evidence showing 414 that preview time impacts language-mediated anticipatory gaze: When speech is accompanied by 415 relevant visual context, listeners' eye movements to upcoming referents are constrained by 416 information extracted from the visual context. Specifically, we believe that the present data are most 417 compatible with a view where listeners exploit the preview phase to retrieve phonological 418 information about co-present visual input, which constrains anticipatory looks to objects partially 419 matching the predicted target. Such an interpretation is inconsistent with the notion that language-420 mediated anticipatory eye movements are subserved by a common coding system where linguistic 421 and visual processing converge on a single substrate. Instead, we endorse the view that linguistic and 422 visual processing comprise separate streams that interact tightly. Future research is needed to 423 corroborate this claim and to rule out alternatives. 
