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When we attempt to process or interpret P/S converted 
wave reflection data, we often encounter a sign change of the 
reflection coefficients due to a reversal in the illumination 
angle of the incident P-wave. As the geometry of the source 
reflector receiver combination changes, events, even from a 
common specular reflection point, may show sign reversal, or 
polarity reversal, because of this change in the illumination 
angle. When the data sets with sign reversals are stacked, 
either before or after migration, this phenomenon may cause 
destructive interference of the desired events (the signals). 
If the interference is severe enough, the signal to noise 
ratio may actually be lower for the stacked events. To 
prevent this cancellation, we suggest that P/S converted wave 
reflections should be corrected for their sign reversals 
before the stack. To do this, we superimpose a fine-mesh 
grid on the medium, and consider every point on the grid to be 
a potential specular reflection point. Then we determine the 
illumination angle for all of these points.
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The illumination angle is determined as follows; First, 
extrapolate the reflected wavefield recorded at the receivers 
to every point in the medium under investigation. This yields 
a time varying "trace" or "registration" of the reflected 
wavefield at every point in the medium. Second, based on the 
travel time from source to the potential specular reflection 
point in question, preserve only that part of the trace 
corresponding to a window associated with the direct arrival 
time. This gives us a grid point waveform, which we consider 
to be the waveform reflected at that grid point. Next, we 
determine the total travel times from the source to the 
specular reflection point, to every receiver along the 
receiver borehole or receiver line. In a sense we are
breaking down all reflecting surfaces into continua of point 
diffractors. Based on these total travel times, we window the 
receiver array traces to preserve only that portion of each 
trace which could contain the waveform reflected from the grid 
point under consideration. These are the correlation 
waveforms. To find the correlation waveform among these 
windowed traces most similar to the grid point waveform, we 
cross-correlate the grid point waveform with the correlation 
waveforms. That is, we search the data recorded at all the 
receivers, correlation waveforms, for the grid point waveform
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reflected at the point in question. The particular receiver 
array trace window or correlation window producing a maximum 
cross-correlation value determines where, along the receiver 
line, the event reflected at the point in question was 
observed. That is, this trace location gives us the 
intersection point of the ray reflected from the specular 
reflection point in question with the receiver line. This 
receiver location gives us the complete raypath. We now 
compute the illumination angle and the reflection angle from 
the total angle between the incident and the reflected rays 
using Snell’s law. Once the illumination angle is determined 
we can correct for sign (i.e. polarity) change due to reversal 
of the illumination angle.
We have tested this procedure and demonstrated its 
efficacy on cross-borehole physical elastic model data, for a 
variety of Source reflector geometries. The sign reversal 
effect can be seen on the prestack data. The improvement in 
the prestack migrated images when the illumination angle 
effect is accounted for is substantial.
Our study has been confined to migration of P/S converted 
wave reflections on physical elastic model cross-borehole 
data. In fact the principle of the technique is more general 
and can be applied to surface seismic data. Determining
T-3844
incidence angles for P/P reflections on the surface seismic 
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P^,P2 = Specular reflection points corresponding to receiver 
levels 75, and 175 respectfully.
TSPi = Direct arrival time from source S to specular
reflection point P̂ .
TSPg = Direct arrival time from source S to reflection point 
Pz-
TR = Reflection hyperbola
TS = Diffraction or search hyperbola
p̂p ~ Total angle between incident P-wave and reflected P- 
wave
ip = P-wave incidence angle
rp = P-wave reflection angle
p̂s “ Total angle between incident P-wave and reflected P/S 
converted wave 
rg = P/S converted wave reflection angle
a  = P-wave speed
XXV I
T-3844
13 = S-wave speed
—  Dip angle in cross-hole geometry 
SP = Distance between source S and specular reflection
point P
PR = Distance between specular reflection point P and
receiver R
SR = Distance from source S to receiver R
Xp,Zp = Coordinates of reflection point P (Xp=horizontal 
offset, Zp=vertical depth)
Xg,Zg = Source coordinates 
X^,Zp = Receiver coordinates
X X V I 1
T-3844
Acknowledgements
A special and big thanks goes to my thesis advisor Dr. A.
H. Balch. He was always open to discussions, suggestions and 
new ideas. His patience with and demands from his students to 
maintain communication were remarkable. Without his guidance 
and encouragement, this work could not have been completed. 
I would also like to thank other members of my committee for 
their support: Dr. R. Knoshaug, Dr. G. Towle and Dr. J. E. 
White.
I would like to thank the Turkish Petroleum Company 
(Turkiye Petrolleri Anonim Ortakligi (TPAO)) for funding part 
of my research, and also the United States Geological Survey 
(USGS) for funding the rest of my graduate study in the United 
States. I would like to particularly thank Joe Raousseau from 
USGS for his support and revisions of my research.
I am grateful to the individuals in Dr. Balch's Borehole 
Seismic Group: H. Chang, acquired the physical model data, H. 
Jaramillo, H. Karazincir, F. Jalinoo, H. Jin, and G. Lin for 
their support and time. I would like to thank the individuals
xxviii
T-3844
Gina Boice for her computer support, and Kay Thomas for her 
assistance in printing the thesis.
A final note of special thanks goes to my parents Halit- 
Sazime Erdemir, and to the other members of my family in 
Turkey. Despite the distance of thousands of miles, their 
patience and emotional support sustained me. They can never 
be repaid. Thank you all.




1.1 The Problem, and its Solution
With today's technology, we are routinely able to record 
multi-component seismic data. From these data, compressional 
(P)- and shear (S)-wave modes can readily be extracted. The 
separate P- and S-mode data sets can be migrated into 
geological cross sections using appropriate P- and S-wave 
velocities. However, the data sets contain converted modes as 
well as the "pure modes". By pure modes we mean the recorded 
reflected events that are caused by a disturbance which leave 
the source as one mode type (compressional, P, or shear, S) 
and are reflected as the same mode at a boundary. Such modes 
will be described as P/P or S/S. If the disturbance leaves 
the source as one mode type and is converted to the other mode 
at a boundary we will call it a converted mode event (P/S or 
S/P). So far not much attention has been paid to processing
T-3844 2
and interpretation of the converted modes. Until recently, 
the converted modes have usually been ignored. However, to 
extract more information about complex subsurface geologic 
structures from the recorded seismic waveforms we believe that 
the converted modes, too, should be processed in detail. 
Imaging of the converted modes can be performed successfully 
if the correct medium velocities and appropriate imaging 
conditions are used in migration.
In this investigation we have found that migration of P/S 
converted waves can be accomplished by forward extrapolating 
the seismic source wave field with P-wave velocity and by 
backward propagating the recorded wave field, from the 
receivers, with the S-wave velocity of the medium. This is 
the essence of the reverse time migration (RTM) technique.
The reflection coefficients for P/S converted waves at a 
reflecting boundary change polarity with incidence, or 
"illumination angle". P/S converted wave reflection 
coefficients are odd functions of incidence angles. White 
(1983). If the reflection coefficients are positive for the 
waves approaching to the boundary with positive angles of 
incidence, then they will be negative for waves having 
negative incidence angles. The location along the boundary 
where the sign reversal occurs depends upon the position where 
the zero (or normal) incidence angle occurs. In the following
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chapters, three P/S reflection cases are treated in detail, 
both theoretically as well as experimentally.
The polarity change in the reflection coefficients of the 
recorded P/S-converted waves is manifested on the migrated 
prestack images as well. Especially in cross-borehole 
geometry, we shall see that as the source position moves, the 
location where the polarity reversal occurs moves.
One way of improving the signal to noise ratio (S/N) is 
to stack the prestack images obtained by migrating single shot 
gathers. Since artifacts or noise events are suppressed by 
stacking, the quality of the images of the reflectors should 
be enhanced by the process. However, due to the sign reversal 
on the P/S converted wave reflections, there often occurs 
cancellation of the reflections instead of reinforcement 
during the stack of the partial images. This cancellation 
causes the final image to deteriorate. If the destructive 
interference is severe enough, then the final stacked images 
may even be weaker than the individual partial images obtained 
by migrating single common shot gathers.'
We shall demonstrate that the sign change problem can be 
overcome using the technique developed in this investigation. 
In the technique, we calculate the incident angle of the P- 
wave for every grid point in the medium. Using the incident 
angle we correct the P/S reflection coefficients for their
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polarity changes at each grid point. After the technique is 
applied to the pre-stack images, we shall see that the sign 
change on the reflection coefficients is successfully 
corrected. When the sign corrected pre-stack images are 
stacked, an enhanced, much improved, final image of the 
reflecting boundaries is obtained using P/S converted waves. 
Comparing the final images obtained before and after the sign 
correction, we shall observe remarkable improvements on the 
polarity corrected images.
The technique developed in this investigation is composed 
of the steps listed below.
a. Determine the complete raypath geometries of the P/S 
converted waves recorded at the receivers. This is the most 
critical part of the process, since the rest of the 
calculations are based on this step. This is done as follows: 
We consider every grid point in the image space to be a 
possible specular reflection point. Based on this approach, 
if we want to determine the receiver location registering the 
reflected ray from a specular reflection point P, we first 
back extrapolate the wavefield recorded at the receivers to 
the reflection point, P. Using the direct arrival time from 
the source, S, to P, we extract the P/S converted waveform, 
reflected at P, from the back extrapolated wavefield. This is 
the first waveform or grid point waveform. Next, if there is
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a reflection at point P, the reflected event should be 
recorded by one of the receivers in the receiver borehole. We 
calculate the travel times from point P to every receiver 
along the receiver line using the S-wave velocity of the 
medium. After adding the direct arrival time, from S to P, we 
determine the total time from source, S, to reflection point, 
P, to the receivers. This gives us a diffraction 
hyperbola(z,t) or, as we called it, a "search curve". Based 
on these diffraction travel times, we next construct a second 
function in two dimensions, or set of correlation waveforms, 
by taking the waveforms from the S-pass input data along the 
diffraction, or search curve. We know that the (reflected) 
grid point waveform registered at some receiver should match 
one of these correlation waveforms. To figure out which 
correlation waveform, and consequently the receiver location 
recording this correlation waveform, we cross-correlate the 
(first) grid point waveform from P with the second function or 
set of correlation waveforms. At each depth (or receiver 
location), we determine the maximum correlation values. This 
gives us a curve of maximum similarity values as a function of 
depth. The maximum correlation value determines the location 
(or depth) of the correlation waveform most similar to the 
grid point waveform along the search curve. This location 
gives us the receiver depth in the receiver borehole. This
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completes the raypath from S, to P, then to the receiver, R.
b. Calculate the incident angle of the incoming P-wave 
which created the S-converted wave at the reflection point in 
the image space using the raypaths determined above,
c. Compute the theoretical P/S reflection coefficient 
from the incidence angles,
d. Correct the P/S converted wave for its polarity 
reversal due to the sign change in the reflection coefficient 
using the incident angle at the grid point. This is done 
during the migration process,
e. Stack the sign corrected partial images to obtain the 
enhanced final image of the P/S converted waves.
In the following chapters, we discuss the theoretical 
developments of the technique and its applications on real 
physical elastic model data for different source reflector and 
diffractor geometries.
1.2 The Purpose of the Investigation
The purpose of this study is to compute the incident 
angles of the incoming P-wave to reflection point P, determine 
the theoretical reflection coefficient and its polarity, and 
correct the sign reversal of the P/S converted wave reflected 
at point P.
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To show the necessity of doing this and the importance of 
the investigation, we performed a test study. We mentioned 
earlier that the polarity change of the reflection 
coefficients becomes very important during the stack of the 
partial images. We migrated a cross-borehole data set 
obtained from a physical elastic model, shown in Figure 1.1, 
for both P/P and P/S converted modes. Later, to obtain an 
enhanced better looking image, we stacked all 3 3 prestack 
images. Each partial image is obtained after migrating the 
corresponding common shot gather. The P/P prestack migrated 
image corresponding to a source position at the middle of the 
source borehole, and the final stacked P/P image are 
illustrated in Figures 1.2 and 1.3. The arrows in the figures 
indicate the top, bottom and right reflectors as well as the 
"tunnels" or holes. Compare the images with the model shown 
in Figure 1.1. As seen in the figures, after the stack the 
image quality has greatly increased while the amount of noise 
is remarkably reduced. For the same source location, we next 
obtained the P/S partial image using the P/S converted waves, 
and the P/S final image after stacking 33 prestack images. 
The P/S partial and the final images are shown in Figures 1.4 
and 1.5. The images of the boundaries and the tunnels are 
marked by the arrows on the sections in both figures. In 






Figure 1.1 The physical model used in our investigation. 
Source borehole is on the left, receiver borehole is in the 
middle. The holes represent tunnels.
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Figure 1.2 P/P partial image obtained by migrating the common 
shot gather. Source is at the middle of the source borehole. 
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Figure 1.3 P/P final image obtained after stacking all 33- 
partial images from the tunnel model. Arrows show the top, 





Figure 1.4 P/S partial image obtained after migrating the S- 
pass gather. Source position is at the middle. Arrows identify 


















Figure 1.5 P/S final image after stacking all 33-partial 
images. Arrows show the tunnels and the reflectors. Note the 
images on the right side of the receiver line are very weak.
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in their correct locations, even though the noise ratio and 
the artifacts are more prevalent here than in the P/P partial 
image. The sign change on the right reflector image is 
obvious. Above the source level the image is white-black, 
below the source it is black-white. However, when we examine 
the P/S final stacked image in Figure 1.5, we see that the 
images here are not as strong as they are in Figure 1.3 (P/P 
case). The right tunnel and the right boundary are almost 
invisible. From this experimental study, we have concluded 
that due to the sign change of the P/S reflection 
coefficients, the P/S reflection images cancelled each other 
at the right tunnel and the right boundary of the model 
instead of reinforcing as in the P-P reflection case. This 
leads on to the conclusion that to obtain an improved, better 
looking, final image of P/S converted waves with higher signal 
to noise ratio, the polarity reversal of the P/S reflection 
coefficients should be corrected before the stack.
In the following chapters, we will show the theoretical 
developments of this new and effective method of solving the 
sign change problem and its applications to real physical 
elastic model data sets.
Using the technique, following the steps introduced in 
the preceding section, we corrected the P/S prestack images 
for their sign reversals during the migration process. The
T-3844 14
prestack image, shown in Figure 1.4, is illustrated again in 
Figure 1.6 for visual comparison. The arrows indicate the 
images of the reflectors and the tunnels in the figure. As 
seen, the sign reversal on the right boundary is mostly 
corrected after the method is applied. As mentioned earlier, 
since the polarity reversal gets more important during the 
stack, we stacked all 3 3 sign corrected partial images. The 
resulting final image is illustrated in Figure 1.7, where, 
again, the reflectors and the tunnels are indicated by the 
arrows. As seen in the figure, the right tunnel and the right 
reflector are considerably enhanced. When this image is 
compared with the one shown in Figure 1.5, we see that the 
improvement is substantial, which demonstrates the efficacy of 
the method.
We mentioned in the abstract that the method had a 
potential to be used in AVO study. A detailed investigation 
of the application of this procedure, the amplitude versus 
offset technique, is quite beyond the scope of this 
investigation, but since the method enables us to determine 
the incident angles in a seismic survey, we can study changes 
of amplitudes of reflection coefficients for all four modes 
(P/P, S/P, S/S and P/S) with respect to illumination angle. 
This further study might give satisfactory and useful results 
to be used in reservoir characterization.
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2.1 Why Physical Modeling ?
In order to test seismic processing software during early 
development, computer generated data are generally used to 
determine if the algorithms give accurate results. However, 
computer generated synthetic reflection data are limited in 
their representation of the complexity of the subsurface 
geologic structure of the area of interest. The computer 
generated model data contain only selected events from a model 
of thought, and have limitations of noise effects. When real 
earth cases involving complex geology, noisy reflections, etc. 
are of concern, computer modeling fails to generate the 
actual seismic events precisely. Although the software 
tested on computer generated data may give good results, they 
may not be as successful on real data situations. To avoid 
these cases, the algorithms developed should be applied to
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more realistic data, which can be considered as a bridge 
between the ideal medium of computer model data and the real 
field data. In order to increase the reliability of the 
techniques, computer modeling should be supplemented with more 
realistic physical modeling in the later stages of process 
development.
When physical modeling is compared with computer modeling 
many superior aspects may be found. First of all, physical 
modeling provides more realistic representation of actual 
field conditions as oppose to computer modeling. Next, 
physical modeled data can include all the information which 
can be created by computer modeling, however vice versa may 
not be true. For example, physical modeled data can contain 
direct, reflected P and S-waves, P and S-wave multiples, 
converted wave reflections, surface waves as well as 
diffractions etc., however, computer modelled data are limited 
to the events arranged. In addition to the coherent events 
mentioned, random events such as instrument noise, phase 
distortion effects etc. show up in the physical modeling as 
well. In conclusion, we can say that to test the efficiency 
of algorithms, physical modeling is a useful step to be done 
after computer modeling and before going to the field.
Once it is demonstrated that the algorithms work on 
physical model data, they are more likely going to give good
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results in the real data case. Moreover, physical modeling 
can help determine the gap between the acquisition and the 
interpretation of data. Sometimes the parameters needed 
during the collection of real data can be determined before 
going to the field directly, using physical models.
2.2 Discussion of Laboratory Equipment and Data Acquisition
The acoustic laboratory was established in the summer of 
1987 under Dr. Balch's inspection in room B70 in the Green 
Center at the Colorado School of Mines. In the lab, all the 
work has been done by considering the actual field conditions. 
Therefore, actual field recording parameter's are preserved 
during the laboratory measurements as much as possible.
Typical seismic recording bandwidths used in field 
seismic surveys are approximately in between 8 hz. to 120 hz. 
For the laboratory recordings, the bandwidths are between 8000 
and 120000 hertz to scale the physical models and the 
measurements up to big numbers.
To generate the seismic pulse, considered signal, and to 
record seismic energy propagating in the physical model 
medium, transducers produced by Panametrics are used in the 
surveys. The transducers were made of piezoelectric materials 
sensitive to high frequency applications. Two types of
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transducers are used during acquisition of the seismic data. 
The P-wave transducers are sensitive to longitudinal 
vibrations, while the S-wave transducers respond to the 
motions in the plane. Size of a transducer is nearly one 
quarter inch (0.25") in diameter.
A 'P-wave' piezoelectric transducer attached to the model 
acts as a source. The source transducer is energized by a 
large voltage spike produced by the source generator to send 
the seismic signal to the medium. Since 2-component data are 
recorded on 2-D physical models during the laboratory surveys, 
two other piezoelectric transducers sensitive to the motions 
in the plane to which they are attached are used as receivers 
registering the arriving seismic energy. The two receiver 
transducers are located at right angles (90°) to each other at 
the receiver locations in the "borehole" with respect to the 
survey geometry designed.
After the signal is received at the receiver transducers, 
it is amplified to boost up the signals arriving at later 
times. One should note that the signal amplitude must lie 
within the recording dynamic range of the oscilloscope for 
accurate data acquisition. Afterwards, the signal is
transferred to a digitizing oscilloscope. The oscilloscope 
used during the acquisition can record frequencies of up to 
500 megahertz, and stack the digitized wave fields to improve
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signal to noise ratio where the number of stacking can be 
adjusted. The user can stack up to 4096 waveforms, where the 
number used depends on the signal quality. The stacked 
waveform can then be displayed on the oscilloscope screen with 
14 bits of resolution. Choosing the parameters such as 
sampling interval, recording length, frequency range, stacking 
number, etc. , is important and has to be set up by the user 
carefully according to the purpose of investigation. The 
waveform is then digitized at the scope, and later transferred 
to a personal computer (Compaq-386) by a Guru software package 
developed by Tektronix, and stored on floppy diskettes in 
ASCII format for later use.
To attach the transducers on the model surface, a honey 
couplant is used during the acquisition. Coupling of the 
transducers is an important part of the acquisition. Our 
experiments indicate that bad coupling causes loss of 
information in the signal. A sample data acquisition geometry 
is given in Figure 2.1.
2.3 2-Dimensional Tunnel Physical Model
The physical model used in our investigation is made of 
Plexiglas which has constant P and S wave velocities of 7200 

















Figure 2.1 Recording equipment setup for physical model data 
acquisition at the acoustic laboratory, GSM.
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model was to show applicability of high resolution seismic 
technique in cross-borehole geometry to detect underground or 
subsurface discontinuities. Two holes, 2" in diameter, were 
drilled in the model. The holes represent tunnels. The 
diameters of the tunnels are arranged according to the 
wavelengths of the primary waves based on the theory that the 
lowest thickness of the layer should be greater than 1/4 of 
the dominant wavelength to be detected by the seismic waves. 
For example, the P-wave velocity of the model is 7200 '/sec, 
and the dominant frequency we used in the measurements is 3 0 
khz., then the dominant wavelength is computed as follows
1 = 7200
 ̂ 1000*30
k p  = 0.24'
Xp = 2 .88"
When the wavelength is compared with the diameter of the 
holes, we see that the holes are big enough to be detected.
The dimensions of the model are 4 ' wide, 6' high and
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0.25" thick. Since it is very thin we consider it as a two 
dimensional model. A schematic of the model is shown in 
Figure 1.1. A series of measurements was performed to 
determine seismic characteristics of the model. From the 
measurements we determined that the P-wave group velocity is 
around 7200 '/sec and S-wave group velocity is about 4300 
'/sec, and the medium is attenuative and dispersive. By using 
spectral analysis method, Schneider (1990), we determined Q 
values of the medium as 3 5 for the P-waves and 3 3-for the S- 
waves, Erdemir (1990).
To locate the tunnels, a cross-borehole geometry was used 
during the survey, or data acquisition. The source 
transducers are located on the left edge and the receivers are 
positioned in the middle of the model. Two main regions exist 
in this geometry; one between the boreholes, where mostly 
forward scattered events exist, and one outside the boreholes 
or the right side of the receiver line, where mostly back 
scattered events occur. In Figure 2.2, we illustrated
possible raypaths from a source near the middle of the source 
hole, to a receiver in the receiver line. The raypaths 
represent all modes, P/P, S/S, S/P converted and P/S converted 
waves. 3 3 source stations and 256 2-component receiver
locations were used in the data acquisition. The source 









Figure 2.2 Schematic showing possible raypaths from a source 
to a receiver. Raypaths represent all modes, P/P, S/S, P/S and 
s /p  waves.
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model. The source used in the investigation created a force 
normal to the edge surface of the model, therefore it was more 
likely creating stronger P-wave propagating in the medium. 2- 
component data, X-horizontal and Z-vertical, were acquired at 
256 receiver locations at intervals of 0.25" (inch) with 2 
msec sampling interval and total record length of 2 048 msec, 
or 1024 samples per trace.
A sample data set, (X and Z components) is shown in 
Figure 2.3, where the source is at the middle of the source 
"borehole". Both components include all wavemodes. For clear 
identification of the wavemodes, we separated the P and S- 
modes, and demonstrated the results in Figure 2.4, where the 
top is the P-pass and the bottom is the S-pass section. The 
P/S converted wave reflections from the right hand boundary is 
the principal event of interest to us in this investigation. 
It is indicated by the arrows in Figures 2.3 and 2.4. Note 












Figure 2.3 X (top) and Z (bottom) components from the tunnel 
model. Source is at the middle. Arrow shows the P/S 
reflections from the right edge of the model. Note the sign 










Figure 2.4 After separating the raw data set in the previous 
figure. Top is the P-pass section, bottom is the S-pass 
section. Arrow shows the P/S reflections from the right edge 




3.1 Reflection Coefficients on a Stress Free Boundary
The derivation of reflection coefficients for a plane 
wave train at a plane boundary has been studied by many 
authors. A general description of the theory is given by 
White (1983). Since this dissertation is based on the 
characteristics of these reflection coefficients, a complete 
derivation of the reflection coefficients is given in 
appendix-A.
A P-wave incident on a stress-free boundary creates P/P 
wave and P/S converted wave reflections at the boundary as 
indicated in Figure 3.1. The figure shows an incident P-wave 
with amplitude A^, a P/P reflected wave with amplitude Ag and 
a P/S converted wave reflection with amplitude Bg. From White 
(1983) and based on the geometry in Figure 3.1, the reflection 






Figure 3.1 P-wave incident with amplitude creates P/P and 
P/S reflections with amplitudes A; and respectively.
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be determined as amplitude ratios. For the case of
P<G<|c| for #1=0, (3.1)
where B is the shear (S) wave velocity, a  is the compressional 
(P) wave velocity, c is the apparent velocity of the P-wave in 
the Z-direction, and is the incident shear wave amplitude





and the P/S converted wave reflection coefficient is given as
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a




\ a F-l) "
c2 -2
< 0
The derivations are given in appendix-A. Note that there 
occurs a sign change for the reflection coefficients of the 
P/S converted waves. is an odd function of the incident
angle ip. This means that the positive ( + ) sign is used for 
the S-wave travelling in the positive Z-direction with 
positive incidence angle, and the negative (-) sign is used 
for the S-wave travelling in the negative Z-direction with 
negative incidence angle, c: is the apparent velocity of the 
P wave travelling in the Z-direction and is given as
c = asin (ip) (3.4)
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where: ip = P-wave incidence angle, 
a = P-wave velocity,
B = S-wave velocity.
As seen in the equations above, if the medium velocities a 
and B are given, then the reflection coefficients Rp and Rpg 
can be calculated from the incidence angle ip for incoming P- 
waves. Furthermore, by assuming that the incident wave 
amplitude A, is known (usually it is set to unity, A^=l) , the 
reflected P-wave amplitude Ag and converted wave amplitude Bg 
can be computed from the reflection coefficients.
P-wave reflection coefficient Rp and S-wave reflection 
coefficient Rp̂  are calculated as functions of incidence angle 
ip for given velocities of the medium: the results are
plotted in Figure 3.2 and Figure 3.3. As seen in the figures, 
the P-wave reflection coefficient (Rp) has the same sign for 
both negative and positive incident angles, however, the P/S 
converted wave reflection coefficient Rp̂  changes polarity at 
zero incidence angle as seen in Figure 3.3. In other words, 
Rp is an even function of incidence angle. No matter what 
direction the incident wave comes from (negative or positive 
direction) the reflection coefficient always has the same 
polarity. On the other hand, the P/S converted wave 
reflection (Rpg) is an odd function of the incident angle; the 
sign of Rp̂  depends on the direction of the incident wave. If
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Incidence Angle (ip) in degree
Figure 3.2 P-wave reflection coefficient Rp at a stress-free 
boundary as a function of incident angel ip.
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Ip, Incidence Angle, degrees
Figure 3.3 P/S converted wave reflection coefficient at a 
stress-free boundary as a function of incident angle ip.
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the wave comes from the positive direction for example, a (+) 
sign is assigned to the reflection coefficient or if the wave 
comes from negative direction, then a (-) sign is given to Rp̂ . 
Figure 3.3 shows this argument clearly where the theoretical 
Rpg is computed by changing the angle of incidence from -90° to 
90°. As seen in the figure, the curve goes to zero (Rpg— >0) 
at zero incident angle, takes negative values for the negative 
angles, and positive values for positive angles. Maximum 
reflection occurs at around -4 5° and 4 5°. For comparison, 
both reflection curves are plotted together in Figure 3.4.
3.2 The Reflection Coefficients on Real Data Examples
In this section, the reflection coefficients discussed 
above will be identified on real data. For the purpose of the 
study, a data set obtained on a physical elastic model is 
used, Chang (1990). The physical model is made of Plexiglas, 
a constant velocity, attenuative, and dispersive medium. A 
cross-borehole geometry is simulated. The source "borehole" 
is on the left edge and the receiver "borehole" is in the 
middle of the model. It is possible to record back scattered 
energy coming from the back side of the receiver borehole as 
well as the forward scattered energy created in between the 
boreholes. Two holes are drilled in the model to represent
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-75 -60 -1̂  -304-(D
-0.5
Incidence angle (ip) in degrees
ip (deg)
Figure 3.4 P/P and P/S reflection coefficients are plotted 
together for comparison. At ip=0° Rpg goes to zero whereas Rp 
gets maximum value.
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tunnels. In Figure 3.5 is shown a schematic picture of the 
model and possible raypaths from a source position. The 
raypaths represent all modes, P/P, S/S reflections and 
diffractions, as well as P/S and S/P converted wave 
reflections and diffractions.
A sample 2-component data set, X-horizontal and Z- 
vertical, acquired from the model using a source acting normal 
to the surface is shown in Figure 3.6. The source location in 
this case is opposite trace level 121 (out of 256), almost in 
the middle. Many coherent events are seen on the plots; some 
of the events are identified and shown later on the cross 
sections. The right edge of the model is a good place to 
observe the reflection coefficients associated with a stress- 
free boundary. The P/P reflections and P/S converted wave 
reflections coming from the right edge, a vertical reflector, 
will be identified and then compared in detail with the 
previous theoretical results. From the travel time
calculations on the model, the P/P and P/S events are located, 
and shown on the plots in Figure 3.6. The P/P reflections are 
indicated by the arrow on the top plot and the P/S converted 
wave reflections are shown by the arrow on the bottom plot. 
In Figure 3.7, the events are shown in a bigger scale where 
the sections are magnified timewise from 600 ms to 1400 ms so 
that the events of interest can be identified easily. Again,
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source receiver 37 256
Figure 3.5 A schematic picture of the tunnel model where 
possible raypaths from a source at the middle of "source 













Figure 3.6 Horizontal (top) and vertical (bottom) components. 
Top arrow shows the P/P, and bottom arrow shows the P/S 
converted wave reflections off the right edge of the model. 








Figure 3.7 X and Z-components enlarged from 600 ms to 1400 ms. 
Top arrow shows no sign change on the P/P reflections, bottom 
arrow shows a sign change on the P/S reflections from the 
right boundary due to sign change in the illumination angle.
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the arrow on the top section shows the P/P reflections coining 
from the right edge and the arrow on the bottom identifies the 
P/S converted wave reflections from the same boundary.
The polarity reversal of the P/S converted mode 
reflections is seen in Figure 3.7. The sign change point 
corresponds to the source location (zero angle of incidence) , 
as expected, at around trace# 121. The reflections below the 
source level have negative-positive (-,+) sign while the 
reflections above the source level have positive-negative (+,- 
) sign as shown in the simplified geometry given in Figure 
3.8, where the P/S converted wave reflections have + sign for 
the waves with positive incidence angles, and - sign for the 
waves with negative incident angles. No converted waves exist 
at the zero incidence case which correborates Figure 3.3.
To see the sign change after mode separation, we 
separated the 2-component data by using a space-time domain 
wavemode separation technique (Ranzinger 1990, Erdemir and 
Balch 1991). Separated P- and S-sections are plotted in 
Figure 3.9. The separated sections are magnified from 600 ms 
to 1400 ms, and shown in Figure 3.10. The reflections from 
the right edge are shown by the arrows on the plots. We see 
that while the P/P reflections have no sign change, the P/S 
converted wave reflections change polarity at the source level 








Figure 3.8 Schematic shows that P/S coefficients change 
polarity according to incident angle. While is + for the 














Figure 3-9 P (top) and S (bottom) sections after mode 
separation. Arrow at the top section shows the P/P 
reflections off the right edge of the model, arrow at the 
















Figure 3.10 The P- and S-sections are enlarged from 600ms to 
1400ms. Top arrow shows no polarity change on the P/P 
reflections, however bottom arrow shows a sign change on the 
P/S reflections off the right edge of the model.
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events take the sign of the S-events recorded on the Z- 
component while the P-events take the sign of the P-events 
recorded on the X-component. Compare Figure 3.7 and Figure
3.10.
For a source acting normal to the surface, as in our 
experiment, the Z-component sensor records the P/P reflections 
in reverse polarity, the X-component sensor registers the P/P 
reflections in the same polarity, see Figure 3.7 (top). When 
the data are mode separated, the separated P-pass section 
takes the sign of the X-component; no sign change is seen in 
the P/P reflections coming from the right edge of the model, 
see Figure 3.10 (top). On the other hand, the situation 
differs for the P/S converted wave reflections. As seen in 
Figure 3.7 (bottom), the S-wave particle motion has a sign 
reversal on the Z (vertical) component and no polarity 
reversal on the X (horizontal) component. Since the S-pass 
separated section takes the sign of the S-events as recorded 
on the Z-component after the mode separation process, a sign 
change is seen on the P/S converted wave reflection on the S- 
pass separated section, see Figure 3.10 (bottom). In Figure
3.11, the particle motions of the incident P-waves and the 
particle motions of the reflected P/P and the reflected P/S 
converted modes are shown schematically for a source acting 









Figure 3.11 Particle motions of incident P, reflected P/P and 
P/S converted waves from a source acting normal to the surface 
are shown. While Rp keeps the same sign, Rp̂  changes polarity 
after the mode separation.
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Rp, and P/S converted wave reflection coefficients Rp̂  are 
indicated with their proper signs at points P̂  above the 




4.1 Reverse Time Migration
The reverse time migration (RTM) scheme used in our 
investigation to propagate the seismic wavefield recorded at 
the receivers was based upon solving the full acoustic wave 
equation, Hemon (1978), and Kosloff and Baysal (1983) using a 
finite difference approximation from Claerbout (1970). This 
"reverse time migration scheme" has the advantage of being 
able to deal with steeply dipping structures where the 
velocity varies horizontally and vertically. Many authors 
such as Baysal et al. (1983), Lowenthal and Mufti (1983), 
Withmore (1983), and McMechan (1983) studied reverse time 
migration (RTM) for surface to surface geometries. Later 
Chang and McMechan (1986), and Withmore and Lines (1986), 
applied the theory to Vertical Seismic Profile (VSP) geometry, 
and Hu et al., (1988) applied it to cross-borehole data. In
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addition to the studies above, Hofland (1990), developed a RTM 
algorithm and applied it to offset VSP physical model data.
The advantages of the method in handling any dip or 
velocity structure for prestack migration make RTM ideal for 
migration of cross-borehole or inverse VSP data sets, Chang 
(1991). Incident angles of the waves in these geometries can 
range from -90° to 90°, downgoing events, upgoing events and 
forward scattered as well as backward scattered or reflected 
events are possible.
The principles of prestack time migration for the cross­
borehole geometry is illustrated in Figure 4.1 in which it is 
shown that the migration process can be thought of a 3- 
Dimensional (3-D) cube with image space coordinates as depth 
(Z) and offset (X), and the recording time (t) . For RTM, the 
wave extrapolation is performed backward in time starting from 
the end recording time till the zero time. The back
extrapolation is performed by solving the acoustic wave 
equation at each time step. The back extrapolated wavefield 
values at the preceding time steps are used to enable the back 
extrapolation at the current time steps. This process 
continues until the zero time. At each time step, the 
positions of the reflectors are partially constructed (at 
those locations where the imaging condition is satisfied).







Offset ( X )
Figure 4.1 Principles of the Reverse Time Migration in cross­
hole geometry. The wavefield is extrapolated in time by 
solving scalar wave equation. The data recorded is used as the 
right boundary condition.
T-3844 52
can be summarized as following;
a. obtain input single mode separated data, P or S-wave 
section.
b. create forward travel-time file from the source to 
every grid point in the medium. This can be accomplished by
a ray tracing program. To create the travel-time file, 
velocity distribution in the medium has to be known. The 
better the velocities are estimated the more accurate the 
calculated travel-times will be, and the more accurate the 
reflection locations will be.
c. back extrapolate of the recorded wavefield in time. 
This is performed by solving the wave equation at each time 
step. Since the extrapolation is done at each time step for 
every grid point in the (X,Z) image space, this process is the 
expensive part of the migration.
d. apply the imaging condition at every time step to 
locate the reflections in their true physical positions.
In the following section, the items listed above will be 
studied in more detail.
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4.2 Obtaining the Mode Separated Input Data for Back 
Extrapolation
The multi-component data registered at the receivers 
along the receiver borehole contain both P and S events. 
Scalar wave theory allows us to extrapolate the wavefield at 
a single wavemode velocity, both P and S events can not be 
extrapolated simultaneously because of the velocity 
difference. For example if the mixed mode data set is 
extrapolated for the P-waves using the scalar wave theory, 
then P-events in the data set are extrapolated successfully to 
their correct positions. But the S-modes contained in the 
same data set will be extrapolated to incorrect locations due 
to the wrong propagation velocity. This creates artifacts, 
or fake images. The wavemodes should be separated prior to 
the extrapolation process. A time-space domain wavemode 
separation technique and a frequency-wavenumber domain 
wavemode separation technique are discussed in chapter 8 in 
detail.
4.3 Forward Travel-Time Calculations
Calculation of the forward travel-times from the source 
to every grid point in the medium is an important part of the
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RTM package. Since the imaging condition is satisfied 
according to the travel-times computed, reflections or 
diffractors can be mispositioned/mislocated if the forward 
travel-times are inaccurately determined. More precisely 
determined travel times will result in better wavefield 
extrapolation. For an accurate travel-time computation, the 
velocity distribution in the medium is needed. Due to the 
complexity of real earth, obtaining correct or exact velocity 
distribution is difficult. The forward travel-times can be 
calculated by using ray tracing algorithms in some small error 
ranges.
The forward travel-times used in our study were computed 
by using the algorithm developed by Balch et al. (1989). In 
the technique, the travel-times of first arriving energy from 
the source to the grid points in the image space are 
determined successfully by using a dynamic programming 
technique. The travel times for the current iteration is 
computed from the previous iterations and from the other 
parameters. In Figure 4.2 we show an isotime contour plot of 
the first arrival times for a constant velocity model. The 
source is located in the middle of the model.
Theoretical discussion of the technique will not be given 
here, however, more information can be obtained from Balch et 




Offset ( X )
Figure 4.2 Isotime contours where the same travel-time value 
along each contour is constant. Since a constant velocity is 
assumed, all the contours are parallel to each other.
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(1991) discussed and compared the Dynamic Ray Tracing 
Technique with Finite Difference Ray Tracing method. See also 
Schneider and Balch (1992).
Two methods to estimate the velocity distribution needed 
to calculate the travel-times in actual media are acoustic 
logs, or travel-time tomography for the cross-borehole data.
4.4 Wave Extrapolation and Imaging Condition
As mentioned before, the wavefield extrapolation in RTM 
is performed by using a finite difference approximation to the 
acoustic (scalar) wave equation. Second order time and fourth 
order space approximations are used in the solution here. The 
end recording time is known the solution is carried out 
backward in time. The recorded data in the borehole is used 
as the boundary condition in space coordinates (offset-X, 
depth-Z). At each time step, the partially constructed 
reflector images are summed to obtain the final and complete 
image of the physical space. To prevent the reflections from 
the edges, the boundary conditions of Cleyton and Enquist 
(1977) are used. To prevent the internal grid reflections 
during finite difference propagation, the velocity field is 
smoothed.
To locate the reflection points in their correct
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positions in space during the wavefield propagation, imaging 
is applied at each extrapolation time step. In imaging, the 
main idea is to extract the amplitude at each grid point where 
the source forward travel time and the back extrapolated 
wavefield travel time are coincident. The result of this 
process is the image, giving the true position of the 
reflectors in X-Z image plane. In Figure 4.3, the principles 
of imaging are shown schematically. The forward extrapolated 
wavefield and the back extrapolated wavefield coincide at time 
5 (shown with a black dot in the figure). The recorded data 
corresponding to this time are placed at this grid point 
during the imaging process. It was suggested by Hofland 
(1990) that the imaging condition could be applied in a time 
window instead of at a certain single time value so that any 
reflection amplitude loss due to the errors in calculating the 
backward and forward propagation travel-times will be 
recovered in the time window. However, choosing the correct 
time window needs experience on the data sets migrated. The 
images of the reflectors or diffractors in the image space are 
determined at each time step until zero time, which 
corresponds to the source location. The final image of the 
physical space is then obtained by stacking the partial 
images. Each partial image is obtained after migrating the 
common shot gather corresponding to the source position. For
T-3844 58
Source Borehole Receiver Borehole
Figure 4.3 Imaging condition for prestack reverse time 
migration by Claerbout. Reflector or diffractor exits at the 
point where the direct and scattered wavefields are time 
coincident, as shown at time 5 in the figure.
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example in our study, we have 3 3 different source locations or 
33-common shot gathers. After migrating all the shot gathers, 
we obtained 33-different images of the physical image space, 
where every image is different from each other showing only 
the part of the image space covered by the raypath geometry at 
that particular source location. According to the source 
location, the raypath coverage in the medium changes, 
therefore each partial image includes different portions of 
the images of the reflectors or the diffractors in the medium. 
In some cases, some reflectors may not be seen on some partial 
images, however they may show up on some other ones. The 
signals at each partial image stay in their places and the 
random noise moves around depending on the source position for 
each partial migration, stacking enhances the signal quality 




5.1 Sign-Change Problem on P/S Converted Wave Migrated 
Sections
In the preceding section, P/P reflection coefficients and 
P/S converted wave reflection coefficients as a function of 
incident angles were discussed in detail both theoretically 
and experimentally. It was shown that P/S-converted wave 
reflection coefficients change sign according to the sign of 
the incidence angle.
.In this section, we will migrate the P/S converted waves 
using appropriate imaging conditions, and examine the sign 
change problem on the migrated sections. Then we will 
determine the effect of the polarity reversal on the stacked 
final image section. A finite difference scheme of 
implementing the reverse time migration technique is used for 
imaging the data. The scalar wave equation is solved in order
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to propagate the data backward in time into the physical 
space. The principals of the reverse time migration are given 
in the related section; details of the theory of the solution 
to the scalar wave equation are given in appendix-B.
All the 33-common shot gathers, where each shot gather is 
composed of 256 receiver traces are migrated using the reverse 
time migration algorithm, Hofland (1990) and Chang (1991). 
For migration of the P/S converted waves, first the forward 
travel times from the source to every grid point in the medium 
are calculated with P-wave velocity by using a dynamic ray 
tracing algorithm; then the recorded waveforms are backward 
propagated using S-wave velocity to every grid. Wherever the 
forward and backward extrapolated wavefields are time-space 
coincident is located a reflection point. A sample partial 
image obtained by migrating a common shot gather is given in 
Figure 5.1 where the source is near the middle of the "source 
borehole", 36" deep from the top of the model, see Figure 2.2 
for the source position and raypath geometries. As seen on 
the partial image, the top and bottom reflectors and the first 
tunnel in the region between the boreholes, and the right 
vertical reflector and the second tunnel in the region outside 
the boreholes are located in their correct locations, the 
images are shown by arrows. However, some other events in the 
image space also exist creating false images, which are due to
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horizontal offset, inches
10 20 30 40
PS-Mig. (ps121sgqbm)
Figure 5.1 Partial image from the tunnel model. Source S is 
36" deep from the top. See Figure 2.2 for the model. Arrows 
show the images of top, bottom, right boundaries as well as 
first and second tunnels.
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the S/S modes included in the same data set. The P and S- 
modes could be separated from each other successfully, 
however, the S/S modes and P/S converted modes can not be 
separated from each other using the present methods. Thus, 
when the P/S converted modes are migrated, the S/S modes are 
also migrated according to the P/S mode migration principles. 
Since these principles do not satisfy the imaging conditions 
for the S/S waves, the S/S modes are migrated to some other 
locations instead of to their correct positions. To enhance 
the signal to noise ratio and to obtain a higher quality image 
section, all the 33-partial images are stacked. The stacked 
section is given in Figure 5.2. As seen in the figure the 
signal to noise ratio has increased after stacking, and most 
of the artifacts, misplaced events seen in the partial image, 
are eliminated. The top and bottom reflectors and the first 
tunnel in between the boreholes show up clearly. However, the 
same image quality is not obtained for the second image space 
or the right side of the receiver borehole. The right edge, 
the vertical reflector, and the second tunnel are not well 
imaged.
To explain the cause of getting very poor images of the 
reflectors in the right side of the model after the stack, 
three partial images have been selected. The reflections 
coming from these sections are studied next in detail. In
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Horizontal offset, inches
10 20 30 40
cn 30
PS-Mig. (after stack)
Figure 5.2 Final image of P/S converted waves after the stack, 
based on the input model data shown in Figure 2.3. Arrows show 
the images of top, bottom, right edge and the tunnels. Compare 
figure with the previous one.
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one case the source is near the top of the model, in the 
second the source is at the middle of the model and in the 
last case the source is near the bottom of the model.
For simplicity, in the first part of the analysis, we 
focus on the image of the vertical, right edge, reflector. In 
Figure 5.3, the first partial image, where the source is near 
the top, is shown. Figure 5.4 shows the framed part of 
Figure 5.3 in variable area wiggle trace form from 47" to 50". 
In the figure, the image of the right reflector is seen 
clearly, and almost no sign change along the reflection curve 
is recognized. In Figure 5.5, a schematic picture of possible 
theoretical explanation of the reflectivity function along 
the vertical edge is given together with the real data case. 
The right edge image, the trace at 49" offset shown by the 
arrow, agrees with the theoretical reflectivity function of 
P/S converted waves along the vertical edge. Below the source 
level, Rpg takes negative (-) sign whereas above the source 
level it takes positive (+) sign. Sign reversal occurs at the 
source level. In Figure 5.6 is given another P/S partial 
image where the source is near the middle of the model, 36" 
from the top. The magnified portion of the image of the right 
edge reflector from 47" to 50" is given in Figure 5.7 where 
the trace at 49" is identified. On the trace chosen, the sign 
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Figure 5.3 Partial image of P/S converted waves from the 
tunnel model where the source is 8" from the top. Arrows show 
the images of the top and right boundaries. The right boundary 












Figure 5.4 Framed portion of the image in figure 5.3 is 
enlarged. The trace at 49" offset, indicated by the arrow, 













Figure 5.5 Real data result on the left and the theoretical 
explanation on the right show agreements on the reflections 
along the right edge. The trace at 49» indicated by the arrow 
is chosen for the sign convention.
T-3844 69
horizontal offset, inches
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PS-Mig. (ps121sgqbm)
Figure 5.6 P/S partial image from the tunnel model. Source is 
at 36" from top. Arrows show the images of the top, bottom and 
right reflectors and the tunnels. Note the sign change on the 







Figure 5.7 Framed portion of the image in Figure 5.6 is 
enlarged to show the reflections at the right boundary. The 
sign of the trace @49" offset shown by the arrow is positive 
above the source level and negative below the source level.
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source location , 3 6” deep. As before, a possible theoretical 
explanation and the real data examples are given in Figure 
5.8. This example shows even more clearly that the P/S 
converted wave reflection coefficients change sign at the 
source level according to the incident angle. See the results 
given in Figure 5.8 where the sign change argument is very 
convincing. For the last example, the source position is 
chosen near the bottom of the model. The partial image 
obtained after migrating the data is given in Figure 5.9. The 
magnified image of the right reflector is given in Figure
5.10. The trace at 49" offset shows no polarity reversal 
along the image of the vertical edge. The reflectivity is all 
positive on the trace, just opposite of the plot in Figure
5.4, see the traces for more detailed comparison. The 
corresponding raypath geometry according to this source 
position and the reflection coefficients are shown in Figure
5.11. Again, the agreements between the theoretical and the 
experimental results are good.
It was mentioned and shown earlier in the raw data 
examples that the polarization of the P/S converted wave 
reflections are dependent on the incident angle. In the 
examples above, we have seen that the polarity change of the 
















Figure 5.8 Real data result left and the theoretical 
explanation right show the agreements for the sign change on 
the reflections off the right edge. Compare the trace on the 
left shown by the arrow with the theoretical results.
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Figure 5.9 Partial image of the P/S converted waves from the 
tunnel model. Source is at 68” from top. Strong bottom and 
right reflectors are shown by the arrows. Note the image of 






Figure 5.10 Framed portion of the image in Figure 5.9 is 
enlarged to show the reflections off the right edge more 
clearly. Note that sign of the trace at 49" offset shown by 
















Figure 5.11 Real data result left, and the theoretical drawing 
right show agreements on the sign of the P/S converted wave 
reflections. The trace at 49" offset shows the reflections at 
the boundary.
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One well known means of improving image quality and 
enhancing the signal to noise ratio is to stack the partial 
images. For that purpose, the three partial images are 
stacked. The resulting image is plotted in Figure 5.12, and 
the magnified portion of the right reflector from 47" to 50" 
is given in variable area wiggle trace form in Figure 5.13. 
As seen on the partial image in Figure 5.12 and the magnified 
portion in Figure 5.13, the final image after the stack is not 
good. In Figure 5.14, a theoretical explanation of the 
summation is given with the real data example. As seen, due 
to the sign change of the reflection coefficients along the 
vertical reflector, the reflections cancel each other during 
the stack. Therefore, instead of improving the stacked image 
we get an image which is not even better than each individual 
partial image. Since here, the partial images where the 
sources are at the top and at the bottom, cancelled each 
other, we obtained a stacked image similar to the partial 
image where the source is at the middle. This study explains 
why we obtained a poor final P/S image of the right hand 
portion of the model after stacking all the 33-partial images 
given earlier. Because the P/S reflection coefficients had 
sign reversals at the boundary, during the stack the 
reflector images cancelled each other instead of reinforcing.
After these examples, we say that to obtain a higher
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Figure 5-12 Stack image of the three partial images. Images 
of the top, bottom and right reflectors and the tunnels are 
shown by the arrows. Note that the image of the right edge 







Figure 5.13 Framed portion of the final image in Figure 5.12 
is enlarged. The image of the right boundary has become 
poorer after the stack. Compare the trace at 49" offset shown 















Figure 5.14 Left is the framed portion of the stacked image 
in Figure 5.12. Right is theoretical explanation of the poor 
image after the stack. Sign reversal on the reflection 
coefficients causes cancellations during the stack.
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quality, better looking final image of the P/S-converted waves 
with improved signal to noise ratio after stacking, the sign 
reversal on the P/S- converted wave reflections should be 
removed before stacking so that the stacking can be used to 
improve the image quality.
So far we have demonstrated both theoretically and 
experimentally that the P/S-converted wave reflection Rpg is 
an odd function of incident angle of the incident (incoming) 
P-wave. The sign of the Rp̂  depends on the direction of the 
incoming P-wave. The polarity reversal is seen on the 
migrated partial images as well as on the raw data sets. When 
the partial images are stacked, the reversal of the sign
becomes very important because instead of improved better 
looking final images after stack, a final image inferior in 
quality to each partial image is obtained.
To prevent this cancellation, the sign reversal of the 
P/S reflections should be removed in a way that the 
reinforcement, not cancellation, occurs in the stacking
process.
In the following sections, we will see how the sign
change problem is handled without losing the resolution of the 
reflections by using a new technique developed in this
investigation. In the technique, the incident angles of the 
incoming P-wave are computed for every grid point in the
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medium, and then the P/S reflection coefficients assigned to 




6.1 Calculation of Incidence Angles for P/S converted waves:
If the total angle ( B ) between the incident P-wave and 
the reflected converted S-wave is known, then the incident 
angle of the P-wave can be determined as follows. As shown in 
Figure 6.1, the total angle between the raypaths is the sum of 
the incident angle (ip) and the reflection angle which can be 
either (rp) for P/P reflections, or (rg) for P/S converted wave 
reflections, and can be written as; for P/P case;
0pp = ip+fp <6-1)








Figure 6.1 Total angle is the sum of incident angle (ip)
and reflection angle (r̂ ) on a stress-free boundary.
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Since P/S converted wave reflections are of interest here, we 
will calculate the incident angle ip in terms of the 
reflection angle r . From the second equation above,
(6.3)
using the Snell's Law;
Sin (ip) _ sin(r^)
a
By substituting r into equation 6.5;
a well-known result
(6.4)
sin(ip) = (-^) sin(Tg) . (6.5)
sin(ip) = (-|) sin(0^^-ip) . (6.6)
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s i n i i p )  = (~) [sin (0̂ )̂ cos (ip) - sin (ip) cos (0̂ )̂ ] (6.7)
and dividing each side by sin(i),
( -̂  ) COS (0pg) / (6.8)
By further simplification.
1 + ( p ) cos (8p̂ ) (p)sin(0p^) tan(j ) ' (6.9)
This yields the incidence angle as:
tan (ip) =
( -p ) sin (0pg)





( ) sin (8pg)
1 + (^) cos(0p^)
(6.11)
Equation (6.12), above, gives the angle of incidence as 
a function of the medium velocities a (P-wave velocity) and 8 
(S-wave velocity) and the angle 6^^ which is the total angle 
between the incident P-wave and the reflected P/S converted 
wave. In the equation, if the velocity ratio is kept 
constant, then the incident angle, ip, becomes a function of 
«PS only.
Since the tangent function is an odd function, ip will have 
negative values (-) for negative angles of and positive
values (+) for positive angles of p̂s-
Furthermore, if the incident angle, ip, and the total 
angle, 4pg, are known then the reflection angle for the 
reflected converted S-waves can be determined easily by taking 
the difference as
= 0ps - jp (6.12)
For the functional relationship between the reflection coeffi­
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cients of P/s- and P/P-waves and the incidence angle, see 
equations (3.2) and (3.3), and Figures (3.2), (3.3) and (3.4).
Here, it is shown that if the total angle between the 
incident raypath and reflected raypath is known, the incident 
angle can be determined. However, to calculate 4pg, complete 
raypath geometry is needed first which is not yet known. 
Locating the raypath geometry for an unknown geologic 
structure is the most crucial part of this investigation. In 
the next section, we will see how to compute the angle if 
the complete raypaths are known, and later, and most 
important, we will see how to locate the raypath geometry.
6.2 Computing Angle (gp̂ ) between Incident P-wave and Reflected 
P/S Converted Wave
If the complete raypath from the source to a reflection 
point and then to the receiver registering the reflected 
waveform can be determined, the angle between the incident 
wave and the reflected wave can be calculated by using 
trigonometric identities. To apply the necessary
trigonometric identities to cross-borehole geometry, some 
definitions are made here first as SP is the raypath from 
source S to a specular reflection point P, and PR is the 
raypath from the point P to the receiver R recording the
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reflected waveform, see Figure 6.2 for the quantities.
As seen in the figure, the incident P-wave starts from 
the source S and travels the distance C to arrive at point P̂  
where the converted S-wave is created. The converted S-wave 
is reflected at P., according to Snell's law. The reflected 
S-wave is then recorded by a receiver R at some unknown 
location. We know that once the raypath geometry is figured 
out, the angle can be computed. According to the triangle 
ABC in Figure 6.2, the raypaths can be written as:
'SFl = [ (Xp-X,) : +
= [ (%p-Ap) : + (Zp-Zp)^ (6.13)
^  ' + (Zp-Zp)2
Using the law of cosine which gives the relation between the 
angles and the edges of a triangle of arbitrary shape, the 
angel 0^ in Figure 6.2 can be written as;
- 2 B C C o s ( d ^ )  . (6.14)




receiver m0»  W
Figure 6.2 The raypaths from the source (S) to specular point 







From Figure 6.2, by equating the quantities A=SR, B=PR, C=SP, 
the angle can be rewritten in terms of the known parameters 
as:
e, = cos-̂  I - g j p "  I . (6,16)
' 2 P R  S P
Once g ̂ , the total angle between the incoming P-wave and the 
reflected P/S converted wave, is determined then the angle of 
incidence, ip, can be computed as shown in equation (6 .12). 
The same approach can be applied to other P positions and 
receiver locations of R. In Figure 6.3 we show another 
position where the specular reflection point is near the 
bottom of the model. So far, it has been shown that the angle 
6 can be determined if the raypath geometry is known. Now the 
question to be answered is how do we determine the raypath 






Figure 6.3 As the specular reflection point moves from to 
?2, location and shape of the raypath-triangle change.
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This question is answered in the following sections. Using 
the theory developed in this investigation, the raypaths are 
computed for a variety of source reflector/diffractor receiver 
cases. Moreover, applications of the theory are studied for 
many real data examples. Remarkable improvements are 
recognized on the final image obtained after stacking the 
partial images.
6.3 Computing the Raypaths
We saw in the previous sections that angle of incidence 
of the incoming P-wave can be determined if the raypath 
geometry for a source reflector receiver combination is known. 
The main problem here is to determine the complete raypath: to 
locate the receiver position for an arbitrary incident P-wave 
coming from the source to the reflection point P in the image 
space. This statement is valid both for a pure mode (P/P or 
S/S) case, and for a converted mode (P/S or S/P) case. For a 
P/S converted wave for example, from the schematic 
illustrated in Figure 6.4, the raypath can be summarized by 
stating that the P-wave from source (S) arrives at the 
specular reflection point (P,) with P-wave velocity, and the 
S-converted wave is created at the reflection point. The S 






Figure 6.4 Schematic of the raypath geometry from source to a 
specular reflection point and to receiver R,- on the tunnel 
model. Two other reflection points, P_2 and P_3, are seen 
also.
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velocity, and is registered by some receiver R,- along the 
receiver borehole. The location of R̂  is not known. A 
schematic picture of the situation is given in Figure 6.4
Our problem is to determine the receiver location R-. We 
will first examine the reflections coming from a simple 
reflecting geometry. Later, we will study the reflections 
from a more complex dipping boundary.
6.4 Vertical Boundary
As mentioned we will first study the reflections from a 
simple boundary in cross-hole geometry. A vertical reflector, 
the right edge of the physical model, is chosen here for 
specificity. We can do this without loss of generality. This 
geometry can be interpreted as a horizontal reflector in 
surface seismic case, by rotating the entire model 90°. On 
such a vertical reflecting surface, the raypath from a point 
P(Xp,Zp) to the receiver line can be determined as follows: 
Based on the concept introduced in Figure 6.4, for a specular 
reflection point P(Xp,Zp), the pure mode reflection raypaths 
can be shown as in Figure 6.5. From the figure, the total 
reflection time from source S to point P and to receiver R can 





Figure 6.5 Schematic showing principles of pure mode (P/P or 
S/S) reflection from the vertical right edge of the tunnel 
model.
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T S = - ^ S P * ^ P R  (6.17)
where, S = Source location,
P = Specular reflection point 
R = Receiver location 
V,= Direct arrival wave speed 
Vg= Reflected wave speed 
SP= Distance from S to P
PR= Distance from P to R
Equation (6.18) holds for pure mode reflections (P/P or 
S/S) where V^=Vg, for P/S reflections where V^=Vp (Vp=P-wave 
speed) and Vg=Vg (Vg=S-wave speed) , and for S/P reflections 
where V.,=Vg and Vg=Vp. For simplicity of the following
derivations, we start from pure-mode reflection case, and 
assume V^=V2=V.
For any orientation of the reflector, the travel time 
from S to P, (SP/V) , is fixed or does not change. However, 
the time from P to R, (PR/V) , varies depending on the
orientation or dip of the reflector, which is not known. 
According to the quantities in Figure 6.5, for any dip, the 
distance from the reflection point to the receiver is
PR = [ * (Zp-Zp)^ (6.18)
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The total arrival time TS from the source to the recording 
line (or the receiver borehole) can be computed as the sum of 
the forward travel time and the reflected travel time, and 
written as
TS = ^ S P  + Ipi? (6.19)
or more explicitly,
rg (Zp-Zp)̂ Y'̂  (6.20)
As seen in the equation above, TS can be determined as a 
function of which represents the depth of the current
receiver. All other quantities in (6.20), except Ẑ , are 
known. In a general case, determination of Ẑ  depends on the 
dip of the reflector. If the dip is not known, Ẑ  can not be 
calculated by using simple geometry.
When the reflections occur at the specular reflection 
points P{ along the reflecting boundary, a reflection arrival 
hyperbola is observed on the data set recorded in the receiver 
borehole. For a vertical reflector, as in the specific case 
we are considering here, the reflection arrival time TR for a 
pure mode case can be shown using the image S' in Figure 6.5
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by
TR = i [ ( Z ^ - Z ^ ) ^ + (6.21)
Since we assume a specular reflection at point P, and the 
reflected waveform is recorded by one of the receivers in the 
receiver borehole, the arrival times TS and TR should be equal 
at the receiver point where the reflected ray intersects the 
receiver borehole/line. In other words, the travel-times TS 
and TR become equal at some particular, unique, receiver 
location recording the waveform reflected at P. Thus, at some 
receiver along the receiver line
TS = TR (6.22)
If the Zp value satisfying this condition can be found, then 
the receiver location registering the reflected waveform and 
also completing the raypath geometry can be determined.
For certain fixed parameters Xp,Zp,Zg and X̂ , by changing 
the receiver position Ẑ  on the geometry given in Figure 6.5, 
we computed the travel time values TS and TR from equations 
(6 .20) and (6 .21) to observe their behaviors with respect to 
depth of receivers. In the experiment, the source is
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positioned at the middle of the source borehole, opposite 
receiver level 121 on the model, to obtain both upgoing and 
downgoing rays. Three different specular reflection points 
are selected. For the locations of the source and the
reflection points ,Pg and P3, see Figure 6.4. Note there are
256 receiver levels in the receiver line. We first located 
the reflection point P., opposite receiver level 75, and
calculated the travel times. The time curves are plotted in 
Figure 6 .6 , where TR is the reflection curve, TS is the 
diffraction hyperbola (or search curve). We see in the figure 
that the curves are tangent to each other at about receiver 
level 48, above the reflection point P^, the tangent point is 
shown by the arrow. We next positioned the reflection point 
Pg at the source level, opposite receiver level 121, and
computed the travel time curves. The curves are shown in
Figure 6.7, where TR represents the reflection hyperbola, and 
TS shows the search (diffraction) curve. We see that the 
curves touch each other at only one unique point, shown by the 
arrow, which corresponds to receiver level 121 in this case. 
We located the last reflection point P3 below the source 
level, opposite receiver #175. In this case, the tangent 
point or the receiver location recording the reflected ray 
should be below level 175. The computed travel times are 
illustrated in Figure 6 .8 , where the tangent point, shown by
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0.75 0.85 0.95 1.05
travel time, msec
1.15 1.25
Figure 6.6 TR-reflection and TS-diffraction curves are tangent 
to each other near receiver level 48, shown by the arrow. 
Source is opposite receiver level 121, and point is
opposite level 75.
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0.75 0.85 0.95 1.05
travel time, msec
1.15 1.25
Figure 6.7 TR-reflection and TS-diffraction curves are tangent 
to each other at receiver level 121, shown by the arrow. 
Source and receiver are located opposite receiver level 121.
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the arrow, is determined near level 200 which is below level 
175 as expected.
For an overall comparison, we plotted the travel time 
curves from the three specular reflection points, and the 
reflection curve from the right boundary together in Figure 
6.9. In the figure, TR is the reflection hyperbola, TS75, 
TS121, TS175 are the search curves from the reflection points 
P.,, Pg and P3 at levels of 75, 121 and 175 respectfully. The 
tangent points, marked by the arrows in the figure, correspond 
to the receiver levels registering the reflected rays from the 
reflection points.
After examining the curves on many other reflection 
points along the boundary, we have seen in all cases that the 
reflection curve TR and the diffraction travel time curve TS 
touch or are tangential to each other at one particular, 
unique point only. Using the same parameters and the 
geometry for the reflection points P, we also determined the 
theoretical raypaths, and the receiver locations recording the 
reflected rays from these reflection points. By comparing the 
results we figured out that these tangent points correspond to 
the theoretical receiver locations.
After showing that the receiver locations can be 
determined from the tangential points obtained from the travel 
time curves on a vertical boundary, we wanted to test the
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Figure 6.8 TR- and TS- curves are tangent to each other at 
level 200, marked by the arrow. Reflection point P3 and source 
S correspond to receiver levels 175 and 121.
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travel time, msec
Figure 6.9 Reflection (TR) and diffraction (TS) travel 
times are plotted together for comparison. Always, TS is 
tangent to TR at some specific and unique point only as 
shown by the arrows.
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approach on a more complex dipping boundary. Because we know 
that if the boundary is perfectly vertical then the complete 
raypath can be determined using geometrical calculations. 
However, if the reflecting boundary is dipping and the dip is 
not known, then the complete raypath can not be calculated 
using simple geometry.
6.5 Dipping Boundary
After seeing the results on the vertical boundary 
example, we next wanted to apply the theory to a dipping 
reflecting boundary. For the purpose, we first derived the 
formulae necessary to determine the travel times from a 
dipping surface in a cross-hole geometry. A schematic of a 
dipping reflecting surface on a cross-hole geometry is shown 
in Figure 6.10. The source is located on the left, near the 
middle of the model, and the right boundary is tilted with a 
dip angle ^ . The specular reflection point P is located on 
the dipping boundary, above the source level. The incident or 
the incoming P-ray arrives at P(Xp,Zp), and after being 
reflected it is recorded by some receiver R(x^,z^) in the 
receiver line which we seek. If the dip of the reflector is 
not known, the receiver R(x^,z^) can not be determined.










Figure 6.10 Principles of the reflections from a dipping 
reflector in cross-borehole geometry for a pure mode case (P/P 
or S/S) . is the dip angle.
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reflection path from S to P and to R is same the raypath from 
S* to R, and is given from the law of cosines as
S F ^ = S ^ + S R ^ - 2 S S  S R  COS0 (6.23)
The quantities in the equation above can be determined from 
Figure 6.10 as follows:
S S  = 2 H  = 2hcos<|) , 
w h e r e  cos<|) = cosOO-ijf) = sinijf ,
so : SS = 2hsinilr
(6.24)
the distance h can be written as
h  = Xj. - A
w h e r e :  A  = Z tan<t>
4) = 90 -T|f
t h e n :  h  = - f—V tan\|r )
(6.25)
the distance SR is obtained as
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(6.26)
The angle d is determined as
w h e r e  : tany =
Y = tan -1
S i n c e  4) = 90 -i|f ,
(6.27)
X  \
t h e n  0 = 180 - I i|f + tan'^ ( -r—— r )
| Z f - Z r l  /
Recalling that
(Si?)2 = (Vt)2 (6.28)
and combining all the equations above, the reflection travel 
time TR from S' to P, and to R can be obtained as
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T R  = -i [4h^sin^ijf + S R ^  - 4 Asiruj/Si?cos0] ̂ (6.29)
where: V is medium velocity, X ^ , a r e  receiver coordinates 
(Xp is horizontal offset, is depth) , Zg is the source depth 
from the surface, V» is the dip angle of the reflecting surface 
(not known in reality) and h is horizontal distance from the 
source to the reflecting surface.
All the quantities in the equation above are known except 
the dip angle V» and the receiver depth Ẑ . If one of them is 
determined the other can be calculated since the travel time 
TR is measured in the field.
To apply the same approach used in the vertical boundary 
case, we need a second time function to determine the travel 
time or diffraction times from source to reflection point P, 
and to receivers R^. From Figure 6.10, the total raypath or 
the total travel time from S to P to R is
w h e r e :  X p  = X j . - d  ,
^  (6.30)
d = ZptanD, -> d = ^  .
Finally = X,-
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indicating, Xp changes depending upon the dip angle. As the 
dip angle V increases, distance d decreases. At ^=90°, 
vertical boundary where d=0, the expression TS in the above 
equation becomes the same as equation 6 .21.
To see the behavior of the travel times on the dipping 
boundary case, we computed the TS and TR curves from equations 
6.29 and 6.30 for different reflection points. A schematic of 
the source position, reflecting boundary and the specular 
reflection points are given in Figure 6.11, where cross­
borehole geometry is simulated. The source is at the middle 
of the source borehole, the receivers are in the middle of the 
model, the reflecting boundary is the right edge of the model 
with a dip angle of V , and the specular reflection points are 
located on the dipping boundary. The dip of the reflector is 
illustrated at 75°. We first consider the reflection point P̂ , 
located opposite receiver level 100. The computed travel 
times, TR reflection curve and TS diffraction curve are shown 
in Figure 6.12. In the figure, we have seen that the curves 
are tangent to each other at around receiver level 35, marked 
by the arrow. We next located the reflection point at 
receiver level 121, opposite of the source, and exhibited the 
computed travel time curves in Figure 6.13. Again, the 
reflection curve TR and the diffraction curve TS touch each 















Figure 6.11 Schematic showing a dipping boundary on the right 
and reflection points f̂ 2'^3 ^4 the reflector. Source
is at the middle of the source borehole.
T-3844 112












Figure 6.12 Reflection and diffraction curves, from the 
dipping boundary in Figure 6.11, are tangent to each other at 
receiver location, shown by the arrow. TSIOO means PI is 
opposite level 100.
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travel time, msec
1.1 1.2
Figure 6.13 TR-reflection and TS-diffraction curves, from Pg 
in Figure 6.11, are tangent to each other at the receiver 
location, marked by the arrow. TS121 means Pg is at level 121.
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figure. Lastly, we positioned the reflection point P opposite 
receiver level 175, below the source. The travel time curves 
are shown in Figure 6.14. The tangent point is also indicated 
by the arrow. For an over all comparison, we plotted the 
reflection time curve TR from the dipping horizon and the 
diffraction or the search curves from four different specular 
reflection points, the three reflection points and an 
additional reflection point at receiver level 2 00, in Figure 
6.15. In the figure, the numbers after TR and TS in the 
legend box indicate the locations of the points with respect 
to the receiver levels. In all cases as seen in the figure, 
the search curves (TS75, TS121, TS175, TS200) are tangent to 
the reflection curve TR121 at some specific unique points 
only. The results in Figure 6.15 also show that our approach 
can be used to determine the receiver locations registering 
the reflected rays, in other words, the receiver locations can 
be determined from the tangent points.
Once the receiver locations are identified, the complete 
raypaths can be constructed as explained in the examples. 
However, in reality, the dip of the reflector is not known. 
Therefore the receiver location for an arbitrary reflector can 
not be determined by using simple geometrical solutions. This 
forced us to find another method to determine the location of 
the receiver recording the reflected waveform and also to
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Figure 6.14 TR-reflection and TS-diffraction curves, from Pj 
in Figure 6.11, touch each other at some receiver location, 
shown by the arrow. TS175 shows Pj is at level 175.
T-3844 116
T—  T—  LO OCM LO c\j o■*— T— T— CMOC c/5 CO c/5 CO



















g o  oO  Lf>
QC U > *- *
I % 8CO
Figure 6.15 TR- and the TS- curves from the dipping reflector 
in Figure 6.11 are plotted together. Arrows show the tangent 
points. Numbers after TR and TS show the reflection point 
levels.
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calculate the angle of incidence. To accomplish this, we use 
the wave extrapolation theory. The concepts of the theory of 
our approach proceeds as follows by referring to the 
definitions in Figure 6.16, where a simple vertical boundary 
is taken into account;
First, we take the separated P or S-section recorded at 
the receiver borehole as the input data.
Second, we extrapolate the reflected wavefield to the 
specular reflection point P.,. The extrapolated waveform at P̂  
should be the same waveform recorded at some receiver .
Third, we determine the direct arrival time TSP^ from the 
source S to the specular reflection point P^. This is the 
time given as the first part of equation (6.21) or as (SP/V) 
in Figure 6.5. This can be accomplished by forward 
extrapolating the wavefield from the source to every grid 
point in the medium using a ray tracing algorithm. The 
forward extrapolation time corresponds to the ray SP., in 
Figure 6.16 for point P,.
Fourth, we extract the reflected waveform at P, from the 
back extrapolated wavefield in a time window based on the 
direct arrival time TSP^. This is the grid point waveform. 
The time window should be large enough to include the whole 
reflected waveform at P., and small enough to exclude the other 





Figure 6.16 Schematic shows the direct ray from source S to 
as heavy line, and the diffraction rays from to every 
receiver in the receiver borehole as dashed lines.
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to be careful in selecting this parameter.
Fifth, we consider a possible reflection or a diffraction 
case at point P̂ , and calculate the diffraction travel time TS 
from fixed P̂  coordinate to every receiver along the receiver 
line. The reason we assume a diffraction at P̂  is because we 
believe if there is a reflection at P̂ , as long as the 
reflecting geometry permits, the reflected waveform has to be 
recorded by one of the receivers in the receiver borehole. 
One of the travel times from P̂  to has to match the true 
reflection time at some receiver point R,-. This is one of the 
tangent points in our examples given above. In the vertical 
boundary case, the diffraction or search time values can 
simply be determined by increasing Ẑ , which represents the 
receiver level, using the equation
TS (6.31)
where Xp, Zp, Ẑ  and are known, Ẑ  changes. This gives us 
a hyperbola(z,t). Then, we construct a set of waveforms in 2- 
dimensions (z,t) by taking the waveforms from the input data 
in a time window along the hyperbola(z,t) or search curve TS. 
These are the correlation waveforms. The window length is 
important here also; one should be careful when it is chosen.
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In Figure 6.16 are shown the direct arrival from S to as 
the solid line, and the diffraction or possible reflections 
from P̂  to the receivers as the dotted lines.
Sixth, we cross-correlate the grid point waveform 
obtained from the back extrapolated reflected wavefield at P, 
with the correlation waveforms along the search 
hyperbola(z,t). Resulting is a correlogram at each receiver 
depth. This gives us correlation or similarity values between 
the grid point waveform and the correlation waveforms as a 
function of depth Ẑ , along the receiver borehole. Since the 
grid point waveform at P., should have characteristics similar 
to one of the correlation waveforms along the hyperbola(z,t), 
the cross-correlation function will yield a maximum value at 
some depth Z. This Z-value gives the receiver location Ẑ  
where the reflected ray intersects the recording line 
corresponding to the tangent point explained in the examples 
above. .
Once Ẑ  is determined, then the ray P̂ R- can be located. 
This gives us the complete raypath SPR. If the raypath SPR is 
determined, the angle of incidence, angle of reflection, and 
the dip of the reflector can be computed at an arbitrary point 
P. In Figure 6.17 is shown another reflection point Pg below 
the source along the boundary and the direct and the possible 





Figure 6.17 Schematic showing the direct arrival from S to Pg, 
below the source level, as heavy line, and the possible 
reflection rays from Pg to every receiver as dashed lines.
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introduced the methods to determine the angles necessary from 
the raypaths.
In the following sections, we will see applications of 




DETERMINING THE INCIDENT ANGLES ON PHYSICAL MODEL DATA
7.1 Introduction
In this section, the theory mentioned in the preceding 
section will be tested on real data examples. The example 
data set to be used in the test was obtained on a physical 
elastic model using cross-borehole geometry, Chang (1990). In 
Figure 7.1 is shown a schematic of the model with the source 
"borehole” on the left and the receiver "borehole" in the 
middle. There are 33-common shot gathers, and each shot 
gather consists of 256 two-component (X,Z) recordings. In the 
applications of the theory to determine the incident angles, 
different shot positions are considered in order to include a 









Figure 7.1 Schematic of the source position at the middle of 
the model and possible raypaths of direct arrival, forward and 
backward reflected and diffracted rays on the model is shown.
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7.2 Vertical Reflecting Boundary (Stress-Free Surface)
As a starting point, and also for simplicity, we will 
first as before treat the P/S converted wave reflections 
coming from the vertical edge of the model. For application 
of the method we have chosen two specular reflection points 
and Pg which correspond to receiver levels 75 and 175 
respectively. To test the efficacy of the method we were 
careful about choosing the locations of the points since we 
wanted to include both upgoing and downgoing waves according 
to the source level. For the source positions we will use the 
same source locations introduced earlier in the migration 
section. Each source location will be examined separately in 
the following sections.
7.2.1 Case 1 (source is at the middle of the borehole)
In the first example, we have chosen the source position 
near the middle of the model. We wanted to see both the 
upgoing wave from the source to the first specular reflection 
point P̂ , with a positive incidence angle, and the downgoing 
wave to the second reflection point Pg, with negative 
incidence angle. With this geometry we will be able to test 
the method, determine the incidence angles in both cases, and
T-3844 126
correct the sign reversal of the P/S converted waves generated 
by the right edge of the model.
A schematic of the source position, receiver borehole and 
possible reflected and diffracted rays arriving at one 
receiver is illustrated in Figure 7.1. The raypaths
represent all modes (P/P, S/S, P/S and S/P). We show the raw 
common shot gathers obtained at this source location in 
Figure 7.2, where the P/S reflections off the right boundary 
are indicated on the Z-component, bottom section. To obtain 
single mode data, we decomposed the multi-component data into 
P and S sections by using a wavemode separation technique, 
Dankbaar (1987), and plotted the S-wave common shot gather in 
Figure 7.3. To identify the sign change of the P/S converted 
wave reflections off the right boundary, we enlarged the 
separated S-section from 800 msec to 1600 msec, and exhibited 
the magnified portion at the bottom part of Figure 7.3. The 
P/S converted wave reflections are indicated by an arrow. We 
see that the P/S reflections change sign at the source level. 
Above the source level, (opposite trace#121), the reflections 
are white-black or (-,+), and below the source level they are 
black-white or (+,-). At the source level, we observed no 
P/S converted wave reflections, corroborating the theoretical 
results shown in Figure 3.3 and Figure 3.4. In order to see 
















Figure 7.2 Common shot gathers; top is the X-component, bottom 
is the Z-component. Source location is near the middle. Arrow 
shows the P/S reflections from the right edge. Sign change is 












800 1000 1200 
time, msec
1400 1600
Figure 7.3 S-pass section after mode separating the data in 
Figure 7.2. Top is an full scale, bottom is the enlarged 
portion from 800 to 1600 msec. P/S reflections off the right 
edge are indicated by the arrows on both sections.
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boundary, we migrated the S-pass section for the P/S converted 
waves, and illustrated the resulting migrated image (also 
called partial image) in Figure 7.4. The images of the top, 
bottom and right boundaries, as well as the tunnels, are shown 
by the arrows. Since we are particularly interested in the 
reflections from the right boundary, the framed part of the 
image in Figure 7.4 is plotted in enlarged variable area 
wiggle trace form in Figure 7.5. Consider the trace at 49 
inches offset, shown by the arrow on the figure. The trace 
has a positive sign above the source level and negative sign 
below the source level (36 inches from top) . To show the 
consistency of the sign of the P/S reflections before and 
after migration, we plotted the enlarged portion of the input 
S-pass data and the portion of the migrated image together in 
Figure 7.6. In the figure, the P/S converted wave reflection 
from the right edge is shown by the arrows on the left plot. 
The same events after migration are shown on the right. The 
two plots show the same sign conventions before and after 
migration, in both cases they are white-black above the source 
level and black-white below the source level.
We will calculate the illumination angles at the specular 
reflection points P̂  and Pg next, and later correct the sign 
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Figure 7.4 P/S partial image obtained after migrating the S- 
pass data in the previous figure for P/S converted waves. The 
arrows show the images of top, bottom and the right (framed) 






Figure 7.5 Framed part in the previous figure is enlarged from 
47" to 50" horizontally. Reflections off the right edge are 
plotted in wiggle trace variable area format. The trace at 49" 











Figure 7.6 P/S reflections from the right edge have the same 
sign conventions on both the input data (left) and the 
migrated image (right). They are white-black above the source 
level (trace#121), and black-white below.
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As prescribed in the previous chapter, we first back 
extrapolated the S-pass input data to the right edge of the 
model using a finite difference solution to the acoustic wave 
equation. The back extrapolated wavefield is shown in Figure 
7.7. We calculated the travel times from the source to the 
right edge, and located the P/S reflections from the right 
boundary on the back extrapolated wavefield. We indicate them 
by the arrows in Figure 7.7. To analyze the sign of the 
reflections more in detail, we enlarged the section from 2 00 
msec to 1000 msec, and show the enlarged portion on the bottom 
of the figure. The sign change is seen on this plot. We 
first consider the specular reflection point P̂ , above the 
source level, to demonstrate the method to determine the angle 
of incidence of incident P-wave arriving at P^. A schematic 
of the source position S, the reflection point P,, direct ray 
from S to P^, and possible reflection rays which could be 
recorded by any of the receivers is shown in Figure 7.8. P̂  
is opposite to receiver level 75. From the raytracing program 
introduced earlier, we determined the direct arrival time from 
S to P^, using P-wave speed, as TSP^=571.28 msec. Using this 
time value we extracted the reflected converted S wave at PI 
from the back extrapolated wavefield shown in Figure 7.7. 
This is the grid point waveform to be used in the correlation 
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Figure 7.7 S-pass data back extrapolated to the right edge. 
Top is at full scale, bottom is a magnified plot of the events 
of interest. The reflections off the right edge are indicated 







Figure 7.8 Schematic of the source position at the middle, and 
the specular reflection points PI and P2. Heavy line shows the 
direct arrival from S to PI, and lighter lines show the 
possible reflections from PI to the receivers, (a diffraction 
case).
T-3844 136







Figure 7.9 The P/S converted grid point waveform at PI, 
extracted from the back extrapolated wavefield, shown in 
Figure 7.7, based on the direct P-wave arrival time from S to 
P̂ , heavy line in Figure 7.8.
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correlation process, we need the other correlation waveforms. 
For this purpose, we assume that the specular reflection point 
P., (or every grid in the image space in general) is a 
diffraction point. Based on this assumption, we constructed 
a diffraction curve, TS, for events originating at P^. To 
obtain TS, we calculated the travel times from P̂  to every 
receiver along the receiver "borehole", then added the direct 
arrival time from S to P,,. We have determined the total 
diffraction travel times: from the source, to P̂ , to the
receivers. See Figure 7.8 for the raypaths. (Incidentally, 
we also calculated the travel time curve of the P/S 
reflections from the right edge to the receivers. This is not 
necessary for the angle determination). In order to compare 
the reflection curve with the diffraction curve, we plotted 
them together as a function of depth in Figure 7.10, where TR 
represents the reflection curve and TS represents the 
diffraction curve. As seen in the figure, the curves are 
tangential to each other at some point around the receiver 
level "50. Note that this point is above the level of P̂  
(75). This tangential point corresponds to the only level of 
the receiver array that records the P/S converted wave 
reflected at P^, the grid point waveform shown in Figure 7.9. 
To determine this receiver position, we obtained the 
correlation waveforms by taking the waveforms in a short time
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Figure 7.10 The reflection time curve TR and the diffraction 
hyperbola TS are tangential to each other at the receiver 
location registering the reflected waveform. 75 is the 
location of the reflection point P,.
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window from the input S-pass data along the diffraction 
hyperbola TS. Choosing the right time window is a critically 
important step in the process. The window has to be big 
enough to include the whole signal (reflected waveform); 
however it has to be small enough to exclude the other events. 
In our study here, we chose a 75 msec time window after 
examining the waveforms in the S-pass input sections. The 
correlation waveforms are plotted in Figure 7.11 in variable 
density form. We know that if there is reflection at and 
the reflected waveform is recorded by one of the receivers in 
the receiver line, the reflected waveform has to match one of 
the waveforms among the correlation waveforms along the 
diffraction hyperbola TS. To figure out the receiver location 
,or the most similar waveform, we correlated the grid point 
waveform at P., with the correlation waveforms by: first,
taking the cross-correlation, and second, by determining the 
polarization. After combining the results from both steps, we 
determined the final correlogram at each receiver depth. The 
correlograms are shown in Figure 7.12. Next, we picked 
maximum correlation values at each depth on the correlogram 
plot, and plotted the values picked as a function of depth in 
Figure 7.13. Due to other events there is a lot of 
interference on the reflections. Along the diffraction 
hyperbola TS, these local effects cause big maximum and
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Figure 7.11 Correlation waveforms constructed by taking the 
waveforms from the S-wave input data along the diffraction 
hyperbola(z,t).
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Figure 7.12 Correlograms obtained after cross-correlating 
grid point waveform at PI with the correlation waveforms. 
Arrow shows possible highest correlation location. To see the 
plots in detail they are splitted into two parts here.
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(X-Corr) for P1, (smoothed)
Figure 7.13 Correlation curves. Left is after picking the 
maximum correlation values at each depth from the 
correlograms, right is after smoothing the left curve. Arrow 
shows the maximum peak on the smoothed curve.
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minimum values which are randomly distributed along the curve. 
To eliminate these randomly distributed peak points and to 
keep the consistent ones, we smoothed the correlation curve. 
The smoothed curve appears on the right side of Figure 7.13. 
We see that the curve has a better character and most randomly 
distributed local peak points have been eliminated.The 
dominant maximum peak value is seen around trace#50, shown by 
the arrow on the figure. To see the values in another 
presentation, we squared the maximum correlation values along 
the depth, shown on the left in Figure 7.13, and plotted the 
squared values in Figure 7.14 (left). The graph on the right 
is obtained after smoothing the left curve. The peak value 
is read easily on the right curve around level 48. The 
specular reflection point was chosen at level 75. The 
receiver position now gives the complete raypath. Using the
complete raypath from S, to , to receiver 48, we determined
the angle of incidence as -20.03°. In addition, from the 
theoretical calculations we obtained the incident angle as 
-13.44°. The error is 6.59°.
In this example, for this source and reflection point
geometry, we successfully determined the location of the 
receiver registering the P/S converted wave reflected at point 
Fy (level 75).
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(X-Corr)^2 for P1, (smoothed)
Figure 7.14 Correlation curves after squaring the maximum 
correlation values at each depth. Left curve shows the plain 
values, right one is after smoothing the left curve. The arrow 
marks the peak on the right curve.
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reflector position. For this purpose, we have chosen the 
second specular reflection point Pg introduced earlier. Pg is 
closer to the bottom of the model, opposite trace#175, or 
43.75” from top. A schematic of the source S, Pg, receivers, 
direct ray (heavy line) from S to Pg and possible diffraction 
rays from P2 to the receivers is shown in Figure 7.15. As 
done for P̂ , we first calculated the direct arrival time from 
S to P̂  using the raytracing program as TSP2=580.26 msec, then 
based on this time value we extracted the P/S converted wave 
reflected at Pg from the back extrapolated wavefield shown in 
Figure 7.7. The grid point waveform is shown in Figure 7.16. 
By considering Pg as a possible reflection point, we 
calculated the travel times from Pg to every receiver in the 
receiver borehole. The purpose of doing this is that if there 
is any reflection at Pg, the reflected ray should be recorded 
by one of the receivers. As yet we do not know which 
receiver. After adding the direct arrival time TSPg to the 
diffraction time values, total diffraction travel times (TS) 
from S to Pg, and to the receivers are calculated, and plotted 
in Figure 7.17. The reflection hyperbola, (TR), was already 
computed for the P̂  example. As seen in the figure, the 
curves are tangential to each other around level 200, below 
the Pg level. We need to determine this receiver position 






Figure 7.15 Schematic shows positions of the source and the
specular reflection point P2. Heavier line is the direct ray
from S to P2, and the lighter lines are the possible
reflections from P2 to the receivers.
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Figure 7.16 Grid point waveform (P/S converted wave)
,reflected at P2, extracted from the back extrapolated 
wavefield, shown in Figure 7.7, based on the direct arrival 
time from S to Pg, heavier line in Figure 7.15.
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Figure 7.17 Reflection travel time curve TR and diffraction 
travel time curve TS obtained at Pg are tangential to each 
other at the depth of the receiver registering the P/S-wave 
reflected from Pg.
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taking the corresponding waveforms in a time window (75 msec) 
from the input S-pass data along the diffraction curve TS. We 
know that the reflected converted P/S waveform is buried among 
these waveforms. The set of correlation waveforms is shown in 
Figure 7.18. To figure out the most similar waveform among 
the correlation waveforms to the grid point waveform in Figure 
7.16, we correlated them based on the same technique applied 
for the P̂  case. The resulting correlograms are presented in 
Figure 7.19. As seen in the correlogram plot, below level 175 
higher correlation values are obtained, where the peak area is 
shown by the arrow. In order to determine the receiver 
location where the maximum peak occurs, we picked the maximum 
correlation values at each depth from the correlogram plot, 
and then plotted the values as a function of depth in Figure 
7.20. The plain peak values are shown on the left and the 
smoothed values are shown on the right of the figure. Note 
after smoothing, randomly distributed peaks have been 
eliminated. The maximum peak location is indicated by the 
arrow here also. Next, we squared the maximum correlation 
values and plotted them in Figure 7.21 to see the values in a 
different form. On the left is shown the plain squared values 
where local peaks are seen clearly, and on the right is shown 
the smoothed values where the peak is shown by arrow. Here, 
the peak value corresponds to level 187. We have determined
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Figure 7.18 Correlation waveforms constructed by taking the 
corresponding waveforms from the input S-pass data along the 
diffraction hyperbola TS are shown in variable density form.
T-3844 151










0 25 50 75 100
time, ms
0 25 50 75 100
time, ms
Figure 7.19 Correlograms obtained after correlating the grid 
point waveform at P2 with the correlation waveforms, shown in 
Figure 7.18, along the search curve TS. Maximum peak location 



















(X-Corr) for P2, (smoothed)
Figure 7.2 0 Curves show the maximum correlation values at each 
depth in the previous plot. Left is the maximum correlation 
values, right is after smoothing the values on the left. Arrow 
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(X-Corr)'^2 for P2, (smoothed)
Figure 7.21 Curves show the squared correlation values. Right 
is the squared values, and right is after smoothing the left 
curve. Maximum peak is shown by the arrow.
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the angle of incidence as 17,00° using the receiver level 187 
at the peak location. We also calculated the receiver 
location theoretically as 190, and the corresponding angle of 
incidence as 15.70° .
We determined the incident angle for every grid point in 
the image space in exactly the manner just described here for 
the two points along the right hand boundary. There was 
596x468=278,928 angle determination for this source point. 
The whole process for this source position took about 27 hours 
on the IBM RS/6000 (RISC) computer.
The partial image obtained after the sign corrections is 
plotted in Figure 7.22. The image of the right boundary is 
shown by the arrow, and also framed for enlargement. To show 
the reflections at the boundary in more detail, we plotted the 
framed part of the partial image in enlarged wiggle trace 
variable area form in Figure 7.23. The image trace at 49" is 
close to the location of the right boundary and is marked by 
the arrow in Figure 7.23. We can use it as a reference trace 
in appraising the effectiveness of our process. To compare 
the efficacy of the method, we display the images at the 
boundary, before and after the sign corrections, together in 
enlarged variable area wiggle trace form in Figure 7.24. The 
trace at 49" offset is indicated by the arrow on both sections 
for comparison. Over all, we see big improvements on the
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PS.Mig. (after sign correction)
Figure 7.22 P/S partial image obtained after P/S reflections 
are sign corrected. The image of the right boundary is shown 
by the arrow. The framed part is enlarged in variable area 











PS-Mig. (after sign correction)
Figure 7.23 Framed part in the previous figure is shown in 
variable area wiggle trace format, from 47" to 50". The trace 
at 49" marked by the arrow shows the image of the right edge 
after the sign correction.
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traces in terms of the sign consistency along the boundary 
after the corrections, however as recognized on the trace 
marked by the arrow in the figure, between 10"-20" at the top, 
we still see some positive (black) part not corrected. This 
is probably because of interferences from other events 
mostly,the S/S modes in this case.
7.2.2 Case 2 (source is at the bottom of the borehole)
In the first example, we studied the case where the 
source was at the middle of the model. After examining the 
trace at 49" offset on the left plot in Figure 7.5, we 
observed that the trace has a positive sign above the source 
level and negative sign below. This implies that a direct ray 
travelling upward has a positive incident angle with respect 
to the vertical boundary, and travelling downward with a 
negative incident angle. To demonstrate the validity of the 
method for different source geometry, we next located the 
source near the bottom of the model where we have mostly 
upgoing waves (with positive incident angles), and converted 
the positive reflections to negative ones. The source is at 
68" from the top of the model, opposite receiver position 249. 
A schematic of the source position and possible reflection and 
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Figure 7.24 comparison of the reflections off the right 
boundary. Left is before and right is after the sign 
correction. Compare the traces at 49" offset marked by the 
arrows on the sections.
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7.25, where the raypaths represent all modes. The raw common 
shot gathers, X and Z components, acquired from this source 
location, are presented in Figure 7.26. P/S reflections off 
the right vertical reflector are shown by the arrow on the Z- 
component. To obtain single mode data, we decomposed the 
multi-component input data into P and S sections. The S- 
section is plotted in Figure 7.27; full scale at the top and 
enlarged form at the bottom. From the travel time 
calculations, we identified the P/S converted wave reflections 
coming from the right edge and indicated by the arrows in the 
figure. Note that the reflections have the same sign (white- 
black) all along the reflection curve. We next migrated the 
S-pass data. The partial image is shown in Figure 7.28, 
where the strong bottom and right edge images are indicated by 
the arrows. To identify the characteristics of the 
reflections after migration, we enlarged the framed part of 
the partial image horizontally from 47" to 50", and exhibit 
the magnified portion in Figure 7.29 in seismic variable area 
wiggle trace form. The trace at 49" offset at the right 
boundary is marked by the arrow. The trace is positive all 
along the boundary. The same trace changes sign below the 
source level in Figure 7.5. For consistency, we must reverse 
the sign of the trace from positive to negative so that in 










Figure 7.25 Schematic of the source location near the bottom 
of the model, and possible raypaths from the source to a 













Figure 7.26 Raw X (top) and Z (bottom) components from the 
source position, shown in Figure 7.25. Arrow shows the P/S 
reflections off the right edge. No sign change is observed 
















Figure 7.27 S-pass section obtained after the mode separation 
is shown in full scale at the top, in enlarged form from 800 
to 1600 msec at the bottom. P/S reflections off the right edge 
are indicated by the arrows.
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Figure 7.28 P/S partial image obtained after migrating the S- 
pass data given earlier. The image of the right reflector is 
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Figure 7.29 The framed portion in Figure 7.28 is magnified 
horizontally from 47" to 50" in variable area wiggle trace 
form. The trace at 49" marked by the arrow shows all positive 
values along the edge.
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consistency of the sign of the P/S reflections and the image, 
the P/S reflections on the S-pass data and migrated image are 
illustrated in enlarged form together in Figure 7.30. On the 
left the reflections are identified by the arrow. In both 
cases, the sign of the reflections are very consistent: from
white to black. This experiment also shows that the migration 
process preserves the sign characteristics of the reflection 
coefficients.
To test the method to determine the incidence angles for 
this source location, the specular reflection positions P-, and 
Pg, introduced earlier, are chosen again. The S-pass 
wavefield is back extrapolated to the right edge boundary 
using the finite difference solution to the scalar wave 
equation. The back extrapolated wavefield is shown in Figure 
7.31; full scale at the top, and enlarged form at the bottom. 
From the direct arrival time, we have identified the P/S 
reflections on the sections, and marked them by the arrows. 
It is especially clear on the bottom section that the sign of 
the reflections is consistent along the boundary.
We first consider the specular reflection point P̂ , 
opposite receiver level 75. We will determine the receiver 
position recording the reflected waveform from P^. A 
schematic showing the source position and the reflection point 












Figure 7.30 P/S reflections keep their characteristics after 
migration. Left is the P/S reflection off the right edge on 
the S-pass data, the right is the same reflection after 
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Figure 7.31 The S-pass data back extrapolated to the right 
edge. Top shows the full scale, bottom shows the enlarged 
portion. Arrows indicate the P/S reflections created at the 
boundary.
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shown as a heavier line, possible reflected rays from to
the receivers are shown as lighter lines. To obtain the
reflected P/S converted waveform at P̂ , we computed the 
direct arrival travel time from S to P̂  as TSP^ = 760.41 msec. 
Based on this time value, we then extracted the corresponding 
waveform in a time window of 75 msec from the back
extrapolated wavefield at the right edge. The grid point
waveform is illustrated in Figure 7.33. Next, by assuming 
that the receiver location receiving this waveform is not 
known, we calculated the arrival times from PI to every 
receiver using the S-wave velocity of the medium. We assume 
that if there is any reflection from P̂ , the reflected 
waveform should be recorded by one of the receivers. In 
Figure 7.34, we plotted the reflection curve TR off the right 
edge, and the diffraction curve TS, obtained after adding the 
first arrival time TSP, to the diffraction travel times. As 
seen earlier, the curves again are tangential to each other at 
the depth corresponding to the depth of the receiver 
registering the reflected waveform.
To determine this depth, we obtained the correlation 
waveforms by taking the corresponding waveforms in a time 
window from the input S-pass data along the diffraction 
hyperbola TS. The waveforms are illustrated in Figure 7.35. 
Next, we correlated the grid point waveform at P̂  with the
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Figure 7.32 Schematic of the source position and the first 
specular reflection point PI. Direct arrival from S to PI is 
given as heavier line and possible reflections from PI are 
given as lighter lines.
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Figure 7.33 The grid point waveform (P/S converted waveform) 
created at PI is extracted from the back extrapolated 
wavefield based on the direct arrival time from S to PI.
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Figure 7.34 Travel-time curves are tangent to each other at 
some depth. TR is the reflection curve, TS is the diffraction 
or search curve. Source and reflection point are opposite 
receiver levels 249 and 75 respectfully.
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correlation waveforms. The purpose is to seek the most 
similar waveform among the correlation waveforms shown in 
Figure 7.35 to the grid point waveform given in Figure 7.33. 
The resulting correlograms are shown in Figure 7.36. The 
range of levels where the maximum correlation values occur is 
marked by the arrow. To determine the exact receiver 
location, we picked the maximum correlation values at each 
depth from the correlogram plot. The picked values are 
plotted as a function of depth in Figure 7.37 (left). To 
suppress the randomly distributed local minima and maxima 
caused by the interferences from other reflections, 
diffractions and also noise events in the data, we smoothed 
the correlation results by taking a running average. The 
smoothed curve is shown on the right side of the same figure. 
To produce a different appearance of the correlation curves, 
the maximum values are squared, and then smoothed. The 
results are plotted in Figure 7.38. These curves are easier 
to interpret. The correlation value is low as we follow the 
curve from the bottom towards the top, and it gets a higher 
value above P-, (level 75) showing an envelope form, marked by 
the arrow. It becomes low again near the top. When we 
compare this curve with the travel time curves TS and TR shown 
in Figure 7.34, we see that the range where the curves are 
tangent to each other in Figure 7.34, and the maximum peak in
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Second function for P1 (trace#75)
2 120
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time, ms
Figure 7.35 Correlation waveforms constructed by taking the 
waveforms from the input S-pass data along the diffraction 
hyperbola TR are shown in variable density form.
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Correlogram for P1 (trace#75) Correlogram for P1 (trace#75)
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Figure 7.36 The correlograms obtained by cross-correlating 
the waveform at PI with correlation waveforms in Figure 7.35 
along the diffraction hyperbola. Location of maximum values is 
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(X-Corr) for P2 (smoothed)
Figure 7.37 Correlation curves. Left is constructed after 
picking maximum values on the correlograms given in the 
previous figure. Right is after smoothing the curve on the 
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(X-Corr)^̂ 2 for P2 (smoothed)
Figure 7.38 The maximum correlation values in the previous 
figure are squared here. Left shows the squared values. Right 
is after smoothing the curve on the left. The smoothed curve 
is easier to interpret. Arrow indicates the peak location.
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Figure 7.38 are all above the specular reflection point P̂ . 
The maximum correlation occurs at receiver level 42, or 10.5" 
from the top. Note that is at level 75.
We calculated the incident angles from the complete 
raypaths as -40.92° for the experimental results, and -42.17° 
for the theoretical results. The difference between the 
angles is -1.25°. Afterwards, we corrected the reflection 
coefficients according to the incidence angle computed. We 
see from this example that for this source reflector 
combination, we successfully determined the receiver position 
recording the reflected P/S converted wave.
After determining the incident angle for P̂  location 
successfully, we next wanted to test the method for the other 
specular reflection point Pg, opposite receiver level 175. 
The same processing procedure, applied for P̂ , is followed. 
We first determined the forward arrival time from the S to Pg 
by means of the ray tracing program as TSP2=574.76 msec. 
Using this time value, we extracted the P/S converted waveform 
at Pg in a time window of 75 msec from the back extrapolated 
wavefield at the right boundary, shown in Figure 7.31. 
According to the geometry introduced in Figure 7.39, where the 
direct arrival from S to Pg and possible reflections from Pg 
to the receivers are shown, we computed the diffraction travel 
times from S, to Pg, and to the receivers. The diffraction
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hyperbola TS and the reflection curve TR are illustrated in 
Figure 7.40. The curves are tangential to each other at some 
depth in the receiver "borehole" here also. To determine this 
depth, we constructed the correlation waveforms used in the 
correlation process by taking the corresponding waveforms from 
the input S-pass data in a time window along the diffraction 
time curve TS, and illustrated them in Figure 7.41. To figure 
out the receiver location we seek, we correlated the grid 
point waveform created at Pg with the correlation waveforms to 
search for the most similar waveform in the correlation 
waveform set. From the correlograms (Figure 7.42), we see 
higher amplitude events towards the bottom of the plot. In 
other words, similarity of the waveforms increase towards the 
bottom, as is shown on the plot. We picked the maximum 
correlation values at each depth from the correlogram plots to 
construct a curve of maximum correlation values as a function 
of depth. The curves are plotted in Figure 7.43. The left 
curve shows the maximum correlation values and the right one 
represents the same curve after smoothing to suppress the 
local randomly distributed maximum and minimum peaks. As 
seen, and also marked in the figure, the maximum correlation 
values are obtained in a range of receivers from 150 to 160 
approximately. The squared and the smoothed values for this 





Figure 7.39 Schematic of the raypath geometry from source S to 
reflection point P2. Incident ray from S to P2 is given as 
heavier line, and possible reflected rays from P2 to each 
receiver are shown as the lighter lines.
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travel time, msec
1.35 1.45
Figure 7.40 The travel-time curves are tangent to each other 
at some depth. TR is the reflection curve, and TS is the 
search curve on which the cross-correlation is carried out.
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Second function for P2 (trace#175)
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Figure 7.41 Correlation waveforms constructed from the S-pass 
data by taking the corresponding waveforms in a time window 
based on the travel times along the search hyperbola TS.
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Correlogram for P2 (trace#175) Correlogram for P2 (trace#175)
O 60
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Figure 7.42 Correlograms obtained after cross-correlating the 
grid point waveform at P2 with the correlation waveform set, 
shown in Figure 7.41, along the search curve TS. Arrow 
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(X-Corr) for P2 (smoothed)
Figure 7.43 Curves obtained after picking maximum correlation 
values from the correlograms. Left shows the maximum 
correlation values, right shows the values after smoothing. 
Maximum peak location is shown by the arrow.
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depth of the maximum peak occurs at receiver level 153 which 
completes the raypath. From the complete raypath, the 
incident angle is computed as -2 0.05°. For the same source 
reflection point geometry, we computed the incident angle 
theoretically as -21.07°. The difference between the angles 
is -1.02°. From the results obtained for both specular 
reflection points and Pg, we say that the method also
successfully determined the incident angles for this source 
geometry.
We also determined the incidence angles for every grid in 
the entire image space, (596x468=278,928 grids), using the 
same technique and the processing steps done for the specific 
reflection points, and then corrected the reflection 
coefficients at every grid points according to the incidence 
angles computed. The total elapsed time for this source 
position was around 27 clock hours in the IBM RS/6000
computer. The corrected partial image is given in Figure 7.45 
in full scale, where the right edge framed is shown by the
arrow. Since the scale of the plot is too big to recognize
the changes on the reflection coefficients, the framed portion 
of the plot is enlarged from 47" to 50", and plotted in 
variable area wiggle trace form in Figure 7.46. To compare 
the results, we also plotted the enlarged portion of the same 
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Figure 7.44 Left curve is obtained after squaring the peak 
correlation values, right one is after smoothing the curve on 





PS.Mig. (after sign correction)
Figure 7.45 Sign corrected P/S partial image. Arrow shows the 
image of the right boundary framed for enlargement.
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PS-Mig. (before correction)
\ ' : h -
PS-Mig. (after correction)
Figure 7.46 Enlarged portions of the partial images, source is 
near the bottom of the model. The left is without the sign 
correction, and right is with the sign correction. Sign of the 
trace at 49” shown by the arrow is reversed after the 
correction as desired.
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left plot is without the sign correction, the right one is
with the correction. The image of the right boundary is
identified on the trace at 49” offset on both sections, and 
marked by the arrows. The sign of the trace is almost 
completely reversed after the sign correction. The same is 
also true for the neighboring traces also.
7.2.3 Case 3 (source is at the top of the borehole)
So far, we have discussed two source positions: one at
the middle of the source "borehole” to include both upgoing 
and downgoing waves, and another one at the bottom of the
model to see only upgoing waves. For the sake of
completeness, we wanted to test the method for a source 
position near the top of the model to determine the incident 
angles on the waves going downward only. According to the 
sign convention used here, in this geometry the incident
angles to be calculated should be positive. When the P/S 
reflections from the right edge are corrected for their signs 
they should keep their sign characteristics. That is what we 
are going to show in this example final demonstration.
We selected the source location 8” from the top of the 
model. A schematic of the source position and possible
raypaths from source S to one of the receivers is shown in
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Figure 7.47, where the raypaths represent all modes, P/P, S/S, 
P/S and S/P. The raw common shot gathers acquired in this 
source position are displayed in Figure 7.48. From the travel 
time calculations, we identified the P/S converted wave 
reflections off the right edge and marked them by the arrow on 
the Z-component. After separating the multi-component data 
into P and S-pass sections, we plotted the S-wave common shot 
gather in Figure 7.49; the top is in full scale and the bottom 
is in enlarged form from 800 msec to 1600 msec. Again, the 
P/S reflections from the right edge are marked by the arrows 
here also. As seen, the reflections are consistent all along 
the reflection curve as from black to white. To see the 
reflections at the boundary after migration, we then migrated 
the S-pass data for the P/S waves. The migrated image is 
presented in Figure 7.50, where the strong top and right 
boundaries are shown by the arrows. Since the reflections 
from the right boundary are of special interest, we indicated 
the image of the right boundary in a frame in the figure. To 
identify them in more detail, we enlarged the framed portion 
of the partial image in wiggle trace variable area format in 
Figure 7.51. As before, we marked the trace at 49" offset by 
an arrow to follow the image of the right boundary easily. As 
seen on the trace, below the source level the reflections are 









Figure 7.47 Schematic of the source near the top of the model, 
and possible raypaths from the source to a receiver. Raypaths 










Figure 7.48 Raw X (top) and Z (bottom) components from the 
source position in Figure 7.47. Arrow at the bottom section 
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Figure 7.49 S-pass section after the mode separation. Source 
is near the top of the model. Arrows show the P/S converted 
mode reflections off the right edge. No sign change is seen 
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Figure 7.50 P/S partial image of the S-pass data. Strong 
images of the top and the right (framed) reflectors are 
indicated by the arrows. Note the image has consistent sign 
along the right boundary.
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horizontal offset, inches









Figure 7.51 The framed part in the previous figure is 
magnified from 47” to 50” offset in wiggle trace variable area 
format. The trace at 49” offset shown by the arrow shows the 
image of the right boundary.
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characteristics after the migration, we exhibit the enlarged 
portions of the P/S reflection curve, and the migrated partial 
image together in Figure 7.52, where the P/S reflection from 
the right boundary are shown by the arrow on the left. On 
both plots, the reflections are from black to white showing 
consistency.
As in the previous examples, to determine the incident 
angles of the incoming P-waves at the boundary, we first back 
extrapolated the S-pass data to the right edge of the model. 
The back extrapolated wavefield is illustrated in full scale 
on the top, and in enlarged form at the bottom of Figure 7.53. 
The P/S reflections at the boundary are identified by the 
arrow on both plots. As indicated by the arrows, the 
reflections have been moved to earlier time locations because 
they originated at the right reflector. As seen in the 
figure, the reflections keep their sign characteristics during 
extrapolation also, compare Figure 7.53 with Figure 7.49, 
especially the bottom pictures. To demonstrate the theory in 
incident angle determination, we chose the same specular 
reflection points P̂  and Pg used in the previous examples.
We first consider the reflection location P, 
corresponding to receiver level 75. A schematic of the source 
and P̂  positions with the direct ray and possible reflections 












Figure 7.52 Sign characteristics are preserved after 
migration. The arrow on the left shows the P/S reflections off 
the right edge on the S-pass data, right one gives the same 
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Figure 7.53 Back extrapolated S-pass data at the right edge of
the model. Top is the full scale, bottom is the enlarged
portion of the top from 200 to 1000 msec. Arrows show the P/S





Figure 7.54 Direct arrival from the source to the specular 
reflection point PI is shown as heavier line, and possible 
reflection raypaths from PI to every receiver along the 
receiver line are given as lighter lines.
T-3844 199
the P-wave speed, we computed the forward travel times from S 
to P̂  as TSP^=570 msec. Based on this time value, we extracted 
the grid point waveform (the reflected S-wave) at PI, and then 
plotted it in Figure 7.55. Afterwards, by considering a 
diffraction case at P^, we calculated the travel time from P̂  
to every receiver in the receiver line using S-wave speed. 
By adding the forward travel time TSP^ to the arrival times 
from P̂  to the receivers, we determined the total diffraction 
times TS, from S to P̂  and to the receivers. In Figure 7.56, 
the diffraction curve TS and the reflection curve TR are 
plotted, note the travel time curves are tangential to each 
other at the depth where the reflected ray crosses the 
receiver line. Now, our next task is to determine this 
tangent point on the real data. To carry out the correlation 
process, we obtained the correlation waveforms from the input 
data along the diffraction hyperbola TS. The waveform set is 
illustrated in Figure 7.57. To find out the most similar 
waveform among the correlation waveforms, we correlated the 
grid point waveform at P̂  with the waveforms in Figure 7.57. 
The resulting correlograms are demonstrated in Figure 7.58, 
where the location of the possible maximum peak is marked by 
the arrow. The maximum correlation values at each depth on 
the correlograms are plotted as function of depth in Figure 
7.59, where the left curve shows the maximum correlation
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Figure 7.55 P/S converted waveform (grid point waveform) 
created at PI is extracted from the back extrapolated 
wavefield, shown in Figure 7.53, based on P-wave direct 
arrival time from the source to PI.
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travel time, msec
Figure 7.56 The reflection curve TR and the diffraction curve 
TS from are tangent to each other at some depth only. 
Source location is illustrated in Figure 7.54.
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Figure 7.57 Correlation waveforms, extracted from the input 
data according to the diffraction times from S, to PI, to 
every receiver in the receiver borehole, are shown in variable 
density format.
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Correlogram for Pi (trace#75) Correiogram for PI (trace#75)
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Figure 7.58 correlograms obtained after cross-correlating the 
grid point waveform at PI with the correlation waveforms, in 
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Figure 7.59 Left shows the maximum cross-correlation values at 
each depth on the correlogram plots given in the previous 
figure. Right is after smoothing the left curve. Arrow shows 
the peak value on the smoothed right curve.
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values, and the right one shows the same values after 
smoothing. The smoothed curve has better character. Maximum 
similarity is obtained at trace#95, marked by the arrow on the 
smoothed curve. Note that is opposite trace#75. The same 
results obtained by squaring the maximum correlation values, 
are exhibited in Figure 7.60. The maximum value is at 
receiver level 95 here also.
The receiver level 95 completes the raypath reflected 
from . We computed the incident angle as 18.37°. From the 
theoretical calculations, the angle for the same geometry is 
obtained as 18.96°.
In this example, for this source and P̂  geometry, we 
successfully calculated the location of the receiver 
registering the P/S converted waveform reflected from point 
Pi-
Finally, to make sure that the method works at another 
reflector position for the same source location, we wanted to 
test the technique for the location Pg chosen near the bottom 
of the model opposite trace #175, total 256, or 43.75” deep 
from the top of the model. A schematic of the source and Pg 
locations is presented in Figure 7.61. The direct arrival 
from the source to Pg is shown as heavy line, and possible 
reflection rays from Pg to the receivers are shown as lighter 
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Figure 7.60 Correlation curves. Left is obtained after 
squaring the maximum correlation values in the previous 
figure, right is after smoothing the left curve. Arrow marks 







Figure 7.61 Schematic showing the source and the second 
specular reflection point P2. Heavy line is direct arrival P- 
wave from S to P2, and the lighter lines are for possible 
reflections from P2 to the receivers.
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the direct arrival time from S to Pg as TSP2=756.19 msec. 
Second, using this time value we extracted the P/S converted 
waveform at Pg from the back extrapolated wavefield, shown in 
Figure 7.53. This is the grid point waveform used in the 
cross-correlation. We next determined the total diffraction 
arrival times from S to Pg and to all receivers, where the S- 
wave speed is used from Pg to the receivers. The reflection 
travel time curve TR and the diffraction travel time curve TS 
are shown in Figure 7.62. By taking the corresponding 
waveforms in a time window from the input S-pass data we 
obtained the set of waveforms along the diffraction hyperbola 
TS. To find the tangential point of the time curves, we 
correlated grid point waveform at Pg with the correlation 
waveforms to seek the maximum correlation value. The 
correlograms are plotted in Figure 7.63, where the location of 
the possible maximum correlation values is marked by the arrow 
on the plot. To determine and also to see visually, we picked 
the maximum correlation values at each depth level on the 
correlogram plots, and plotted them in Figure 7.64. The 
values are shown on the left and the values after smoothing 
are represented on the right. The peak envelope towards the 
bottom is indicated by the arrow on the right curve. We 
calculated and then smoothed the sguares of the maximum 
correlation values for different apperance, and illustrated
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Figure 7.62 The travel-time curves for point P2. Reflection 
curve (TR) and search curve (TS) are tangent to each other at 
the receiver location recording the P/S converted waveform 
reflected at P2. Reflection point is opposite receiver#175.
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Figure 7.63 Correlograms after cross-correlating the grid 
waveform at P2 with the correlation waveforms along the search 
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(X-Corr) for P2 (smoothed)
Figure 7.64 Correlation curves. Left one is constructed by 
taking the maximum cross-correlation values at each depth from 
the correlograms. Right one is after smoothing the left curve. 
Peak is indicated by the arrow on the right.
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the results in Figure 7.65. The curves of the squared values 
are easier to interpret, especially after smoothing. The peak 
level is also marked here by the arrow. We figured out the 
maximum peak value at level 224 on both smoothed curves. This 
receiver depth locates the converted S-ray reflected from Pg. 
From the complete raypath we determined the incident angle as 
45.57°, also positive. For comparison, we computed the 
incident angle theoretically as 40.84°. The difference 
between the angles is 4.73°.
After showing that the method successfully determined the 
incident angles at both reflection points P̂  and Pg, we then 
determined the incident angles for every grid point in the 
image space, and corrected the P/S reflections for their signs 
at the grid points. Since the source position is near the top 
of the model here, there are mostly downgoing waves. According 
to the sign convention chosen in this study, where we assign 
positive weight to the waves going downwards, the P/S 
reflections from the right boundary should keep their sign 
characteristics after the corrections. Thus the P/S 
reflections from the right boundary obtained in case 2, where 
the source was at the bottom of the model, can have the same 
sign as this case where the source is near the top of the 
model. The sign corrected partial image is shown in Figure 
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Figure 7.65 Squared maximum correlation curves. Left is 
obtained after squaring the maximum correlation peaks, right 
is after smoothing the curve on the left. Arrow on the right 
shows the peak location.
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an arrow, and also framed the portion from 47" to 50” offset. 
The framed part is enlarged in wiggle trace variable area form 
in Figure 7.67. The trace at 49” again is marked by the arrow 
to visually follow the image of the right boundary. To show 
the changes after the sign corrections, we plotted the same 
portions of the partial images together in Figure 7.68. The 
left plot is without the sign corrections and the right one is 
with the sign corrections. We marked the traces at 49” offset 
by the arrows on both plots for visual comparison. As 
observed on the traces, the sign of the P/S reflections on 
both traces are almost the same. Around the range between 40” 
to 50” depthwise there exist some reverse sign points. This, 
we think, is because of the interference from other events, 
especially S/S modes included in the same data set. From the 
results above, we are further convinced that the method worked 
well for this source location also.
For an overall comparison of the results before and after 
the sign corrections, we stacked the three migrated images 
where the source locations are at the top, middle and bottom 
of the model. The resulting stacked images of the right 
boundary are plotted in wiggle trace variable area format 
(from 47” to 50” offset) in Figure 7.69, and in variable 
density format in Figure 7.70. In Figure 7.69, we identified 





PS-Mig. (after sign correction)
Figure 7.66 P/S partial image obtained after the sign 






PS-Mig. (after sign correction)
Figure 7.67 Framed portion in the previous figure is enlarged 
horizontally from 47" to 50" in variable area wiggle trace 
form. The trace at 49" offset marked shows negative polarity 








PS-Mig. (before correction) PS-Mig. (after sign correction)
Figure 7.68 Magnified partial images. Left one is before the 
sign correction, right one is after the sign correction. The 
trace @49" offset marked by the arrows show the same 
polarities on both sections.
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PS-Mlg. (before correction) PS-Mig. (after correction)
Figure 7.69 Enlarged portions of the partial images after the 
stack. Left is before the sign corrections, right is after the 
sign corrections. Follow the trace at 49" offset, shown by the 






PS-Mig. (before correction) PS-Mig. (after correction)
Figure 7.70 The images in the previous figure are shown in 
variable density plots for different look. The image on the 
right with the sign corrections is superior to one on the left 
without the sign corrections.
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improvements after the sign corrections. The trace on the 
right plot, with the sign correction, is remarkably improved 
after the stack. See the results in Figure 7.69 and Figure 
7.70.
7.3 The Final stacked Sections before and after Sign 
Corrections
In the examples so far, we have seen and proven that the 
technique has successfully worked in all cases for the 
vertical boundary case. To show the efficacy of the method 
in different geometries, we applied it to the other common 
shot gathers, also acquired on the same physical model. There 
are 3 3 shot locations and each common shot gather is composed 
of 256 2-component data.
For one common shot gather, composing of 596x4 68=278,928 
grids, application of the method took around 27 hours (clock 
time) on IBM RS/6000 (RISC) work station. This means that the 
entire processing of the model took 33x27=891 hours (clock 
time) which is equal to ”37 days (24 hours/day) . To reduce 
the amount of the time needed, we used other IBM RS/6000 
computers simultaneously.
Finally, we managed processing the entire data. The 
final stacked section obtained after the sign correction is
T-3844 221
plotted in Figure 7.71. To compare the sections, we also 
illustrated the stacked section without the sign correction in 
Figure 7.72.
From the figures, we see that the improvements after the 
sign correction are substantial. The right edge, second 
tunnel and first tunnel are clearly seen on the sign corrected 
final section. The bottom image between the boreholes is sign 
reversed while the top image kept the same sign after the 
correction. This shows the method is effective in the 
horizontal reflector case. It is interesting that the tunnel 
images are also corrected for their signs as realized on the 
section.
From the improved results above we conclude that in all 
cases, the method has successfully detected the receiver 
locations registering the reflected waveforms from the 








PS-Mig. (stack after sign correction)
Figure 7.71 Final stacked section of the physical model 
obtained after the sign corrections. Arrows show the images of 

















PS-Mig. (stack before sign correction)
Figure 7.72 Final stacked 
without the sign correction.
section of the physical model 
Arrows show the images of the




8.1 Why do we do "Wavemode Separation" ?
In parallel to the developments in technology, new 
recording and source instruments have been introduced to 
exploration geophysics. In addition to one-component recording 
instruments, we are now able to record multi-component data in 
the field during geophysics surveys.
In addition to the complexities due to the geometry, by 
introducing multi-component seismic recordings, the seismic 
sections become even more difficult to analyze. Instead of 
dealing with the data limited to scalar sense, now we have to 
deal with multi-component full wave field information recorded 
in vectorial sense which has more and detailed information 
about the wavemode types, (e.g. compressiona1, shear, 
Rayleigh, Love, etc) and as well as their propagation 
directions.
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By considering all the complexities, geophysicists have 
to figure out new solutions to overcome the new extensive 
processing difficulties, and have to obtain interpretable 
representations of the subsurface from the complex data. As 
known, each wavemode has different characteristics. In a 
simple sense for example, each wavemode propagates at
different speed. This means that each mode has to be
processed separately in order to get as much information as 
possible from all the wavemodes about the subsurface. Mixed 
mode data can not be processed by using a scalar, or
constant, velocity distribution in the propagation space. For 
example, scalar wave-equation migration will not work 
accurately unless the input data recorded in mixed wavemodes 
are separated into compressional (P) , and shear (S) wave
sections. Results obtained from the migration, or imaging 
process, with wavemode separated input data will be superior 
to the ones obtained without decomposing the wavemodes. 
Therefore, wavemode separation becomes an important part in 
the processing of multi-component data.
Necessity of wavemode separation in seismic data 
processing can be summarized as follows:
1. Most important reason can be based on the migration 
algorithm developed using scalar wave theory. Using the 
scalar wave theory we can handle only a single event at a
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time, which can either be P-wave or S-wave. The migration 
velocity used for wave propagation will be proper for the wave 
type with this velocity. However, it will be improper for the 
other wavemodes. If P-wave velocity is used to propagate P- 
waves for example, then the events having S-wave velocity will 
be propagated to wrong physical positions. Since these 
misplaced events are also going to be in the same image space, 
they are going to generate fake images of the true physical 
reflectors. For example, if we want to migrate P-modes in a 
data set, then all the other events, such as S-waves recorded 
with the P-waves will be seen as noise in the image space. 
Luckily, this noise can greatly be reduced to some degree by 
separating the raw data into P- and S- sections. Although the 
converted modes will still be in the separated sections, main 
S-events are not going to be in the P-wave migrated section if 
the mode separation is performed properly. The vice versa is 
valid for S-wave migration.
2. It is possible that signal to noise ratio (S/N) can be 
increased by means of wavemode decomposition. Due to geometry 
in the cross-borehole case, it is often seen that direct 
arrival P or S waves might interfere or overlap some of 
scattered/diffracted P or S waves. This is especially 
important issue when migration (or imaging) is performed. 
Since we are mostly interested in reflected and diffracted or
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scattered energy in seismic exploration, first arrival 
energies are muted before the wave propagation step. Due to 
muting, some (or most) of the scattered/diffracted energy 
overlapped by the first arrivals are also muted. This might 
cause big energy loses. By applying mode separation, the 
mixed mode interferences can be sorted out up to certain 
point.
3. To compensate the energy loses due to attenuation 
inverse Q-filtering can be applied to the data before 
migration. Because of their characteristics, P and S-waves 
have different speeds as well as different frequency contents. 
Therefore, a Q value chosen for one wavemode may not be 
appropriate for the other mode. Wrong Q-value can result in 
improper correction (Chang, 1991) to the wavemode to be 
compensated.
4. To show the importance and the effect of mode 
separation on the migrated sections, we did an example study 
here. We first migrated the X and Z-components without the 
mode separation, and later we separated the mixed mode raw 
data into P and S-modes and migrated them. At the end, we 
compare the results. The raw data set is shown in Figure 8.1 
as top is the X-component and bottom is the Z-component.
For simplicity, the P-waves on the raw data components 
are considered only. We migrated both components for P-waves
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separately, and illustrated the resulting partial images in 
Figure 8.2 and in Figure 8.3. In the figures, the images of 
the top, bottom and the right boundaries and the tunnels are 
distinguished by the arrows. As seen, on the partial image 
obtained from the X-component, the second tunnel and the right 
boundary are very clear and strong, whereas the top and bottom 
reflectors and the first tunnel are very weak, almost 
invisible. However, on the partial image obtained from the Z- 
component, the images of the top and bottom reflectors and the 
first tunnel are strong while the images of the right side of 
the model, right boundary and the second tunnel are not very 
clear nor strong. These two partial images complement each 
other in terms of representing the model. We next migrated 
the separated P-waves to compare with the images obtained from 
the components. The migrated P-partial image is illustrated 
in Figure 8.4. The images of the reflectors and the 
dif fractors are shown by the arrows in figure. When we 
examine the P-migrated image carefully, we see that the image 
is a combination of the partial images obtained from the X- 
component and the Z-component. The second tunnel and the 
right reflector are as strong as the ones in the X-component 
case, and the images of the top bottom and the first tunnel 
are also as clear as the ones in the Z-component case. When 












Figure 8.1 Raw X (top) and Z (bottom) common shot gathers from 
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PP - MIG. (X-comp)
Figure 8.2 P/P partial image obtained after migrating the X- 
component shown in the previous figure. Arrows show the top, 
bottom and right reflectors, and the tunnel diffractions. The 
second tunnel and the right reflector are very strong.
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PP - MIG. (Z-comp)
Figure 8.3 P/P partial image obtained after migrating the Z- 
component for P-waves. The top, bottom and right reflectors, 
and the tunnels are indicated by the arrows. The images of the 




PP - MIG. (P-pass)
Figure 8.4 P-partial image obtained after migrating the P-pass 
data for P/P waves. The top, bottom and right boundaries as 
well as the tunnels shown by the arrows are clearly seen.
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image from the P-pass data is clear.
This simple but effective study has proven that the 
single mode events result in better, cleaner migrated images.
8.2 Space-Time Domain Wavemode Separation Technique;
In this technique, we decompose the multi-mode multi- 
component recordings into P- and S-sections in time and space 
domains. Separation is performed in many stages. First, we 
project the components according to the polarization angles 
calculated from the velocity analysis, and later we perform a 
zero-shift covarience matrix analysis to determine additional 
weighting factors called rectilinearity and directionality. 
The weighting factors are used to suppress the residual 
unwanted events or noise on the projected sections.
Using the approach above however, we can project the data 
successfully in cases where the seismic events have constant 
moveouts. Whereas, in real data, the seismic events do not 
have constant apparent moveouts, they have rapidly changing 
moveouts around the apex of the hyperbolas or slowly changing 
moveouts towards the tails. It is clear that in situations 
where the moveouts change rapidly, constant apparent moveout 
assumption may not be reliable to determine the particle 
polarization directions. Thus, we break the multi-component
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data into series of constant apparent velocity panels where 
each panel has narrow band moveout. In the approach we 
represent the hyperbolic events as combinations of many 
constant moveouts.
Next, we apply the plane wave assumption to decompose the 
wavemodes (P and S) at each constant velocity panel. To do 
so, we first determine the apparent velocity by using the 
apparent moveout (n) , sampling interval (At) and spacial 
receiver interval (Ar). Second, using the true medium 
velocities (Vp,Vs) along the receiver borehole, we compute the 
particle polarization directions used to project the P and S 
modes at each constant apparent moveout or apparent velocity 
panel. In addition to the polarization at each panel, we 
solve the zero-shift covarience matrix in a sliding time 
window to determine the eigenvalues, eigenvectors, and major 
polarization direction from the X and Z components. The 
outputs are two weighting factors as rectilinearity and 
directionality. We apply the weights to the projected data to 
suppress the remaining or residual noise events or other 
undesired modes. The polarization and the eigenmatrix 
analysis are performed at each constant velocity panel for 
every apparent moveout value. At the end, we combine all the 
resulting P and S sections and obtain final P and S-pass data.
In the following sections, we study the steps in detail.
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8.2.1 Multi-Channel Velocity Filtering.
In the method, we use a multi-channel velocity filtering 
to break the hyperbolic moveouts into series of constant 
moveouts. The key point here is that when the panels are 
stacked, the original input X and Z components should be 
obtained without loss of information so that accurate mode 
projection can be obtained. The velocity filter used here 
satisfy this condition, detailed more information about 
testing the filter (e.g., hodogram analysis on the panelled 
and raw data sets) can be found in Ranzinger (1991) . The 
theory of the multi-channel filters, Sengbush and Foster 
(1968), consists of a stochastic model of the data-generating 
process. The signal, coherent noise or unwanted signal and 
incoherent noise are random processes, and their apparent 
velocities are random variables. The filter is based upon the 
principle of minimizing the Weiner meansquare error measure.
In the approach of the theory, responses of velocity filters 
depend upon apparent velocities of the waves.
According to the purpose of the study, two kinds of 
filters can be designed, "pass filters" to pass the events 
desired, and "reject filters" to reject the events unwanted.
The important parameters used in developing the multi-channel 
filter coefficients can be found in Sengbush and Foster
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(1968), or Ranzinger (1991).
The optimum multichannel velocity filter coefficients for 
an "n-channel filter" are derived in the frequency domain by 
solving a Weiner-Hopf system of equations. The filter 
coefficients can be obtained by solving the equations below. 
The parameter 7 determines the upper limit of the reject 
filter. If 7 is finite, then the equation below is solved for 
the filter coefficients Gj (w);
sinwTgd-j)
i y - a )
(o)} ôj
(8.1)




In the above equations, T̂. is the maximum time moveout per 
trace to be passed, and a and 8 control the size of the reject
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band.
For designing optimum pass filters, 7 is chosen infinite. 
Except the pass region all the data are rejected. If the trace 
spacing, sampling rate, and the apparent moveout are known, an 
apparent velocity can be assigned to a linear event. Based on 
this apparent velocity, filters can be designed by using the 
formulae listed above. The events which lie within the 
apparent velocity passband will be passed while the others 
outside the passband will be rejected.
Once decided which moveouts to be passed, the narrow band 
velocity filtering block will break the multi-component 
seismic shot records into sequence of apparent velocity 
panels. The passband probability distribution value, T̂  is a 
critical factor in the design of the multichannel velocity 
filters. It is used to determine the lower and upper pass 
bands of the filter designed. Therefore, selecting correct T̂  
needs some information about the input data. To get a narrow 
band panel, T̂  should be made as small as possible. On the 
other hand, there is a minimum signal moveout value for T̂  
which is frequency dependent. The minimum T^ value determines 
the lowest frequency value (fi) where the filter can not 
operate for frequencies below f̂  which is calculated as.
T-3844 238
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where, f. is the critical frequency, and is related to T_ as
(8.4)
and the lowest frequency is determined as
f, = (8.5)
It was suggested by Sengbush and Foster that T̂  >= At/2. 
In our experiments the best value for T^ is determined as
0.002 sec/trace (i.e. ,T^=At) by looking at the velocity 
filtered results from different moveout values. This T^ value 
may change depending upon the data sets.
Generally, possible largest channel number is preferred 
for application. However, as the number of channel increases 
the computation becomes more expensive. Suggested channel 
numbers range from 7 to 11, 9 is usually preferred.
More information on the theoretical discussion of multi 
channel velocity filters can be found in Sengbush, and Foster
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1968.
8.2.2 P-wave and S-wave Separation.
Next step in the space-time domain wavemode separation 
technique is to recognize P and S wavemodes, and determine 
their particle polarization directions. This process is 
performed at every velocity filtered panel.
Two main steps are considered for the polarization 
analysis:
a.) calculation of polarization angles for both P- and S- 
waves,.
b.) computing the weighting functions through the matrix 
analysis.
8.2.2.1 Polarization Angles:
Simplest way of calculating the polarization angles is to 
consider a plane wave approaching a vertically oriented 
receiver group with an angle of propagation, a. If the 
parameters of sampling rate (At), receiver spacing (Az), and 
the true medium velocities (Vp,Vs) or slownesses, reciprocal 
of the velocities, are known, then for a given moveout value
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of n, the angles of propagation can be calculated. The 
apparent slownesses for different n values are given as
and the polarization direction a can be computed as
rue (8.7)
Sin(a) = -HHS =
app ^tr
a = sin-1f Sapp
^  txue)
Since P-wave particle motion is parallel to the 
propagation direction, the angle calculated above is the 




Particle motion for S-waves is determined as perpendicular to 
the wave propagation direction. The propagation angle for S 
waves is
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S i n U )
(8.9)
......a = sin
and the polarization angle perpendicular to the
propagation direction, is








Once the polarization angles, a^, are calculated for
both P and S wavemodes, then the projections can be performed 
easily. If P-waves are of interest, then projection is 
performed with respect to where S-waves are considered as 
noise. For S-waves, P-waves are suppressed by using â . On 
two component recordings, X-horizontal and Z-vertical, the P- 
projected and S-projected waves can be obtained simply by;
Pit) = Xit) Cos iap) + Zit) Slniap) 
Sit) = Xit) Cos ia^) + Zit) Sinia^)
(8.11)
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These projections are performed at every narrow-band velocity 
panel for every apparent constant value n. However, as 
realized in the formulae above, as the apparent moveout value 
n changes from zero to some other values the polarization 
angles calculated from slownesses become no longer orthogonal 
to each other. When these angles are used for projections, 
since the orthogonality is lost, some residual unwanted modes 
will be seen in the separated section after projection.
How the projection angles are calculated using apparent 
moveouts can be explained better in the following examples;
Examples :
Problem: Using the parameters of At=0.001 sec,
Az=20.83', Vp(Lexan)=5000'/sec and Vs(Lexan)=3000'/sec, 
calculate the polarization angles for moveout values of 
n=0,1,2.
In general,
^ a p p = ^ °
1.) for n=0:
For the P-waves;





from the angles it is obvious that the wavefront is travelling 
along the X-axis and the S-wave particle motion is in Z-axis. 




ttp = sin-^(9 .6 0153 10"^ *5000) = 28.69°
for the S-waves,
«a = sin'^(9 .6015310-^ *3000) + 90° = 106.73°
the difference between the polarization angles




a_ = sin‘̂ 1.920310"“ *5000) = 73.77
and for the S-waves;
= sin’M l . 920310"“ *3000) + 90° = 125.17°
the difference between the polarization angles;
125.17 - 73.77 = 51.40 * < 90 ° 
as seen in the examples as the apparent moveout n increases 
the difference between the polarization angles decreases 
showing that the orthogonality is being lost. This loss of 
orthogonality results not good signal to noise ratio thus we 
see residual unwanted modes in the projected P- and S-sections 
which is not a desired situation for a successful separation 
process.
To preserve the orthogonality as much as possible to 
obtain better signal to noise ratio, we determine the 
polarization angles of the signals perpendicular to the noise 
vector, Ranzinger (1991). For instance, if the S-waves are to 
be passed, then S-wave polarization angle is determined 
perpendicular to the P-wave polarization direction, and vice 






and for the S-waves:
Cg = sin -1 I app
/
+ 90° (8.16)
In the following sections, we show the separated modes using 
the projections only according to the polarization angles 
computed from the relations above.
8.2.2.2 Weighting Functions.
Sometimes moveout values or apparent slownesses of the 
seismic events in the same pass-band can be very close. In 
such cases, the P- and S-events can not be separated by simply 
projecting the data. Some other factors are needed in these 
situations to distinguish the modes from each other. To avoid 
this kind of pitfalls, we perform polarization matrix analysis 
on the raw multi-component data to determine weighting 
functions to enhance the desired modes further after the 
projection. Two weighting functions are of interest here.
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First one is related to the polarization strength of the 
seismic events in a short sliding time window on the X- and Z- 
component narrow band velocity panelled data. The second 
weighting function is computed from the comparison of the 
polarization directions, one from the matrix analysis and the 
other from the velocity analysis which is explained in the 
preceding section.
By performing a statistical analysis process in a short 
time window on two or three component data, we can obtain 
information about the polarization directions and the 
polarization strengths of the major seismic events. Where the 
polarization strength shows how linearly the wavemodes are 
polarized.
In order to figure out the polarization character of a 
waveform recorded in two or three components (we use two 
component in our study), a hodogram analysis of the seismic 
events in a time window can be plotted. The multi-component 
recorded wave trains will show an ellipsoidal polarization if 
the waveform has some character in the time window. This 
ellipsoidal character of the time windowed data is used to 
statistically find the lengths of the major and minor axis of 
the polarization ellipse, and then subsequently determine the 
orientation of the axis. The orientation of the largest axis 
is said to be the principle polarization direction. The
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difference between the axis lengths is used to determine the 
polarization strength of the wavemodes. If the difference 
between the axis lengths is large, the polarization is good. 
If the axis lengths are close to each other then the ellipse 
has a circular shape and no polarization character exists. In 
Figure 8.5 is shown a schematic picture of a polarization 
ellipse, major and minor axis and the major polarization 
direction 9 . Detailed theoretical discussions about
calculating the axis lengths and the polarization direction in 
a short time window sliding on a multi-component recording are 
given in appendix-C. Once the major (Â ) and minor (Ag) axis 
of the polarization ellipse are known, then principle 
polarization direction 9 can be calculated from the eigen 
directions X, as illustrated in appendix-C.
Thus far, the elements of the polarization ellipse have 
been determined. Using the eigenvalues and the eigen- 
directions the weighting functions can be obtained. First 
weighting function, polarization strength or also known as 
rectilinearity, R(t), is computed from an empirical relation.
R { t )  = 1.0 -
1.5
(8.17)
Since R(t) is calculated in a sliding time window, we consider 





Figure 8.5 Polarization ellipse showing A1 (major) , A2 (minor) 
axis and major polarization direction e. Also shown are the 
rectilinearity and the directionality functions as a function 
of time.
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used as the first weighting factor in the P- and S-wavemode 
separation analysis. R(t) gets large weights if the 
difference between and Ag is big, however, as Â  approaches 
Ag, the ellipse takes circular shape then R(t) takes small 
weights, (if A, = Ag, R(t) -> 0).
The second weighting function, called "directionality" or 
"polarization direction", is calculated from the polarization 
directions. The principle direction, Q , is compared with the 
polarization directions calculated from the apparent slowness 
(or velocity) analysis. If the two directions are close (the 
difference between the angles gets small) then a big weight is 
assigned to the weighting function.
After the data are projected according to the 
polarization directions at each panel, the weighting functions 
are applied to the projected sections to put extra suppression 
on the unwanted residual events. The final sections should 
have better signal to noise ratio.
8.3 Applications of Space-Time Domain Wavemode Separation 
Technique on Multi-Component Physical Model Data.
We tested the method on the X- and Z-component physical 
model data, shown in Figure 8.1. The test is performed in two
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stages :
a. We tested the multi-channel filtering on the X- 
component only. In the test, we first passed the events with 
negative moveouts rejecting the ones with positive moveouts, 
and later we passed the events with positive slopes and 
suppressing the ones with negative ones. Results are shown in 
Figure 8.6, where top plot shows the negative slopes, and the 
bottom represents the positive ones. As seen in the figure, 
the reject and pass bands of the filters worked well.
b. After the multi-component data are broken into 
constant velocity panels, we separated the P and S-wavemodes 
by first projecting and second applying the weighting factors 
obtained from the covarience matrix analysis. To show the 
effectiveness of the steps, we illustrated the separated data 
before and after the weighting factors' applications. The P- 
pass sections, where the top is obtained after projecting the 
data using the polarization angles obtained from the velocity 
analysis only, and bottom is obtained with the weighting 
factors' application besides the projection, are illustrated 
in Figure 8.7. As seen in the figure, the residual S-modes 
marked by the arrows on the top plot are suppressed at the 
bottom plot. Similarly, we illustrated the S-mode data in 
Figure 8.8, where the top is the S-pass section after 



















Figure 8.6 Results from the multi-channel velocity filtering 
on the X-component. The top shows the events with negative 
moveouts; the bottom shows the ones with positive moveouts. 
















Figure 8.7 Separated P-sections. Top is P-section after 
projection only, bottom is after application of the weighting 
factors. The events on the top shown by the arrows are 

















Figure 8.8 S-pass separated sections. Top is after projection 
only, bottom is after the weighting factors' application. The 
events on the top plot shown by the arrows are suppressed at 
the section.
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applied. Residual P-events on the top section are suppressed 
at the bottom plot. This experiment shows that the weighting 
factors computed from the eigen matrix analysis are necessary 
for better wavemode separation.
By comparing the input X- and Z-components shown in 
Figure 8.1 with the separated P and S sections after the 
weighting factors, we say that the separation is preformed 
well, suppression of S-waves on the P-pass section and the 
suppression of P-waves on the S-pass sections are good.
8.4 Freguency-Wavenuinber Domain Approach to Wavemode 
Decomposition
Frequency-wavenumber (f-k) domain wave mode separation 
technique used in this investigation was first introduced by 
Dankbaar, Devaney and Oristaglio (1986) and later Dankbaar 
(1987). The Theory proposed by Dankbaar (1987) was studied in 
detail and programmed by the VSP research group under Dr. 
Balch's supervision. Geophysics Department, Colorado School of 
Mines.
Dankbaar's approach shows that if vertical (Z) and 
horizontal (X) components of a propagating wavefield are 
recorded, then P- and S-wavemodes can be separated in f-k 
domain by using the plane wave approach. Basic parameters are
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the medium propagation velocities, Vp and Vs, and the propaga­
tion direction of the wavefield recorded at the receivers.
8.4.1 Theory of f-k Domain Approach:
If displacements recorded at two or three component 
receivers and the medium velocities are known, then 
propagation direction of a plane wave can be determined in 
frequency-wavenumber domain. Once the propagation direction 
of the wavefield is known, then the particle polarization 
directions can be calculated. However, to project the 
wavemodes correctly it is necessary to know the direction in 
which the energy comes from, Chang (1991). When the formulae 
are developed for wavemode decomposition we have to specify 
whether the energy is coming from the left or right of the 
receiver borehole.
At a 2-component receiver the total displacement in X- 
direction is the sum of P- and S-displacements, the statement 
is valid in Z-direction as well. Based on the drawing in 
Figure 8.9, the displacements at the receiver components are
(8.18)
{z. O ' u i  (,z, o + u ‘ (z, O




















Figure 8.9 Schematics showing the plane wave approximation, 
left illustrates the wavefield coming from the left side of 
the receiver borehole, right demonstrates the wavefield coming 
from the right side of the receiver borehole.
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where
U ^ { z , t )  = P { z , t )  cos(0_)
U x ( z , t )  = S { z , t )  sin(63)
(8.19)
and
U f { z , t )  = P ( z , t )  sin(0p) 
U z i Z f t )  = S { z , t )  cos (03)
(8.20)






P { z ,  t) 
S { z ,  t)
(8.21)
where U^(z,t) = total horizontal displacement 
U^(z,t) = total vertical displacement 
gp = P-wave polarization angle
= S-wave polarization direction which is the angle 
between the particle motion and the horizontal axis.
As seen in the last equation, once the total 
displacements in X and Z-directions are calculated the 
equations can be solved for P(z,t) and S(z,t) easily. The 
same relations hold in f-k domain also. Further detailed
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derivations can be found in Dankbaar (1985,1987), and Chang 




cos (0p) sin (03) ' 
sin(0p) cos (03)
P { k , f )  
S { k ,  f)
(8.22)
Solving the system of equations, P(k,f) and S(k,f) are 
obtained. For the wavefield approaching the receiver borehole 
from the right side of the receiver borehole, the right 
schematic in Figure 8.9, the equation below is used for 
separation
' P { k , f V
- (3 )S ( k , f). A
cos (03) sin(0g)
-sin(0p) cos(0p)
U A k , f )
U j k ,  f)
(8.23)
For the wavefield approaching from the left side of the 
receiver borehole, the left schematic in Figure 8.9, the 
equation below is used for separation;
' P { k ,  f)-
= (-)
S { k ,  f)_ A
-cos(0_) sin(0,) '
sin(0p) cos (0p)
U A k , f ) ]
(8.24)
The only difference between equation 8.30 and 8.31 is the sign 
of the first cos, and sin terms as seen. Where the angle
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dependent elements for a given pair of (f,k) are calculated as
k  Vsin(0p) =
k  Vsin (03) =
_________ (8.25)
cos (0p) = yi-sin2 (8 )̂ = ^
cos (03) = yi-sin^ (03) =
and the quantity A is found as
A = sin(0p) sin(0g) + cos (0̂ ) cos (03) (8.26)
Once the separation is performed in the f-k domain, the time 
domain responses are obtained through 2-D inverse Fourier 
transforms, and
P(k,f)  > p(z,t)
S(k,f)  > s(z,t)
Polarity of the P-waves after separation takes the sign
of the P-waves on the horizontal component due to push or pull
motion, on the other hand, polarity of S-waves after 
separation takes the sign of the S-waves on the vertical 
component due to up or down motion of SV-waves at the receiver 
(Chang, 1991).
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Some of the parameters which affect the performance of 
the separation filter are as follows:
a. Data should not be aliased neither temporarily nor 
spatially. Aliasing can cause errors in calculating the 
projection angles. Wrong angles mean wrong separation and 
wrong mapping quadrant in f-k domain.
b. Particle displacements should be represented as 
accurate as possible by the records.
c. Since velocity is a critical parameter in determining 
the polarization angles, errors in velocity values can result 
unacceptable results. Best case is that the velocity of the 
propagating wavefield stay constant along the borehole. The 
f-k separation technique can handle cases in which velocity 
variations are smaller than %25 (Dankbaar, 1987).
If the velocity variations in the medium is greater than 
"%25 Dankbaar suggests that the medium can be split into 
constant velocity panels and the separated wavemodes in each 
panel can be recombined to construct the final total separated 
P-pass and S-pass sections. Application of this method to 3- 
D 3-component recording data is studied by Chang (1991).
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8.5 Comparison of the Space-Time (x-t) Domain Technique with 
the Frequency-wavenumber (f-k) Domain Technique:
To test the Dankbaar's f-k domain mode separation 
technique, we used the same data set shown in Figure 8.1. At 
the same time, to compare the separated modes with the x-t 
domain results, we plotted the separated P-sections together 
in Figure 8.10 and the S-sections together in Figure 8.11. In 
the figures, the top plots are the x-t domain results, and the 
bottom ones are the f-k domain results. When the results are 
compared, we see that both sections overall are very 
comparable. P-modes in the S-pass section however are better 
suppressed by the x-t method. Moreover, no frequency wrap­
around effects are seen in the x-t domain results.
8.6 Velocity Dependence of the Methods:
To test the velocity dependence of the methods, we tested 
the techniques on the same X and Z-components by increasing, 
and decreasing the medium velocities. We already knew that 
the Dankbaar's method could handle the velocity variations 
along the receiver borehole upto %25, Dankbaar (1987). 
Therefore, we only applied his method with %2 0 higher and 
















Figure 8.10 Separated S-pass sections. Top shows the x-t 







" # # #











8.11 Separated S-pass sections. Top shows the x-t
domain approach result, bottom shows the f-k domain approachresult.
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8.12, and in Figure 8.13. After examining the sections 
carefully, we saw that the method introduces residual 
undesired modes on the separated sections. In Figure 8.12, 
where the separation is done with %20 higher velocities, we 
lost most of the reflections from the top and bottom 
reflectors on both sections, furthermore, on the S-pass 
section, there exist residual strong P-wave direct arrivals. 
From the results obtained with %20 lower velocities in Figure
8.13, we realized that except the residual P-direct arrivals 
and the P/P reflections from top and bottom reflectors in the 
S-pass section the separation is still good enough.
Next, we tested the x-t domain approach by changing the 
velocities +-%10 increments. The separated sections are 
represented in Figure 8.14 through Figure 8.23. From the 
results, we figured out that upto -+%30 velocity variations, 
the x-t domain technique separated the wavemodes successfully. 
At %40 higher velocity case, we saw strong P-wave direct 
arrival and P/P reflections off the right edge of the model in 
the S-pass section. At %50 lower velocity case, we lost the 
S/S top and bottom reflections.
These results show that the x-t domain wavemode 
separation approach is less sensitive to the correct velocity 
















Figure 8.12 P-pass (top) and S-pass (bottom) sections, 
obtained from Dankbaar's method using %20 higher velocities 
than the true medium velocities. Arrows show the residual 


















Figure 8.13 P-pass (top) and S-pass (bottom) sections, 
obtained after Dankbaar*s method using %20 lower P and S-wave 



















Figure 8.14 Separated P (top) and S (bottom) sections from the
x-t domain technique where %10 higher velocities are used.
















Figure 8.15 Separated P (top) and S (bottom) sections from the
x-t domain technique where %10 lower velocities are used.

















Figure 8.16 Separated P (top) and S (bottom) sections from the
x-t domain technique where %20 higher velocities are used.

















Figure 8.17 Separated P (top) and S (bottom) sections from the
x-t domain technique where %20 lower velocities are used.
















Figure 8.18 P (top) and S (bottom) sections from the x-t 
domain technique. %30 higher velocities are used. Separation 
is still performed well although some residual P-direct 



















Figure 8.19 Separated P (top) and S (bottom) sections from the
x-t domain technique where %3 0 lower velocities are used.

















Figure 8.20 P (top) and S (bottom) sections from the x-t 
domain technique. %40 higher velocities are used. Direct 
arrival P-waves and the P-P reflections off the right edge 

















Figure 8.21 P (top) and S (bottom) sections from the x-t 
domain technique where %40 lower velocities are used. 
Separation is still good, however residual P-P reflections off 



















Figure 8.22 P (top) and S (bottom) sections from the x-t 
domain technique where %50 higher velocities are used. S-pass 
section contains strong P-direct arrivals, and the S- 

















Figure 8.23 P (top) and S (bottom) sections from the x-t 
domain technique where %50 lower velocities are used. P- 





P/S converted waves are a valuable source of information 
about the subsurface. Since plots of raw cross-borehole 
seismic data do not represent the physical medium clearly 
(nearly not at all), migration (or imaging) plays an important 
role in the processing of cross-borehole data. We 
successfully pre-stack migrated the P/S converted waves 
obtained from a physical elastic cross-borehole model.
We have demonstrated both theoretically and 
experimentally that P/S converted wave reflections may have 
sign reversals. P/S converted waves are odd functions of the 
illumination angle. If the illumination angle is positive the 
P/S reflection coefficient takes a positive sign; if the angle 
is negative then the sign becomes negative. This sign change 
shows up on the pre-stack migrated data plots.
A well-known way of improving signal to noise ratio is to 
stack the images obtained after migrating common shot gathers.
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However, we have demonstrated that due to the sign reversal of 
the P/S reflection data, there may occur cancellations during 
the stack. To stack the pre-stack images properly, the data 
needs to be corrected or compensated for their sign reversals.
The technique developed in this investigation 
successfully compensates for the sign reversals of the P/S 
reflection coefficient at each grid point in the image space 
by computing the illumination angle.
The final image obtained after stacking the sign 
compensated pre-stack images is superior to the final image 
obtained without the sign correction. Overall signal to noise 
ratio of the sign corrected final image is remarkably higher.
We have demonstrated that the method is effective. We 
next wish to offer a few observations on economic feasibility. 
Due to the amount of calculations required, application of the 
method is not inexpensive. Processing of one common shot 
gather took approximately 27 hours of clock time on an IBM 
RS/6000 (RISC) computer system. In our cases, the image space 
had 468x596=278,928 grid points (or nodes). We calculated the 
incident angle for every grid point in the medium, and 
compensated for the P/S reflection coefficient at each grid 
point with respect to the illumination angle. There were 3 3- 
common shot gathers in the survey. Thus, the total grid 
number is 33x468x596=9,204,624. Processing of the entire data
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took 33x27=891 hours of clock time, or around 37 days on an 
IBM RS/6000 (RISC) work station. Fortunately, the procedure 
can be done in parallel for each of the 3 3 common shot 
gathers. The elapsed time might be reduced to approximately 
1.2 days. We actually used ten work stations in parallel, and 
required approximately 3-4 days. The process is ideally 
suited for the Cray YMP type supercomputer. All 33 migrations 
could be run simultaneously. We would expect the entire sign 
compensated P/S pre-stack migration to take but a few hours. 
By improving the program efficiency, the computation time 
could probably be reduced even further. Thus we believe the 
procedure is feasible even though it is indeed computer 
intensive.
Finally, we submit that the applicability of the method 
is much broader than the pre-stack migration of P/S converted 
wave reflections in cross-borehole seismic data. The method 
can be generalized easily to all four modes, P/P, S/P, S/S and 
P/S by using proper conditions. The technique is very 
promising to determine the illumination angle associated with 
any reflected body wave event. Once the angle of illumination 
is determined, other further studies such as amplitude changes 
with the incident angle, or amplitude versus offset (AVO), 
reservoir characterization etc. can be performed. To our 
knowledge AVO is performed primarily with P/P reflections.
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The P/P illumination angle could certainly be estimated by 
this method yielding a better measure of the P/P reflection 
coefficient. Additional AVO information might be obtained by 
using the method to estimate the reflection coefficient of 
P/S, S/P and S/S reflected events, as well.
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Appendix A
Calculation of Reflection Coefficients in a 2-D Plane
For an incoming incident wave approaching to a stress- 
free boundary, the reflection coefficients of the reflected 
pure mode and the reflected converted waves at the boundary 
can be determined using the incident angles (White,1983). 
Simplest case is to consider a stress-free boundary, YZ-plane, 
and a plane wave travelling in the X-direction. Reflected 
compressional wave lies in the same plane. Since the particle 
motion for a compressional wave is in the direction of travel, 
where in the XZ-plane, the y-component is set to zero, no 
displacement is in the y-direction. The shear wave generated 
by the compressional wave reflection travels in the XZ-plane. 
The particle motion of the shear wave must be in this plane as 
well, this means Uy = 0. In Figure-1 are shown a
compressional wave approaching a stress free boundary and 
reflected P/P and reflected P/S converted waves. For a 2-D 
case, there is no particle motion in the direction 







Figure A.l P-wave incident with incident angle ip creates P/P 





and the vector potentials;
Y  =^  dx
=  0
(A.2)











Uy = 0 (A.4)
dW,y
dx
Also, the displacements due to scalar potentials,
6$
Uy = 0 (A.5)
" . - f
Total displacements can be obtained by summing the vector and 
the scalar displacements in the same directions.
d'fy
^  dx dz
(A.6)
. d W y
The wave equations can be written for 2-D case by using the 
potentials given above, considering that the y-component does 
not exist: For compressional wave.
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= CA.7)
d x ^  d z ^  d t ^
for shear wave.
S ' B  ■ ' i ' B
where the vector potential has only one, single, component 
perpendicular to both direction of travel and the direction of 
particle motion. For a shear wave travelling in the XZ-plane 
with particle motion in the same plane, there exists only *y 
component, and the others are zero. In other words,
=  0
Y  = 0 (A.9)
The normal and tangential stresses can be calculated as 
follows: From Hook's law,
(A.10)
where, using the total displacements given in A.3, the strains 
are written as;
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dx dx dx dz
Furthermore, from the relationships
p. = p P‘
(A.11)
(A.12)
Lame's coefficient can be written as
A, =pa^-2pp^ (A.13)
and the Hook's law is obtained as.




= p „ ^ g . p a ^ 0 - 2 p P ^ 0 - 2 p p Æ  (A.16)
or
Pxx= P
is obtained. Remembering the wave equation in 2-Dimension, 
the normal stress can finally be rewritten as
From the same idea, the tangential stress can be explained as 
follows. From the Hook's law;
Pxz ~ P&XZ (A. 19)
where the shear strain is obtained from the total 




d , a$ g g<t d'¥y
by substituting the shear strain into the stress equation,
( dzdx dz^ dzdx dx^
then.
where
plugging into the stress equation,
(A.22)
and remembering the wave equation in 2-D medium,
d x ^  d z ^  p2 d t ^
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where using the relationship
[i = pp2 (A.27)
the stress equation becomes
and finally the tangential stress in 2-D case can be obtained 
as.
So far we have obtained the compressional and tangential 
stresses in 2-D medium. To calculate the reflection 
coefficients we assume 2-different cases; one incident wave is 
travelling in the positive Z-direction, and other one incident 
wave is travelling in the negative Z-direction.
Case 1: For a wave travelling in the negative x-
direction, and in the positive z-direction, the potentials can
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be expressed as follows: The scalar potential showing a
compressional wave case,
0 = do) (A.30)
and the vector potential showing the shear wave case
?y = do) (A.31)
where; c is the apparent speed in the positive Z-direction. 
By computing the partial derivatives as;
, -0)2 r-= ( - ^ )  j  ̂do) (A.32)8f2 2TÏ
 ̂ + do) (A.33)
= ^ (  — ) d u  (A.34)dxdz 2tc c J—  ̂  ̂ 2 /
the normal stress is obtained as
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(2P= “!-u2) 
2 m J -•» c
(A.35)
Similarly the partial derivatives necessary for the tangential 
stress are determined as
02^ 1 r~ / /no V  ̂iflu, ,
dxdz




then the tangential stress is obtained as
+ (2p2i^-0)2)(5^e^^+S2®-^^] do
(A.39)
In order to solve the stress equations for the reflection
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coefficients, both stresses should vanish at the boundary. The
normal stress, ==> 0 at the boundary (X=0, Z=0) . The
equation of normal stress is set equal to 0,
U j + A j )  - ( S j - S j )  = 0  (A,40)
or
( A ^ + A ^ ) (-0=) (1--^) -( = 0  (A.41)
Where;
k  = (Ù c
Using the last expression in the formula above, 
|!-2) * 2(|
(A.42)
is obtained. This is one of the equations needed to
calculate reflection coefficients. The second equation is 
computed from the tangential stress by using similar idea. 
Setting the tangential stress equal to zero at the boundary,
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X—0 f Z—0 t x̂z— ^ 0 f
(A.44)
where,
m  - (Ù 1 1
0.5
2p2ii-c






Using the new expressions above and setting the tangential 
stress zero at the boundary, we obtain the second equation 
needed as
(A.47)
The purpose was to figure out P/P and P/S reflection
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coefficients at the boundary by using the amplitude values,
A.
(A.48)
There are four unknowns and two equations. In order to 
solve them, we have to make assumptions, the easiest way is to 
assume that the incidence wave amplitude A., is known and no 
shear wave is coming, B.,= 0. Then the equations become
2 \ / o \0.5
2 I5 -1J - (-p-2 B2 = 0 (A.50)
We have two equations and two unknowns here. Then Rp̂ ,
reflection coefficient of P-S converted waves, can be by 
manipulating the amplitudes. From equation A.49
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and putting it into A.50,
- - l l
0.5





and by further simplification
4 (-El-l)0.5(_E2_2)0.5+(_^_2)2 «2 p2 p2
(A.53)
The P/S converted wave reflection coefficient Rp̂  is then 
obtained as
=
4  ( ^ - 1 )  0.5 ( ^ _ 1 )  0.5+ (_cf _ 2 ) 2  
«2 Q2 02
(A.54)
The sign of the reflection coefficient Rp̂ , obtained here, is 
positive for the wave travelling in the positive Z-direction.
T-3844 301
After solving the stress equations for the P/P case, the 
reflection coefficient Rp is obtained as
A.
A
4 ( 4 - i )o.3 ( ^ - i )o..-(^-2)3
R  =  È!_________P
^ 2 ^ 2 ^ 24(-£_-1)<'-5{^-1)0-54.(-£^-2)2 «2 p2 p2
Note that the P/P reflection coefficient Rp is also obtained 
positive for the same incident wave traveling in the positive 
Z-direction.
In the first case, we studied the situation in which the 
incident P-wave was travelling in the negative X-direction and 
the positive Z-direction, also illustrated that both the P/P 
and P/S reflection coefficients have positive signs for this 
case. To see the behaviors of the reflection coefficients in 
another case, we will next compute the reflection coefficients 
for an incident P-wave travelling in the negative X-direction 
and the negative Z-direction.
Case 2: For an incident P-wave travelling in the
negative X and negative Z-directions, the reflection 
coefficients Rp and Rp̂  can be computed as follows. The 
scalar and the vectoral potentials respectfully are
T-3844 302
 ̂ y* 00 JiU ^0 = — — j  ̂ dw (A.56)
W y  = e  ̂ dw (A.57)
Note that the above equations differ from the equations A.30 
and A.31 due to the sign of direction Z. The partial 
derivatives necessary to calculate normal stress are as
= (— ^ )  /*“ ^’dd) (A.58)at2 271 J—  ̂  ̂  ̂ '
= —  (-— ) r“ (Aie^“*̂ +A2e “̂ ®*) dw (A.59)2tca^2  c
02$ _ 1 dw (A.60)
3x8z 2jt c
the normal stress is then obtained as
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i (2p2-5L-o)2) (Aie-̂ "*+A2©-'”“)2 7t J -«» c
(A.61)
Also the partial derivatives necessary for the tangential 
stress computation are determined as
62$ _ 1 , /77W \
d x d z  2 m  c
_ 1 , w2, r~/r, _iJür . r.
8 ^ 2  27t c
L(-i^) + e  ^ dw (A.63)
at
then the shear stress is obtained as
(A. 65)
+ (2p2 4 -u^)(Bie-‘*^+S2e-̂ **)] dw
In order to solve the stress equations for the reflection
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coefficients, both stresses should vanish at the boundary. The 
normal stress, ==> 0 at the boundary where X=0, Z=0 as
(Ai+A,) (-^S!4-a>2) *(Si-S2) =0 (A.66)
After making the necessary substitutions and the 
simplifications as done in the first example, also by setting 
the incoming shear wave amplitude to zero (only P-wave 
incident is assumed), the formula above becomes as
(-|î-2) (Ai+Â ) +2 = 0 (A.67)
This is one of the equations used to calculate the reflection 
coefficients. The second equation is computed from the 
tangential stress using similar idea. Setting the shear 
stress equal to zero at the boundary, X=0, Z=0, Pxz“ ^ 0,
2p2-2^(Ai-Aj) ( 2 p 2 4 - “ )̂(Bi+Bj) = 0 (A. 68)
again after substitutions and simplifications, and setting the 




4 - 1  I (A,-A;) + -2 B 2 = 0 (A.69)
To compute the reflection coefficients we obtained the 
amplitudes. From equation A.67
B2 + (A.70)
and from equation A.69,
2 ( —  -1) 0-5 @2
(A.71)
The P/S converted wave reflection coefficient Rpg is then 
obtained from the last two equations by simply taking the 
ratios of the amplitudes as
R ■ps
R ps
4( \ 1/2 I
c2 \ 1 /9 / 1/2
(A.72)
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Note that the sign of obtained here, is negative where the 
incident wave is travelling in the negative Z-direction. The 
sign obtained here is just opposite of the sign of the P/S 
reflection coefficient obtained in case-1 where the incident 
P-wave was travelling in the positive Z-direction.
Solving the stress equations for the P-P case, the 
reflection coefficient Rp is obtained for the same incident P- 
wave travelling in the negative Z-direction as
=
4(





Note that Rp here has positive sign same as the one obtained 
in case-1.
From the results obtained in case-1 and case-2, we have 
concluded that the P/P reflection coefficient Rp is an even 
function of the incident angle ip, in other words, whether the 
incident P-wave has negative or positive incident angle, the 
P/P reflection coefficient Rp has the same sign in all cases. 
On the other hand, the P/S converted wave reflection 
coefficient Rpg is an odd function of incident angle ip. In 
other saying, if the incident angle is greater than zero
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(ip>0°) , the P/S reflection coefficient Rpg gets positive sign,■p
if ip<0° then Rpg gets negative sign
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Appendix B
Finite Difference Approximation to the Scalar Wave Equation
One common way of solving the scalar wave equation by 
computer implementation is to use the finite difference 
approximation. In general, scalar wave equation is written as;
where, nabla^ represents the spatial parameters. In 2-D and 
3-D cases the wave equation above becomes
(B.2)
since we are interested in 2-D case in our study we will 
mostly deal with 2-D equation afterwards.
A function can be approximated using power series (Taylor 
series),
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0-1 = .. (b .3)at at2 2 ! at^ 3i at^ 4i
the equation above means that if the function's value at time 
n is known then its value at time n+1 can be figured out.
Similarly, the function at time of n-1 can be expressed
as,
$.-1 . .. (b .4)
d C  d t ^  2! ac3 3! ac* 41
by summing the equations above;
= 20”+-̂ — A t2 + —  (_ÉlÊf A t̂ ) +. . . (B.5)at2 12 at* 
second derivative in time can be extracted as,
02 0n 1
d t ^  At'
. I (B,6)
12 at-* j
ignoring higher derivative terms, central finite difference 
approximation to second order derivative can be obtained as
( 0 —i-2(|)"+<ï>— (B.7)at2 Atz
Furthermore, using the equation above higher order derivatives
T-3844 310
can be computed as.
at* at 3t =
(B.8)
A t '
( 3 2 $  1 3 2 $ 'I 32$'1n-1
[ U t 2 j 1 3 t 2 j I 3 t 2 j
by substituting the second order derivatives in the above 
equation
a*^” 1  ̂  ̂0 (n+i)+i_20 (;]+!)+0(A+i)-i
at* At=




' 0 (/3-1) + 1 _ 2 0  (n-1) + 0  (n-1) -1
A t ^
by simplifying, the fourth order derivative approach is 
obtained as
_ 1
dt  ̂ A t '
(0 (n+2) _40 (n+1) +6 0^-40 ("-1) +0 (n-2)̂ (B. 10)
Using the derivative approaches above, the scalar wave 





d t ^  d x ^  æ z
then by writing the second order time and fourth order space 
approximation to the derivatives, the wave equation becomes
A t '
A%2 \ 12
where; n = the time dependent,
i = the space dependent in X-direction,
j = the space dependent in Z-direction.




where; the coefficients, Wj = - 1/12, = 4/3, Wg = -5.
Using the equation above the wavefield extrapolation can 
be done as follows. For the forward extrapolation, simply 
calculate the function's value in future time as;
+ ] + 2$lj - 9 T . J
where if the function Phi is known at time t^ and earlier time 
t̂ .̂  then its value at later time t^^ can be calculated. 
Similarly, backward extrapolation can be performed as;
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+ (B.15)
+ ] + 2$!,. - 9 T . J
here again, if the function's values are known at some later 
time t^^ and present time t̂ , then its value can be computed 
at some earlier time of t̂ .̂ .
As seen in the equations above, there exist 9 
dependencies of Phi" at time t„ with different X,Z space 
coordinates, furthermore, one Phi"'̂  dependence at time t̂ .̂  for 
backward extrapolation, and one Phi"*^ dependence at time t^^ 
for forward extrapolation.
Boundary Reflections and The Boundary Conditions:
The typical boundary conditions used in finite difference 
calculations are Dirichlet (zero value at the boundary), or 
Neumann (zero-slope at the boundary). Eventhough these 
boundary conditions are easy to implement in computer, they 
create reflections of the energy back into the physical work 
space at the boundaries. Since these reflections create 
artifacts (unwanted events) on the migrated image they have to 
suppressed or removed. One way of doing this is to work on a
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bigger grid space than actually needed. However, in this case 
the reflected events will lie outside the work area, and will 
not reach the image space until after the image is created. 
Furthermore, due to the limitation of the computer memory, and 
execution time length, and also there is no guarantee that the 
reflections will be eliminated, working on a larger grid is 
not a very attractive solution, (Hofland 1990).
Another way is to suppress the reflections theoretically. 
Using the observing boundary conditions developed by Clayton 
and Engquist the reflections can be eliminated theoretically. 
In their approach the wave equation is discriminated based on 
the wave propagation direction.
The finite difference equations for 15° Clayton and 
Enquist absorbing boundary conditions for scalar waves 
(Clayton & Enquist, 1977) on a matrix grid of (M,N) , are as 
follows; where M=# of rows, N=# of columns;
For the top (j=0) boundary;
D/DJ ($;,o + «11)
+ (9T.Ï * «to) = 0
for the bottom (j=M) boundary:
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d:‘d!‘ + $;:i) = 0
For the left (i=0) boundary:
D.̂ Do‘$s.j - (-^) 0/D-'
+ -f ( $ D  + $s:î) = 0
for the right (i=N) boundary:
+ |-i| O.'O."




In the equations above, o/, D+% and Dĝ  are the backward,
forward and central finite difference operators respectively 
according to the variable f . For instance;
, 5 (B.20)
A X
Using the expressions of the finite difference operators in
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the equations of the boundary conditions, Phi"*^ are 
determined for the boundaries as follows;
Upper boundary (j=0);
9T.I = (9r^ ,.2 -29r^ ,*9r-ï.,*9rA .o -29r^o*9T -l.o )
+ K2,,,
H- ( 9 r . l ^ 9 T . l - 9 T . l )
bottom boundary (j=M);
the left boundary (i=0);
+ («Cj + « W - « w )
the right boundary (i=N);
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+ j j + 0 ^ ; ^ . j) (b .24>
where the coefficients are
(B.25)^ ^ i , j  ~ ^i.j
^ ^ i . j = ^i.j ^i . j
The boundary conditions in the equations above are 
finite-difference approximations to one-way wave equations 
allowing waves propagate only towards the edges of the grid. 
Because the equations do not allow wave propagation back 
towards the center of the grid, the edge reflections are 
suppressed. If the regular boundary conditions are used then 
severe reflections occur at the boundaries of the reflectors 





Using multi-component (two or three) seismic recordings, 
in a short time window the polarization characters of the 
seismic waves (P- or S-waves) can be determined, Kanasewich 
(1981). Based on this approach, to calculate the lenghts of 
the polarization ellipse and the major polarization direction 
we perform a zero-lag covarience matrix analysis in a short 
sliding time window. The matrix is composed of zero-shift 
cross- and auto-correlations of the multi-component input data 
in the time window chosen. The setup of the matrix for a 3-D 
case
where; X,Y,Z are the multi-component data recorded at the
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receivers and, m̂ , are the mean values of X,Y,Z
components over the time window of N-samples. The mean values, 








if the situation is considered in 2-D case (X,Z), the third 
component drops and the matrix becomes
 ̂{ X i  - m ^ ) : 2%:-' ( x ^  - m ^ ) {Zj - m ^ ) '
(C.3)










From A the eigenvalues of the matrix can be figured out.
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=
311+322+ ( (311+822)^-4 (311822-312))°' =
3 ii +  32 2 -  (  (^11 +  322)^-4  ( 311822 - 3 ^ 2 ) ) ° '  =
(C.6)
Where, and Ag correspond to the major and minor axis of the 
ellipse respectively. The principle polarization direction B 
can be calculated from the eigen directions X by using the 
eigen values in the equation below,
\ k l ^  -  A  \ X  = 0 (C.7)
Once the eigenvalues and the major polarization direction 
in the time window are known then the wave types (P or S) can 
be decomposed. To do so, we determine two weighting factors 
which are named as "rectilinearity or polarization strenght" 
and "directionality or polarization direction factor". How 
these factors are calculated are mentioned in the text of 
chapter 8.
