A lower bound for 0,1,∗ tournament codes  by Collins, Karen L. et al.
Discrete Mathematics 63 (1987) 15-19 
North-Holland 
15 
A LOWER BOUND FOR 0, 1, * TOURNAMENT CODES* 
Karen L. COLLINS 
Department of Mathematics, Massachusetts In titute of Technology, Cambridge, MA 02139, 
U.S.A. 
Peter W. SHOR 
Mathematical Sciences Research Institute, 1000 Centennial Drive, Berkeley, CA 94720, U.S.A. 
John R. STEMBRIDGE 
Department of Mathematics, University of California, Los Angeles, CA 90024, U.S.A. 
Received 22 November 1985 
A 0, 1, * tournament code T of length k is a subset of {0, 1, ,}k such that for each distinct 
pair of codewords a, b e T exactly one of the following holds: (1) ai = 1 and bi = 0 for some i; 
(2) ai=O and bi = 1 for some i, where a =ala2.. "ak and b = blbe. ' ,  bk. An explicit 
construction of a family of 0, 1, * tournament codes of length m 2 + m + 1 and size m s + m e + 
m + 2 is given, .which implies that in general, there exist 0, 1, * tournament codes of length k 
and size (approximately) k]. Previously, the largest known examples of 0, 1, * tournament 
codes were of size O(k). 
1. Introduction 
Let k be a positive integer. A 0, 1, * tournament code of length k is a subset T 
of {0, 1, .}k such that any pair of distinct members (codewords)  of T, say 
a=ala2 . . .ak  and b=blb2 . . ,  bk, satisfy exactly one of the following 
conditions: 
(1) ai = 1 and bi = 0 for some i; 
(2) ai = 0 and bi = 1 for some i. 
For example, {000, 01., 1.0, .01,111} is a 0, 1, * tournament cede of length 3. 
These ternary codes are called tournament cedes (terminology due to van Lint 
[4]) because the relation 
a--~ b if ai = 0 and bi = 1 for some i 
defines a tournament whose vertices are the codewords of T. 
The primary reason for interest in 0, 1, * tournament codes arises from their 
connection to the study of cemma-free codes, which were first investigated by 
Golomb, Gordon and Welch [1]. An n-ary cede of length k is said to be 
comma- f ree  if, for every pair of codewords a l .  • • ak and b l "  • • bk, none of the 
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'overlaps' 
at . .  • akb l  . • • h i -1  (2 ~< i ~< k) 
are themselves codewords. Notice that if C is a comma-free code, then at most 
one word from each cyclic equivalence class may occur in C, and that these words 
must be aperiodic. Hence, an immediate bound on the size of any comma-free 
code is Bk(n), the number of aperiodic cyclic equivalence classes of words of 
length k on an alphabet of n letters. 
In many cases, there exist comma-free codes which actually achieve this bound. 
By extending a technique of Jiggs [2], Tang [3] gave a construction which shows 
that a comma-free code C of even length k with ICI = Bk(n) can be used to 
construct a 0, 1, * tournament code T of length ½k with I TI >I n - ½k. Let t(k) 
denote the size of the largest 0, 1 , ,  tournament code of length k. Tang's 
construction implies 
Theorem 1. I f  k is even and there exists an n-ary comma-free code C of length k 
such that Icl = Bk(n), then n ~ t(½k) + ½k. 
The best upper bound known for t(k) is due to Graham (see [3] or [4]), who 
has shown that there is a constant c > 0 such that t(k)<-k clog k for k sufficiently 
large. In this article, we give an explicit construction of a family of 0, 1 , .  
tournament codes of length m 2 + m + 1 and size m 3 + m 2 + m + 2. Since t(k) is 
dearly a non-decreasing function of k, this implies that t(k) >i m 3 + m 2 + m + 2 
for m 2 + m + 1 ~< k < m 2 + 3m + 3. Hence, we may deduce 
Theorem 2. For any e > O, t(k) >I (1 - e)k ~ for k sufficiently large. 
Previously, the best lower bounds known for t(k) were of size O(k) (see [3], 
[4]). 
2. Construction and proof 
Let m be a positive integer and let k = m2d - m + 1. For each i (1 <~i <~ m) 
define a word a(°=a~°a~ i). .  .aN ) ~ {0, 1, .}k via 
a ~i) = Om+l - i , i om- i ,  i+ l  " . .  02,m- lo* 'n l *m- l l  2 " . .  ,m+2- i l i - l ,m+l - i l i "  
We claim that the collection Tm of all cyclic permutations of the words 
a 0), . . . ,  acm) forms a O, 1, * tournament code. Adjoining the words 0 k and I k to 
Tm yields the promised O, 1 , .  tournament code of length me+ m + 1 and size 
m3 + me + m +2. 
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For example, the code corresponding to m = 2 is the following: 
0 , ,1 ,11  
00.0.*1 **1.110 
0.0..10 .1.110. 
• 0..100 1.110.* 
0..100. .110..1 
• *100.0 110..1. 
• 100.0. 10..1.1 
100.0.* 1111111 
For each pair i, j (1 <~ i, j ~< m), define 
Sol(i, j)  = {s - r: a(~ i) = O, aOr ) = 1 }, Slo(i, j) = {s - r: a~ i) = 1, a°/) = 0). 
To show that Tm is indeed a 0, 1, * tournament code is equivalent to showing that 
for each pair i, j, the residues of Sol(i, j) and $1o(i, j) modulo k are disjoint and 
together form a partition of all of the residues modulo k. (Unless i = j, in which 
case Sol(i, i) and Slo(i, i) must constitute a partition of the non-zero residues 
modulo k.) 
In the word a (° there are m + 1 -  i blocks of consecutive O's which may be 
numbered consecutively from right to left, and there are i blocks of consecutive 
l 's which may be numbered consecutively from left to right. Let [a, b] denote the 
interval of integers such that a ~< s ~< b. The positions of the pth block of O's in 
a ¢° consist of the interval 
[(m + 1)(m + 1 -  i -p )  + 1, (m + 1)(m + l - i -p )+p] ,  
and the positions of the qth block of l 's in a O) consist of the interval 
[(m + 1)(m + 1 - j )  + m(q - 1) + 1, (m + 1)(m + 1 - j )  + m(q - 1) + q]. 
Hence 
Sol(i, j )=  I,..J [(m + 1) ( i - j )  + m(p + q - 1) + 1, 
l<~p~m+l--i 
l ~q<~j 
(m+ 1) ( i - j )+(m+ 1)(p + q - 1)] 
[,_J [(m + 1) ( i - ] )  + mr + 1, (m + 1) ( i - j )  + (m + 1)r]. 
l <~r~m--i + j
(1) 
On the other hand, we have 
Slo(i, j )=  -Sot( j ,  i) 
= U 
l~r~m-- i+ j  
[(m + 1) ( i - j ) - (m + 1)r, (m + 1) ( i - j ) -mr -  1]. 
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Via the change of variables r--> m + 1 - r, we see that (mod k) 
Slo(i, j ) -  U [(m + 1) ( i - j )  
j--i+l<~r<~m 
+ (m + 1) ( r -  1) + 1,(m + 1) ( i - j )  + mr]. (2) 
In the case i =j, it is clear from (1) and (2) that Sol(i, i) and $10(i, i) do yield a 
partition of the nonzero residues modulo k. In the case i :/:j, we may assume 
without loss of generality that i <j. Since (m + 1)r I> m(r + 1) + 1 whenever 
r >/m + 1, it follows that 
[..J [mr + 1, (m + 1)r] = k + [0, (m + 1) ( / -  i) - 1]. 
m+l~r~m-- i+]  
Therefore, we may deduce from (1) and (2) that 
SOl(i, j ) - (m + 1)( i - ] )= [..J [mr + 1, (m + 1)r] u [0, (m + 1)(/'- i)] 
l<~r<~m 
Slo( i , j ) - (m+ 1) ( i - j )=  [..J [ (m+ 1) ( r -  1) + 1, mr]. 
j--i+l<~r<~m 
as residues modulo k. These decompositions make it clear that Sol(i, J) and 
Slo(i, j) do form a partition of the residues modulo k, which proves that Tm is a 
0, 1, * tournament code. 
3. Fmal remarks 
There is still a huge gap between the upper and lower bounds for t(k), but it 
seems likely that t(k) is closer to k ~ than k c log k. A problem which may be easier 
than determining t(k) would be to determine the size of the largest cyclic 0, 1, * 
tournament code of length k. We have empirically vediied for m = 1, 2, 3, 4 that 
k = m2+ m + 1 is the least integer i>2 for which there exist m (aperiodic) 
cyclically inequivalent words in {0, 1, .}k whose cyclic permutations form a 0, 1, • 
tournament code. 
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