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Abstract—The newly emerged vehicular ad hoc network adopts
the contention based IEEE 802.11 DCF as its MAC. While it has
been extensively studied in the stationary indoor environment
(e.g., WLAN), the performance of DCF in the highly mobile
vehicular environment is still unclear. On addressing this issue,
we propose a simple but accurate analytical model to evaluate
the throughput performance of DCF in the high speed vehicle-
to-infrastructure (V2I) communications. We unveil the impacts
of nodes mobility (velocity and moving directions) on the sys-
tem throughput. Particularly, we show that with node velocity
increasing, the throughput of DCF decreases monotonically,
which demonstrates the inefficiency of DCF in the highly mobile
environment. Via extensive simulations, we validate the accuracy
of the developed analytical model and finally discuss the method
to optimize DCF towards the maximal throughput.
I. INTRODUCTION
Vehicular networks have recently emerged as a new promis-
ing solution to provide high rate yet cheap Internet access
for the in-motion vehicular communications [1]. In this new
paradigm of networking, vehicles are equipped with on-board-
unit (OBU) to perform wireless communications among each
other, called vehicle-to-vehicle (V2V) communication, or to
the road-side infrastructure (named road-side unit (RSU))
along the road or a pedestrian passageway, called vehicle-
to-infrastructure (V2I) communication. With high-speed line
of sight communications to users and dedicated to the fast
moving environments, the vehicular networks provide a mul-
titude of novel services to drivers and rear-seat passengers,
such as traffic alert and infotainment applications, making the
trip much safer and more exciting.
Motivated by the phenomenal success of IEEE 802.11,
there is broad consensus on using the carrier-sense multiple
access with collision avoidance (CSMA/CA) based distributed
coordination function (DCF) as the MAC for vehicular com-
munications. Indeed, the feasibility of DCF in this new envi-
ronment has been demonstrated in multiple contexts. In [1],
Ott et al. report the first real-world measurements, namely
Driving-Thru Internet, between a moving car with an external
antenna and roadside Wireless LAN access point (AP). They
show that using off-the-shelf 802.11b hardware, a vehicle
can maintain a connection to a roadside AP for 500m and
transfer 9 MB of data at 80 km/h using either TCP or UDP.
Inspired by this result, they [2] further propose a TCP-based
session protocol to provide transport connections that allows
continuous download of large data volumes across intermittent
Wi-Fi connectivity. CarTel [3] extends these results with city-
wide trials and reports the upload bandwidth available to
vehicles using unplanned open residential access. It is shown
that the plethora 802.11b APs spreading in cities can provide
intermittent and short-lived connectivity, but high performance
when the connectivity is available.
While the previous works provide inspiring insights for the
performance of 802.11 DCF in vehicular communications, in
contrast to the potential benefits, they largely adopt a simu-
lative or experimental approach. Constrained by the hardware
and scale of trails, the real-world experiments can hardly be
comprehensive and general. To remedy this, in this paper, we
provide an analytical model to investigate the performance of
DCF in high speed vehicular environments. We focus on the
V2I communication for supporting high-rate data applications.
We show the impacts of node velocity and DCF configurations
on the resultant system throughput.
The remainder of the paper is organized as follows. In
Section II, we introduce the basic operations of DCF and
discuss its problems when implemented in vehicular networks.
Section III describes the proposed analytical model in detail
and Section IV validates the accuracy of the model using
simulations. Section V concludes the paper with discussion
on future work.
II. DCF IN THE VEHICULAR ENVIRONMENT
Consider a scenario where multiple vehicle nodes compete
for the same RSU as in Fig. 1. Using DCF, each node with
packets to transmit follows the CSMA/CA principle. If the
channel is sensed idle for a constant period of distributed
interframe space (DIFS), the node will start to either transmit
directly if its backoff counter is zero or otherwise decrease
its backoff counter for every constant time slot δ while the
channel remains idle. The backoff counter freezes when the
channel becomes busy due to transmissions from other nodes
and resumes decreasing until the channel is idle for another
DIFS. To reduce the collision probability among transmissions
from multiple nodes, each node selects a random discrete
backoff interval uniformly distributed over [0, w−1], where w
is called Contention Window (CW). The value of w depends
This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the WCNC 2010 proceedings.
978-1-4244-6398-5/10/$26.00 ©2010 IEEE
on the history of transmissions. At the first transmission at-
tempt, w is set to a predefined value CWmin, called minimum
contention window. At each unsuccessful transmission i, w is
upgraded as w = 2iCWmin until a maximum value CWmax,
namely binary exponential backoff. More details of DCF can
be found in [4].
The DCF scheme is hence fully distributed, which is
particularly desirable in vehicular communications. Despite
frequent handoffs and topology changes of nodes due to the
high mobility, the distributed behavior of DCF makes the
system quite robust. With the binary exponential backoff,
DCF is also scalable and could be implemented for different
traffic and road environments, e.g., urban and rural regions.
Yet, originally designed for stationary WLAN communication,
DCF may suffer from the following issues when implemented
in highly mobile vehicular environment.
First, the performance abnormal would throttle the system
throughput. More specifically, with diverse channel conditions,
nodes may have different transmission rates. For instance,
802.11b specifies four rates (1, 2, 5.5 and 11 Mbps) under dif-
ferent SNR values. With multi-rate transmissions, it is shown
that using DCF the system throughput is bottlenecked to the
minimum transmission rate, namely performance abnormal
[5]. Such phenomenon is even more serious and common
in V2I communications. As show in Fig. 1, with different
distances to an RSU, a vehicle node has roughly a bell-curve
signal-to-noise ratio (SNR) [1], and thus varying data rate at
different locations. With transmitting nodes having different
data rates on the road, the system throughput will be always
bottlenecked by the lowest rate nodes far away from RSUs. To
address this issue, existing literature largely adapts the CWs
according to node transmission rates [6]. By making high rate
nodes transmit more frequently with relatively small CWs, the
system throughput could be enhanced. Hadaller et al. [7] first
consider performance abnormal in V2I communications and
propose a greedy algorithm which only allows nodes with the
best SNR to transmit.
Second, when vehicles traverse serial RSUs along the road,
the achieved throughput of nodes inevitably oscillates with
varying SNR as shown in Fig. 1. To boost the system through-
put requires reducing the transmission opportunities of nodes
at the margin area of RSU coverage [7]. Nevertheless, the
upper-layer applications, e.g. VoIP and audio/video streaming,
normally need a minimal rate all the time to maintain their
connections [8], [9], [10]. Upper layer protocols, such as
TCP, also require a minimum rate of connection to ensure
its functionality, e.g., congestion control [11]. As a result,
there is a tradeoff between the system throughput and margin
throughput guaranteed to individual nodes, which could also
be balanced by adjusting CWs.
In the following, we establish an analytical model to evalu-
ate the performance of DCF in high-speed vehicular environ-
ment. Based on the model, we study the issues of performance
abnormal and oscillating download rate in particular and find
the optimal settings of DCF to overcome those issues.
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III. SYSTEM MODEL AND ANALYSIS
We consider the V2I communication, as shown in Fig. 1,
in which nodes connect to serial RSUs along the road for
transmissions. We mainly focus on the MAC layer with the
assumption of perfect channel conditions (i.e., no transmission
errors and hidden terminals) with the line of sight communi-
cations; the SNR and modulation rates of vehicles are mainly
determined by their distance to the RSU in this scenario.
Field tests have partially confirmed the assumption by showing
the strong correlation between distance and transmission rate
in vehicular environment [1]. Without loss of generality, we
divide the communication region of an RSU into multiple
zones Z = {1, 2, .., N}, where in each spatial zone n, n ∈ Z,
nodes have the distinct transmission rate, denoted by rn.
Denote by dn the area of zone n. In this work, we consider the
saturated case that each node always has a packet to transmit.
The packet length L is assumed to be same for all the nodes.
1) Node Mobility: The movement of vehicles is modeled
by a Markov chain shown in Fig. 1, in which each state
corresponds to one spatial zone in Z. Let the duration for
which the nodes stay in zone n be geometrically distributed
with mean tn, which is determined by the area of the partition
zone and the average velocity of vehicles v as tn = dn/v.
Within a duration, e.g., Δ, a node either moves to the next
zone with probability Δ/tn, or remains in the current zone
with probability 1−Δ/tn. If a node leaves the current RSU
and connects to a new RSU, it is regarded to move from state
N back to state 1 in the chain, representing a new round of
communication.
2) The MAC: On addressing the performance abnormal, we
propose that vehicles in different zones transmit with different
probabilities. Instead of modeling DCF directly, we model
the MAC as the p-persistent CSMA. In other words, rather
than selecting the backoff interval uniformly within CW and
doubling the CW upon each unsuccessful transmission, each
vehicle in zone n selects a geometrically distributed number
of backoff intervals x with parameter pn following
Pr{x = k} = (1− pn)
kpn
G
, k ∈ [0,W − 1], n ∈ Z, (1)
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Fig. 2. State space of the embedded Markov chain
where G =
∑W−1
i=0 (1 − pn)ipn. W is constant and same for
all the zones.
It has been shown that the p-persistent CSMA provides
a close approximation of DCF from a throughput analysis
standpoint [12]. Using such a MAC, the backoff time does not
depend on the history of transmissions which greatly simplifies
the analysis. The parameter pn is chosen such that the mean
number of backoff intervals of p-persistent CSMA is equal to
that of DCF, i.e., (1 − pn)/pn = (CWmin,n + 1) /2, where
CWmin,n is the minimum contention window of DCF in zone
n.
A. Embedded Markov Chain
To evaluate the MAC throughput performance in each zone,
we examine a randomly selected vehicle node, e.g., i, and
represent its state by two random variables: z(t) denoting the
spatial zone which the node is currently associated with, and
b(t) denoting its backoff counter at time slot t. A discrete
and integer scale time is applied, where time slots t and
t + 1 correspond to the beginning of two consecutive backoff
intervals. It is important to note that this discrete time does not
directly map to the real system time, and the duration between
any two time slots is random depending on the in-progress
transmission of others. In a nutshell, we model each node in
the network by a two-dimensional Markov chain {z (t) , b (t)}
embedded at the commencement of backoff intervals.
The state space of the two-dimensional Markov chain is
shown in Fig. 2 with the non-null transition probabilities from
t to t + 1 given by
P (n, k|n, k + 1) = 1− E[Tdec]tn , k ∈ [0,W − 2] ,
P (n, k|n− 1, k + 1) = E[Tdec]tn−1 , k ∈ [0,W − 2] ,
P (n, k|n, 0) = (1−pn)kpnG
(
1− E[Txn]tn
)
, k ∈ [0,W − 1] ,
P (n, k|n− 1, 0) = (1−pn)kpnG E[Txn−1]tn−1 , k ∈ [0,W − 1] ,(2)
where E [Tdec] is the mean time that node i’s backoff interval
deducts by one; E [Txn] is the mean packet transmission time
of node i in zone n.
P (n, k|n, k+1) in (2) is the probability that node i remains
in the original zone after the backoff time deducts by one.
E [Tdec] /tn is the probability that node i moves from the zone
n to n+1 at the next slot time. This is due to the geometrically
distributed sojourn time of nodes in each zone defined in the
mobility model. P (n, k|n, 0) in (2) is the probability that node
i transmits one packet and starts a new round of backoff,
both in the original zone. The new backoff interval is selected
according to the geometric distribution with probability given
in P (n, k|n − 1, k + 1) and P (n, k|n− 1, 0) represent the
probability that node i moves to the next zone after the
countdown of backoff and one transmission, respectively.
When n = 1, we regard zone n− 1 as zone N in computing
P (n, k|n− 1, k + 1) and P (n, k|n− 1, 0).
Let πn,k = lim
t→∞Pr{z(t) = n, b(t) = k} be the steady
state probability of the Markov chain and π the corresponding
matrix. Given the state transition probability matrix P with
each non-null element shown in (2), πn,k could be derived
according to following balance equations
⎧⎪⎨
⎪⎩
πP = π,
N∑
n=1
W∑
k=0
πn,k = 1,
(3)
To solve (3), we show the expressions of E [Tdec] and
E [Txn] in (2). Let X denote the population of nodes in the
whole communication region of the RSU with the examined
node i excluded and Xn denote the portion of nodes in
zone n with node i excluded. Denote by τn the conditional
transmission probability given that the transmitting nodes are
in zone n. We have
τn =
πn,0
dn/
∑N
m=1 dm
, n ∈ Z, (4)
Here, πn,0 is the joint probability that nodes transmit and are in
zone n.
(
dn/
∑N
m=1 dn
)
is the steady probability that nodes
are in zone n based on the mobility model of nodes.
1) Mean Time of One Backoff Interval E [Tdec]: We first
consider the mean time for node i to deduct its backoff interval
by one. This time is a random variable as the channel may
be busy during this period with backoff frozen and the in-
progress transmission could be either successful or collided
with different time. Mathematically, we have
E [Tdec] = δ + pdsucE [Tsuc] + (1− pdsuc)E [Tcol] , (5)
where pdsuc is the probability that the channel is busy and the
in-progress transmission is successful. E [Tsuc] and E [Tcol]
are the mean backoff frozen time given that the in-progress
transmission is successful and collided, respectively.
The mean backoff frozen time E [Tsuc] due to a successful
This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the WCNC 2010 proceedings.
transmission can be represented as
E [Tsuc] =
N∑
n=1
psuc,nTsuc,n, (6)
where psuc,n is the conditional probability that a node in zone
n transmits successfully, given that the in-progress transmis-
sion is successful,
psuc,n =
1
pdsuc
Xnτn(1− τn)Xn−1
N∏
m=1,m =n
(1− τm)Xm ,
(7)
and Tsuc,n is the time upon each successful transmission in
zone n with
Tsuc,n =
L
rn
+ SIFS +
ACK
rn
+ DIFS. (8)
The backoff frozen time Tcol due to a collided transmission
is equal to one of the longest transmission time involved in
the collision. Let us assume that with probability pcol,n that
the longest transmission time is from zone n or its mirrored
zone nmap = N + 1 − n along the RSU as shown in Fig. 1.
Here, we jointly consider zones n and nmap as they have the
same distance to RSU and thus the same data rate.1 Similar
to [6], pcol,n could be computed as
pcol,n =
{ 1
1−pdsuc (phcol,n + pdcol,n) if n ≤ (N − 1) /2 ,
1
1−pdsuc phcol,n if n = N/2 , (9)
where phcol,n is called the homogeneous collision probability
representing the probability that the collision nodes are either
in zone n or zone nmap. pdcol,n is called diverse collision
probability representing the probability that at least one node
in zones n or nmap transmits and one or more nodes in other
zones with larger data rate also transmit. phcol,n is shown
in (10) with n ≤ ⌈N2 ⌉, by considering the following three
scenarios respectively: 1) the collided nodes are all from zone
n; 2) the collided nodes are all from zone nmap; 3) the collided
nodes are a mixture from both zones n and nmap. The diverse
collision probability pdcol,n is shown in (11) with n ≤
⌊
N
2
⌋
.
The mean frozen time E [Tcol] with a collided transmission
is thus
E [Tcol] =
N2 ∑
n=1
(
L
rn
+ DIFS
)
pcol,n, (12)
with pcol,n shown in (9).
Using (8) and (12), we can compute E [Tdec] in (6).
2) Mean Transmission Time E [Txn]: The expected trans-
mission time E [Txn] of node i in zone n is as
E [Txn] = psucTxsuc,n + (1− psuc)E [Txcol,n] , (13)
1In case N is odd, nmap is null with its population and transmission
opportunity to be Xnmap = τnmap = 0.
where psuc is the successful transmission probability of node
i,
psuc =
N∏
n=1
(1− τn)Xn . (14)
Txsuc,n and Txcol,n are the time for the transmission of
node i to be successful and collided, respectively. Txsuc,n is
deterministic as
Txsuc,n =
L
rn
+ SIFS +
ACK
rn
+ DIFS. (15)
The collision time Txcol,n is a random variable determined
by the longest transmission time during the collision. Given
that one collision node is node i in zone n, the probability
that the longest transmission is from zone n is hence
pup =
1
1− psuc
nlow−1∏
m=1
(1− τm)Xm
N∏
m=nup+1
(1− τm)Xm
(
1−
nup∏
m=nlow
(1− τm)Xm
)
, (16)
where nlow = min{n, nmap} and nup = max{n, nmap},
nmap = N − n + 1. Similar to the case in (12), we jointly
consider a zone n and its axis mapping zone nmap in this and
following parts.
The probability that the longest transmission time is from
zone z or its mapping zone zmap = N+1−z, where z < nlow
or zmap > nup, is
plow,z =
1
1− psuc
z−1∏
m=1
(1− τm)Xm
N∏
m=zmap+1
(1− τm)Xm
(
1− (1− τz)Xz
(
1− τzmap
)Xzmap) , (17)
The mean collision time E [Txcol,n], when the examined
node i is in zone n, is hence
E [Txcol,n] =
nlow−1∑
z=1
(
L
rz
+ DIFS
)
plow,z+
(
L
rn
+ DIFS
)
pup.
(18)
With (14), (15) and (18), we can obtain E [Txn] in (13).
By substituting E [Tdec] and E [Txn] into (3), we can solve
the Markov chain and obtain the transmission probability of
nodes in each zone.
B. Throughput Analysis
Let sn be the normalized nodal throughput in the zone n,
defined as the amount of packet payload sent in a unit time
slot, given by
sn =
τnpsucL
(1− τn)E [Tdec] + τnE [Txn] . (19)
The rationale of (19) is as follows: within one time slot, node
i either backs off or transmits. The former happens with the
probability 1−τn; in this case, the channel could be either idle
or used by others with the average duration E [Tdec] specified
in (5). The latter happens with the probability τn. In this case,
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phcol,n =
[(
1− (1− τn)Xn −Xnτn (1− τn)Xn−1
) (
1− τnmap
)Xnmap
+
(
1− (1− τnmap)Xnmap −Xnmapτnmap (1− τnmap)Xnmap−1) (1− τn)Xn
+
(
1− (1− τn)Xn
)(
1− (1− τnmap)Xnmap)]×
N∏
m=1,m =n,m =nmap
(1− τm)Xm (10)
pdcol,n =
[
1− (1− τn)Xn
(
1− τnmap
)Xnmap ](1− nmap−1∏
m=n+1
(1− τm)Xm
)
n−1∏
m=1
(1− τm)Xm
N∏
m=nmap+1
(1− τm)Xm (11)
the transmission of node i could either succeed or fail; on
average the duration is E [Txn] as specified in (13). Overall,
the denominator of (19) computes the average length of one
time slot. Within this duration, node i could transmit with
probability τn and with probability psuc the transmission will
be successful. Upon each successful transmission, an average
payload L is delivered.
With Xn nodes presenting in zone n, the integrated through-
put of the whole network is
S =
N∑
n=1
Xnsn. (20)
The system throughput is a function of node velocity v and
CWs. In what follows, we validate the analytical result using
simulations and discuss how to optimally design the MAC for
the best system performance.
IV. SIMULATION
We verify the analytical results using simulations based
on a discrete event simulator coded in C++. For evaluation
purpose, we simulate a Drive-Thru Internet scenario as shown
in Fig. 1, in which an RSU is deployed along the road and
the vehicles compete for communications using 802.11b DCF.
By default, there are 50 vehicle nodes on the road, moving
at the constant velocity v which is 80 km/h. Once reaching
the end of the road section, a node reenters the road as a new
node. The whole road section is divided into 7 spatial zones as
specified in Table I based on the transmission rates at different
zones. The transmission parameters used here are from the
extensive measurements reported in [13]. The simulated nodes
are in the saturated mode which always have a packet to
transmit. Parameters of DCF are: δ = 50μs, SIFS = 50μs,
DIFS = 128μs and ACK = 14 Bytes, which are used for both
simulations and analysis. For each experiment, we carry out 30
simulation runs and plot the results with the 95% confidence
interval.
Fig. 3 shows the achieved throughput when the nodes
in different zones have equal CW (CWmin = 512) and
different CWs, respectively. With equal CW of all the zones,
node would suffer from performance abnormal with data rate
throttled to the minimum value. Therefore, nodes in different
zones have roughly the same nodal throughput which can be
obtained by our analytical results.
TABLE I
PARAMETER OF ZONES
Zone 1 2 3 4 5 6 7
Length (m) 25 30 40 60 40 30 25
Rate (Mbps) 1 2 5.5 11 5.5 2 1
CWmin 512 256 128 64 128 256 512
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Fig. 3. Nodal throughput with equal CWmin (CWmin = 512) of nodes
in all zones and different CWmin in different zones
To overcome the performance abnormal, we let nodes in
different zones have different CWmin in Fig. 3. The value of
CWmin in each zone is shown in Table I. In this case, as
nodes close to RSU have smaller CW and accordingly higher
probability to acquire the channel, the nodal throughput is a
bell-shape curve.
Notice that the bell-shaped curved in Fig. 3 is not sym-
metric, although the data rate and CWmin of zones are all
axis symmetric about the RSU. In particular, zones in the
departing direction achieve larger nodal throughput compared
with those in the arrival direction. As shown in Fig. 4,
increasing the node velocity will further intensify the effect.
This phenomenon is due to the high mobility of nodes and the
lag of backoff intervals in matching the mobility. To be spe-
cific, while nodes traverse different zones, their transmission
rates change dramatically; nevertheless, their backoff intervals
reduce continuously within an outdated CW. For instance, with
vehicles arriving at a fast rate zone, their backoff interval
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Fig. 5. Nodal throughput under different velocities with CWs shown
in Table I
may still be quite large based on the CW of the previous
low rate zones. In this case, when nodes are approaching to
RSU, their backoff interval could not reduce fast enough to
fully exploit the increasing transmission rate. On the other
hand, when nodes are in the departing direction of RSU, their
backoff intervals could not increase fast enough to release
the channel on time for those arriving vehicles. As a result,
the nodal throughput in the departing direction is larger than
that in the arriving direction as plotted in Fig. 4. Due to the
mismatch between CW and mobility, the system throughput
also reduces monotonically when the velocity increases as
shown in Fig. 5. The pattern of system throughput due to
the mobility is captured by our analytical model.
In summary, the CW should be set intelligently in zones
according to the node velocity and moving directions. Based
on our analytical results, the optimal selection of CWs could
be attained using an optimization framework as
maximize S
s.t., sn ≥ δn, n ∈ Z,
CWmin,n ≥ 0, n ∈ Z,
(21)
where δn ≥ 0 is a given desired minimum throughput.
In (21), the decision variable is the minimum contention
window CWmin,n in each zone n. The objective is to max-
imize the system throughput S with the constraint that the
nodal throughput in each zone is above certain threshold which
is used to ensure the functions of upper layer protocols or
applications.
V. CONCLUSION
In this paper, we have presented an analytical model to
evaluate the throughput performance of DCF in the highly
mobile V2I communications. With different distances to RSU,
the network presents multi-rate transmissions and performance
abnormal which significantly degrade the performance. Based
on the embedded Markov chain model, we have shown the
throughput performance with different settings of CW sizes. In
particular, the system throughput degrades as the DCF scheme
may not be able to match the high node mobility. We have
also discussed how to address this issue with an optimization
formulation.
For the future work, we plan to further develop the model
by considering more concrete QoS provision schemes for
supporting multimedia applications. Moreover, we intend to
extend the model by considering EDCF [14] which is used
in the upcoming IEEE 802.11p standard for vehicular com-
munication. As EDCF is built upon DCF, our paper provides
the basis for studying the more complicated MAC and hence
paves the way for further exploration.
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