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Abstract
Critical infrastructures in transport and civil engineering applications can suffer from struc-
tural damages such as fatigue cracks and corrosion due to extreme loading or environmental
conditions. Under the commonly used damage tolerant design philosophy, structures will not
fail if damages are limited in size and severity. However, if damages are not detected at the
early stage and properly controlled, they may grow in terms of their sizes and severities, which
can eventually lead to catastrophic failures. Therefore, it is important to monitor the onset
and progression of structural damages to ensure the safety of critical infrastructure assets.
Structural health monitoring (SHM) technologies have shown potential to improve the manage-
ment of key structural components. Among the possible SHM techniques, guided wave testing
using piezoelectric transducers as transmitter and receiver elements is an attractive methodol-
ogy, because it enables fast scanning of large areas. To assess the structural integrity, a quan-
titative imaging method is required. One of the methods that has attracted major attention
is guided wave or plate wave diffraction tomography (PWDT) because it enables quantitative
characterization of damages including location, size as well as severity. Although the perfor-
mance of PWDT has been demonstrated to characterize, for example remaining plate thickness
for corrosion damages, its reliability and versatility using different system configurations have
not yet been systematically evaluated.
This thesis aims to evaluate the performance of PWDT, and to understand the underlying
physical mechanisms affecting its performance. It also investigates the feasibility of extending
PWDT to other fundamental plate wave modes beyond the first flexural wave mode. Hence,
the three major objectives of the thesis are: i) to quantitatively identify the applicable range
of PWDT for reliable and accurate damage reconstructions for different wave modes; ii) to
understand the physical mechanisms that affect the performance of PWDT reconstruction; and
iii) to investigate the feasibility of developing a baseline-free imaging technique by considering
mode conversion effects in the framework of PWDT.
To achieve this comprehensive and fundamental understanding of PWDT and systematically
evaluate its imaging quality, its performance to image circular blind hole damages in isotropic
plates is evaluated. This requires the calculation of the scatter fields corresponding to the
three fundamental plate wave modes using analytical models and including all possible mode
conversion effects. In the case of incoming and scattered fundamental flexural waves the damage
characteristics, including size and severity are accurately estimated as long as the fundamental
i
limitations of the imaging algorithm are fulfilled, i.e. Born approximation and diffraction limit.
Hence the accuracy is generally lower for larger and deeper defects. For the fundamental
symmetric Lamb wave mode, the imaging quality is superior for large and severe damages.
However, the quality of the imaging results shows large variability, which is controlled by
the nature of the scatter field. Baseline free reconstruction of damage severity using mode
conversion scatter effects is mostly unsuccessful because of the inherent bandpass filter character
of the reconstruction algorithm.
The PWDT algorithm is extended to allow near field measurements and point source excita-
tions, which are essential to make the method feasible for practical applications. The ability
of this modified plate wave diffraction tomography methodology of accurately reconstructing
circular and non-circular blind hole damages are demonstrated using numerically generated and
experimentally measured scatter field data. The experimental results show that for practical
applications additional factors, in particular signal-to-noise ratio effects become very impor-
tant.
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Chapter 1
Introduction
1.1 Background and motivation
Engineered structures in aerospace, ground transportation, ship-building and civil engineering
can suffer from structural damages such as fatigue cracks and corrosion due to mechanical
loading or environmental conditions [1]. Under the modern damage tolerance design philosophy,
the structures will not fail when the damages are limited in size and severity. However, if
the damages are not detected in the early stage and properly controlled, they could grow in
terms of their sizes and severities, which can eventually lead to catastrophic consequences.
For example, an Aloha Airline's Flight 243 suffered an explosive decompression due to metal
fatigue exacerbated by corrosion in 1998 [1]. Another example is the collapse of the Mianus
River bridge in 1983 caused by a fatigue crack in a rusted pin [2]. A recent example is that
the I-35W Mississippi River Bridge collapsed in 2007 due to fatigue cracks occurring in the
undersized gusset plates of the bridge [3].
Therefore, it is important to monitor the onset and progression of structural damages to ensure
the safety of the structure. Since 1980s, a wide variety of classical non-destructive evaluation
(NDE) techniques have been developed, such as visual inspection, ultrasonic and magnetic
testings, flux leakage, thermography, liquid penetrant, acoustic emission and radiography [2, 4].
However, these NDE techniques are conducted at periodic scheduled inspections or after a casual
event such as bird or object impact because they are usually time-consuming and parts need
to be disassembled for inspections of hidden damages [5].
The major problem of this time-based maintenance strategy is that it is not possible to monitor
and assess the integrity of the structure while they are in-service. It means that the structure
can possibly fail during the interval of two scheduled maintenance operations and be undetected.
Therefore, it is the best for the end user as well as the maintenance crew to have an on-board
structural health monitoring (SHM) system that can monitor and report the in-situ structural
condition continuously throughout the life-cycle of the structure [2, 6]. Such an on-board SHM
system allows the current time-based maintenance strategy to evolve to the condition-based
maintenance strategy, which can substantially reduce labor involvement and downtime and
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hence result in reduced financial cost of the maintenance as well as enhanced safety, reliability
and durability of the structure [2, 7, 8].
Among the possible active SHM techniques, guided wave testing is very attractive since guided
waves can travel over a long distance with little amplitude loss, enabling fast scannings for
large structures [912]. Guided waves can be emitted into the structure and captured using
piezoelectric transducers (PZTs). The guided wave interacts with the damage and scatters
in all directions. With a prior knowledge of the structure in its pristine state, the physical
quantity of the damage can be obtained with appropriate damage identification approaches.
Depending on how the transducers are distributed on the surface of the structure, there are
two major methods of the guided wave based SHM techniques: the damage index method and
the diagnostic imaging method [13]. In the damage index method, only a pair of transmitter
and sensor is employed, and the quantity of the damage is related by considering either the
reflected or the directly transmitted waves. The advantage of this approach is the small number
of transducers required. However, the approach can only assess the condition of the structure
near or along the line of the transmitter-sensor path, lacking the ability to locate damages for
large structures.
The diagnostic imaging method generates an image that shows the spatial distribution of the
physical quantity of the structure within an inspected region. To generate the image, a sensor
network consisting of multiple pairs of transmitter-sensor is employed, and an inspected region
is interrogated rapidly. Different imaging algorithms have been developed for damage detection
and localisation, such as phased-array beamforming (BF), time-reversal migration (TRM), and
probability-based diagnostic imaging [5]. The major limitation of these algorithms is that they
can only be used to detect or localise damages within the inspected region, but are not able to
provide more quantitative information of the damage, such as sizing and severity.
The imaging algorithm that can provide more quantitative information is guided wave to-
mography. Guided wave tomography is developed based on a similar principle of Computed
tomography (CT) using X-rays that is widely used for medical diagnosis. The principle of CT
is that a radiated gamma ray is attenuated more in soft tissues than in dense tissues. Thus
abnormal tissues can be revealed in the reconstructed image using the information of the ray
attenuations [5, 14]. In guided wave tomography, different characteristics of the scattered wave,
such as changes in wave velocity, attenuation in magnitude of the transmitted signal, difference
in time-of-flight (TOF), etc. are used for the reconstruction. Compared with BF, TRM and
probability-based diagnostic imaging techniques, the major advantage of guided wave tomog-
raphy is that it can deliver a readily interpretable image that shows location, size and shape of
the damage.
However, the accuracy of guided wave tomography based on the ray theory suffers when refrac-
tion or diffraction occurs [15]. From a mathematical point of view, the process of generating
the tomographic image using the scattered field can be considered as an inversion problem. To
simplify the inversion process, different assumptions have been used. One widely used assump-
tion is the ray theory of geometric optics for acoustic wavefield inversion [16]. The ray theory
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assumes that the waves propagate as either straight or curved rays to account for refractions
after they travel through the damage. This assumption is reasonable for weak damages but is
inaccurate when the damage becomes more severe causing stronger refractions. When diffrac-
tion occurs, i.e. the wavelength is comparable to or larger than the size of the damage, the
ray theory is not applicable to describe the actual scatter field. Instead, one must consider
diffraction tomography (DT) which is directly based on the wave propagation and diffraction
phenomenon [15].
Diffraction tomography estimates the sectional profile of a damage using its scattering informa-
tion. The reconstruction algorithm of diffraction tomography is based on the linear solution to
the inhomogeneous wave equation. The linearisation is usually achieved by considering either
the Born or Rytov approximations [15]. Under the assumption of weak damage, both approx-
imations estimate the scatterings from the defect using the actual input and measurements.
This assumption indicates that diffraction tomography can only accurately reconstruct dam-
ages of small sizes and severities, which, however, is suitable for damage characterisations in
their early stages.
Currently there are two major approaches to perform diffraction tomographic reconstruction
using guided waves. The first approach maps the thickness variation of the structure by the
change of velocity of a guided wave mode during propagation. The mapping utilises the dis-
persion characteristics, and thus the operation frequency is limited to high dispersive regions.
Another drawback is that the reconstruction of the damage severity requires a calibration
factor, because the propagation of the guided waves is approximated by Green's function devel-
oped for the acoustic case. This factor needs to be obtained by means of additional numerical
simulations and experimental measurements.
The second approach is plate-wave diffraction tomography (PWDT), which is developed from
a theoretical framework based on Mindlin plate theory and the Born approximation [17]. This
theoretical framework explicitly shows a linear relation between the physical quantities of the
damage and the associated scattered field, which enables an inversion scheme for guided waves
that is analogue to the conventional one for bulk waves. Compared with other diffraction
tomography algorithms, one important feature of PWDT is that it inherently includes a scaling
function, enabling accurate damage severity estimations without external calibration factors.
Another feature is that it allows extensions to other guided wave modes [17]. It means that,
utilising the mode conversion effect, PWDT can be potentially developed as a baseline-free
imaging method, which is attractive to NDE applications where baseline is not available or
reliable. In addition, PWDT can be further extended to modified diffraction tomography
(MDT) to allow point source excitation and near-field measurement [18], making it applicable
to typical SHM systems, where individual piezoelectric transducer elements (PZT) are used to
excite the interrogation waves [2, 7, 13].
It has been demonstrated that PWDT and MDT can successfully characterise simple structural
damages on plate-like structures, such as circular thinning damage [17, 19] and delamination
damages [17]. However, the imaging performance has only been evaluated for a limited number
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of cases and the parameters that affect the imaging quality is still unclear. Therefore, a sys-
tematic investigation is required to quantitatively evaluate the imaging performance of PWDT
and MDT.
1.2 Thesis aims and objectives
This thesis aims to evaluate the performance of PWDT and to understand the underlying
physical mechanisms affecting its performance. The thesis also aims to investigate the feasibility
of extending PWDT to other fundamental guided plate wave modes.
The objectives of this thesis are:
• to quantitatively identify the applicable range of PWDT where the reconstructions are
reliable and accurate for all combinations of incoming and scattered fundamental guided
plate wave modes
• to understand the physical mechanisms that affect the PWDT reconstruction performance
• to investigate the feasibility of MDT on imaging cylindrical damages
• to experimentally investigate the performance of MDT
1.3 Thesis outline
The rest of the thesis is divided into seven chapters that deal with particular topics.
Chapter 2 introduces the fundamental basis of guided waves in the context of SHM applica-
tions. In addition, the chapter provides a literature review on scatterings of guided waves on
engineering structures and different imaging techniques that utilise the scattering information
to provide diagnostic images for SHM applications. The gaps of the current studies and the
main contributions of this thesis are provided at the end of this chapter.
For efficient calculations of the scatter data required for reconstructions, analytical solutions
are desired. For simple defects such as circular blind holes, several analytical models utilising
approximate plate theories have been developed. Chapter 3 revisits these analytical models
and extends the solutions so that they can be used to perform PWDT reconstructions.
Chapters 4 and 5 extend the original PWDT imaging formula to other guided plate wave mode
cases and quantitatively evaluates the performance of this extended imaging formula. Despite
there are infinite plate guided wave modes, this chapter only considers the three fundamental
modes that are most commonly used for SHM applications. The applicable ranges of the
extended imaging formula for all possible combinations of incoming and scattered wave mode
cases are quantitatively identified and the underlying physics mechanisms determining the
imaging performance are discussed in detail.
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Chapter 6 investigates the feasibility of MDT imaging formula on reconstructing cylindrical
damages on plate-like structures. First, the imaging performance of MDT on imaging damages
of circular shapes is evaluated. Then, the evaluation extends to damages of more complex
shapes, i.e. ellipse, triangle and square. Finite element simulations are used to calculate the
scatter data and the Green's function required for the MDT reconstructions.
To validate the results obtained in Chapters 4, 5 and 6, Chapter 7 presents MDT reconstruction
results of circular blind hole damages using experimental scatter data.
The main conclusions of the thesis and possible future work are summarised in Chapter 8.
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Chapter 2
Literature Review
2.1 Introduction
This chapter presents a literature review on the fundamentals of guided waves, the scattering
of guided waves, and different guided wave based imaging methods for diagnosis of engineering
structural integrity. The focus of the discussion in particular is on plate guided wave diffraction
tomography.
Firstly the fundamentals of guided waves are briefly introduced, which is followed by a literature
review on the scattering behaviour of guided waves on plate-like structures. After that three
different guided wave based diagnosis imaging methods based on the principles of beamforming,
time-reversal and tomography are reviewed. Finally a summary of this chapter is given, with
discussions of the existing gaps in the current studies and the main contributions of this thesis.
2.2 Fundamentals of guided waves
Guided waves refers to the waves that travel within an elastic layer subject to some sort of
boundary conditions [20]. The motions of guided waves are described by the conventional wave
equation for bulk waves and the boundary conditions. Depending on the specific boundary
conditions, different types of guided waves exist, such as Rayleigh waves, Lamb waves [21],
Stonely waves and Love waves. The definitions and characterisations of these guided waves are
presented in [5] in detail.
One of the most commonly used guided waves for NDE applications are Lamb waves, which are
also known as plate waves. They exist in thin plate-like media, guided by free upper and lower
surfaces [5]. Their characteristics have been well documented in various textbooks [5, 22, 23].
Therefore, in the following only the major features of Lamb waves are reviewed.
Lamb waves are mathematically described by Rayleigh-Lamb frequency equations, which are
expressed as
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where h is the plate thickness; cL and cT are velocities of longitudinal and transverse modes,
respectively; k and ω are the wavenumber and the circular frequency, which are related by the
phase velocity cp as k = ω/cp.
Equations 2.1 and 2.2 relates the frequency ω to the wavenumber k of the Lamb wave modes,
leading to the frequency spectrum. Or alternatively, they relate the phase velocity cp to the
frequency ω, leading to the dispersion curves [23]. For any given frequency, there exist an
infinite number of wavenumbers that satisfy Equation 2.1 and 2.2. While a finite number of
these wavenumbers are real and purely imaginary, infinitely many of them are complex. For
complex wavenubers with positive imaginary part, the waves decay exponentially with distance.
These decaying waves are also known as evanescent waves, which are important when studying
the scatterings of Lamb waves. When the imaginary part of the complex wavenumber is zero,
the waves propagate without damping, which are known as propagating waves.
The characterisations of the propagating waves are usually presented through the dispersion
curves. To generate these curves, Equation 2.1 and 2.2 need to be rewritten so that they take
on only real values for real or pure imaginary wavenumbers. The two equations then are solved
by using iterative root-finding algorithms, e.g. Newton-Raphson or bisection method, because
simple analytical solutions are not available [22, 23]. Figure 2.1 shows dispersion curves of
propagating Lamb waves in an aluminium plate. In the figure, the phase velocity cp curves
of the symmetric and antisymmetric Lamb wave modes, which are shown as solid and dashed
lines, are functions of the frequency-thickness product fd. It indicates that both Lamb wave
modes are dispersive. Also, except for the two fundamental Lamb wave modes, i.e. S0 and A0,
the phase velocities of the higher order modes depicted as A1, S1, A2, S2, . . . approach infinity
at certain fd values. These frequency values are cut-off frequencies of the higher order modes,
which can be calculated by considering a limiting condition of the wavenumber k approaching
zero, i.e. k → 0 [22, 23]. It means that there are only two fundamental Lamb wave modes
when fd is below the cut-off frequency of the first higher order antisymmetric mode A1. Above
the cut-off frequency, multiple Lamb wave modes can exist.
The two Lamb wave mode mentioned earlier dominate the in-plane and out-of-plane motions
of particles along the wave propagation direction in the plate, respectively. Apart from these
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Figure 2.1: Phase velocity dispersion curves of Lamb wave modes existing in an aluminium
plate. The symmetric and anti-symmetric modes are shown as solid and dashed lines. The
cut-off frequencies of higher order wave modes are also shown. The figure is adopted from [23].
two motions, there is another kind of in-plane motion of particles in a direction perpendicular
to the wave propagation direction. The wave associated with this kind of motion is referred
as the shear horizontal (SH) wave mode [23]. Similar to Lamb waves, the SH family contains
symmetric and antisymmetric wave modes, which are denoted by SH0, SH1, SH2, . . .. One of
the many ways to derive the dispersion equation of SH waves is by considering the displacement
components in the shear-horizontal direction in the Navier's displacement equation of motion,
according to [23]. Figure 2.2 shows phase velocity cp curves in terms of the frequency-thickness
product fd for SH modes. When n = 0, i.e. the fundamental SH mode SH0, the phase velocity
is equivalent to the shear velocity cT regardless of the fd product, meaning that SH0 is non-
dispersive. For higher order modes, i.e. n = 1, 2, . . ., they are dispersive and have cut-off
frequencies, which are similar to the higher order Lamb wave modes.
Figure 2.2: Phase velocity dispersion curves of SH modes for an aluminium plate [23].
For most NDE applications, the dispersion effect and the multimodal nature of Lamb waves are
generally not desired [2426]. Dispersion causes Lamb waves to spread in time and space [25],
further attenuates the waves in addition to other mechanisms, such as geometric and material
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damping [27]. However, it should be noted that dispersion is important to some diagnostic
imaging methods, viz. the Time-Reversed-Dispersion (TRD) method which uses the dispersion
to focus the damage location, and guided wave tomography which correlates the thickness of the
plate-like structure to the phase velocity of the guided wave mode. These two imaging methods
are discussed in detail in Section 2.4.2 and 2.4.4, respectively. As for the multimodal nature, it
means that for a certain frequency, at least two Lamb wave modes exist. The wave modes of
interest can be superimposed by unwanted wave modes, which complicates the analysis.
To reduce the dispersion effect, a common way is to excite the Lamb wave in a tone-burst
form to limit the bandwidth of the frequency response. Alternatively, one can excite the Lamb
wave at centre frequencies where the dispersion effect is insignificant. As for minimising the
unwanted wave modes, various strategies were developed. Grondel et al. [28] demonstrated a
method to selectively generate Lamb wave modes by using two transducer elements on plate-
like structures. The pair of transducers were attached on the same plate surface. By exciting
the two transducers in-phase with optimised inter-element distance, a dominant A0 mode was
generated while the coupled S0 mode was significantly suppressed. Veidt and his co-worker
[29, 30] showed that pure antisymmetric Lamb wave mode can be excited by using multiple PZT
arrays. By carefully spacing the intervals between adjacent PZT arrays, different wavelengths
can be generated. Giurgiutiu [31] showed that piezoelectric wafer active sensors (PWAS) are
suitable for generating pure Lamb wave modes.
The key of modelling Lamb wave propagation is to obtain their dispersion characteristics.
Solving the Rayleigh-Lamb frequency equation gives the exact solutions of dispersion charac-
teristics. However, the frequency equation does not permit simple analytical solution [22, 23].
Alternatively, analytical plate theories have been used to approximate the exact solutions. The
two most commonly used refined plate theories are Mindlin plate theory (MPT) [32] and Kane-
Mindlin plate theory (KMPT) [33], which are used to model the wave motions of antisymmetric
and symmetric Lamb wave modes, respectively. They are the refined plate theories of Poisson
theory [20] and Kirchhoff theory [22]. They well predict the exact dispersion characteristics
given by the Rayleigh-Lamb frequency equation for an increased frequency range than the
elementary theories, but remain relatively simple to be implemented [22].
Although the approximate plate theories can only predict the exact solution for a limited fre-
quency range, they allow analytical modelling of Lamb wave propagations in simple engineering
structures such as rods, beams and plates [34, 35]. Also, they simplify the analysis of Lamb
wave interactions with simple structural flaws, allowing detailed investigations on the scattering
behaviours of Lamb waves, as will be discussed in Section 2.3.
2.3 Guided wave scattering
Extensive studies have been conducted to investigate Lamb wave interactions with various
types of structural flaws in engineering structures. The results of these studies are beneficial to
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developments of diagnostic methods for NDE and SHM applications. For one-dimensional (1D)
structures such as rods and beams, the features of the structural flaws are characterised through
the reflection and transmission ratios [3643]. For plate-like structures, there are investigations
for Lamb wave interactions with surface breaking defects [4450]. In the following, the revision
will focus on investigations for scatterings by circular cylindrical inhomogeneities.
The scattering behaviour of Lamb waves for circular inhomogeneities has been investigated
extensively. Norris and Vemula [51, 52] studied the scattering of flexural waves by circular
inclusions in flat steel plates using approximate theories. The results of the investigation showed
that the scattering patterns were influenced by two factors. The first factor is the size of the
defect, which is characterised by the ka value, with k and a being the wavenumber of the
interrogation wave and the radius of defect, respectively. The second factor is the centre
frequency of the interrogation wave.
For example, Figure 2.3a shows scattering patterns of a circular inclusion for two different ka
values in polar coordinates. For ka = 0.5, the scattering pattern appears as a characteristic
"figure of eight", but this pattern changes to one that consists of three lobes with increased
magnitude as the ka value increases to 1. However, the difference between the two ka values
were much less when the defect was a circular rigid inclusion, as shown in Figure 2.3b. It can
be seen that the scattering patterns for both ka values are similar, appearing as monopoles, i.e.
having similar scattering magnitudes in all directions. However, this similarity becomes weaker
when the centre frequency increased, as shown in Figure 2.3c.
(a) (b) (c)
Figure 2.3: Far-field scattering amplitudes for different configurations. (a) The far-field scat-
tering amplitude for a circular hole of a fixed extent at two different frequencies. The results
for the two different frequencies ka = 0.5 and ka = 1 are shown as dashed and solid lines,
respectively. (b) As (a) but for a rigid inclusion of the same extent. (c) The far-field scattering
amplitude for both a hole (solid) and a rigid inclusion (dashed) of the same extent as (a) at
ka = 5. The figures are extracted from [51].
Wang and Chang [53] then generalised the modelling method proposed in [52] to study the
scattering of flexural plate waves by a circular inhomogeneity in flat plates for an extended
parameter space. The authors found that the far-field scattering amplitude is dependent on six
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dimensionless variables, viz. the ratio of damage size to wavelength, the ratio of damage size to
plate thickness, bending stiffness, rotary inertia, deflection inertia and shear stiffness. Figure 2.4
shows the far-field scattering patterns of flexural waves by a circular inhomogeneity simulating
a corrosion damage at low frequency scheme, with comparison with solutions obtained using
the Born approximation. In general, the scattering becomes more skewed towards forward
scattering and has less magnitude in the back-scattering region as the ka value increases [53].
For example, when ka = 0.1, the scattering patterns display the "figure of eight", similar to
that observed in [52], and the magnitude in the back-scattering region becomes only a fraction
of that in the forward scattering region when ka = 1. In addition, the magnitude of the
scattering increases substantially with the increased ka value. For instance, the magnitude of
the scattering was about 0.002 when ka = 0.1, and it increases to slightly less than 10 when
ka = 8. Finally, an increased thickness reduction has minor influence on the shape of the
scattering pattern but increases the magnitude of scattering, as shown in Figure 2.4a and 2.4b.
Figure 2.4: Scattering patterns of lowest order flexural waves by symmetric circular inhomo-
geneities of 2% (h∗/h = 0.98) and 20% (h∗/h = 0.8) thickness reductions and various sizes at
frequency ω = 0.1ωc, with ωc being the cut-off frequency of Lamb wave mode A1. The size of
the damages are represented by the k1a value, with k1 and a being the wavenumber of the flex-
ural wave and the damage radius, respectively. The exact solution and the Born approximation
are shown as solid and dashed lines, respectively. The figure is extracted from [53].
In addition to flexural waves, the scattering of the lowest order extensional wave is also of
interest. Utilising Kane-Mindlin plate theory, McKeon and Hinders [54] studied the scattering
of the fundamental symmetric Lamb wave mode S0 by a circular through-thickness hole. They
found that the scattering of S0 was dependent on the defect size. Figure 2.5 shows the far-field
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scattering patterns for three different hole sizes, with the incident wave coming from the left-
hand-side. For the smallest hole, the largest lobe appears in the back-scattering region, and
other lobes with the same order of magnitude evenly appear over the remaining range of angles.
As the hole size increases, the largest lobe shift towards the sides, and the component in the
forward scattering region reduces to only a fraction of that in the back-scattering region.
(a) (b) (c)
Figure 2.5: Scattered amplitudes of the scattered S0 by a circular through thickness hole with
radii (a) a = 2.5mm; (b) a = 7.5mm and (c) a = 12.7mm. The incident plane S0 is initiated
from the left hand side of the hole with a frequency-thickness product = 1257 kHz mm [54].
Following the modelling approach developed by McKeon and Hinders [54], Wang and Chang
[53] further studied the scattering of S0 waves by a circular damage in flat plates for an extended
parameter space. In the study, the authors modelled the damage as an inhomogeneity that was
symmetric with respect to the mid-plane of the plate. One of the major finding from this in-
vestigation is that the scattered S0 is largely dependent on the interrogating frequency as well
as the ratio of wavelength to the damage size. Figures 2.6 and 2.7 show the influence of the ka
value on the scattering patterns at two different frequencies. At the lower frequency, as the ka
value increases, the scattering patterns change substantially, but remain back-scattering dom-
inating. In contrast, at the higher frequency, the forward scattering becomes more prominent
than the back-scattering as the ka value increases.
In the aforementioned studies [5153, 55, 56], for simplicity, the damages are symmetric with
respect to the mid-plane of the structure. The limitation of such a simplification is that the
mode conversion between the symmetric and anti-symmetric waves are not included. A number
of studies have been conducted to include the mode conversion effect [24, 57]. In the following,
the most notable studies are reviewed.
Grahn [58] studied the scattering problem of an incident plane S0 wave by a circular partly
through hole on plate-like structures using two different approaches. The first approach is based
on three-dimensional (3D) theory together with the Rayleigh-Lamb equation, and the second
one is based on the elementary plate theories, where Poisson and Kirhhoff theories are used
to model extensional and flexural wave motion. It is found that the model based on the plate
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Figure 2.6: Scattering patterns of extensional waves by symmetric circular blind holes of 20%
thickness reduction and various sizes at frequency ω = 0.1ωc,s. Figure from [53].
Figure 2.7: Scattering patterns of extensional waves by symmetric circular blind holes of 20%
thickness reduction and various sizes at frequency ω = 1.0ωc,s. Figure from [53].
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theories did not provide reliable the scatterings of flexural waves when the frequency was larger
than Ω = ωh/cT = 0.4.
Later, Cegla et al. [59] extended the applicable frequency range of Grahn's plate model by
introducing the Mindlin plate theory to model the flexural wave motions. The authors then
used the model to study the same scattering problem as in Grahn's paper. Figures 2.8 to
2.10 show the scattering patterns of the scattered S0, SH0 and A0 for various hole severities
at three different frequencies, in comparison with those obtained using Grahn's 3D exact and
plate models. At the lowest frequency, all three models agree well. As the frequency increases,
both the Kirchhoff and Mindlin model deviate from the 3D exact model in predicting the
scattered A0. However, the Mindlin model remain sufficiently accurate whereas the Kirhhoff
model substantially under-estimate the back-scattering. At the highest frequency, the Kirhhoff
model is not capable of predicting the 3D exact solution. The accuracy of the Mindlin model
decreases as well, especially for the case of scattered SH0 and A0. However, the Mindlin model
still adequately predicts the major features of the scattering patterns.
(a) scattered S0 (b) scattered SH0 (c) scattered A0
Figure 2.8: Far field amplitudes of the lowest order propagating modes for a circular asymmetric
blind hole of radius a/h = 4 and depth b/h = 0.2 at dimensionless frequency Ω = ωh/cT = 0.06,
using Cegla's Mindlin model (dashed). The results are compared with those calculated using
Grahn's exact 3D model (solid) and Kirhhoff model (dot). The incident plane S0 wave is
initiated from left hand side. The figure is extracted from [59].
Grahn's 3D exact model was further verified with 3D finite element simulations by Dilligent and
Lowe [60]. The authors used the FE model to study the scattering of S0 by a partly through
hole. It is found that, for the partly through holes, the reflection ratios of the scattered S0
fluctuated as the ratio of wavelength to hole radius increased. This fluctuation is caused by the
constructive or destructive interference between the multiple reflections from the front and back
edge of the hole. It is also found that the scattered S0 waves were perturbed by the secondary
waves consisting of creeping waves and SH0 waves.
A more realistic representation of a corrosion damage is a partly through thickness hole of
arbitrary shape. Recently Moreau et al. [61, 62] developed a 3D analytical model to study the
scattering problem of an incident plane S0 wave by partly through holes of arbitrary shapes on
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(a) scattered S0 (b) scattered SH0 (c) scattered A0
Figure 2.9: Far field amplitudes of the lowest order propagating modes for a circular asymmetric
blind hole of radius a/h = 4 and depth b/h = 0.5 at dimensionless frequency Ω = ωh/cT = 0.4,
using Cegla's Mindlin model (dashed). The results are compared with those calculated using
Grahn's exact 3D model (solid) and Kirhhoff model (dot). The incident plane S0 wave is
initiated from left hand side. The figure is extracted from [59].
plate-like structures. Figure 2.11 shows the analytical scattering results for a circular and an
elliptical hole, in comparison with finite element results developed in [6365]. The analytical
and numerical results agree well with minor deviation. More importantly, the result reveals the
strong dependence of the scattering behaviour on the shape of the defect. As the shape changes
from circular to elliptical, the scattering magnitudes increase approximately by a factor of two
for all scattered waves. In addition, the lobes are stretched towards the 0 and 180 degrees.
2.4 Guided wave based diagnostic imaging
This section introduces three different Lamb wave based imaging methods that have potential
to be used for diagnosis in the context of SHM. These imaging methods are developed based
on the principle of beamforming (BF), time-reversal (TR) and tomography. In particular,
diffraction tomography (DT) and its limitations are reviewed in detail.
2.4.1 Beamforming
Beamforming is a signal processing technique used to control a signal radiating at one specific
direction while attenuate signals at other directions by adjusting the phasing of an array of
transducers or sensors, which is also known as phased array (PA) [66, 67]. The beamforming
technique has been extensively applied in radar, sonar, communications, tissue hyperthermia,
hearing aids [66], and medical diagnostic imaging [68]. The technique has also been applied
to non-destructive inspection applications for defect detection and localisation in thick solids
using ultrasonic acoustic waves since 1980s [6974].
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(a) scattered S0 (b) scattered SH0 (c) scattered A0
Figure 2.10: Far field amplitudes of the lowest order propagating modes for a circular asym-
metric blind hole of radius a/h = 4 and depth b/h = 0.5 at dimensionless frequency
Ω = ωh/cT = 1.2, using Cegla's Mindlin model (dashed). The results are compared with
those calculated using Grahn's exact 3D model (solid) and Kirhhoff model (dot). The incident
plane S0 wave is initiated from left hand side. The figure is extracted from [59].
Motivated by the improved signal-to-noise ratio and the flexibility of wave steering, the concept
of phased array was extended to guided waves for defect inspections on plate-like structures
[67, 7579]. Conventionally, the standard delay-and-sum (DAS) beamformer was used. When
arrays consisting of small number of transducers were employed, poor imaging quality were
generally expected because the measured signals contained unwanted or interfering Lamb wave
modes [80]. Increasing the number of transducers can help suppress the interfering modes and
hence the side-lobes, but it also reduces the practicality and the cost-effectiveness. One solution
to this problem is to use advanced array processing methods, such as adaptive beamforming
[68] and the minimum variance distortionless response (MVDR) method [80].
To improve the image quality for defects with low reflectivity, recently the majority of research
have been focusing on combining beamforming and spatially distributed sensor networks. Zhao
et al. [81] generated images displaying the defect probability in conjunction with a sparse
piezoelectric transducer (PZT) array. The images are generated using a correlation analysis
based algorithm, RAPID (reconstruction algorithm for probabilistic inspection of defects). The
authors showed that the imaging can be used to detect, locate and monitor the growth of
the defect. Ng and Veidt [82] used the delay-and-sum (DAS) algorithm in conjunction with
a sparse PZT network for defect detection and localisation. Figure 2.12a shows one of the
imaging results. It shows that the location of the defect was accurately predicted, but the peak
representing the defect was not well distinctive from the background. Michaels et al. [83] used
a similar approach to locate defects on aluminium plates. However, the resolution of the images
were degraded due to the presence of side lobes. To suppress the side lobes, Michaels and her
co-workers [84, 85] applied the MVDR (minimum variance distortionless response) method.
Later, Michaels et al. [86] showed that the image quality can be further improved if scattering
knowledge is incorporated. Figure 2.12b shows one of the imaging results in [86]. The image
was generated using actual scattered wave field data measured experimentally. It can be seen
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(a) scattered S0 (b) scattered SH0 (c) scattered A0
Figure 2.11: Far-field amplitudes of the scattered modes by an elliptical cavity when a plane
S0 wave is incident. The analytical predictions (dots) are compared with finite element re-
sults (line). Parameters: frequency-thickness = 500 kHz mm, 50% of thickness reduction, and
ax/ay = 1 (top half) or ax/ay = 1/4 (bottom half), with ax and ay being the minor and major
axes of the ellipse [62].
that the image accurately predicts the location of the defect, but not the extent and severity.
Clarke and Cawley [87] proposed a method to combining multiple images with different gate
locations to improve the capability of defect localisation using standard DAS beamforming
algorithm.
(a) (b)
Figure 2.12: Imaging results using beamforming method developed by (a) Ng and Veidt [82]
and (b) Michaels et al. [86]. In (a), the square white dots indicate the locations of transducers
and the red dot indicates the actual location of the defect. In (b), the white circles indicates
the locations of transducers while the white cross indicates the actual location of the defect.
2.4.2 Time-reversal
The concept of time-reversal (TR) invariance of the acoustic wave field was initially introduced
by Fink et al. [88] and has been successfully applied in ocean communications and for medical
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Figure 2.13: The time-reversal process in conjunction with a time-reversal mirror for acoustic
waves [89].
treatments, such as destroying kidney stones and ultrasonic medical hyperthermia [89]. The
time-reversibility is based on the spatial reciprocity and time reversal invariance of linear wave
equations [90, 91]. It means that, for every burst of sound diverging from a source, and possibly
reflected, refracted, or scattered by any propagation media, there exists in theory a set of waves
that precisely retraces all of these complex paths and converges in synchrony, at the original
source, as if time were going backward [88]. Figure 2.13 illustrates the acoustic time-reversal
mirror (TRM) where the time-reversal process operates. The operation contains two steps.
In the first step (left), acoustic waves are emitted from a source and propagate out. During
the propagation, the wave possibly interact with the inhomogeneity and are distorted. The
transducer array then records the arriving waves and stores them in a computer. In the second
step (right), each transducer re-emits the wave back in reverse in synchrony according to their
detected arriving times. The re-emitted waves then focus at the excitation source, re-creating
the original signal [89].
The time-reversibility of Lamb wave is complicated because of the dispersive and multimodal
characteristics of Lamb waves. Ink and Fink [92, 93] experimentally showed that a time-reversal
mirror (TRM) can automatically compensate the dispersion effect of Lamb waves, allowing spa-
tial self-focusing and temporal compression. The self-focusing and time compression properties
of Lamb wave time-reversal were then further investigated by other researchers. Wang et al.
[94, 95] showed that spatial and temporal focusing of the Lamb wave mode A0 was achievable
through the TR process, but the dispersive behaviour of flexural waves renders it impossible
to exactly reconstruct the waveform of the original excitation. Xu and Giurgiutiu [96] then
showed that the Lamb wave is fully time-reversible only when single-mode Lamb waves were
excited. When multiple Lamb wave modes are time-reversed, additional artefact wave packets
were generated. These results were also observed by Park et al. [97]. In addition, Park et al.
showed that artefact wave packets can be generated when boundary reflections were included
in the time-reverse process.
In the context of SHM, Leutenegger and Dual [98] and Ernst et al. [99] have applied the time-
reversibility of Lamb wave to localise notches and cracks in tubes and beams. Inspired by these
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studies, Ernst and Dual [100, 101] further developed the Time-Reversed-Dispersion (TRD)
method that uses the phase dispersion of Lamb waves to focus defects on beam structures.
The performance of this method has been demonstrated by detecting and localising multiple
notches in metallic beams [99, 100] as well as acoustic emission sources mimicking impact events
in carbon fibre reinforced plastic (CFRP) beams [101] using A0 mode. As shown in Figure 2.14,
the method consists of two steps [101]. In the first step, a dispersive flexural wave generated
by the AE event at x0 is measured at xm. In the second step, the measured displacement
data is time-reversed and set as boundary condition at xTRm in a numerical model of the beam.
In the simulation, because of the time-reversibility of Lamb wave, the distorted flexural wave
recompresses temporally and reaches maximum amplitude at the location of its previous origin
in the numerical model xTR0 . By finding the local maximum in a time-space diagram, the
location of the AE source can be found. Compared with other localisation method, such as the
time-of-arrival (TOA), neural network and Single Sensor Modal Analysis Location (SSMAL)
methods, TRD is more robust, accurate and versatile [101]. However, computational effort for
the numerical time reversal operation is extensive, especially for large or complex structures.
Also, the wave generated by the AE event must be dispersive and its dispersion relation must
be known [100, 101].
Figure 2.14: Illustration of the Time-Reversed-Dispersion (TRD) method developed by Ernst
and Dual [101].
The Lamb wave time-reversal has been applied for defect detections on plate-like structures
[91, 93, 96, 102105] as a baseline-free approach. The defect detection approach is based on
the assumption that if there is any nonlinear defect along a wave propagation path, the time
reversibility is broken. By comparing the derivation between the reconstructed signal and
the known input signal, the presence of defects can be identified. Thus this defect detection
approach does not require baseline signals. However, it is limited for certain types of defects
which cause nonlinear response, e.g. delamination damages in composites or cracks in metals
[91, 102, 106]. For structural discontinuities in metallic structures, this baseline-free approach is
not feasible for defect detection because these kinds of defects do not introduce any nonlinearity
to break the time-reversibility of Lamb wave [104].
Lin and Yuan [107109] and Wang and Yuan [110] investigated time reverse migration on defect
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detections on plates numerically and experimentally. In their work, an array of transducers
acting as both transmitters and sensors were employed to emit and receive wave signals in a
pulse-echo configuration. Migration technique, which is an imaging approach that is originally
developed in geophysics, was adopted to interpret the recorded wave field data and then to
generate inspection images of the structure [107]. Figure 2.15 shows imaging results using the
reverse time migration method with synthetic and experimental wave field data. The results
showed that the locations of the defects were accurately identified, but the reconstructions of
the extents of defects were poor.
(a) (b)
Figure 2.15: Imaging results of damages using the reverse time migration method proposed in
[110] with (a) synthetic and (b) experimental wave field data. The solid black arcs indicate the
actual defect locations.
Cai et al. [111] have developed the virtual time reversal (VTR) method and have applied it
to generate images combined with the DAS imaging algorithm. An array of transducers acting
as both transmitters and sensors were employed to emit and record wave signals. Then the
recorded scattered wave field was processed by VTR and fed into DAS algorithm to generate
images. Figure 2.16 shows imaging results of two different damage configurations using the
VTR method. For both cases, a square array of 9 equally spaced transducers around the
defects was employed. The results showed that the image could accurately locate defects with
good resolution even though they were close to each other. However, the information of the
extents of the defects were not available.
Another area that has drawn attention is to image multiple targets. Fink and Prada [90]
demonstrated that the time-reversal method can be extended to image multiple targets, but it
should be operated in an iterative mode. This iterative mode means that the wave transmitted
after one TR process leads to a second reflected wave that can also be measured and time
reversed, as explained by Prada et al. [112]. The problem of the iterative PR process is that
it tends to focus on the target with the highest reflectivity [113]. In general, the situation
is more complicated and depends on various parameters such as the number of targets, their
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(a) (b)
Figure 2.16: Imaging results of (a) single and (b) dual adjacent damages generated using the
virtual time reversal (VTR) method proposed in [111]. The black markers indicate the actual
location of the damages.
reflectivities, their positions with respect to the array, the properties of the propagation medium
and the spatial resolution of the system. The influence of these parameters can be described
by a theory developed by Prada et al. [114]. Prada et al. [112] developed the DORT method
(decomposition of the time reversal operator), which enables the detection and separation
of multiple targets simultaneously. Montaldo et al. [115] recognised that the drawback of
the original DORT method is that the data acquisition procedure is time-consuming and the
separation of multiple targets may not be achieved in real time. The authors optimised the
DORT method so that the experimental acquisition is not required, allowing the separation of
multiple target achieved in real time.
2.4.3 Topological imaging
Topological imaging, which is derived from the field of mathematical optimisation, is an emerg-
ing technique. The technique is capable of imaging the location and shape of single or multiple
defects in 2D or 3D elastic medium if ultrasonic measurements are provided [116]. For the
acousto-elastic problem, the Time domain Topological Energy (TDTE), as one of the variation
of topological imaging techniques, has proven to be more powerful and efficient than other vari-
ations such as the Time domain Topological gradient (TDTG) [117]. TDTE reconstructs the
image of the medium from the computation of two fields in the time domain, i.e. the forward
and adjoint fields. The forward field is the temporal field measured in a reference medium
which is free of damage, and the adjoint field is the time-reversal of the difference between
the ultrasonic response of the reference medium and the response of the inspected medium,
where damages are presented. By combing these two fields through an integration over the
acquisition time, the image of the inspected medium can be obtained [118]. In some sense,
TDTE can be considered as a time domain extension of DORT method, but TDTE is more
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advantageous in a way that it allows imaging of a broader range of defect geometries, ranging
from punctual and complex shaped, without iterations [118]. Also, it is more practical since
the time reversal operation is carried out numerically but not physically, a simple linear instead
of a phased array or even a single transducer is sufficient to perform the measurements, which
can significantly reduce the cost of the measuring equipment [118]. The performance of TDTE
has been demonstrated for acoustic waves in fluid medium [117] as well as guided plate waves
in aluminium plates and carbon-epoxy laminates [118, 119]. However, the computational time
associated with the forward and adjoint fields is extensive [118]. To improve the computational
efficiency, a fast topological imaging method has been recently developed by employing a semi-
analytical model to compute the two fields and by limiting the computation within a narrow
frequency band instead of a full time domain, without compromising image quality [120].
2.4.4 Tomography
Tomography refers to the cross-sectional imaging of an object from either transmission or
reflection data collected by illuminating the object from many different directions [15]. The
idea and concept of tomographic imaging with X-rays were first demonstrated by Radon [121]
in 1917 then successfully implemented for the first time by G.N. Hounsfield [122] in 1972.
Since then, computed tomography has been widely used for medical diagnosis [14]. It was
then extended to geophysical exploration [16] and non-destructive inspection for engineering
structures in the context of SHM.
Ray tomography
The objective of ray tomography is to reconstruct the spatial distribution of an object from
a series of projections. A projection is a set of line integrals of a specific wave propagation
parameter through an object at a given angle, such as travel time and attenuation. The
theoretical basis of the reconstruction is the Fourier slice theorem [15], which is illustrated
in Figure 2.17. The theorem states that the one-dimensional Fourier transform of a parallel
projection gives the two-dimensional (2D) Fourier transform of the object along radial line. By
performing inverse 2D Fourier transform of the data in the frequency domain, the object can
be reconstructed.
In the early applications of ray tomography to Lamb waves, one of the most commonly used wave
parameters is the time-of-arrival (TOA) information. The TOA of Lamb waves are extracted
then are used to form a phase or group velocity image, which is then converted into a thickness
image according to Lamb wave dispersion characteristics. As early as 1990s, various researchers
such as Achenbach [123], Hutchins [124] and Degertekin [125] have used the travel time of
A0 mode to reconstruct structural flaws such as thickness variations on isotropic plates and
delaminations on composite laminates using parallel projection technique. Later, McKeon
and Hinders [55] and Malyarenko and Hinders [126] used the travel time of low frequency S0
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Figure 2.17: Illustration of Fourier slice theorem [15].
Lamb wave to reconstruct thickness variations on isotropic plates, in conjunction with various
scanning geometries such as fan beam, crosshole and double crosshole.
The above investigations have clearly demonstrated that Lamb wave tomography enables quan-
titative imaging of structural flaws. However, there are several issues. The first is associated
with developing rapid and operator-independent implementation, as indicated by McKeon and
Hinders [55]. The advantage of using parallel projection scanning geometry is that projections
from all angles are available, but the drawback is that the structure needs to be rotated for the
full access of angles. In contrast, other scanning geometries such as fan beam and crosshole do
not require rotation of the structure, which enables fast scanning, but the reconstruction suffers
from low ray density and incomplete view of angles. The reconstruction can be improved by
increasing the number of rays, but the cost of the improvement is that the measurement time
and computational requirements are significantly increased.
The second issue is the limited range of frequency that is suitable for reconstructions. First, the
selected frequency should ensure that the thickness variation is sensitive to the velocity change
of the wave, i.e. high dispersion. In addition, the frequency must be low enough to avoid all
higher order modes [126]. These two criteria significantly limit the range of frequency available
for reconstructions.
The third issue is the resolution limit due to the ignoring of diffraction and ray bending phe-
nomena. In Lamb wave tomography, it is assumed that the waves always travel in a straight line
and that the structural flaws only change the wave velocity, which is referred as the straight-line
assumption [55]. However, this assumption is valid only if the damage size is much larger than
the wavelength and the width of the first Fresnel zone, which imposes a resolution limit to Lamb
wave tomography. Williamson [127] proved that the finest object that can be reconstructed
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(a) Actual defect (b) Straight ray SIRT (c) Bent ray SIRT
Figure 2.18: Reconstruction results in [128] for two circular thickness thinning defects on an
aluminium plate using straight ray and bent ray reconstruction schemes.
by ray tomography is approximately the width of the first Fresnel zone
√
Lλ, where L is the
distance between the source and receiver and λ is the wavelength.
In order to improve resolution of the Lamb wave tomography reconstruction, Malyarenko and
Hinders [128] developed a two-pass reconstruction algorithm that allows ray bending correction.
The procedure uses the straight-ray reconstruction to generate as a first pass to find the large
scale variations. The reconstruction is then passed to bent-ray reconstruction to account for the
bending ray paths as a second pass. In between the two passes, a smoothing mask is required to
remove the artefacts in the first pass. The resolution of the reconstruction is improved compared
with that obtained using the straight-ray approach as shown in Figure 2.18. However, the
authors recognised that the success of the ray tracing approach was dependent on the degree
of smoothing of the straight-ray image at the first stage. Also, the ray bending always distorts
the uniformity of the ray density and introduces additional artefacts in the final image.
Diffraction tomography
Diffraction tomography is a technique that reconstructs and reveals the spatially variant dis-
tribution of appropriate physical parameters (e.g., the distribution of the refractive index in
ultrasound diffraction tomography) in an object from the measured scattered field [129]. The
relation between the measured quantity and the distribution of the physical parameters of the
object is described by the Fourier diffraction theorem [15], as illustrated in Figure 2.19. The
theorem states that when an object is illuminated with plane-wave radiation of monochromatic
frequency, under the Born or the Rytov approximation, the one-dimensional (1D) Fourier trans-
form of the measured scattered field or unwrapped phase is related to the two-dimensional (2D)
Fourier transform of the object function [15].
There are two major reconstruction approaches, viz. direct Fourier interpolation and the fil-
tered back-propagation (FBP) [15, 129]. The reconstruction efficiency of the direct Fourier
interpolation is higher because the transform can be performed by the well developed fast
Fourier transform (FFT) algorithm. However, numerical errors can be introduced during the
interpolation process. According to the Fourier diffraction theorem, the scatter data of the
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Figure 2.19: Illustration of Fourier Diffraction Theorem [15].
object is known over a circular arc grid. In order to perform the 2D inverse FFT algorithms,
these data need to be mapped from this circular arc grid to a rectangle grid using interpola-
tion algorithms [15]. During the interpolation process, errors are inevitably introduced by the
fact that on a per-unit-area basis the density of samples generated by the polar grid becomes
sparser the longer the distance from the frequency origin. Thus the estimation accuracy of the
high frequency components are degraded [130]. To reduce the interpolation errors, more accu-
rate and computationally efficient methods were proposed, including the approach utilising the
nonuniform fast Fourier transform [131]. In contrast, the filtered back-propagation algorithm,
which was firstly developed by Devaney [132], directly utilises the data on the circular arc grid,
meaning no interpolation error is introduced. By this reason, it yields higher imaging qual-
ity and it is considered the conventional reconstruction algorithm for diffraction tomographic
imaging.
Alternatively, Simonetti and Huang [133] developed a reconstruction approach to generate a
diffraction tomography (DT) image from a beamforming (BF) image. The theoretical basis of
this reconstruction approach is that there exists a linear mapping between the BF and the DT
image, which is represented as a linear filter in the spatial frequency domain. The advantage of
this reconstruction approach is that data interpolation in the spatial frequency domain is not
required, as opposed to direct Fourier interpolation. The authors demonstrated the feasibility
of their approach by reconstructing a simulated refraction map using synthetic scatter data.
Later Belanger et al. [134] used the same approach to reconstruct circular corrosion damages
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on isotropic plates using finite element simulations and experimental measurements for three
different damage configuration cases, i.e. a single, two and three damages, were considered. The
single damage was well reconstructed in terms of its radius and severity. The reconstructions
of the dual and multiple damages successfully located the damages with accurate radius and
severity estimations. However, the authors recognised that multiple reflections increased the
reconstructed thickness in the area between the two damages, and that this is inherent to
the presence of multiple damages and thus cannot be suppressed by increasing the number of
sensors.
In addition, Belanger et al. demonstrated that baseline subtraction could be omitted for DT re-
constructions, which makes the imaging method more suitable for practical SHM applications.
The possibility of omitting the baseline subtraction relies on the assumption that the scattered
field can be approximated by the total field, which is directly measured in experiments. This
assumption is only valid for weak scatterers, which is coincident with the Born approximation.
Figure 2.20 shows a reconstruction of two thickness thinning damages using only the trans-
mission set of the total field measured experimentally. To reduce the grating lobes due to the
under-sampling, several monochromatic reconstructions are combined to generate the recon-
struction, which is polychromatic. It can be seen that the two damages are well reconstructed
in size and severity, despite that the reconstruction contrast is not particularly high especially
for the smaller but deeper damage.
(a) (b)
Figure 2.20: Polychromatic reconstructed image of two thickness thinning damages using the
diffraction tomography reconstruction algorithm developed in [133] with experimentally mea-
sured data. Only the transmission data of the total field is used for the reconstruction. The
frequency range is from 45 to 55 kHz [134]. (a) 2D view and (b) section profile along the black
dashed line shown in (a). The reconstructed profile (solid black) is compared with that ob-
tained using finite element simulations, and the grey solid line corresponds to the actual section
profile.
The major limitation of the DT algorithm is the Born approximation, which means that the
reconstruction only succeed for small and shallow damages. In contrast, ray tomography is only
suitable for large features where diffraction is negligible. Huthwaite and Simonetti [135137]
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(a) (b) (c)
Figure 2.21: Reconstruction of a complex defect using HARBUT with scatter data generated
using the full elastic model [138]. A circular measurement array around the defect is employed
as shown as the white dots, and the white dashed line indicates a section line containing the
deepest point. (a) The actual thickness map. (b) The HARBUT reconstruction. (c) HARBUT
reconstruction along the section line in (a).
developed HARBUT (the Hybrid Algorithm for Robust Breast Ultrasound Tomography) that
combines complementary features of the DT and ray tomography algorithms. The HARBUT
algorithm first generates the background object function which is a low resolution background
estimate reconstructed using the bent-ray tomography, then uses this background estimate to
correct the Born approximation used in diffraction tomography. This reconstruction process
indicates that the HARBUT is suitable for large damages with small velocity contrast but suffers
from degradations for damages that are small and of large velocity contrast, where both the
bent-ray tomography and diffraction tomography perform poorly [137]. The authors recognised
that, for these small and high contrast damages, the images generated using HARBUT can
be improved by performing additional iterations. This is achieved by replacing the bent-ray
tomography image with the first HARBUT image and repeating this replacement iteratively
until a certain convergence criterion is met [137, 138]. The results showed that the iterative
HARBUT method improved the quality of the reconstruction using the standard HARBUT.
However, the improvement is limited by the Born approximation, which is violated for high
contrast damages, as recognised by the authors [137].
Rose and Wang [139, 140] investigated the guided wave interactions with laminar defects on
plate-like structures within the framework of Mindlin plate theory. In the modelling, the laminar
defect was simplified as a flexural inhomogeneity, where the physical parameters of the defect,
e.g. remaining thickness, density and stiffness, were different from those of the host structure.
Further simplifications were made that the mode conversion was ignored and the considered
wave mode was limited to the fundamental antisymmetric Lamb wave. The authors discovered
that the 2D spatial Fourier transform of the physical parameters of the defect was linearly
related to its far-field scattering amplitude if the scattered field could be sufficiently described
by the first Born approximation. This linear relation is an analogue to the conventional Fourier
diffraction theorem for bulk waves. Based on this linear relation, the authors developed the
plate-wave diffraction tomography (PWDT). In the derivation of the linear relation, a shape
function was formed which inherently included the influence of the physical parameters of the
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defect. It is this shape function that enables PWDT to characterise not only the location and
size of the defect but also the severity without external calibrations.
In contrast, external calibrations are required for accurate severity estimation if one uses the
DT reconstruction algorithm developed in [133] and HARBUT. Belanger et al. [134] introduced
a scaling factor to match the reconstructed defect severity to the actual value, and used this
scaling factor for all other reconstructions. This calibration approach relies on the assumption
that the reconstruction for the calibration can capture the actual depth correctly, which means
that it may fail when the Born approximation is violated [137]. Therefore, Huthwaite and
Simonetti [137] used a different calibration approach. The authors determined the scaling
factor by comparing the displacement response from a point-source in the simulation with that
calculated using the analytical 2D Green's function.
The performance of PWDT has been first demonstrated by Rohde et al. [19, 141143]. The
authors examined the feasibility of PWDT by imaging circular cylindrical inhomogeneities of
different sizes, severities and relative positions in isotropic plates. The scattered field of the
defect was calculated analytically using the model developed by Vemula and Norris [52]. The
direct Fourier interpolation method was used to reconstruct the images, in conjunction with the
simplest of the polynomial schemes, i.e. bilinear interpolation as used in [144], which provided
the optimal trade-off between computational accuracy and efficiency. Figure 2.22 shows recon-
structions for circular inhomogeneities of a 5% thickness reduction and three different sizes.
For all cases, the damage are reconstructed accurately in terms of their sizes and severities
in general. However, the edges of the reconstructed damages are not steep, especially for the
small (r = 2.5mm) and medium (r = 5mm) size damages. The authors recognised that these
smoothed edges can be attributed to two factors. The first is the rectangular windowing in the
frequency domain, which generates unwanted harmonic oscillations in the image. The second
is that only the scatter data of a wavenumber lower than
√
2k are available due to the normal
incident (NI) sensor-receiver configuration used.
Rose and Wang [17] extended the theoretical framework of PWDT developed in [17] to derive
a filtered back-propagation (FBP) algorithm. The authors demonstrated the performance of
the FBP algorithm using reconstructions for circular cylindrical inhomogeneities, as shown in
Figure 2.23. It can be seen that the damage is generally well reconstructed in particular the
size, although the severity is over-estimated by about 25%.
Although PWDT can predict the damage severity, it requires the scattered field to be measured
in the far-field. It means that the distance between the measurement array and the damage
is larger than 2d2/λ [145], with d and λ being the damage diameter and the wavelength. In
practical SHM applications, the far-field condition may be difficult to met. This is because for
large damages, the required distance can become relatively large, leading to reduced SNR of the
scattered field. Recently, Rose et al. [18] extended PWDT to image damage in the near-field,
leading to the modified diffraction tomography (MDT) algorithm. This is achieved by deriving
a relation between the scattering amplitude of the cylindrical wave from a point source and the
plane-wave scattering amplitude introduced in PWDT [17, 140]. The derivation of the relation
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Figure 2.22: Reconstructed section profiles for circular inhomogeneities of 5% thickness reduc-
tion and different sizes centred at the imaging domain. The centre frequency of the interrogating
wave is f = 147.8 kHz, resulting a wavelength of λ = 7.72mm. The reconstructed and actual
section profiles of the damage are denoted as solid and dashed lines, respectively [19].
(a) (b)
Figure 2.23: Reconstructed image of a centred inhomogeneity of circular shape, using the plate-
wave diffraction tomography algorithm developed in [17]. The reconstruction is presented as
(a) 3D view and (b) section profile along y = 0, where the reconstructed and actual damage
are denoted as solid and dashed lines, respectively.
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relies on the far-field approximation of the Green's function, which is sufficiently accurate
when the distance between the imaging point and the point source is larger than 2λ. This
approximation indicates that the damage should not be too close to the measurement array,
which is generally satisfied in the context of SHM [18]. Figure 2.24 and 2.25 show reconstructed
images for a centred and an off-centre circular scatterer using the MDT algorithm, respectively.
The size and severity of the centred scatterer are accurately estimated. As for the off-centre
scatterer, the offset and the size of the scatterer are accurately reconstructed, but there is
notable overshooting at the side near the measurement array, resulting in an over-estimation
of the severity by about 15%. However, it should be noted that although the MDT algorithm
is developed for plate waves, in [18], the scattered field for reconstructions are calculated using
an analytical scattering model for acoustic waves. The performance of MDT is not clear when
the actual plate wave scattered field is used for imaging, which requires further investigations.
(a) (b)
Figure 2.24: Reconstruction results for a centred circular scatterer, using the modified diffrac-
tion tomography algorithm developed in [18]. The scatterer is of radius a = λ and refractive
index n = 1.05. The reconstruction is shown in (a) 3D view and (b) section profile along
y = 0mm.
(a) (b)
Figure 2.25: Reconstruction results for a off-centre circular scatterer, using the modified diffrac-
tion tomography algorithm developed in [18]. The scatterer is of radius a = λ and refractive
index n = 1.05, and is centred at (8λ, 0). The reconstruction is shown in (a) 3D view and (b)
section profile along y = 0.
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Limitations of diffraction tomography
The performance of diffraction tomography is limited by the Born approximation in two aspects,
which are the fundamental resolution limit and the criterion of the total phase shift.
Applicable range
Since the Fourier diffraction theorem is derived under the Born approximation, the validity
range of DT reconstruction algorithms is limited by the validity range of the Born approxima-
tion, which is characterised by the phase shift between the incident field and the field inside the
scatterer [15]. However, the validity range of Born approximation is not a constant value but
depends on the scattered field used for reconstruction and the criterion used for determining
the range. Kak and Slaney [15, 144] reconstructed hundreds of circular cylinders of various sizes
and refractive indices for bulk waves and reported that the reconstruction became unacceptable
when the total phase shift is less than 0.8pi. Chen and Stamnes [146] performed reconstructions
for acoustic waves and developed a quantitative criterion to determine the validity range of the
Born approximation. The authors concluded that the reconstructions were acceptable when the
total phase shift was no more than 0.32pi, which was significantly smaller than that observed
by Kak and Slaney. Robison and Greenleaf [147] performed DT reconstructions of a tissue sim-
ulating breast phantom using experimentally acquired data. It is reported that useful images
were still obtained even when the Born approximation was violated, i.e the total phase shift
was larger than pi. Although these images were not able to provide accurate reconstructions of
the complex refractive indices of the tissue, they allowed identification of the major features.
For Lamb wave diffraction tomography, the discussion of the validity range of the Born ap-
proximation is limited. Wang and Chang [53] investigated the accuracy of the first Born
approximation on predicting the actual scattered field of plate wave by a circular cylindrical
inhomogeneity. The authors compared the scattering solutions calculated using the Born ap-
proximation to the exact solutions. It is observed that for a circular symmetric blind hole of a
20% thickness reduction, the Born approximation was able to predict the exact solution for ka
up to 6, with k and a being the wavenumber of the scattered wave and the radius of the defect,
respectively. For this particular defect severity, this ka value is equivalent to a total phase shift
of about 0.08pi, which is significantly smaller than those reported by Kak and Slaney [15, 144]
and Chan and Stamnes [146] for acoustic cases. Recently, Huthwaite [138] performed DT re-
constructions for circular cylindrical blind holes of different sizes and depths and investigated
the applicability of the Born approximation. Two different scattering models, i.e. an acoustic
approximation model and a full elastic model, were used to calculate the required scattered
field of plate waves. Figure 2.26 shows the applicable range of the DT reconstruction using the
scattered field generated by the acoustic approximation and the full elastic model. As shown in
Figure 2.26a, the edge of the applicable range appeared as a near-hyperbolic curve marked by
A, which indicated a constant phase shift of pi. When the scattered field was generated using
the full elastic model, the deviation of the scattering solution slightly reduced the applicable
range of DT particularly for small and deep defects as shown in Figure 2.26b. Nevertheless,
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(a) (b)
Figure 2.26: Applicable ranges of ray tomography, HARBUT and DT using scattered field data
generated using (a) an acoustic approximation model and (b) a full elastic guided wave model
[138]. The white dash curve A indicates a constant total phase shift of pi according to [15], and
the white dashed lines B and C represent the limits of the reconstructions.
the applicable range generally followed the curve A, although it was not plotted explicitly.
Resolution limit
The fundamental resolution limit of diffraction tomography is imposed by the Born approxima-
tion [138, 144]. According to the Fourier diffraction theorem, the maximum spatial resolution
is limited to half the wavelength, which is known as the diffraction limit. The resolution limit
means that the reconstruction is not able to resolve any object that is smaller than half the
wavelength. In practice, the actual reconstruction resolution maybe further limited by the
scanning configurations. When a circular sensor-receiver configuration is used, meaning that
the scattered field is measured from all possible angles, the coverage region in the frequency
domain is an Edwald disk. Therefore, the reconstruction resolution is 2k, which is the diffrac-
tion limit. However, when the scattered field can only be measured from a limited angle of
views, are used, the coverage region is no longer an Edwald disk, reducing the reconstruction
resolution. In transmission mode DT (TM DT), the scattered field is only measured at the
transmission side. As a result, the maximum reconstruction resolution reduces from 2k to
√
2k,
as mentioned in [19]. In reflection mode DT (RM DT), the scattered field is measured from the
reflection side. Consequently, the coverage region in the frequency domain appears as a hollow
region, where only high frequency components are available. The resulting reconstruction is
equivalent to a band-pass filtered version of the scatterer. Because of the lack of low frequency
components, the reconstruction can only highlight the boundary of the scatterer but failed to
provide accurate quantitative information [148, 149]. Dickens and Winbow [150] demonstrated
that high resolution reconstructions were not feasible when the crosshole scanning configuration
was used. The reconstruction quality was similar to that in RM DT. The authors recognised
that the existence of the poor reconstruction was because the crosshole scanning configuration
could only measure scatter data from two sides of the structure, resulting void regions near the
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Figure 2.27: A reconstructed image for RM MD [149]..
origin of the frequency domain. As suggested in [148150], one possible way to improve the
reconstruction quality is to enlarge the coverage region by measuring scatter data from multiple
frequencies, as shown in Figure 2.27.
Number of sensors
Another drawback of DT is that a large number of sensors are required. For example, 64
transducers were employed to measure the scatter data needed for the reconstruction in [134].
It has been demonstrated that the required number of sensors is determined by the Nyquist
sampling theorem [151], which is related to the dimension of the imaging domain of interest.
However, if the approximated locations and sizes of the defects are known, the required number
of sensors can be reduced. For more complex situations where multiple defects are presented,
the required number of sensors are related to the interval of the defects. Recently, Wang and
Rose showed that a minimum number of 11 is sufficient for a successful DT reconstruction
together with upsampling algorithms.
2.5 Summary and existing gaps
The existing studies and techniques related to guided wave tomography has been reviewed in
Section 2.2 to 2.4. This section summaries the gaps existing in the current developments related
to guided wave tomography.
Compared with other reconstruction algorithms, plate-wave diffraction tomography (PWDT)
has an advantage that it can provide accurate severity information of the target defect without
external calibration. Although the performance of PWDT has already been demonstrated
[17, 19], these studies did not fully evaluate the performance of the imaging algorithm. First,
they only focused on symmetric defects, where mode conversions were not considered. Second,
for the purpose of demonstration, these studies only presented reconstructions for limited defect
sizes and severities and did not attempt to identify an applicable range of the reconstruction
algorithm as that in Huthwaite's work [138].
In addition, the investigations regarding Lamb wave diffraction tomography have mainly fo-
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cused on the fundamental antisymmetric Lamb wave mode A0, which is commonly used for
non-destructive evaluations. In contrast, the feasibility of using other guided plate wave modes
for tomographic reconstruction has received little attention. Hinders et al. [55] attempted
to perform bent-ray tomography using the fundamental symmetric Lamb wave mode S0, but
severe artefacts were observed because of the complex scattering behaviour of the wave mode.
However, there has been no investigation attempting to perform diffraction tomographic recon-
structions using other guided plate wave modes.
Although the MDT imaging formula has been derived as a generalisation of the PWDT imag-
ing formula, the performance of MDT has only been demonstrated by reconstructing circular
laminar damages. In practice, damages are generally in non-circular shapes. However, so far
no attempt has been made to quantitatively evaluate the imaging performance of MDT for
non-circular damages. In addition, the performance of MDT has only been demonstrated using
synthetic scatter data but these results have not been confirmed by experimental studies yet.
Therefore, the following specific tasks are carried out in this thesis to systematically and quan-
titatively evaluate the imaging performance of PWDT and MDT and hence their feasibility
in practical SHM applications. Chapter 3 extends current analytical solutions, and these ex-
tended solutions are used for the evaluation of PWDT in Chapter 4 and Chapter 5. In these two
chapters, PWDT is applied to image structural damages using all three fundamental guided
wave modes, i.e. S0, SH0, and A0, and the underlying mechanisms affecting the reconstruction
quality are demonstrated. Chapter 6 evaluates the performance of MDT imaging method and
further investigates its feasibility on imaging cylindrical damages. Chapter 7 further demon-
strates the performance of MDT imaging method using experimental measurements.
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Chapter 3
Analytical models
3.1 Introduction
In Chapter 2 (Literature review), it is discussed that there are investigations specifically focusing
on solving the Lamb wave scattering problem by a cylindrical inhomogeneity using the wave
function expansion method [5153, 55, 59]. In particular, the models developed by Wang
and Chang [53] and Cegla et al. [59] are the most up-to-date. Thus, it is of our interest
to implement these models to calculate synthetic scatter data to be input for the plate-wave
diffraction tomography.
However, the major issue that hinders the practical implementations of these two models is that
these models did not present explicit solutions of all possible scattered wave modes for the given
incident mode. For example, Wang and Chang considered the cases where a plane A0 or S0
is incident upon a cylindrical inhomogeneity, and presented the solutions of the corresponding
scattered A0 and S0, respectively. However, they did not discuss the case when a plane SH0 is
incident. Similarly, Cegla et al. did not present explicit solutions of any scattered wave mode
but an implicit general solution of an arbitrary scattered wave at the far-field.
To resolve this issue, one must follow the modelling approaches and derive the explicit solutions
for all possible combinations of incident and scattered wave modes. Such derivation requires a
full revision of the two considered models in terms of the theoretical and mathematical basis
and assumptions, mainly the approximate plate theories describing the wave motions and the
boundary conditions determining the characteristics of the interaction between the waves and
the damage.
This chapter presents the revision and the derivation process. It is organised as follows. In
Section 3.2, the scattering problem is defined. Then the displacement and plate forces that
are essential to the scattering problem are derived in Section 3.3. After that, the solutions of
scattered waves for various types of blind holes and incident wave modes are given in Section
3.4, which is followed by a brief discussion on the limitations of the considered analytical models
and a summary of this chapter in Section 3.5 and 3.6, respectively.
35
3.2 Problem formulation
The problem to be considered here is the scattering of a plane guided wave by a circular blind
hole damage centred on a homogeneous isotropic plate structure with uniform thickness, which
is depicted in Figure 3.1. Within the damage region, which is the area confined by the edge of
the damage, the remaining thickness of the plate is reduced uniformly, while material properties
are identical to those of the plate. The region outside the damage is marked as the intact region.
At the edge of the damage, where the discontinuity happens, the incident plane-wave is partly
transmitted into the damage region and also partly scattered back into the intact region radially
with respect to the centre of the damage. The waves transmitted into the damage region are
denoted as transmitted waves while those scattered in the intact region are denoted as scattered
waves. This denotation is used throughout the chapter.
Figure 3.1: Illustration of a plane guided wave interacting with a cylindrical inhomogeneity
(scatterer) on a plate-like structure.
Figure 3.2 shows the two types of blind hole damages to be considered, namely symmetric and
asymmetric blind holes depending on the symmetry of the thickness reduction. The symmetric
blind hole consists of identical thickness reductions on both upper and lower surfaces of the plate
structure. As for the asymmetric blind hole, on the other hand, the thickness reduction only
occurs on either the upper or lower surface. In Grahn and Cegla's work [58, 59], the asymmetric
blind hole specifically refers to the case where the thickness reduction happens on the upper
surface, and this specification is followed here. The extent and severity of the blind hole
damage, regardless of its type, is characterised by its radius, a, and a dimensionless parameter,
δh = 1 − b/h. The symbol h and b denote the total thickness of the host structure, which is
also known as the intact region, and the total remaining thickness within the damage region,
respectively. To simplify the problem, the maximum frequency considered here is assumed to
be lower than the cut-off frequency of the first higher order asymmetric mode, A1. Thus, only
the fundamental guided wave modes are considered, namely S0, SH0, and A0.
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(a) Symmetric (b) Asymmetric
Figure 3.2: Cross-sectional views of two different types of circular blind holes centred at the
origin.
3.3 Modelling displacements and plate forces using approx-
imate plate theories
In this section, the displacements and plate forces essential to the scattering problem are derived
using approximate plate theories. Since the blind hole is circularly symmetric, it is more natural
to model the problem in cylindrical coordinates than Cartesian coordinates. A right-handed
cylindrical coordinate that is considered in the following analysis is depicted in Figure 3.3. er,
eθ and ez are unit vectors of the radial, angular and hight axis, respectively. r, θ and z are
used to refer to the radial, angular and height coordinates, respectively.
Figure 3.3: Cylindrical coordinate system.
3.3.1 Poisson theory
In the elementary Poisson theory for the stretching of a plate of uniform thickness a state
of generalised plane stress is assumed [20]. There are two possible displacement components
considered in the elementary Poisson theory, which are the radial in-plane displacement, ur,
and the angular in-plane displacement, uθ. These two displacement components, ur and uθ, are
considered to be positive when they are in the same direction as er and eθ, respectively, which
is depicted in Figure 3.4.
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(a) (b)
Figure 3.4: Definitions of positive displacement components for the Poisson theory: (a) radial
in-plane displacement ur; (b) angular in-plane displacement uθ.
Using two independent scalar potentials φ(r, θ, t) and ψ(r, θ, t), the radial and angular displace-
ments, ur and uθ, are expressed as,
ur =
∂φ
∂r
+
1
r
∂ψ
∂θ
(3.1a)
uθ =
1
r
∂φ
∂θ
− ∂ψ
∂r
(3.1b)
The wavenumbers, kp and ks, which are associated with the extensional and the fundamental
shear horizontal waves, are given by Equation 3.2a and 3.2b, respectively.
kp =
ω
cp
, cp =
√
E
ρ(1− ν2) (3.2a)
ks =
ω
cs
, cs =
√
E
2ρ(1 + ν)
(3.2b)
where ω is the circular frequency; cp and cs are phase velocities of the extensional and shear
horizontal waves, respectively; E, ρ, and ν are Young's modulus, density, and Poisson's ratio
of the plate structure, respectively.
There are three associated plate forces, denoted as Nr, Nθ, and Nrθ. They are acting on the
radial, angular and radial-angular directions, respectively. To be consistent with the positive
displacement definition as shown in Figure 3.4, the plate forces are considered to be positive
when they are as depicted in Figure 3.5. The plate forces are defined as integrations of the cor-
responding stress components along the thickness of the plate, which are expressed in Equation
3.3.
(Nr, Nθ, Nrθ) =
∫ h/2
−h/2
(σr, σθ, σrθ)dz (3.3)
Substituting the stress-strain and strain-displacement relations in Appendix A, the expressions
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Figure 3.5: Definitions of plate forces of Poisson plate theory.
of all plate forces in terms of the two displacement components are obtained. Particularly,
the in-plane radial and radial-angular forces, Nr and Nrθ, are of interest because they are
essential in formulating boundary conditions of scattering problem, which consists of continuity
of displacements and equilibrium of forces (moments). The two essential plate forces are given
by
Nr =
Eh
1− ν2
[
∂ur
∂r
+ ν
(
ur
r
+
1
r
∂uθ
∂θ
)]
(3.4a)
Nrθ = µh
(
∂uθ
∂r
− uθ
r
+
1
r
∂ur
∂θ
)
(3.4b)
When the boundary conditions are formulated, the relations between the essential plate forces
and the two potential functions are required. These relations are derived by substituting Equa-
tion 3.1 into Equation 3.4, and are presented in Appendix B.
3.3.2 Kane-Mindlin plate theory
The sign conventions of displacement components are as shown in Figure 3.6.
(a) (b) (c)
Figure 3.6: Definitions of positive in-plane and out-of-plane displacement components.
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Provided the thickness of the plate is comparable to the interrogating wavelength, the compo-
nents of displacements are considered to be sufficiently well approximated by [33]
ur(r, θ, t) = vr(r, θ, t) (3.5a)
uθ(r, θ, t) = vθ(r, θ, t) (3.5b)
uz(r, θ, t) =
z
h/2
vz(r, θ, t) (3.5c)
MaKeon and Hinders [55] showed that the above displacement components can be composed
by three independent scalar potentials, φ1, φ2, and ψ, as
vr =
(
∂φ1
∂r
+
∂φ2
∂r
+
1
r
∂Ψ
∂θ
)
e−iωt (3.6a)
vθ =
(
1
r
∂φ1
∂θ
+
1
r
∂φ2
∂θ
− ∂Ψ
∂r
)
e−iωt (3.6b)
vz = (σ1φ1 + σ2φ2)e
−iωt (3.6c)
In Equation 3.6, each of the three potentials are governed by three scalar Helmhotlz equations,
(52 + k21)φ1 = 0 (3.7a)
(52 + k22)φ2 = 0 (3.7b)
(52 + k23)ψ = 0 (3.7c)
Kane and Mindlin showed that the wavenumbers associated with the Helmholtz equations in
Equation 3.7, namely k1, k2 and k3, are determined by
k2i =
3κ2
2β(h/2)2
[
(α + β)
ω2
ω20
− 1− (−1)iψ
]
, i = 1, 2 (3.8a)
k23 =
ω2
c2T
(3.8b)
where
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ψ2 =
[
(α + β)
ω2
ω2c
− 1
]2
+ 4αβ
ω2
ω2c
(
1− ω
2
ω2c
)
, α =
c2L
c2P
, β =
c2T
c2P
c2L =
λ+ 2µ
ρ
, c2T =
µ
ρ
, c2P = 4µ
λ+ µ
ρ(λ+ 2µ)
=
E
ρ(1− ν2)
ω2c =
pi2
4(h/2)2
λ+ 2µ
ρ
σi =
h/2(λ+ 2µ)
κλ
(
k2i −
ω2
c2L
)
, i = 1, 2 (3.9)
According to Equation 3.8, k3 is non-dispersive and always real, but k1 and k2 are dispersive,
and are either real or purely imaginary depending on ω/ωc, with ω being the circular frequency
and ωc the cut-off frequency of the wavenumber k2. Specifically, k1 is always real regardless
of the circular frequency ω, and k2 is real when ω/ωc < 1 and is imaginary when ω/ωc ≥ 1.
Thus, there are two travelling waves corresponding to k1 and k3 plus one evanescent wave
corresponding to k2 when ω/ωc < 1, whereas there are three travelling waves presented when
ω/ωc ≥ 1.
The derivation of the associated plate forces tightly follows that proposed by Kane et. al [33]. It
should be noted that the total thickness of the plate structure considered here is h, as opposed
to the value of 2h used by Kane et. al. Thus, the associated plate forces defined in terms of
three-dimensional stress theory are given by
(Nr, Nθ, Nz, Nrθ) =
∫ h/2
−h/2
(σr, σθ, σz, σrθ)dz (3.10a)
(Rrz, Rθz) =
∫ h/2
−h/2
(σrz, σθz)zdz (3.10b)
Figure 3.7 illustrates the defined plate forces acting upon an infinitesimal element. Nr, Nθ and
Nrθ, which act at the mid-plane of the plate, are normal forces associated with in-plane wave
motions. Taking into account the Poisson's effect, they are a more generalised version of the
in-plane forces for Poisson's theory as expressed in Equation 3.3. Nz is related to the average
transverse stress, and acts upon the upper surface of the element. Rrz and Rrθ are shear forces
which are determined by the transverse motions.
By substituting the stress-strain relations and the generalised strain-displacement relations,
which are listed in Appendix A, and also the displacement component assumptions in Equation
3.5, the relations between the plate forces and the mid-plane displacements are obtained. For
the plate forces that are essential for the considered scattering problem, the results are
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Figure 3.7: Definition of plate forces of Kane-Mindlin plate theory.
Nr =
∫ h/2
−h/2
σrdz
= h
[
(λ+ 2µ)
∂vr
∂r
+
λ
r
(
∂vθ
∂θ
+ vr
)
+ λ
2κ
h
vz
]
(3.11a)
Nrθ =
∫ h/2
−h/2
µγrθdz
= hµ
(
1
r
∂vr
∂θ
+
∂vθ
∂r
− vθ
r
)
(3.11b)
Rrz =
∫ h/2
−h/2
µγrzzdz
=
1
6
h2µ
∂vz
∂r
(3.11c)
The relations between the plate forces and the three independent potential functions, φ1, φ2,
and V , are derived by further substituting Equation 3.6 into Equation 3.11 with the time
harmonic term e−iωt omitted, provided that only monochromatic waves are considered. These
relations are presented in Appendix B.
3.3.3 Mindlin plate theory
There are three displacement components involved in the theory, which are one deflection
component, w, and two rotation components, Ωr and Ωθ, rotating about the angular and radial
axis in the cylindrical coordinate system. The sign conventions of the displacement components
are illustrated in Figure 3.8. The deflection, w, is considered positive if it is pointing upwards
in the out-of-plane direction. As for the radial and angular rotations, Ωr and Ωθ, they are
considered as positive if the relations between the in-plane displacement, ur and uθ, which are
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(a) (b)
Figure 3.8: Definitions of positive deflection and rotation components in a right-handed cylin-
drical coordinate system.
caused by the out-of-plane displacement or deflection, w, hold the following mathematical form,
ur(r, θ, z, t) = zΩr(r, θ, t) (3.12a)
uθ(r, θ, z, t) = zΩθ(r, θ, t) (3.12b)
These two relations are identical to those presented in Graff's book [22], but they are different to
those used by Rose et al. [140] and Cegla et al. [59]. In their work, the in-plane displacements
are products of rotations and negative height coordinates, i.e. −z, which means that the
positive rotations are defined in the opposite directions to those illustrated in Figure 3.8. It
should be noted that both definitions of positive rotations are sensible. Choosing either one of
the two definitions does not affect the solutions of the scattering problem as long as the same
definition is used consistently.
Vemula and Norris [52] showed that the general solution for time harmonic motion of the out-
of-plane displacement, w, and rotations, Ωr and Ωθ, are composed of a linear combination of
three independent potential functions w1, w2, and V as follows
w(r, θ) = w1(r, θ) + w2(r, θ) (3.13a)
Ωr(r, θ) = A1
∂w1
∂r
+ A2
∂w2
∂r
+
1
r
∂V
∂θ
(3.13b)
Ωθ(r, θ) = A1
1
r
∂w1
∂θ
+ A2
1
r
∂w2
∂θ
− ∂V
∂r
(3.13c)
with w1, w2 and V each satisfying Helmholtz equations
∇2w1 + k21w1 = 0 (3.14a)
∇2w2 + k22w2 = 0 (3.14b)
∇2V + k23V = 0 (3.14c)
The wavenumbers k1, k2 and k3 are given by
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k2i =
1
2
(k2p + k
2
ta)±
√
k4f +
1
4
(k2p − k2ta)2, i = 1, 2 (3.15a)
k23 = κ
2k
2
1k
2
2
k2p
(3.15b)
where
kta =
ω
cta
, kp =
ω
cp
, kf =
(
ρhω2
D
)1/4
cta =
√
κ2µ
ρ
, cp =
√
E
ρ(1− ν2) , ωc =
√
12cta
h
(3.16)
Also,
Ai = −1 + k
2
ta
k2i
, i = 1, 2 (3.17)
In Equation 3.15, ω is the circular frequency of waves, κ2 = pi2/12 is the shear correction factor
for a more accurate mode shape representation at the low frequency regime, and ωc is the cut-off
frequency of the antisymmetric waves associated with the wavenumbers k2 and k3. Regardless
of the circular frequency, k1 is always real, corresponding to a travelling wave. As for k2 and
k3, they are purely imaginary when ω/ωc < 1, corresponding to evanescent wave motions, and
are real when ω/ωc ≥ 1, corresponding to travelling waves.
Using the same definitions of classical plate theory, the associated plate forces, namely bending
moments (Mr,Mθ), twisting moments (Mrθ) and shear forces (Qr, Qθ), are defined as
(Mr,Mθ,Mrθ) =
∫ h/2
−h/2
(σr, σθ, σrθ)zdz (3.18a)
(Qr, Qθ) =
∫ h/2
−h/2
(σrz, σθz)dz (3.18b)
Figure 3.9 illustrates the sign conventions of the defined moments and shear forces. The bending
moments are considered positive when they produce compression in the lower surface of the
plate and tension in the upper [152]. The shear forces are considered positive when they are
pointing at the same direction as the unit vector ez.
Following the derivation approach presented in Graff's book [22], in which the integral contri-
bution of the stress σz is neglected, the expressions of the moments and shear forces in terms of
the strains are obtained. To further derive the plate force-displacement relations, which link the
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Figure 3.9: Definitions of plate forces of Mindlin plate theory
moments and shear forces to the out-of-plane displacement w and rotations Ωr,Ωθ, the strain
components are replaced by the generalised strain-displacement relations in Appendix A and
the kinematic deformation relations in Equation 3.12. Finally, replacing the displacement and
rotation components using Equation 3.13, the relations between the plate forces and the three
independent potential functions are obtained. Because, for the considered scattering problem,
the radial bending moments,Mr, radial-angular bending moment,Mrθ, and angular shear force,
Qr, are essential when formulating boundary conditions, their plate force-displacement relations
are given here as follows
Mr =
E
1− ν2
∫ h/2
−h/2
(rr + νθθ)zdz
= D
[
∂Ωr
∂r
+ ν
(
1
r
∂Ωθ
∂θ
+
Ωr
r
)]
(3.19a)
Mrθ = µ
∫ h/2
−h/2
γrθzdz
=
1
2
D(1− ν)
(
1
r
∂Ωr
∂θ
+
∂Ωθ
∂r
− Ωθ
r
)
(3.19b)
Qr = κ
2µ
∫ h/2
−h/2
γθzdz
= κ2µh
(
∂w
∂r
+ Ωr
)
(3.19c)
where D = Eh
3
12(1−ν2) is the flexural rigidity of the plate.
The relations in Equation 3.19 are identical to those given by Graff [22], but they are negative
to those derived by Rose and Wang [140], because in the latter the in-plane displacements are
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linearly related to the negative height coordinate as indicated earlier.
3.4 Wave scattering by circular blind hole
In this section, the far-field solution of Lamb wave scattering by a circular blind hole is inves-
tigated. Both symmetric and asymmetric blind holes are considered.
3.4.1 Symmetric blind hole
Incident flexural waves
In the following, the far-field solution of Lamb wave scattering by a circular symmetric blind
hole with incident flexural wave is derived. The modelling approach used for the derivation
tightly follows that proposed by Wang and Chang [53].
Consider a plane flexural wave incident in the far-field with an angle of incidence φ upon a
circular symmetric blind hole as depicted by Figure 3.10. It is noted that the centre frequency,
ω, of the incident wave is assumed to be lower than the cut-off frequency of the higher order
flexural mode, ωc,a, which is given in Equation 3.16. Also it is assumed that the wave amplitude
is unity at the coordinate origin. Thus, the incident field is determined through the potential
functions as
winc1 = e
−ika1hx, winc2 = 0, V
inc = 0 (3.20)
where ka1h = ka1h(cosφ, sinφ) is the two-dimensional propagation vector of the incident wave
and x = r(cosθ, sinθ) is the position coordinate where the incident wave is evaluated. The
wavenumber ka1h is identical to k1 as expressed in Equation 3.15a, which is the wavenum-
ber of the lowest flexural mode of the Mindlin plate theory. The subscript a indicates that
the wavenumber corresponds to the antisymmetric wave motions, and h indicates that the
wavenumber is evaluated for the total plate thickness.
In Equation 3.20, the two potential functions, winc2 and V
inc, are omitted because when ω < ωc,a,
the associated wavenumbers are purely imaginary and hence the corresponding wave motions
do not propagate to the far-field [52]. Also, since the blind hole damage is centred and radially
symmetric with respect to the origin, it is sufficient to only consider a special case where the
angle of incidence is zero, i.e. φ = 0. Also, because the plate is isotropic, the magnitude of
the wavenumber is constant in all directions. Thus using the wave function expansion method
[153], Equation 3.20 becomes
winc1 = e
−ika1hrcosθ =
∞∑
m=−∞
imJm(rka1h)e
imθ, winc2 = 0, V
inc = 0 (3.21)
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where Jm(·) is the Bessel function of the first kind of order m.
Thus, Equation 3.21 represents an incident plane A0 wave with the angle of incidence φ = 0
in the far-field with unity amplitude at the coordinate origin, with the wave amplitude being
determined by the coefficient im. In a more general case where φ 6= 0 is considered, the
coefficient im is replaced by ime−imφ.
Figure 3.10: A plane wave incident at angle φ and scattered at angle θ due to a circular blind
hole damage of radius a.
For a circular scatterer centred at the origin, the general solutions of the scattered and trans-
mitted waves are represented as a sum of cylindrical waves [53].
wsca1 (r, θ) =
∞∑
m=−∞
amHm(rka1h)e
imθ, wsca2 (r, θ) =
∞∑
m=−∞
bmHm(rka2h)e
imθ (3.22a)
V sca(r, θ) =
∞∑
m=−∞
cmHm(rka3h)e
imθ, wtran1 (r, θ) =
∞∑
m=−∞
dmJm(rka1b)e
imθ (3.22b)
wtran2 (r, θ) =
∞∑
m=−∞
emJm(rka2b)e
imθ, V tran(r, θ) =
∞∑
m=−∞
fmJm(rka3b)e
imθ (3.22c)
where am, bm, cm, dm, em, fm are unknown modal coefficients of the expansion. The superscripts
sca and tran stand for "scattered wave" and "transmitted wave", respectively. The wavenum-
bers with subscripts h and b are evaluated using the total thickness of the plate and the total
remaining thickness within the damage region, respectively. Hm(·) is the Hankel function of
the first kind of order m.
The unknown modal coefficients are solved by considering the boundary conditions at the edge
of the blind hole damage, i.e. r = a. Because there are six unknown coefficients, therefore
six boundary condition equations are required. Figure 3.11 illustrates the displacements and
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plate forces acting on an infinitesimal element at the damage boundary. Because the thickness
reductions are identical on upper and lower surfaces, the neutral axis is set at z = 0, so that
the displacement and especially the plate forces are easy to be evaluated.
(a)
(b)
Figure 3.11: Illustrations of continuity conditions on an infinitesimal element at the vicinity of
the edge of the blind hole damage: (a) continuity of out-of-plane displacements and rotations
and (b) equilibrium of bending moments and radial shear forces.
By considering the displacement continuity at the intersection of r = a and z = 0 and the
balance of rotations, one obtains
wsca − wtran = −winc (3.23a)
Ωscar − Ωtranr = −Ωincr (3.23b)
Ωscaθ − Ωtranθ = −Ωincθ (3.23c)
Equation 3.23a indicates that the sum of the out-of-plane displacement at the intersection
point is zero, and Equation 3.23b and 3.23c indicates that the total rotation of the infinitesimal
element is balanced. By satisfying these three equations, the continuity of the coupled in-plane
displacement are also implied.
The rest of the required equations are obtained through considering the equilibrium conditions.
It requires that the total bending and twisting moments relative to the intersection point is
zero and that the total shear force acting on the infinitesimal element is zero, hence
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M scar −M tranr = −M incr (3.24a)
M scarθ −M tranrθ = −M incrθ (3.24b)
Qscar −Qtranr = −Qincr (3.24c)
By substituting the general solutions of the scattered and transmitted field in Equation 3.22
and the incident field given in Equation 3.21 into the established boundary condition equations
in Equation 3.23 and 3.24, a linear set of six simultaneous equations in terms of the unknown
modal coefficients are obtained. The procedure to solve this equation system is demonstrated
in detail in Section 3.5.1.
Since the frequency of the incident wave is below the cut-off frequency of the second flexural
wave mode, there is only the lowest flexural wave mode propagating from the centre of the
blind hole. Thus the scattered field is determined by
uscaz = w
sca
1 =
∞∑
m=−∞
amHm(rka1h)e
imθ (3.25)
In the far-field, where ka1hr  1, using the asymptotic form of the Hankel function [154] as
follows,
Hm(z) ∼ (−i)m
√
2
piz
ei(z−pi/4), z  1 (3.26)
then the scattered field becomes,
uscaz ∼
∞∑
m=−∞
ame
imθ(−i)m
√
2
pika1hr
ei(ka1hr−pi/4) (3.27)
This subsection calculates the far-field solution of the lowest flexural wave mode by a circular
symmetric blind hole damage. The calculated solution has the same form as that presented in
[53].
Incident extensional and shear horizontal waves
In the following, the scattering of extensional and shear horizontal waves by a circular symmetric
blind hole are considered. The scattering solutions are derived by tightly following the modelling
approach proposed by Wang and Chang [95] and McKeon and Hinders [55], where the Kane-
Mindlin plate theory is used to model the two considered wave motions.
In the case of an incident plane S0 wave travelling in the positive x direction, the displacement
potentials of the incident wave are given by
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φinc1 =
1
ks1h
∞∑
m=−∞
imJm(rks1h)e
imθ, φinc2 = 0, Ψ
inc = 0 (3.28)
where ks1h is the wavenumber corresponding to the lowest extensional wave mode given in
Equation 3.8a. The subscript s indicates that the wavenumber corresponds to the symmetric
wave motions, and h indicates that the wavenumber is evaluated for the total plate thickness.
The multiplicative constant 1/ks1h ensures the wave amplitude at the coordinate origin is unity.
In Equation 3.28, the potential functions φinc2 and ψ
inc are omitted because when ω < ωc,s,
with ωc,s being the cut-off frequency of the second extensional wave mode, their associated
wavenumbers are purely imaginary and hence the corresponding wave motions do not propagate
to the far-field.
As for the case of an incident plane SH0 wave, the displacement potentials of the incident waves
are given by
φinc1 = 0, φ
inc
2 = 0, ψ
inc = − 1
ks3h
∞∑
m=−∞
imJm(rks3h)e
imθ (3.29)
where ks3h is the wavenumber corresponding to the lowest shear horizontal wave mode given in
Equation 3.8b. The subscripts s and h are the same as previously explained. The multiplicative
constant ks3h ensures the wave amplitude at the coordinate origin is unity.
Following the wave function expansion method, the general solutions of the displacement po-
tentials of the scattered and transmitted waves are expressed as
φsca1 =
∞∑
m=−∞
amHm(rks1h)e
imθ, φsca2 =
∞∑
m=−∞
bmHm(rks2h)e
imθ (3.30a)
ψsca =
∞∑
m=−∞
cmHm(rks3h)e
imθ, φtran1 =
∞∑
m=−∞
dmJm(rks1b)e
imθ (3.30b)
φtran2 =
∞∑
m=−∞
emJm(rks2b)e
imθ, ψtran =
∞∑
m=−∞
fmJm(rks3b)e
imθ (3.30c)
The unknown modal coefficients are solved by considering the continuity conditions at the edge
of the blind hole damage, i.e. r = a. Figure 3.11 illustrates the displacements and plate forces
acting on an infinitesimal element at the damage boundary for a general case where either one
of the two symmetric wave modes is incident. For a similar reason as indicated in Section 3.4.1,
the neutral axis of the plate is set to be z = 0.
By evaluating the displacements at the intersection of r = a and z = 0, the displacement
continuity equations are obtained,
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(a)
(b)
Figure 3.12: Schematics of the vicinity of the defect. (a) Displacement acting at the joint; (b)
Plate forces acting at the differential element.
vscar − vtranr = −vincr (3.31a)
vscaθ − vtranθ = −vincθ (3.31b)
vscaz −
h
b
vtranz = −vincz (3.31c)
and the force equilibrium equations are
N scarr −N tranrr = −N incrr (3.32a)
N scarθ −N tranrθ = −N incrθ (3.32b)
Rscarz −Rtranrz = −Rincrz (3.32c)
By substituting the general solutions of the displacement potentials in Equation 3.30 and those
in Equation 3.29, a set of six simultaneous equations are obtained. Then the unknown modal
coefficients are obtained by solving this equation system numerically.
Because the centre frequency of the incident wave is lower than the cut-off frequency of the
second extensional wave mode, the scattered field is therefore only comprised of two propagating
waves, namely the lowest extensional and fundamental shear horizontal waves, which is given
by
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uscar =
∂φsca1
∂r
=
∞∑
m=−∞
amH
′
m(rks1h)e
imθ (3.33a)
uscaθ = −
∂ψsca
∂r
= −
∞∑
m=−∞
cmH
′
m(rks3h)e
imθ (3.33b)
By using the asymptotic form of the Hankel function expressed in Equation 3.26, the far field
solution of the scattered fields are expressed as
uscar ∼ iks1h
∞∑
m=−∞
ame
imθ(−i)m
√
2
piks1hr
ei(ks1hr−pi/4) (3.34a)
uscaθ ∼ −iks3h
∞∑
m=−∞
cme
imθ(−i)m
√
2
piks3hr
ei(ks3hr−pi/4) (3.34b)
This subsection calculates the far-field solutions of the lowest order extensional and shear-
horizontal waves by a circular symmetric blind hole damage. Equation 3.34b extends the
results presented in [53].
3.4.2 Asymmetric blind hole
In the following, the scatterings of flexural, extensional and shear horizontal waves by a circular
asymmetric blind hole are considered. The scattering solutions are derived by tightly following
the modelling approach developed by Cegla et al. [59], where the Mindlin plate theory is used
to model flexural wave, and the elementary Poisson theory is used to model extensional and
shear horizontal waves.
In general, the incident field can be expressed as either one of the following equations,
φinc =
1
kp
∞∑
m=−∞
imJm(rkp)e
imθ, ψinc = 0 (3.35a)
ψinc = − 1
ks
∞∑
m=−∞
imJm(rks)e
imθ, φinc = 0 (3.35b)
winc1 =
∞∑
m=−∞
imJm(rka1h)e
imθ, winc2 = 0, V
inc = 0 (3.35c)
Equation 3.35a to 3.35c indicate that an incident plane S0, SH0, and A0 is travelling in the
positive x direction with unity wave amplitude, respectively.
The general solutions of the displacement potentials of the scattered wave and the transmitted
wave are expressed as in terms of Hankel and Bessel functions,
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φsca =
∞∑
m=−∞
amHm(rkp)e
imθ, Ψsca =
∞∑
m=−∞
bmHm(rks)e
imθ (3.36a)
wsca1 =
∞∑
m=−∞
cmHm(rka1h)e
imθ, wsca2 =
∞∑
m=−∞
dmHm(rka2h)e
imθ (3.36b)
V sca =
∞∑
m=−∞
emHm(rka3h)e
imθ, φtran =
∞∑
m=−∞
fmJm(rkp)e
imθ (3.36c)
Ψtran =
∞∑
m=−∞
gmJm(rks)e
imθ, wtran1 =
∞∑
m=−∞
hmJm(rka1b)e
imθ (3.36d)
wtran2 =
∞∑
m=−∞
imJm(rka2b)e
imθ, V tran =
∞∑
m=−∞
jmJm(rka3b)e
imθ (3.36e)
where am, . . . , jm are the unknown expansion coefficients, and other symbols are identical to
those introduced in Section 3.4.1.
The unknown coefficients are determined through considering continuity conditions at the edge
of the blind hole, i.e. r = a. Because there are ten unknown coefficients, therefore ten si-
multaneous continuity equations are required. Figure 3.13 illustrates the displacements as well
as bending moments and shear forces acting upon an infinitesimal element at the vicinity of
r = a. The neutral axis of the region outside the blind hole is set z = 0. By considering the
displacement continuity at the intersection of r = a and the neutral axis of the region within
the blind hole, i.e. z = −(h− b)/2, the following continuity equations are obtained,
(a)
(b)
Figure 3.13: Schematics of the vicinity of the defect. (a) Displacement acting at the joint; (b)
Plate forces acting at the differential element.
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uscar +
[
−1
2
(h− b)Ωscar
]
− utranr = −uincr −
[
−1
2
(h− b)Ωincr
]
(3.37a)
uscaθ +
[
−1
2
(h− b)Ωscaθ
]
− utranθ = −uincθ −
[
−1
2
(h− b)Ωincθ
]
(3.37b)
winc − wtran = −winc (3.37c)
Ωscar − Ωtranr = −Ωincr (3.37d)
Ωscaθ − Ωtranθ = −Ωincθ (3.37e)
Equation 3.37a and 3.37b correspond to the continuities of the radial and angular in-plane
displacements. In these two equations, the terms inside the square bracket correspond to
the in-plane displacements caused by the rotations associated with the flexural incident and
scattered waves. Equation 3.37c corresponds to the continuity of the out-of-plane displacement,
and Equation 3.37d and 3.37e correspond to the continuities of the radial and angular rotations.
The rest of the continuity equations are determined by considering that the sum of the moments
and forces acting on the infinitesimal element is zero, so that
N scar −N tranr = −N incr (3.38a)
N scarθ −N tranrθ = −N incrθ (3.38b)
M scar −M tranr +
1
2
(h− b)N tranr = −M incr (3.38c)
M scarθ −M tranrθ +
1
2
(h− b)N tranrθ = −M incrθ (3.38d)
Qscar −Qtranr = −Qincr (3.38e)
Equation 3.38a and 3.38b correspond to the equilibrium of radial and angular radial in-plane
forces. Equation 3.38c and 3.38d correspond to the equilibriums of bending and twisting mo-
ments. In these two equations, because of the asymmetry of the blind hole, additional bending
and twisting moments appear, which are indicated as the terms 1
2
(h−b)N tranr and 12(h−b)N tranrθ .
Equation 3.38e corresponds to the equilibrium of shear forces.
It should be noted that these continuity equations are for a general incident field, where either
flexural, extensional or shear horizontal waves is incident. Depending on the type of the incident
wave, the terms on the right hand side of the continuity equations change accordingly. In the
case of incident flexural wave, the terms uincr , u
inc
θ , N
inc
r and N
inc
rθ are equal to zero. For the case
where either the extensional or shear horizontal wave is incident, the terms winc, Ωincr , Ω
inc
rθ ,
M incr , M
inc
rθ and Q
inc
r are equal to zero, but the explicit expression of u
inc
r and u
inc
rθ are different
according to which type of wave is considered. If an extensional wave is incident, uincr and
uincrθ are determined by Equation 3.1 and 3.35a, in which case the equation system is identical
to that shown by Celga et al. [59]. If a shear horizontal wave is incident, uincr and u
inc
rθ are
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determined by Equation 3.1 and 3.35b.
Substituting the general solutions of the scattered and transmitted waves as expressed in Equa-
tion 3.36 into the boundary conditions in Equation 3.38, a linear set of 10 simultaneous equa-
tions are obtained. Then the unknown coefficients are obtained by solving this equation system.
Assuming the centre frequency is lower than the cut-off frequency of the second flexural wave
mode, there are three propagating waves in the scattered field, which are determined by
uscar =
∂φsca1
∂r
=
∞∑
m=−∞
amH
′
m(rks0)e
imθ (3.39a)
uscaθ = −
∂ψsca
∂r
= −
∞∑
m=−∞
bmH
′
m(rksh)e
imθ (3.39b)
uscaz = w
sca
1 =
∞∑
m=−∞
cmHm(rka1h)e
imθ (3.39c)
Equation 3.39a and 3.39b correspond to the fundamental extensional and shear horizontal
scattered waves, respectively, while Equation 3.39c corresponds to the fundamental flexural
scattered wave. In the far-field, these three scattered waves are approximated by
uscar ∼ ikp
∞∑
m=−∞
ame
imθ(−i)m
√
2
pikpr
ei(kpr−pi/4) (3.40a)
uscaθ ∼ −iks
∞∑
m=−∞
bme
imθ(−i)m
√
2
piksr
ei(ksr−pi/4) (3.40b)
uscaz ∼
∞∑
m=−∞
cme
imθ(−i)m
√
2
pika1hr
ei(ka1hr−pi/4) (3.40c)
with the use of the asymptotic form of the Hankel function as expressed in Equation 3.26.
This subsection calculates the far-field solutions of all possible scattered waves by a circular
asymmetric blind hole damage. The calculated solutions for incident extensional and shear-
horizontal waves extend the results presented in [59].
Although the modelling approaches used in this section has been well demonstrated in litera-
tures, only a subset of all possible solutions were given. This section, following the developed
modelling approaches, derived solutions of all possible incident-wave mode combinations. These
solutions extends results in literatures. In addition, these solutions are essential to deriving the
plane-wave scattering amplitudes and the shape functions required by PWDT imaging formula.
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3.5 Results and discussions
In this section, the analytical scattering solutions are verified by comparing with results from
literatures and finite element simulations, along with which, a parameter study on scattering
patterns are presented.
3.5.1 Matrix scaling
For all the models presented in Section 3.4, the unknown expansion coefficients for a particular
order ofm are obtained through solving a set of simultaneous continuity equations, which forms
an equation system, in general, expressed as
Ax = b (3.41)
where A is a m-by-m square coefficient matrix containing the known information of the scat-
tered and transmitted fields, with the size m determined by the specific scattering problem of
interest, b is a m-by-1 column vector containing the information of the incident field, and x is
a m-by-1 column vector that contains all unknown expansion coefficients to be solved.
If the equation system is well-conditioned, it is conventional to use direct methods, such as
Gauss-Jordan elimination, to solve the unknown column vector x, such that
x = A−1b (3.42)
However, in the case of the scattering problems considered here, the equation system are ill-
conditioned for certain damage configurations and centre frequencies. It means that the values
of some elements in the coefficient matrix are several orders of magnitude larger than those of
others. Therefore, during the solving process, the matrix manipulations may result extreme
large or small numbers that exceed the maximum machine precision. As a result of that,
truncation and rounding errors may be introduced, resulting in inaccurate solutions.
Therefore, before solving the equation system, the coefficient matrix needed to be scaled to
reduce its condition number and make it less ill-conditioned. In Cegla's work, the scaling
operation is performed by multiplying a diagonal matrix to the coefficient matrix, where the
elements in the diagonal matrix are the order of magnitudes of the maximum values in the
corresponding columns in the coefficient matrix. However, since the scaling operation is only
performed once, the condition number can remain relatively high for certain cases. For these
cases, further reductions of conditions numbers are preferred. Therefore, an alternative scaling
approach proposed by Ruiz [155], which can iteratively reduce the condition number, were used
in this work. The goal of the algorithm is to find two diagonal matrices Dn1 and D
n
2 through
iterative procedure and use them to scale the equation system, with n being the iteration
number. The termination criterion is when the infinity-norm of both the rows and columns of
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the scaled coefficient matrix Aˆ = Dn1A
nDn2 are unity with a small tolerance. Assuming the
procedure terminates after iteration n, the original equation system in Equation 3.42 becomes
(Dn1A
nDn2 )xn = D
n
1b (3.43)
By directly inverting the system the unknown vector xn corresponding to this scaled equation
system can be obtained. Then the unknown vector x corresponding to the original equation
system in Equation 3.41 can be obtained through x and D1, such that,
x = Dn1xn (3.44)
It should be noted that although the scaling algorithm is developed for real-valued matrices,
numerical study carried out by the author showed that it is also applicable to complex matrices,
for example, the coefficient matrix A.
3.5.2 Symmetric blind hole
In the following subsections, numerical examples of scattering solutions of flexural and exten-
sional waves, which have been given in Section 3.4.1, are presented and compared with results
published by Wang and Chang [53] as well as results generated from finite element simulations.
Incident flexural waves
Comparison with literature results
As the first step of the verification, the analytical scattering solutions of flexural waves presented
in Section 3.4.1 are compared with results in [53], which is presented earlier in Figure 2.4 in
page 11. To match the format in the results in [53], the scattering results are presented in the
form of the far-field scattering amplitude. To derive the far-field scattering amplitude of the
scattered flexural waves, Equation 3.27 are rewritten as
uscaz (r, θ) ∼
∞∑
m=−∞
ame
imθ (−i)m
√
2
pika3hr
ei(ka3hr−pi/4) =
√
2
pika3hr
ei(ka3hr−pi/4)Sz(θ) (3.45)
where
Sz(θ) =
∞∑
m=−∞
ame
imθ (−i)m (3.46)
denoting the far-field scattering amplitude of flexural waves.
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Figure 3.14 shows scattering patterns of |Sz(θ)| for circular symmetric blind hole damage of
different radii and depths at the interrogating frequency ω = 0.1ωc,a. The selected damage
configurations and the interrogating frequency are identical to those used in Figure 2.4. The
two sets of results are in high agreement. For a constant depth, the scattering amplitudes in the
forward-scattering region become more dominating and concentrated towards the centre, and
the maximum value of the amplitudes increase from about 0.0018 to 10. For a constant ka1ha
value, while the shape of the scattering pattern changes slightly from a "figure of eight" to a
dipole as the depth increases from 0.98 to 0.8, the maximum amplitude increases significantly
from about 0.00015 to 0.0018. The results show that the scattering pattern in general are
sensitive to the ka1ha value as well as the depth of the damage.
(a) ka1ha = 0.1, b/h = 0.98 (b) ka1ha = 0.1, b/h = 0.8 (c) ka1ha = 1, b/h = 0.8
(d) ka1ha = 2, b/h = 0.8 (e) ka1ha = 4, b/h = 0.8 (f) ka1ha = 8, b/h = 0.8
Figure 3.14: Scattering patterns |Sz(θ)| of flexural waves by symmetric circular blind holes
of different radius and depths at the interrogating frequency of ω = 0.1ωc,a. The damage
configurations are identical to those shown in Figure 2.4 published in [53].
Comparison with numerical results
Next, the solutions of the scattered A0 are further compared with results generated using
FE simulations. The FE models were built using the commercial explicit finite element (FE)
software package ANSYS-LSDYNA. The structure was a flat aluminium plate of thickness
h = 1.6mm, Young's modulus E = 68.9GPa, density ρ = 2700 kg/m3, and Poisson ratio
ν = 0.33. The damage centred at the plate was a circular symmetric blind hole of radius a
and remaining thickness b. Shell elements were used in the simulations. Figure 3.15 shows
the schematics of the FE model. It is seen in the figure that the plate was divided into two
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regions by a contour marked as Σ. Within the region confined by Σ, irregular-shaped meshes
were used to better model the circular shape of the blind hole damage, with the maximum
mesh size of 0.5mm. Outside the region, mapped square meshes, whose in-plane dimension
was 0.5mm∗0.5mm, were used. To model the thickness reduction, the thickness of the shell
elements inside the damage region were set as b while the elements outside were set as h. A unit
point force in the form of a 6-cycle tone burst modulated with Hanning window was applied on
a single node on the upper surface of the structure to initiate an incident A0 mode, representing
a point-source excitation. The excitation node was at R = 75mm and θ = 0◦. The central
frequency of the incident A0 was f = 200 kHz, which was approximately 20% of the cut-off
frequency, fc, of the A1 mode. The scattered A0 mode was measured at nodes at a circular
array centred at the origin and of a radius R = 75mm.
Figure 3.15: Illustration of finite element models where incident A0 waves are excited from a
point-source.
In the FE model, the incident wave was excited from a point-source as opposed to the plane-wave
excitation considered in the analytical model introduced earlier. To account for the difference,
the incident plane wave A0 in Equation 3.21 is replaced by the point-source incident A0, which
is given by
uincz (R, θ) =
∞∑
m=−∞
αmJm(rka1h)e
imθ (3.47)
with
αm =
i
4
H(1)m (Rka1h)e
-imθI (3.48)
where θI is the polar angle of the excitation point with respect to the origin, and R is the
distance between the source and the centre of the damage.
According to Equation 3.27, the scattered A0 wave at the measurement points is expressed as
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uscaz (R, θ) =
∞∑
m=−∞
amHm(Rka1h)e
imθ (3.49)
where R is the distance between the origin and the measurement point of the scattered wave,
am and ka1h are the scattering coefficient, and the wave number associated with the scattered
A0, respectively.
The comparisons between analytical and numerical results for various ka1ha values are shown
in Figure 3.16, where the incident A0 waves were excited from the right-hand-side. The re-
sults from analytical and numerical simulations are shown as blue solid and red dashed lines,
respectively, and they are normalised to unity for direct comparisons. For all cases, it can
be seen that the scattering patterns in the forward-scattering region from both methods are
in excellent agreement. As for the amplitudes in the back-scattering region, the agreement
reduces as the ka1ha value decreases. Specifically, for the case of ka1ha = 0.4189, i.e. the blind
hole is sufficiently small and appears as a point-scatterer, the forward scattering is accurately
estimated, but the back-scattering amplitude is under-estimated by about 15%. To better
understand why large discrepancy exists only at the back-scattering region, a simulation was
performed where the damage is represented using a mapped mesh option. The result show that
the under-estimation of the back-scattering increases to about 25% for the mapped mesh case.
It implies that the existence of the discrepancy of back-scattering is because the radius of the
blind hole is so small that the mesh could not well represent the circular shape of the damage
and the reflected waves are more sensitive to the shape of the damage than the transmitted
waves. It also implies that reducing the current element size can decrease the discrepancy, but
the computational time can increase significantly.
(a) ka1ha = 0.4189, a = 0.5mm (b) ka1ha = pi, a = 3.75mm (c) ka1ha = 2pi, a = 7.5mm
Figure 3.16: Comparisons of scattering patterns |uscaz (R, θ) | analytically calculated using Equa-
tion 3.49 (blue solid) and those from FE simulations (red dashed) for various blind hole sizes.
In FE simulations, the incident A0 wave is excited from θ = 0
◦ and R = 75mm at a central
frequency of f = 200 kHz, and the blind hole severity is δh = 0.25.
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Incident extensional waves
The following subsections compare the scattering results calculated using the analytical model
introduced in Section 3.4.1 to literature results presented by Wang and Chang [53] and those
calculated using finite element simulations.
Comparison with literature results
Similar to the case of incident flexural waves, the far-field scattering amplitude of extensional
waves are required for comparisons with results presented in [53]. Rewrite Equation 3.34a as
uscar (r, θ) ∼ iks1h
∞∑
m=−∞
ame
imθ (−i)m
√
2
piks1hr
ei(ks1hr−pi/4) =
√
2
piks1hr
ei(ks1hr−pi/4)Sr(θ) (3.50)
where
Sr(θ) = iks1h
∞∑
m=−∞
ame
imθ (−i)m (3.51)
denoting the far-field scattering amplitude of extensional waves.
Figure 3.17 shows scattering patterns of |Sr(θ)| of circular symmetric blind hole damages of
different radii at interrogating frequency ω = 0.1ωc,s. The damage configurations are identical
to those used in Figure 2.6. It is seen that the scattering patterns vary significantly and become
more complicated as the ks1ha value increases. However, the amplitudes in the back-scattering
region are consistently dominating compared to those in the forward-scattering region regardless
of the ks1ha value. For a much higher frequency, i.e. ω = 0.99ωc,s, on the other hand, the
scattering patterns change from back-scattering dominating to forward-scattering dominating
as the ks1ha value increased, which is shown in Figure 3.18. Also, the amplitudes of the forward-
scattering highly concentrated at the centre when ks1ha ≥ 8, which is also observed in the case
of flexural waves as presented in Figure 3.14.
It is worth noting that the frequency ω = 0.99ωc,s in Figure 3.17 is different from ω = 1.0ωc,s
in the results presented by Wang and Chang. The reason of selecting this value is as follows.
When ω = 1.0ωc,s, the wavenumber ks2h becomes a small real number, being several orders of
magnitude smaller than ks1h. The real valued ks2h indicates that the incident wave field consists
both the fundamental symmetric Lamb wave mode S0 and the first higher order symmetric
mode S1. It is found that the presence of the incident S1 considerably influenced the resulting
scattered wave fields. Therefore, ω = 0.99ωc,s was chosen to eliminate the influence from the
wave mode S1. However, the comparison is still meaningful, since ω = 0.99ωc,s is sufficiently
close to the original value ω = 1.0ωc,s.
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(a) k1ha = 0.1, b/h = 0.8 (b) ks1ha = 1, b/h = 0.8 (c) ks1ha = 2, b/h = 0.8
(d) ks1ha = 4, b/h = 0.8 (e) ks1ha = 8, b/h = 0.8 (f) ks1ha = 10, b/h = 0.8
Figure 3.17: Scattering patterns |Sr(θ)| of extensional waves by symmetric circular blind holes
of different radii at interrogating frequency ω = 0.1ωc,s. The damage configurations are identical
to those in Figure 2.6 published in [53].
For the case of ω = 0.1ωc,s, the results shown in Figure 3.17 correlated well with those in Figure
2.6 in terms of the amplitude and the shape when ks1ha ≤ 8, despite the small amplitude
deviations. When ks1ha = 10, while the scattering pattern in Figure 3.17 is similar to that
in Figure 2.6, its lobes in the back-scattering region are better separated and its lobes in the
forward-scattering region are less prominent. The deviations are because the solution scheme
used in the analytical calculations is different from that in [53].
As for the case of ω = 0.99ωc,s, the scattering patterns in Figure 3.14 were in good agreement
with the literature results, except for the case of ks1ha = 2 and 10. In these two cases, the
number and angular locations of lobes were similar but the amplitudes at the forward-scattering
region were more prominent compared to the literature results. In addition, the deviation in
terms of the shape and amplitude of the scattering pattern was slightly larger than for the case
of ω = 0.1ωc,s regardless of the ks1ha value. The deviation is attributed to the difference of
the selection of the interrogating frequency, i.e. ω = 1.0ωc,s selected in the literature against
ω = 0.99ωc,s selected in this study.
Comparison with numerical results
In the following, the analytical solutions of scattered S0 waves are compared with results cal-
culated using finite element simulations. Figure 3.19 shows the schematics of the finite element
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(a) ks1ha = 0.1, b/h = 0.8 (b) ks1ha = 1, b/h = 0.8 (c) ks1ha = 2, b/h = 0.8
(d) ks1ha = 4, b/h = 0.8 (e) ks1ha = 8, b/h = 0.8 (f) ks1ha = 10, b/h = 0.8
Figure 3.18: Scattering patterns |Sr(θ)| of extensional waves by symmetric circular blind holes of
different radii at interrogating frequency ω = 0.99ωc,s. The damage configurations are identical
to those in Figure 2.7 published in [53].
model, which is identical to that introduced for the case of flexural waves in Section 3.5.2, ex-
cept that an incident plane S0 wave is excited from the edge of the plate. To excite the incident
wave, a unit force was evenly distributed on an array of nodes at the side of the structure, i.e.
x = 300mm and −300mm ≤ y ≤ 300mm, along the in-plane direction (x axis) as shown in
Figure 3.19. The force profile for the excitation was in the form of 6-cycle tone burst modulated
with Hanning window. The scattered S0 was measured on a circular array centred at the origin
and of a radius R = 100mm.
To calculate the analytical solution of the scattered S0 at the same distance R, the scattering
radius r in Equation 3.33a was replaced by R, resulting in
uscar (R, θ) = iks1h
∞∑
m=−∞
amHm(Rks1h)e
imθ (3.52)
Figure 3.20 shows the comparison between the scattering patterns of the scattered S0 calculated
from the analytical model and numerical simulations for three different cases. For each case,
the scattering patterns corresponding to the analytical and numerical models are marked as
solid blue and dashed red in the figure, respectively. Also, they are normalised to unity enabling
direct comparison. It is seen that the analytical and numerical results are in good agreement
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Figure 3.19: Illustration of finite element models where plane S0 waves are excited from the
edge of the plate.
when ks1ha = 1.03. For larger ks1ha values, the analytical results still match well with the
numerical ones, especially for the forward-scattering amplitudes, although small deviations in
the back-scattering amplitudes are observed .
(a) ks1ha = 1.03, a = 3.50mm, f =
250 kHz
(b) ks1ha = 2.06, a = 7.0mm, f =
250 kHz
(c) ks1ha = 3.26, a = 5.00mm, f =
550 kHz
Figure 3.20: Comparisons of scattered S0 calculated using the presented analytical model and
the FE model for a circular symmetric blind hole of depth b/h = 0.50 and different radii and
interrogating frequencies. The analytical and numerical results are marked as solid blue and
red dash, respectively.
3.5.3 Asymmetric blind hole
Comparison with literature results
The modelling approach outlined in Section 3.4.2 is a generalised version of that presented by
Cegla et al. [59]. In the following, results generated from the present model were compared to
those published in Cegla's paper.
The comparisons are shown in Figure 3.21 to 3.23. It is seen that the two sets of results are
identical in terms of the shape and magnitude, which indicates that the presented model has
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successfully reproduced the published results in Celga's paper.
(a) scattered S0 (b) scattered SH0 (c) scattered A0
Figure 3.21: Far field amplitudes of the lowest order propagating modes for a circular asym-
metric blind hole of radius a/h = 4 and depth b/h = 0.2 at dimensionless frequency
Ω = ωh/cT = 0.06. The incident plane S0 is initiated from left hand side. The results calcu-
lated using the presented analytical model (blue solid) are compared with those using Cegla's
model (dash green).
(a) scattered S0 (b) scattered SH0 (c) scattered A0
Figure 3.22: Far field amplitudes of the lowest order propagating modes for a circular asym-
metric blind hole of radius a/h = 4 and depth b/h = 0.5 at dimensionless frequency
Ω = ωh/cT = 0.40. The incident plane S0 is initiated from left hand side. The results calcu-
lated using the presented analytical model (blue solid) are compared with those using Cegla's
model (dash green).
Comparison with numerical simulations
The presented model is further validated with results from numerical simulations.
The numerical model was built using the commercial explicit FE software package ANSYS-
LSDYNA. It had the same plate structure, including its dimensions and material properties, as
that in the FE model for the case of symmetric blind hole. Since shell elements are not able to
model asymmetric blind holes, solid elements were selected instead. Irregular shaped meshes
were used within a square region of dimension 50mm*50mm to properly capture the actual
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(a) scattered S0 (b) scattered SH0 (c) scattered A0
Figure 3.23: Far field amplitudes of the lowest order propagating modes for a circular asym-
metric blind hole of radius a/h = 4 and depth b/h = 0.5 at dimensionless frequency
Ω = ωh/cT = 1.20. The incident plane S0 is initiated from left hand side. The results calcu-
lated using the presented analytical model (blue solid) are compared with those using Cegla's
model (dash green).
circular shape of the damage. The maximum in-plane dimension of these meshes were 0.5mm.
Outside the square region, mapped square meshes were used, whose in-plane dimensions were
0.5mm*0.5mm. For all meshes, including the irregular and mapped shaped, the out-of-plane
dimensions were 0.4mm, therefore the thickness of the plate structure was discretised into four
layers of elements. The thickness reduction of the blind hole was modelled through removing
layers of elements within the damage region accordingly. For example, for a 50% thickness
reduction (b/h = 0.50) which will be used in the following comparison, the top two layer of
elements was removed.
To generate incident A0 wave, a unit force was applied on a circular region in the form of
a tone burst vibrating along the out-of-plane direction. The circular region was centred at
φ = 180◦, R = 100mm, with a radius of 2.5mm, which is sufficiently small to represent a point-
source but large enough to ensure hourglassing energy was insignificant, i.e. smaller than 10%
of the total energy. The vibration was applied throughout the thickness and each node involved
were subjected to an equal fraction of the vibrating force. Finally, the tone burst consisted of
6 cycles and modulated with a Hanning window.
Figure 3.24 to Figure 3.27 compare the scattering patterns generated from FE simulations and
those from analytical solutions for four ka1ha values. In these figures, both sets of scattering
patterns are normalised to unity. It is seen that the analytical solutions are in good agreement
with the FE simulation results in general, but the degree of agreement varies depending on the
scattered wave modes and the ka1ha value. For the case of scattered A0 wave, the scattering pat-
tern skews towards forward-scattering, and the forward-scattering became more concentrated
in the centre as the ka1ha value increased, which is also observed for the case of symmetric blind
holes in Section 3.4.1. The analytical solutions well predict the forward-scattering but are less
accurate on predicting the back-scattering. As for the case of scattered SH0, the scattering
patterns vary across the considered cases, but they mainly consist of four lobes and appeared
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in a butterfly-like shape in general. The analytical solution is able to accurately predict the
main features of the scattering pattern, especially when the ka1ha value is small. Regarding
the scattering patterns of scattered S0, they are heavily case dependent. For the smallest
ka1ha value, the scattering pattern appears in a dipole-like shape, but then it changes between
forward-scattering and back-scattering dominating as the ka1ha value increases. The compar-
ison show that the analytical solutions predict the main features of the scattering patterns
across all considered cases, although discrepancies are observed.
(a) Scattered S0 (b) Scattered SH0 (c) Scattered A0
Figure 3.24: Comparison of scattered waves calculated from analytical models (blue solid) and
finite element simulations (red dashed) for a circular asymmetric blind hole of radius a = 0.5mm
and depth b/h = 0.5 at interrogating frequency f = 215 kHz, giving the ratio of damage radius
to wavelength ka1ha = 0.4189. Incident A0 is initiated from the right hand side.
(a) Scattered S0 (b) Scattered SH0 (c) Scattered A0
Figure 3.25: Comparison of scattered waves calculated from analytical models (blue solid) and
finite element simulations (red dashed) for a circular asymmetric blind hole of radius a = 3.5mm
and depth b/h = 0.5 at interrogating frequency f = 240 kHz, giving the ratio of damage radius
to wavelength ka1ha = pi. Incident A0 is initiated from the right hand side.
3.5.4 Limitations
While the analytical model has the ability of providing fast solutions with good flexibility and
sufficient accuracy, its range of application is limited by several factors, including the theories
used to approximate the wave motions and the modelling approach of the blind hole damage.
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(a) Scattered S0 (b) Scattered SH0 (c) Scattered A0
Figure 3.26: Comparison of scattered waves calculated from analytical models (blue solid) and
finite element simulations (red dashed) for a circular asymmetric blind hole of radius a = 5.0mm
and depth b/h = 0.5 at interrogating frequency f = 200 kHz, giving the ratio of damage radius
to wavelength ka1ha = 4. Incident A0 is initiated from the right hand side.
(a) Scattered S0 (b) Scattered Sh0 (c) Scattered A0
Figure 3.27: Comparison of scattered waves calculated from analytical models (blue solid) and
finite element simulations (red dashed) for a circular asymmetric blind hole of radius a = 7.0mm
and depth b/h = 0.5 at interrogating frequency f = 240 kHz, giving the ratio of damage radius
to wavelength ka1ha = 2pi. Incident A0 is initiated from the right hand side.
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The first obvious limitation is based on the approximate plate theories. In general, these theories
can only provide sufficiently good approximations on the dispersion characteristics of the waves
at the low-frequency regime. The accuracy of the approximation decreases with increased
frequency. In addition, these theories simplify the actual mode shape of the waves, which
is the displacement profiles along the thickness direction. These simplifications are generally
sufficiently accurate at the low-frequency regime, but often deviate from the actual mode shape
gradually as the frequency increases.
In addition, the simplification of the boundary conditions also contributes errors to the solu-
tions. It is known that, for guided wave scattering problems, there are stress concentrations
at the vicinity of damages [156, 157]. However, the presented models do not take the stress
concentrations into account. Considering the stress concentrations may improve the accuracy of
the analytical models, but it may require a different modelling approach from the wave expan-
sion method, which may increase the model complexity and lower the computational efficiency.
Incorporating the stress concentration is beyond the scope of this thesis, and thus it was not
further pursued.
Finally the limitation also comes from the assumption made in the calculation that internal
reflections within the damage region are ignored. This assumption implies that the presented
analytical models are only valid for damages whose radius are relatively small compared to the
interrogating wavelength, where the influence of the reflected waves are not significant.
3.6 Summary
In this chapter, the scattering of Lamb waves by a circular blind hole damage on an isotropic
plate has been considered. The scattering solutions were derived by following the analytical
modelling approach developed by Wang and Chang. [53] and Cegla et al. [59]. Different from
these two previous work, which only considered the scattering problem for certain wave modes,
this chapter presented a complete set of explicit solutions for all combinations of incident and
scattered wave modes for two types of blind holes, i.e. symmetric and asymmetric.
The validity of the analytical model was verified by comparing the analytical solutions with
results presented in [53] and [59] and those generated using explicit finite element simulations.
The derived analytical solutions well matched the literature results. However, small deviations
were observed due to the fact that different solution techniques were applied to solve character-
istic equations of problems. In addition, the analytical solutions were in good agreement with
those generated using finite element simulations in general, but the degree of agreement varied
depending on the type of blind hole damage, interrogating frequency, the ratio of damage size
to wavelength, as well as the scattered wave modes.
The derived solutions in this chapter are then further used to derive the plane-wave scattering
amplitude and the shape function that are required for the imaging process of the plate-wave
diffraction tomography, which will be discussed in the next chapter.
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Chapter 4
Evaluation of imaging circular blind holes
using plate wave diffraction tomography
with scattering A0A0
4.1 Introduction
Plate-wave diffraction tomography (PWDT) is an emerging imaging technique that can poten-
tially provide quantitative diagnostic images for structural health monitoring applications. The
prerequisite analytical framework for PWDT was first developed by Rose and Wang [41, 140].
Then the performance of PWDT has been demonstrated by imaging simple laminar damages
in plate-like structures [19, 141, 143]. Based on the analytical framework in [41, 140], Rose
and Wang [17] further developed a filtered back-propagation (FBP) reconstruction formula and
demonstrated its performance by imaging delamination damages of two different configurations.
More recently, Rose et al. [18] evaluated the accuracy of PWDT on imaging laminar damages
of different sizes and severities using solutions for acoustic waves.
While these initial studies clearly demonstrated the performance of PWDT and its potential
for quantitative imaging, the mechanisms affecting the reconstruction quality are still unclear.
In addition, although in [17] the authors suggested that it is possible to extend PWDT to other
guided wave modes, these primary studies only focused on using the fundamental Lamb wave
mode, and no extension has been made so far.
This and next chapters present a systematic investigation on the performance of PWDT with
fundamental guided wave modes, i.e. A0, S0 and SH0. The investigation aims to quantitatively
identify the applicable range of PWDT when each of the fundamental guide wave modes is
used, and to understand the physical mechanisms that limit the reconstruction performance.
This chapter first focuses on the case of using the scattering A0A0, where both the incident
and scattered wave modes are A0, and then the next chapter considers the case of using other
combinations of incident and scattered wave modes including the converted wave modes. In
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the investigation, the imaging performance is evaluated by the quality of reconstructing the
circular blind hole, which is a simple representative model for real thinning damages on plate-
like structures. To fulfil the far-field condition of PWDT, the analytical scattering models
introduced in Chapter 3 are used for computing the forward scattering data for the imaging
reconstruction.
The chapter is organised as follows. Section 2 introduces the PWDT imaging formula developed
in [17] which is generalised to arbitrary combinations of incident and scattered wave modes.
Section 3 presents the computerised implementation of the generalised PWDT imaging formula
and issues associated with the implementation. Section 4 evaluates the PWDT imaging formula
by performing reconstructions using the Born approximation. Section 5 reconstructs circular
damages for a wide range of sizes, severities and interrogation frequencies using scattering A0A0.
These results and their implications are then discussed. The major findings of the chapter is
summarised in Section 6.
4.2 Generalised PWDT imaging formula
4.2.1 Problem formulation
Figure 4.1 shows a sketch of the imaging configuration considered throughout this chapter. A
plate-like structure with an inhomogeneity centred at the origin of the system coordinate is
considered. The region of the inhomogeneity is enclosed by a continuous contour Σ, within
which the inhomogeneity variation is described by a function δ(x). The plate-like structure
is assumed to be homogeneous, isotropic and elastic and of infinite width and length. The
area of interest for the imaging, defined as the imaging domain, is a square region centred on
the plate structure, shown as the shaded region in the sketch. The structure is assumed to
be equipped with a circular array of point-like active sensors acting as both transmitters and
receivers, which is shown as the dots enclosing the imaging domain. The radius of the sensor
array is assumed to be infinitely large so that plane-waves are emitted.
For an emission from a transmitter, the scattered filed is recorded by all receivers. The frequency
response of the scattered displacement recorded at scattered angle θ due to an incidence from
angle φ contributes to a data matrix denoted as U scaαβ (θ, φ). The symbols α and β are used to
identify possible scattered and incident wave modes, respectively. For simplicity, this chapter
only considers the three most commonly used wave modes for SHM applications, i.e. the
fundamental Lamb wave modes, A0 and S0, as well as the fundamental shear-horizontal mode
SH0. The three wave modes are identified by indices α and β, with 1 being used to denote
S0, 2 for SH0 and 3 for A0. For example, in a case where the incident and scattered waves are
A0 and S0, respectively, the displacement of the scattered wave is U
sca
13 (θ, φ). Therefore, there
are in total nine incident-scattered wave mode combinations, and they can be categorised into
two cases. The first is the pure mode case, where the incident and scattered wave modes are
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identical, and the second is the mixed mode case, where the incident and scattered wave modes
are different.
The imaging problem is to reconstruct the inhomogeneity variation δ(x) using the data matrix
U scaαβ (θ, φ) obtained from the sensor measurements.
Figure 4.1: Illustration of the imaging configuration, and of the scattered wave displacement
Uαβ(θ, φ). The inhomogeneity to be reconstructed is at the centre of the imaging domain, which
is illustrated as the square shaded region, with R0 being its half diagonal length.
4.2.2 Reconstruction formula
In [17], the PWDT imaging formula was derived within the framework of Mindlin plate theory.
An integral representation of the scattered field was derived and approximated using the Born
approximation. The Born approximation leads to a linearised relation between the far-field
scattered amplitude and the 2D Fourier transform of the inhomogeneity variation, forming the
basis of PWDT. By applying the filtered back-propagation algorithm, this linearised relation
was inverted resulting in the imaging formula.
Although the linearised relation is derived within the framework of Mindlin plate theory, which
is exclusively for flexural waves, the linearised relation could be generalised to other wave modes.
This is the assumption for the generalisation of the PWDT imaging formula in [17]. Therefore,
by following a similar procedure developed in [17], a generalised PWDT imaging formula can
be derived. In the far-field, the plane-wave scattering amplitude is given by
Aαβ(θ, φ) =
U scaαβ (r, θ, φ)
Gα(r)
(4.1)
where Uαβ(θ, φ) denotes the scattered wave in the direction θ due to an incident wave in an
direction φ; Gα(r) being the Green's function of the wave mode α in the far-field, which can
be expanded using the asymptotic form of the Hankel function:
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Gα(r) =
i
4
H
(1)
0 (kαr)
∼ i
4
√
2
pikαr
ei(kαr−pi/4), kαr  1 (4.2)
where H
(1)
0 (·) is the Hankel function of the first kind.
Therefore, one can derive the following relation between the plane-wave scattering amplitude
Aαβ(θ, φ) and the 2D Fourier transform of the inhomogeneity variation ∆(k) as a generalisation
of that in [17],
∆(k) =
Aαβ(θ, φ)
Qαβ(θ, φ)
(4.3)
where Qαβ(θ, φ) denotes the shape function giving the scattering pattern due to an inhomo-
geneity with an infinitesimal size, i.e. a point-scatterer. It can be considered as a generalisation
of the shape function derived in [17] for flexural inhomogeneities with thickness variations. The
shape function Qαβ(θ, φ) is given by
Qαβ(θ, φ) = lim
a→0
1
pia2δ
Aαβ(θ, φ) (4.4)
where denominator pia2δ is a normalisation factor, allowing severity characterisation [158], with
a and δ being the radius and severity of the point-like scatterer.
By inverting the linearised relation in Equation 4.3 using the filtered back-propagation algo-
rithm, the generalised PWDT imaging formula is given by
sDT (x) =
kαkβ
8pi2
∫ 2pi
0
∫ 2pi
0
Aαβ (θ, φ) |sin (θ − φ)| ei(kαθ−kβφ)·x
Qαβ (θ, φ)
dθdφ
(4.5)
where sDT (x, y) is the reconstructed value of the inhomogeneity variation δ(x) at the point
x = (x, y); θ = (cosθ, sinθ), and φ = (cosφ, sinφ) are the directional vectors of scattered and
incident waves respectively, as indicated in Figure 4.1; kα and kβ are the wavenumbers of the
scattered and incident wave modes, respectively. The term |sin(θ − φ)| is the Jacobian arisen
in the change from Cartesian to polar coordinates [158].
Equation 4.5 assumes that the scattered field is measured for all incident and scattered angles.
In practice, the scattered field is only available at a discrete set of transmitter and receiver
locations. Therefore, the integral in Equation 4.5 can only be evaluated as sums. Applying a
trapezoidal quadrature rule, one can rewrite Equation 4.5 as follows,
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sDT (x) =
kαkβ
2N2
[
N∑
i=1
N∑
j=1
Aαβ (θi, φj) |sin (θi − φj)| ei(kαθi−kβφj)·x
Qαβ (θi, φj)
]
(4.6)
where the subscripts j = 1, 2, · · · , N and i = 1, 2, · · · , N , are used to denote the locations of
transmitters and receivers, respectively.
Equation 4.6 is the generalised PWDT imaging formula that can accept arbitrary combinations
of incident-scattered wave modes. The required input for the reconstruction is the plane-wave
scattering amplitude Aαβ(θi, φj) and the shape function Qαβ(θi, φj). Also, the wavenumbers of
the incident and scattered wave mode should be known in prior. The computerised implemen-
tation of this generalised imaging formula will be discussed in Section 4.3. The performance of
this generalised imaging formula with the use of different combinations of wave modes will be
evaluated in Sections 5, 6, and 7.
4.2.3 Spatial Fourier space (k-space)
Equation 4.3 indicates that the 2D spatial Fourier transform of the inhomogeneity variation is
given by the division of Aαβ(θ, φ) and Qαβ(θ, φ). To simplify the analysis, it is more convenient
to consider their division as a single variable, which is defined as the scaled plane-wave scattering
amplitude as follows,
Ascalαβ (θ, φ) =
Aαβ(θ, φ)
Qαβ(θ, φ)
(4.7)
Thus Equation 4.3 becomes
∆(k) = Ascalαβ (θ, φ) (4.8)
Equation 4.8 implies that the value of the scaled plane-wave scattering amplitude Ascalαβ (θ, φ)
gives the value of the two-dimensional (2D) spatial Fourier transform of the scatterer at
the spatial frequency k = kα − kβ, where k = (kx, ky), kα = (kαcosθ, kβsinθ) and kβ =
(kβcosφ, kβsinφ). Equation 4.8 is the generalisation of the plate wave Fourier diffraction theo-
rem developed in [17]. In the spatial frequency domain, which is also known as k-space, for a
fixed incident angle φ, the value of Ascalαβ (θ, φ) for all scattered angles are mapped onto a circle
centred at −kβ(cosφ, sinφ) and of radius kβ. By sweeping the incident angles, all the data in
Ascalαβ (θ, φ) are mapped onto a finite region known as the coverage region. Depending on the
combination of the incident and scattered wave modes, the coverage region is different. For pure
mode cases, the coverage region is an Ewald limiting disk [159] as shown in Figure 4.2a, which
is identical to that in [17]. As for mixed mode cases, the coverage region is a hollow region as
shown in Figure 4.2b and 4.2c. The hollow coverage region indicates that the reconstruction
can suffer resolution loss. In Section 7, the resolution loss will be assessed.
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(a) kα = kβ (b) kα < kβ (c) kα > kβ
Figure 4.2: The region of the approximated two-dimensional Fourier transform in the k-space
for (a) the non-converted mode case, (b) and (c) the converted mode cases.
There are other implications of Equation 4.8 that are important to the analysis later in this
chapter. Consider the directional vector
k = kα − kβ (4.9)
Therefore, the Cartesian coordinates of vector k are expressed as
kx = kαcosθ − kβcosφ (4.10a)
ky = kαsinθ − kβsinφ (4.10b)
Then, the modulus of the vector k is
|k| =
√
k2x + k
2
y =
√
k2α + k
2
β − 2kαkβcos(θ − φ) (4.11)
Equation 4.11 has two implications. The first is that the data of Ascalαβ (θ, φ) at a fixed angle
of θ − φ give the values on a circle of radius k in k-space. The second implication is that
the transmitted components provide low frequency information of the inhomogeneity, and the
reflected components provide high frequency information of the inhomogeneity.
During the computerised implementation of the generalised PWDT imaging formula, noise
peaks arise in k-space degrading the imaging performance. With the first implication, the
effect of the noise peaks can be clearly explained, which helps develop a filtering method that
suppress the negative effect of the noise peaks. These will be discussed in Section 3 in detail.
When performing reconstructions using other wave modes, the imaging performance is closely
related to the directivity pattern of Ascalαβ (θ, φ). The second implication of Equation 4.11 is
essential to understand the relation. This will be analysed in Section 6.
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4.3 Computerised implementation of the generalised PWDT
imaging formula
This section discusses the computerised implementation of the imaging formula in Equation 4.6
and the issues associated with the implementation.
4.3.1 Imaging configurations
Figure 4.3 shows the sketch of the imaging configuration used in the rest of this chapter. The
plate-like structure is a flat aluminium plate of material properties listed in Table 4.1. The
imaging domain is chosen to be a square of width being 5λα, giving a half diagonal distance
of R0 = 5
√
2λα. The radius of the equipped active sensor array is assumed to be infinitely
large simulating the far-field condition. The required number of receivers is selected to satisfy
the Nyquist sampling criterion. For a circular aperture, the sampling criterion states that the
minimum spatial interval between two adjacent sampling points should be no less than half the
wavelength of the interrogating wave [151], which can be expressed as follows,
Table 4.1: Typical physical properties of a grade 5251 aluminium plate (source from [160])
Young's Modulus Density Poisson ratio Thickness
68.9GPa 2700kg/m3 0.33 1.6mm
Figure 4.3: Illustration of the imaging configuration for computerised implementation. A cir-
cular blind hole is centred at the imaging domain, which is illustrated as the square shaded
region, with R0 = 5
√
2λα being its half diagonal length.
2piR0
N
≤ λα
2
(4.12)
Therefore, the required number of receivers N is calculated as
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N ≥ 4pi
λα
R0 (4.13)
For the considered R0 = 5
√
2λα, N = 89, and this number of receivers is used for all the
reconstructions performed later in this chapter.
4.3.2 Generation of input data
The required input data for PWDT reconstructions are the plane-wave scattering amplitude
Aαβ(θ, φ) and the shape function Qαβ(θ, φ). In Chapter 3, analytical models have been in-
troduced to calculate the displacements of the scattered fields Uαβ(θ, φ). Using these models,
the solution of Aαβ(θ, φ) can be obtained. However, it is not possible to directly use these
analytical models to calculate the shape function because of numerical instability. Instead, the
shape function must be calculated using a semi-analytical approach.
At first, the plane-wave scattering amplitude is derived. According to Equation 4.1, the ex-
pressions of Aαβ(θ, φ) are given by
Aαβ(θ, φ) = C
∞∑
m=−∞
(−i)mχmeimθe−imφ (4.14)
with
C =

4kα α = 1, β = 1, 2, 3 (4.15a)
−4kα α = 2, β = 1, 2, 3 (4.15b)
4
i
α = 3, β = 1, 2, 3 (4.15c)
where χm is a general modal coefficient at the order of m, which is dependent on the specific
wave mode as well as the type of blind hole damage.
Then, the shape function is calculated. Substituting Equation 4.14 in Equation 4.4, the general
expression of the shape function Qαβ(θ, φ) is obtained as follows,
Qαβ(θ, φ) = C
∞∑
m=−∞
(−i)mχm0eimθe−imφ (4.16)
where C is the same multiplicative constant given in Equation 4.15, and χm0 is the modal
coefficient χm at the point-scatterer limit, which is given by
χm0 = lim
a→0
1
pia2δh
χm (4.17)
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Equation 4.16 and 4.17 indicate that for a given central frequency, a plane-wave scattering
amplitude for a point-scatterer whose radius is zero, i.e. kαa = 0, is required in order to calculate
the shape function. However, such plane-wave scattering amplitudes cannot be calculated using
the analytical models introduced in Chapter 3. The reason is that reducing the radius to zero
causes singularities in the coefficient matrix of the linear equation system, thereby there is
no solution available. Therefore, a two-step calculation procedure was developed. At first, a
plane-wave scattering amplitude at a small kαa value is calculated, i.e. kαa = 0.025. Then
this plane-wave scattering amplitude is extrapolated to kαa = 0 using the piecewise Hermite
interpolation method. It is found that this calculation procedure is robust for all wave modes
considered in this thesis. Details of the extrapolation method are presented in Appendix C.
It should be noted that the shape function Qαβ(θ, φ) is complex-valued. Both the real and
imaginary parts of the shape function are dependent on the angular value of θ − φ. The
maximum value of the real part is several orders of magnitude larger than that of the imaginary
part. Also, while the imaginary values are always larger than zero, the real values have zero-
crossings. A parametric study showed that the number and angular value of the zero-crossings
are dependent on various parameters, including wave modes, the central frequency, the type
and the severity of the blind hole damage. Therefore, it means that at angular values where
zero-crossings happen, the values of shape function are purely imaginary and small, and that
the angular values are not constant. As will be shown in Section 4.3.3, the problem of these
small values is that they can potentially introduce artefacts in the final reconstruction. To be
able to accurately evaluate the performance of the imaging algorithm, it is important to develop
a method to minimise these artefacts. This method is developed in Section 4.3.3.
4.3.3 Reconstruction degradation introduced by shape functions and
improvements
There are two perspectives to understand the influence of the zero-crossings. The first is
to consider that the zero-crossings generate pole-like singularities in the imaging formula in
Equation 4.5 at integration points where the zero-crossings happen. This type of singularity
is not integrable in a conventional sense. Instead, one could assign the value of the integral
through the method of Cauchy principle value (CPV) [161, 162]. To implement this method, the
integration in Equation 4.5 needed to be divided into several sub-integrations according to the
angular locations of the zero-crossings. Since the shape functions are not simple polynomials,
numerical root-finding methods are required to locate the zero-crossings [163], such as the
bisection method and Newton's method.
The second perspective is to consider that the values of Aαβ(θ, φ) are significantly amplified at
angular locations where zero-crossings happen. In k-space, these amplified values are signifi-
cantly larger than the values adjacent, appearing as noise peaks. It means that the sinusoidal
waves of spatial frequencies where these amplified values happen are significantly amplified,
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which can potentially degenerate reconstructions. To minimise the effect of these amplified si-
nusoidal waves, a straight-forward method is to apply a 2D filtering function that can selectively
pinpoint the locations where the amplified values happen and remove them [164]. Since it is
known that the noise peaks are introduced at spatial frequencies where zero-crossings happen,
the 2D filtering function can be constructed as follows,
Hαβ(θ, φ) =
1, if |Qαβ(θ, φ)| ≥ tQmaxαβ0, if |Qαβ(θ, φ)| < tQmaxαβ (4.18)
where t is an artificially selected threshold value and Qmaxαβ is the maximum absolute value of
the Qαβ(θ, φ) matrix. The value of t determines the number of angular locations where the
contributions are excluded. A larger value of t means more contributions from amplitude spikes
are excluded and hence a reconstruction with oscillations of less amplitude is expected and vice
versa. However, a large threshold may undesirably exclude contributions that are not associated
with amplitude spikes and thus reduce the accuracy of predictions. A separate parameter study
has been conducted to determine the optimal threshold value. The results indicate that the
reconstruction quality is optimal if the threshold is 0.04 < t < 0.2. The details of the parameter
study is given in Appendix D. For all PWDT reconstructions conducted throughout this thesis,
a threshold t = 0.05 is selected.
In the following subsections, we will use one numerical case to demonstrate the effect of the
artefacts attributed to the zero-crossings in the shape function. We will then apply the filtering
function in Equation 6.4 to minimise the artefact, followed by a discussion on the effect of the
filtering function.
Degradation induced by noise peaks
Consider the imaging configuration mentioned in Section 4.3.1. For simplicity, the blind hole
damage to be interrogated was symmetric with respect to the mid-plane of the plate, and
it was illuminated by the fundamental antisymmetric Lamb wave mode A0. The resulting
scattering A0 was then used for reconstructions. Thus, the indices to identify wave mode cases
are α = β = 3. The radius and severity of the blind hole damage were a = 1.25λ3 and δh = 0.15,
respectively. The central frequency of the Lamb wave mode A0 was ω = 0.2ωc,a (f = 194 kHz),
with ωc,a being the cut-off frequency of Lamb wave mode A1, giving a wavelength of λ3 = 8mm.
The plane-wave scattering amplitude A33(θ, φ) and the shape function Q33(θ, φ) were calculated
according to Equation 4.14 and 4.16. Figure 4.4a and 4.4b show directivity patterns of A33(θ, φ)
and Q33(θ, φ) when φ = 0
◦, respectively. The plane A0 mode was incident from the left-hand-
side of the figure. In Figure 4.4a, it can be seen that the magnitudes in the forward region
are prominent compared to those in the back-scattering region. In Figure 4.4b, the pattern
appears as a "figure of eight", which is similar to that reported by Norris and Vemula [51] and
Wang and Chang [53]. Two main lobes with approximately equal magnitudes appear in both
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forward- and back-scattering regions, with two small side-lobes at angles of θ = 90◦ and 270◦.
At the four angular locations where the main lobes and side-lobes connect, the magnitudes
of Q33(θ, φ) are close to zero. From the discussion in Section 4.3.2, it is recognised that the
presence of side-lobes is due to sign changes of the real part of the shape function. Figures 4.4a
to 4.4c show directivity patterns of A33(θ, 0), Q33(θ, 0), and A
scal
33 (θ, 0), respectively. Comparing
Figure 4.4a and 4.4c, the most significant difference is that the magnitudes of A33(θ, 0) at the
angular locations where the zero-crossings happened are significantly larger than those adjacent,
becoming noise peaks as mentioned in Section 4.3.3.
(a) |A33(θ, 0)| (b) |Q33(θ, 0)| (c) |Ascal33 (θ, 0)|
Figure 4.4: Directivity patterns of the plane-wave scattering amplitude |A33(θ, 0)|, the shape
function |Q33(θ, 0)| and the scaled plane-wave scattering amplitude |Ascal33 (θ, 0)| for a circular
symmetric blind hole damages of radius a = 1.25λ3 and severity δh = 0.15. The incident plane
A0 wave was incident from the left-hand-side of the figures, i.e. the incident angle φ = 0
◦. The
central frequency was ω = 0.2ωc,a, with ωc,a being the cut-off frequency of Lamb wave mode
A1.
Before showing the reconstruction results, measuring metrics need to be defined. Since the
damage considered in this study is radially symmetric, there are only two characterisations
required to be measured, viz. the radius and the height, which represent the damage size
and severity, respectively. The radius of the reconstructed damage is measured at 50% of the
maximum reconstructed severity, which has been used in [165]. The severity is the average value
of those within the damage region. The method of identifying the damage region is outlined in
Appendix E in detail.
The reconstruction results are shown in Figure 4.5. The filtering function in Equation 6.4
was not applied during the reconstruction, in order to demonstrate the degradation introduced
by the noise peaks shown in Figure 4.4c. Ideally, the blind hole damage is expected to be
reconstructed as a low-pass version of a circular cylinder. However, in Figure 4.5b the predicted
profile, which are marked as red dash lines, does not correlate with the actual profile, which are
marked as green dash lines. As a result, predictions of the damage characteristics are poor. The
radius and severity of the damage are significantly under- and over-estimated by approximately
87,% and 600,%, respectively. Moreover, oscillations are observed throughout the background.
The fundamental reason of the presence of the unwanted oscillations is explained in the fol-
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(a) (b)
Figure 4.5: Reconstruction results for a circular symmetric blind hole of radius a = 1.25λ3 and
severity δh = 0.15. The central frequency was ω = 0.2ωc,a. The reconstruction was performed
using the scatter data shown in Figure 4.4. (a) The 3D plot of the reconstruction. (b) The
cross sectional profile of the reconstruction along y = 0mm. The green and red dashed lines
represent the profiles of the actual and reconstructed damages, respectively
lowing. Figure 4.6a and 4.6b show the exact 2D spatial Fourier transform of the blind hole
damage and that obtained from the reconstructed image, respectively. Both Fourier spectra
are normalised to unity. In Figure 4.6b, it can be seen that there are two rings that are dis-
tinctive from the background compared with that in Figure 4.6a. These two rings are related
to the four noise spikes in Figure 4.4c following the relation in Equation 4.11. Specifically, the
inner ring is related to the two noise peaks occurring in the forward-scattering region, and the
outer ring is related to the two noise peaks occurring in the back-scattering region. Also, the
maximum magnitudes of the two rings are determined by those of the two sets of noise peaks,
respectively. It can be seen that the magnitudes of these two rings are prominent compared to
the low frequency information confined within about k = k3, which are mainly responsible for
meaningful severity reconstructions. Therefore, the circular oscillations associated with these
two rings are prominent so that the reconstruction mainly contains of these oscillations.
Minimisation of degradation induced by noise peaks
In the last subsection, it has been demonstrated that the presence of the unwanted oscilla-
tions degenerated the reconstruction. It has also shown that these unwanted oscillations are
attributed to the two rings in k-space. Therefore, the oscillations can be significantly sup-
pressed or even completely removed, and hence improve the reconstruction quality if the two
rings are excluded. This can be achieved by multiplying the filtering function in 6.4 to the
Fourier transform of the reconstruction. Alternatively, this multiplication operation in the fre-
quency domain can be implemented by multiplying the filtering function to the integrand of
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(a) (b)
Figure 4.6: Normalised 2D spatial Fourier transforms of the blind hole damage of radius a =
1.25λ3 and severity δh = 0.15 that were (a) calculated from the exact solution [15], and (b)
approximated by scatter data for the reconstruction shown in Figure 4.5. The wavenumber of
the incident Lamb wave mode A0 was k3 = 785 rad/mm, corresponding to a central frequency
of ω = 0.2ωc,a.
the imaging formula in Equation 4.5, which is expressed as
sDT (x) =
kαkβ
2N2
[
N∑
i=1
N∑
j=1
Hαβ(θi, φj)Aαβ (θi, φj) |sin (θi − φj)| ei(kαθi−kβφj)·x
Qαβ (θi, φj)
]
(4.19)
To illustrate the improvement introduced by the filtering function, a reconstruction was per-
formed for the same configuration as shown in Figure 4.5, but using Equation 4.19 with a
threshold of t = 0.05. The reconstruction results are shown in Figure 4.7. Compared with
the reconstruction results shown in Figure 4.5, the unwanted oscillations were substantially
suppressed. As a result, the damage was clearly reconstructed and the prediction accuracies
were greatly improved. The error of the radius prediction decreased to about 1%, and that of
severity reduced to approximately 33%.
Figure 4.8a and 4.8b show the directivity pattern of Ascal33 (θ, φ) and the approximated 2D
spatial Fourier transform corresponding to the improved reconstruction shown in Figure 4.7.
Comparing with the pattern shown in Figure 4.4, it can be seen that the four noise peaks
are removed accurately without sacrificing the magnitudes at other angular locations. In the
spatial frequency space as shown in Figure 4.8b, the two rings shown in Figure 4.6b are removed
accordingly. As a result, the approximated Fourier transform correlates better with the exact
one shown in Figure 4.6a, which explains the improvement of the reconstruction.
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(a) (b)
Figure 4.7: Reconstruction results for a circular symmetric blind hole of radius a = 1.25λ3 and
severity δh = 0.15. The central frequency was ω = 0.2ωc,a. The reconstruction was performed
using the scatter data shown in Figure 4.4. (a) The 3D plot of the reconstruction. (b) The
cross sectional profile of the reconstruction along y = 0mm. The green and red dashed lines
represent the profiles of the actual and reconstructed damages, respectively
(a) (b)
Figure 4.8: (a) The directivity pattern of |H33(θ, 0)Ascal33 (θ, 0)| and (b) the 2D Fourier transform
of the reconstruction shown in Figure 4.7.
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Effect of filtering function
In Section 4.3.3, it has been shown that the filtering function Hαβ(θ, φ) is essentially a 2D stop-
pass filter in k-space. Also, it can be seen that the stopbands are related to the noise peaks,
which are caused by the zero-crossings of the shape function. In the following, we will discuss
the relation between the stopband and the zero-crossing quantitatively using an illustrative
example.
Figure 4.9a illustrates a segment of the real part and the magnitude of an arbitrary shape
function Qαβ(θ, φ) at the vicinity of a zero-crossing. It is assumed that a zero-crossing happens
at an angular location θ0 − φ, and the magnitudes of the shape function within the interval
[θl − φ, θh − φ] are smaller than the threshold t|Qαβ(θ, φ)|. Figure 4.9b illustrates a stopband
of the filtering function corresponding to Figure 4.9a, where the centre frequency, high and low
limiting frequencies of the stopband are denoted as km, kh and kl.
According to Equation 4.11, the middle frequency, low and high limiting frequencies of the
stopband are given by
km =
√
k2α + k
2
β − 2kαkβcos(θ0 − φ) (4.20a)
kl =
√
k2α + k
2
β − 2kαkβcos(θh − φ) (4.20b)
kh =
√
k2α + k
2
β − 2kαkβcos(θl − φ) (4.20c)
Because of the symmetry of the shape function, it is sufficient to only consider the incident
angle φ = 0◦ and the scattered angle φ ranging from 0◦ to 180◦. Within this interval range,
Equation 4.20a indicates that middle frequency of the stopband increases with the scattered
angle θ0 where the zero-crossing happens. In other words, as the zero-crossing moves from
the forward-scattering region to the back-scattering region, the stopband moves from the low
frequency region to the high frequency region in k-space accordingly.
There is one special case that is worth noting, which is when there is a zero-crossing happening
at θ − φ = 0◦. In this case, the middle frequency of the stopband becomes zero. Thus the
filtering function Hαβ(θ, φ) effectively becomes a high-pass filter. It means that the frequency
components that are smaller than the upper bound of the band, i.e. k ≤ kh, are not used for
reconstructions. In general, lacking the low frequency components in k-space degenerates the
reconstruction. The reconstruction tends to highlight the edge of the damage and to provide
less accurate severity information, as recognised by Dickens and Winbow [150]. However, the
level of degradation can vary depending on the approximated Fourier spectrum and the specific
value of kh.
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(a) (b)
Figure 4.9: Understanding the relation between the zero-crossings of the shape function
Qαβ(θ, φ) and the band-pass effect of the filtering function Hαβ(θ, φ) in k-space. (a) A segment
at the vicinity of a zero-crossing of the real part of the shape function Re(Qαβ(θ, φ)); (b) The
stopband corresponding to Figure 4.9a.
Remarks
This section has identified that the complex-valued shape function has zero-crossings in its real
part. The presence of the zero-crossings cause noise peaks in the approximated 2D Fourier
spectrum of the damage, which can degenerates the quality of reconstructions. Therefore, we
have developed a stop-band filter that is able to accurately locate and remove the noise peaks,
and hence improve the reconstruction quality.
4.3.4 Effect of components in PWDT imaging formula
It is mentioned in Section 4.2.2 that the PWDT imaging formula contains two spatial filters,
viz. the Jacobian and the shape function. During the reconstruction process, they change the
spatial distribution of the scatter data in k-space. These two spatial filters are essential to
helping improve the reconstruction quality. In order words, the reconstruction will be poorer if
they are not included in the reconstruction. This section demonstrates the effects of these two
spatial filters by considering the numerical example introduced in Section 4.3.3.
Effect of Jacobian
In general, the Jacobian attenuates the low frequency components near the origin of k-space and
those near k = kα+kβ, while amplifying the frequency components near k =
√
k2α + k
2
β − 2kαkβ.
Because the Jacobian is related to the coordinate transformation from Cartesian to polar co-
ordinate, the Jacobian is independent on the defect characterisations.
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To illustrate the influence of the Jacobian, reconstruction was performed again for the same nu-
merical case considered in Section 4.3.3, but with the Jacobian suppressed. The reconstruction
is shown in Figure 4.10. Compared with the reconstruction shown in Figure 4.7, the reconstruc-
tion without the Jacobian degraded. The error of the radius prediction increases from 1.1% to
12%. As for the error of the severity prediction, it increases from about 30% to almost 600%.
In addition, the contrast between the reconstructed blind hole and the background is poorer
than that in Figure 4.7.
(a) (b)
Figure 4.10: The reconstruction of the circular symmetric blind hole with radius of a = 8mm
and severity δh = 0.1, with the Jacobian being suppressed. (a) The 3D plot of the reconstruc-
tion. (b) The cross sectional profile of the reconstruction along y = 0mm. The green and red
dashed lines represent the profiles of the actual and reconstructed damages, respectively
The degradation of Figure 4.10 compared with Figure 4.7 can be explained by the changes in
their corresponding Fourier transform in k-space. Figure 4.11 shows the corresponding Fourier
transforms of the reconstructions shown in Figure 4.10 and 4.7. It can be seen that after
the Jacobian is suppressed, the frequency components near spatial frequency k =
√
2k3 are
attenuated, and those k = 0 and 2k3 are increased. These changes means that the resolution
of the reconstruction in Figure 4.7 is reduced, leading to a smoother transition between the
reconstructed damage and the background as shown in Figure 4.10.
This demonstrative numerical case showed that the Jacobian acted as a weighting function
in the frequency domain, altering the weighting of the Fourier spectrum in a way that helped
improve the contrast of the reconstruction, and accuracies of the radius and severity predictions.
Effect of shape function
Figure 4.12 shows reconstruction results of the same numerical case previously considered in
Section 4.3.3, but with the shape function being suppressed. Compared with the reconstruc-
86
(a) A33(θ, φ)|sin(θ − φ)| (b) A33(θ, φ)
Figure 4.11: 2D spatial Fourier transforms of the reconstructions shown in Figure 4.7 and 4.10.
tion shown in Figure 4.7, the noisy background outside the damage region was significantly
suppressed. However, the contrast of the reconstructed damage was reduced. Nevertheless,
the radius prediction remained accurate with an under-estimation by less than 5%, but the
reconstructed severity was several orders of magnitude larger than the actual value, which is
not meaningful.
Similar to the case of the Jacobian, the difference introduced by the suppression of the shape
function is attributed to the change in k-space. Figure 4.13 compares the corresponding 2D
spatial Fourier transforms of reconstructions shown in Figure 4.7 and 4.12. It is seen that when
the shape function is suppressed, the frequency components for k > k3 are attenuated, leading
to the less noisy background and the less steep edge of the reconstructed damage in Figure
4.12. In addition, the maximum magnitude of the mapped data increases by several orders of
magnitude, which is attributed to the severe over-estimation of the damage severity.
For this particular case, the shape function influences the reconstruction in two aspects. The
first is that it correlates the reconstructed and actual severities. It means that if the shape
function is suppressed, it is possible to generate a reconstruction, but the reconstructed severity
does not correlate with the actual value. The second aspect is that the shape function acts as
a weighting function in the frequency domain. This weighting function attenuates or amplifies
certain frequency components according to the directivity pattern of the shape function, altering
the spatial resolution of the reconstruction. It should be noted that although these two aspects
are drawn from this particular case, they are also applicable to other cases.
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(a) (b)
Figure 4.12: The reconstruction of the circular symmetric blind hole with radius of a = 8mm
and severity δh = 0.1. The shape function Q33(θ, φ) is suppressed. (a) The 3D plot of the
reconstruction. (b) The cross sectional profile of the reconstruction along y = 0mm. The
green and red dashed lines represent the profiles of the actual and reconstructed damages,
respectively.
4.4 Evaluation of the imaging algorithm
Fourier diffraction theorem states that if the scatterer is weak where the Born approximation is
valid, the scattered field approximates the 2D Fourier transform of the scatterer along a circular
arc. In the idealised case, it means that if a scattered field can be perfectly described by the Born
approximation, the reconstruction utilising this scattered field is the best approximation of the
scatterer that the PWDT imaging algorithm can deliver. In this case, the sole factor that limits
the reconstruction quality is the PWDT imaging algorithm itself. Therefore, by performing
reconstructions using scattered fields based on the Born approximation, the performance of the
imaging algorithm can be evaluated.
Consider an inhomogeneity mimicking a blind hole damage centred at a homogeneous isotropic
plate structure. Within the damage region, there is a small thickness variation δh. Accord-
ing to [17, 53], the far-field flexural scattered wave by this inhomogeneity based on the Born
approximation is given by
uBorn = − i
4
√
2
pikαr
ei(kαr−pi/4)qh(θ, φ)∆ˆ(θ, φ), α = β = 3 (4.21)
In Equation 4.21, the function qh(θ, φ) is explicitly defined in [17]. It gives the scattering pattern
due to a small variation in the thickness of the structure over an infinitesimal area, acting in a
similar role as the shape function defined in Equation 4.4. Also, the function ∆ˆ(θ, φ) denotes the
2D spatial Fourier transform of the inhomogeneity variation δh. For a circular inhomogeneity of
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(a) H33(θ, φ)A33(θ, φ)/Q33(θ, φ) (b) A33(θ, φ)
Figure 4.13: 2D spatial Fourier transforms of the reconstructions shown in Figure 4.7 and 4.12.
radius a and severity δh, the explicit expression of the function ∆ˆ(θ, φ) is available [53], which
is expressed as
∆ˆ(θ, φ) = δh
2piaJ1
[
kαa
√
(cosθ − cosφ)2 + (sinθ − sinφ)2
]
kα
√
(cosθ − cosφ)2 + (sinθ − sinφ)2 (4.22)
It should be noted that the explicit form of Equation 4.22 is different from that presented in
[53]. This is because in [53] only zero incident angle, i.e. φ = 0 is considered, whereas arbitrary
incident angles are taken into account in Equation 4.22. In addition, by definition, the function
∆ˆ(θ, φ) is equivalent to ∆(k) defined earlier in Equation 4.3, but the former is purely real valued
whereas the latter is complex valued, containing both the amplitude and phase information of
the scattered field. To perform reconstructions using ∆ˆ(θ, φ), one can derive the following
imaging formula based on the original PWDT imaging algorithm in Equation 4.5,
sDT (x, y) =
kαkα
2N2
[
N∑
i=1
N∑
j=1
∆ˆ(θi, φj) |sin (θi − φj)| ei(kαα−kαφ)·x
]
(4.23)
To demonstrate the performance of the imaging formula in Equation 4.23, a parametric study
was conducted. In the study, a series of reconstructions were performed for circular inhomo-
geneities of different sizes and severities at different centre frequencies as listed in Table 4.2,
and the reconstruction performance was evaluated in terms of the prediction accuracies of the
damage radius and severity.
The selected centre frequencies is 194 kHz, which is considered as practical in real measurements.
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Table 4.2: Blind hole configurations for the parameter study
Radius (a/λ3)
0.05, 0.10, 0.15, 0.20, 0.25,
0.50, 0.75, 1.00, 1.25, 1.50, 1.75, 2.00
Severity (δh) 0.01, 0.05, 0.10, 0.15, 0.20
Frequency (ω/ωc,a) 0.1, 0.2, 0.3
The sizes and severities of the inhomogeneities are determined within the validity range of the
Born approximation. According to [15], the Born approximation is valid when the total phase
shift between the incident field and that within the inhomogeneity is less than pi. This criterion
is mathematically expressed as
Phase shift = 4pind
a
λ3
< pi, nd =
|k3,d − k3|
k3
(4.24)
where nd is the refractive index representing the contrast between the wave speeds in the
inhomogeneity and the background medium; λ3 is the wavelength of the incident A0 wave; k3
and k3,d denote the wavenumbers of the incident field and the field within the inhomogeneity,
respectively.
As an example, Figure 4.14 shows the total phase difference for a range of radius a and severity
δh values at the centre frequency of ω = 0.2ωc,a. In the figure, the solid black line marks
the total phase difference of pi. It can be seen that the Born approximation was valid for the
selected damage configurations indicated using black dashed lines.
Figure 4.14: The total phase difference calculated using Equation 4.24 for a range of normalised
damage sizes (a/λ3) and severities (δh) at centre frequency of ω = 0.2ωc,a. The symbol ωc,a
denotes the cut-off frequency of the first higher order antisymmetric Lamb wave mode A1.
The defect is considered as a circular flexural inhomogeneity. The solid black and dashed lines
indicate the validity range of the Born approximation and the selected damage configurations
for the parametric study, respectively.
To evaluate the reconstruction quality in terms of the accuracies of the radius and severity
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predictions, the following error metrics based on the percentage error were used,
er =
aest − aact
aact
× 100%, eh = δh,est − δh,act
δh,act
× 100% (4.25)
where er and eh denote the percentage errors of the radius and severity predictions, respectively;
the subscripts est and act indicate the estimated value from reconstructions and the actual
known value, respectively.
It should be noted that the error values in Equation 4.25 can be positive and negative, indicating
the actual value is over- and under-estimated, respectively. If a reconstruction obtains the radius
and severity predictions that are both within an error tolerance of ±10%, i.e. er < |10 %| and
eh < |10 %|, it is considered as sufficiently accurate or acceptable. The applicable range of
the imaging algorithm then is defined as the parameter space where the reconstructions are all
sufficiently accurate.
Figure 4.15 shows the percentage errors of the radius and severity predictions of reconstructions
in the parametric study. The horizontal and vertical axes are the normalised damage radius,
a/λ3, and the normalised damage severity, δh, respectively. The solid black lines in the figure
mark the error tolerance of ±10%. It can be seen that, both the errors of radius and severity
predictions are significant when the diffraction limit is reached, i.e. a < 0.25λ3, and reduce to
the error tolerance range when a > 0.3λ3. It is also shown that the errors of both predictions
are independent on the damage severity. This independence is expected, since the directivity
pattern of function ∆(θ, φ) is not dependent on the damage severity δh. Finally, the error of
the severity prediction oscillates within ±5 % for small damages, i.e. a < 1.5λ3, which is not
seen for the radius prediction. This oscillation is because for these small damages there are less
sampling points available for calculating the severity value. Increasing number of points in the
imaging domain can suppress the oscillations.
There are two implications of the presented results. Firstly, it indicates that the reconstruction
algorithm can accurately reconstruct circular blind hole damages centred at the imaging domain
if the exact spatial Fourier transform of the damage is available. However, the diffraction
limit and the Born approximation have to be fulfilled in order to obtain accurate predictions.
Secondly, the prediction results shown in Figure 4.15 provides a benchmark for those to be
presented in the following sections using the more realistic scatter data generated from the
analytical models introduced in Chapter 3.
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(a) (b)
Figure 4.15: Percentage errors of predictions in terms of (a) radius and (b) severity for circular
symmetric blind holes with various damage configurations at a centre frequency of ω = 0.2ωc,a.
The reconstructions are performed using Equation 4.23.
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4.5 Reconstructions using A0A0
In this section, the performance of the PWDT on quantitative imaging using the scattering
A0A0 are evaluated by reconstructing circular blind hole damages. The main objective of this
section is to quantitatively identify the applicable range of the imaging method.
For both types of blind holes, the scattered fields were calculated for the damage configurations
listed in Table 4.2 using the analytical models introduced in Chapter 3. Specifically, the Mind-
line plate model and the Poisson/Mindlin plate model were used for the case of symmetric and
asymmetric blind holes.
The case of symmetric blind holes is first considered. To evaluate the reconstruction accuracy,
the percentage errors of the radius and severity predictions are shown in Figure 4.16 as contour
plots. Identical to Figure 4.15, the ±10% error threshold is marked as solid black lines in the
figure, indicating the boundary of regions where the estimation accuracies are acceptable. To
help quantify these regions, the total phase difference defined in Equation 4.24 for all considered
configurations and plotted as red dashed contour lines in the figure.
It can be seen that the accuracy of the radius estimation is mainly limited by the diffraction
limit regardless of the centre frequency. When the damage radius is near and smaller than the
diffraction limit, i.e. a = 0.25λ3, the estimation errors are over ±10% and increase significantly
to over 25%, respectively. In contrast, the estimation errors are within ±10% when the damage
radius is larger than half the wavelength, i.e. a > 0.5λ3. As for the severity estimation, its
accuracy is further limited by the Born approximation in addition to the diffraction limit. It
can be seen that the damage severities are severely under-estimated by more than 25% for the
majority cases when a < 0.5λ3 and when the phase difference is approximately larger than
0.15pi.
Figure 4.17 shows the results of the parameter study for the case of asymmetric blind hole in
an identical format as Figure 4.16. It can be seen that the results are similar to those in Figure
4.16 in the following two aspects: (i) the accuracy of the radius estimation is limited by the
diffraction limit regardless of the centre frequency; (ii) the accuracy of the severity estimation
is limited by both the diffraction limit and the Born approximation regardless of the centre
frequency. The major difference of Figure 4.17 compared to Figure 4.16 is that the phase
difference value that indicates the applicable range of the severity estimation slightly increases
from 0.15pi to approximate 0.2pi.
The above results show that the accuracies of the radius and severity estimations for both blind
hole cases are in high similarity, and the major difference between the two cases is that there is
a small deviation between the applicable ranges for accurate severity estimations. To analyse
why the deviation exists, reconstructed profiles of 9 different damage configurations for the
cases of symmetric and asymmetric blind holes are shown in Figure 4.18 and 4.19, respectively.
These 9 damage configurations include three different radius values: a/λ3 = 0.5, 1, 2, and for
each radius value, three different severity values are considered: δh = 0.01, 0.1, 0.2.
93
(a) (b)
(c) (d)
(e) (f)
Figure 4.16: Percentage errors of radius and severity predictions for circular symmetric blind
holes with various configurations using the scattering A0A0 at three different interrogating
frequencies. Top row: ω = 0.1ωc,a; middle row: ω = 0.2ωc,a; bottom row: ω = 0.3ωc,a.
The contour value is the percentage error of the predictions, and the black solid contour line
corresponds to ±10%. The colour scale is adjusted for a better result visualisation.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.17: Percentage errors of radius and severity predictions for circular asymmetric blind
holes with various configurations for the case of scattering A0A0 at three different interrogating
frequencies. Top row: ω = 0.1ωc,a; middle row: ω = 0.2ωc,a; bottom row: ω = 0.3ωc,a.
The contour value is the percentage error of the predictions, and the black solid contour line
corresponds to ±10%. The colour scale is adjusted for a better result visualisation.
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It can be seen that the reconstructed profiles for the two blind hole cases are almost identical
for smaller and shallower damages (Figure 4.18a, 4.18b, 4.18c, and Figure 4.19a, 4.19b, 4.19c).
However, the two sets of profiles are less similar as the damage becomes larger and deeper
(Figure 4.18d, 4.18e, 4.18f, 4.18g, 4.18h, 4.18i and Figure 4.19d, 4.19e, 4.19f, 4.19g, 4.19h,
4.19i). Therefore, the damage severity estimations for the two blind hole cases are slightly
different hence the applicable range.
To further analyse the reason why the reconstructed profiles for the two blind hole cases are less
similar for larger and deeper damages, the directivity patterns of Ascal33 (θ, 0) that correspond
to the results in Figure 4.16 and 4.17 are compared in Figure 4.20. It can be seen that the
two sets of directivity patterns are in high similarity when the damage is small and shallow
(Figure 4.20a, 4.20b, 4.20c) and are less similar when the damage is larger and deeper (Figure
4.20d, 4.20e, 4.20f, 4.20g, 4.20h, 4.20i). The results indicate that the scattering behaviours for
larger and deeper damages for the two blind hole cases are less similar. According to literatures
[51, 58, 59] and the study in Chapter 3, it is known that the major difference between the
scattering behaviours for the two types of blind holes is the mode conversions. Therefore, the
existence of the mode conversions is the fundamental factor that causes the deviations between
the reconstruction results for the two blind hole cases.
By comparing Figure 4.16 and 4.17, it is also observed that the reconstructed profiles contain
more and severer artefacts within the damage regions regardless of the type of blind holes.
The fundamental reason of this degradation is that the Born approximation is less accurate
on estimating the scattering behaviours for larger and deeper damages. To illustrate this, the
directivity patterns of Ascal33 (θ, 0) in Figure 4.20 are further compared with those calculated
using the Born approximation according to Equation 4.22. It can be seen that the Born
approximations are in excellent agreement with the two sets of Ascal33 (θ, 0) directivity patterns
for small and shallow damages (Figure 4.20a, 4.20b). However, as the damage becomes larger
and deeper, the Born approximations start deviating from the Ascal33 (θ, 0) directivity patterns
(Figure 4.20b, 4.20c, 4.20e, 4.20f, 4.20g, 4.20h, 4.20i).
In Figure 4.20, it is shown that the magnitudes of the Ascal33 (θ, 0) directivity patterns for the
case of symmetric blind holes are consistently smaller than those for the case of asymmetric
blind holes. It should be noted that such magnitude difference is caused by the different shape
functions used for the two blind hole cases.
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(a) a = 0.5λ3, δh = 0.01 (b) a = λ3, δh = 0.01 (c) a = 2λ3, δh = 0.01
(d) a = 0.5λ3, δh = 0.10 (e) a = λ3, δh = 0.10 (f) a = 2λ3, δh = 0.10
(g) a = 0.5λ3, δh = 0.20 (h) a = λ3, δh = 0.20 (i) a = 2λ3, δh = 0.20
Figure 4.18: Reconstruction results of circular symmetric blind holes with various radius and
severity values for the case of scattering A0A0 at the interrogating frequency is ω = 0.2ωc,a
(f = 194kHz).
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(a) a = 0.5λ3, δh = 0.01 (b) a = λ3, δh = 0.01 (c) a = 2λ3, δh = 0.01
(d) a = 0.5λ3, δh = 0.10 (e) a = λ3, δh = 0.10 (f) a = 2λ3, δh = 0.10
(g) a = 0.5λ3, δh = 0.20 (h) a = λ3, δh = 0.20 (i) a = 2λ3, δh = 0.20
Figure 4.19: Reconstruction results of circular asymmetric blind holes with various radius and
severity values for the case of scattering A0A0 at the interrogating frequency is ω = 0.2ωc,a
(f = 194kHz).
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(a) a = 0.5λ3, δh = 0.01 (b) a = λ3, δh = 0.01 (c) a = 2λ3, δh = 0.01
(d) a = 0.5λ3, δh = 0.10 (e) a = λ3, δh = 0.10 (f) a = 2λ3, δh = 0.10
(g) a = 0.5λ3, δh = 0.20 (h) a = λ3, δh = 0.20 (i) a = 2λ3, δh = 0.20
Figure 4.20: The directivity patterns of |H(θ, 0)Ascal33 (θ, 0)| of the reconstructed profiles shown
in Figure 4.18 and Figure 4.19 for the case of symmetric (blue solid) and asymmetric (red solid)
blind hole damages. They are compared with the Born approximation (green solid) given by
Equation 4.22.
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4.6 Summary
This chapter investigated the imaging performance of PWDT on plate-like structures using the
flexural wave mode A0. The performance of PWDT imaging method is evaluated by recon-
structing circular blind hole damages for a wide range of system configurations, i.e. damage
sizes and severities, interrogating frequencies. For each configuration, two types of blind hole
damages, viz. symmetric and asymmetric, are considered. To meet the far-field condition as-
sumed by the PWDT imaging method, analytical models introduced in Chapter 3 are used to
calculate the scatter data for the reconstructions.
The main advantage of the PWDT imaging method compared to other DT reconstruction
algorithms is that it inherently incorporates a shape function which enables damage severity
characterisation without external calibrations. However, it is found that the shape function
could cause singularities during the reconstruction process and degrade the final image. Thus a
spatial filtering function has been introduced to suppress the negative effects of the singularities
and improve the reconstruction quality.
The results show that the PWDT imaging method can successfully reconstruct both types
of blind hole damages for a wide range of damage configurations and frequencies. The major
factors that limit the reconstruction quality is the diffraction limit and the Born approximation.
It is found that the severity estimation becomes inaccurate when the phase difference is larger
than 0.15pi and 0.2pi for the cases of symmetric and asymmetric blind holes, respectively. The
study also show that the reconstruction quality for both blind hole cases are similar for small and
shallow damages, where the mode conversion effect is not significant. While such a similarity
indicates the robustness of PWDT imaging method on small mode conversion effect, it also
implies that the PWDT imaging method is not able to distinguish the symmetry of the damage.
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Chapter 5
Evaluation of imaging circular blind holes
using PWDT with other combinations of
incident and scattered wave modes
5.1 Introduction
In Chapter 4, the PWDT imaging formula developed in [17] has been generalised to all funda-
mental guided plate wave modes, i.e. A0, S0 and SH0, and the imaging performance for one
particular pure mode case, A0A0, has been investigated systematically. In this chapter, the
investigation is extended to two other pure mode cases, viz. S0S0 and SH0SH0, as well as the
converted wave mode cases, where the incident and scattered wave modes are different. The
aims of the investigation in this chapter are to quantitatively identify the applicable range of
PWDT for the considered wave modes and to understand the factors that affect the imaging
performance.
This chapter is organised as follows. Section 2 investigates the performance of PWDT on
imaging circular symmetric blind holes for the case of using scattering S0S0 and SH0SH0.
Section 3 extends the investigation to circular asymmetric blind holes. Section 4 investigates
the possibility of using converted wave modes for imaging blind hole damages. The major
findings of this chapter are then summarised in Section 5.
5.2 Symmetric blind holes
5.2.1 S0S0
A parametric study was conducted. Reconstructions were performed for circular asymmetric
blind holes for different damage radius, severities and interrogating frequencies, as listed in
Table 5.1. There are 12 different damage radii considered, and they range from 0.05λ3 to
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2λ3. For each damage radius, there are 5 different damage severities, resulting in 60 damage
configurations in total. Each of the damage configuration is interrogated by incident waves at
10 different centre frequencies ranging from 0.1ωc,s to 0.99ωc,s, with ωc,s the cut-off frequency
of the S1 mode.
Table 5.1: Blind hole configurations for the parameter study for the case of S0S0
Radius (a/λ1)
0.05, 0.10, 0.15, 0.20, 0.25,
0.50, 0.75, 1.00, 1.25, 1.50, 1.75, 2.00
Severity (δh) 0.01, 0.05, 0.10, 0.15, 0.20
Frequency (ω/ωc,s) 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 0.99
Figure 5.1 shows results of the parameter study in terms of the accuracies of the radius and
severity estimations for ω = 0.1, 0.5, and 0.99ωc,s, representing low, middle and high frequency
schemes. The error threshold ±10% is marked as solid black lines in the Figure, indicating
the boundary of the applicable region where the reconstructions are acceptable. Different
from the case of A0A0, it is seen that the applicable ranges for both the radius and severity
predictions are dependent on the centre frequency. The applicable range increases and becomes
more continuous as the centre frequency increases. At the highest frequency ω = 0.99ωc,s, the
applicable range is maximum, ranging from a/λ1 = 0.5 to a/λ1 = 2 and δh ≤ 0.05. At the
other two frequencies, however, the applicable ranges are limited mainly due to the inaccurate
severity estimation.
The results in Figure 5.1 indicate that the imaging algorithm is more likely to reconstruct
the damage successfully when the incident S0 is at a higher centre frequency. To illustrate
the performance of the reconstruction at ω = 0.99ωc,s, reconstructed sectional profiles for two
damage cases: a = λ1, δh = 0.01 and a = 2λ1, δh = 0.20, are plotted in Figure 5.2. For the
first case as shown in Figure 5.2a, the damage is well reconstructed. The error of the radius
estimation is less than 2% and the estimation of the severity is excellent, which are comparable
to those for the case of A0A0 as shown in Figure 4.18e. As for the second case as shown in Figure
5.3c, the error of the radius estimation is less than 2%, and the severity is over-estimated by
about 20%, which is caused by the overshooting at the edge of the damage region. In addition,
the damage is clearly reconstructed, and there is no contaminating oscillation presented as in
Figure 4.18i for the case of A0A0.
The fundamental reason of the successful reconstructions at the centre frequency ω = 0.99ωc,s is
that the directivity patterns of the corresponding Ascal11 (θ, 0) have similar features as those given
by Born approximation. At this frequency, the directivity patterns of A11(φ, 0) have dominating
amplitudes at forward-scattering regions when the centre frequency is high. In addition, the
directivity patterns of Q11(θ, 0) have dominating amplitudes at back-scattering regions. As
a result, the directivity patterns of Ascal11 (θ, 0) have more prominent amplitudes at forward-
scattering regions, which are similar to those given by Born approximation in Equation 4.22.
In addition, the success of the reconstructions is also attributed to the fact that the filtering
function H(θ, 0) is not included, which is because the corresponding shape functions do not
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(a) (b)
(c) (d)
(e) (f)
Figure 5.1: Percentage errors of radius and severity predictions for circular symmetric blind
holes with various configurations using the scattering S0S0 at three different interrogating
frequencies. Top row: ω = 0.2ωc,s; middle row: ω = 0.5ωc,s; bottom row: ω = 0.99ωc,s.
The contour value is the percentage error of the predictions, and the black solid contour line
corresponds to ±10%. The colour scale is adjusted for a better result visualisation.
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(a) (b)
Figure 5.2: The corresponding reconstructed sectional profiles at y = 0mm for two different
damages at frequency ω = 0.99ωc,s: (a) a = λ1 and δh = 0.01; (b) a = 2λ1 and δh = 0.20.
contain zero-crossings. The exclusion of the filtering function indicates that there is no loss of
any frequency component during the reconstruction process.
However, as the centre frequency decreases to ω = 0.5ωc,s and 0.1ωc,s, the corresponding direc-
tivity patterns of Ascal11 (θ, 0) become less similar to those given by Born approximation, which
is the fundamental reason of the less accurate reconstructions observed for these two centre
frequencies. At these two centre frequencies, the directivity patterns of A11(θ, 0) tend to have
larger amplitudes at back-scattering regions. As for the directivity patterns of Q11(θ, 0), they
have dominating amplitudes at back-scattering regions, which are desirable since they can sup-
press the large amplitudes of A11(θ, 0) at back-scattering regions. However, different from the
case of ω = 0.99ωc,s, the shape function Q11(θ, 0) contains zero-crossings. Therefore, filtering
functions have to be introduced to minimise the negative effect of the noise peaks associated with
the zero-crossings. However, since the zero-crossings always appear at the forward-scattering
region, certain components of Ascal11 (θ, 0) at the forward-scattering region have to be filtered
out. It means that some low frequency components in k-space are not available during the re-
construction, making the reconstructed damage either a band-passed or a high-passed version
of the actual one.
Depending on the number and the angular locations of the zero-crossings, there are three
typical types of artefacts of Ascal11 (θ, 0). For the first type, the majority of components at the
forward-scattering region are excluded by the filtration, and the remaining components are in
the same order of magnitude. As for the second type, a large number of components at the
forward-scattering region are filtered out except for those near φ = 0◦. For the third type,
components near φ = 0 are excluded, and the remaining components at the forward-scattering
are dominating. Examples of the three typical types of artefacts are shown in Figure 5.3.
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(a) (b) (c)
Figure 5.3: The directivity pattern of H(θ, 0)Ascal11 (θ, 0) for circular symmetric blind hole dam-
ages of three different configurations. (a) a = 2λ1, δh = 0.10, ω = 0.1ωc,s; (b) a = λ1, δh =
0.20, ω = 0.1ωc,s; (c) a = λ1, δh = 0.10, ω = 0.5ωc,s
Figure 5.4 further shows the reconstructed profiles corresponding to the three typical directivity
patterns of Ascal11 (θ, 0) shown in Figure 5.3. For the first and second types of artefacts, their
reconstructed profiles show similar features that only the edges of the damage regions are
highlighted and no meaningful severity estimation are provided as shown in Figure 5.4a and
5.4b. As for the third type of artefact, acceptable radius and severity estimations are provided.
However, there are deep valleys at the edges of the reconstructed damage.
The above results indicate that it is possible to perform PWDT reconstructions using S0S0.
Acceptable reconstructions are achieved when the centre frequency of the incident S0 is near
the cut-off frequency of the S1 mode for the case of symmetric blind holes. Compared with
the case of A0A0, these reconstructions are of better quality for larger and deeper damages.
However, for other cases, no acceptable reconstructions are achieved. The major factor that
limits the reconstruction quality is that certain spatial frequency components are filtered out
during the reconstruction because the associated shape functions have zero-crossings.
5.2.2 SH0SH0
Reconstructions were performed using the scattering SH0SH0 for various configurations as
listed in Table 5.2. The same 60 damage configurations as listed in Table 5.1 for the case of
S0S0 are considered. For each damage configuration, the damage is interrogated by an incident
SH0 at ten different centre frequencies, ranging from ω = 0.1ωc,sh to ω = 0.99ωc,sh, with ωc,sh
the cut-off frequency of the SH1 mode.
Table 5.2: Blind hole configurations for the parameter study for the case of SH0SH0
Radius (a/λ2)
0.05, 0.10, 0.15, 0.20, 0.25,
0.50, 0.75, 1.00, 1.25, 1.50, 1.75, 2.00
Severity (δh) 0.01, 0.05, 0.10, 0.15, 0.20
Frequency (ω/ωc,sh) 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 0.99
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(a) (b)
(c)
Figure 5.4: The corresponding reconstructed sectional profiles at y = 0mm to the directivity
patterns shown in Figure 5.3
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Figure 5.5 shows the accuracies of the radius and severity estimations of the reconstructions for
three different centre frequencies: ω = 0.1, 0.5 and 0.99ωc,sh. It is seen that the ranges where
the radius and severity estimations are acceptable are identical for all three centre frequencies.
For each centre frequency, the radius estimations are acceptable for most of the cases where
a/λ2 > 0.5. In contrast, the severity estimations are poor. The estimation error gradually
increases from 10% to over 100% when a/λ2 > 0.5 .
With regards to the reconstructed sectional profile, it is found to be also independent on the
interrogating frequency for a particular damage configuration. For cases where the radius
estimations are acceptable, the damages are typically reconstructed as shown in Figure 5.6.
It can be seen that the damage is reconstructed with clear edges, enabling accurate radius
estimation. However, the reconstructed damage is significantly shifted downwards by a circular
oscillation with low spatial frequency, causing a severe severity under-estimation.
The presence of the contaminating oscillation is attributed to the artefacts existing at the
corresponding directivity pattern of H(θ, 0)Ascal22 (θ, 0). For the above reconstructed profile
shown in Figure 5.6, the directivity pattern of A22(θ, 0) has multiple lobes at the forward-
scattering region as shown in Figure 5.7a. The two lobes at the central, i.e. within the angular
range of [−30◦, 30◦], are then significantly amplified by the shape function Q22(θ, 0) as shown
in Figure 5.7b. After the filtration, the two amplitude spikes are not completely removed,
resulting the directivity pattern of H(θ, 0)Ascal22 (θ, 0) as shown in Figure 5.7c.
It is difficult to improve the quality of the above example case by purely adjusting the threshold
of the filtering function. Increasing the threshold value can further exclude the remaining
amplitude spike, which can help suppressing the contaminating oscillations. However, the
further exclusion can also reduce the bandwidth of the spatial frequencies in the k-space,
which may consequently smooth the edge and result in less accurate radius estimation. On
the other hand, decreasing the threshold can reduce the intensity of the oscillation so that
the reconstructed damage is shifted upwards producing a better severity estimation. However,
decreasing too much may lead to a full recovery of those two central lobes, which can lead to
a further degenerated reconstruction.
The above results show that it is only possible to estimate the damage size using SH0SH0. The
fundamental reason of it is that low spatial frequency components are filtered out during the
reconstruction as a result of minimising the negative effect introduced by the zero-crossings of
the shape function.
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(a) (b)
(c) (d)
(e) (f)
Figure 5.5: Percentage errors of radius and severity predictions for circular asymmetric blind
holes with various configurations using the scattering SH0SH0 at three different interrogating
frequencies. Top row: ω = 0.2ωc,sh; middle row: ω = 0.5ωc,sh; bottom row: ω = 0.99ωc,sh.
The contour value is the percentage error of the predictions, and the black solid contour line
corresponds to ±10%. The colour scale is adjusted for a better result visualisation.
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Figure 5.6: The corresponding reconstructed sectional profile at y = 0mm of a blind hole
damage of radius a = λ2 and δh = 0.10 at the interrogating frequency ω = 0.1ωc,sh.
(a) |A22(θ, 0)| (b) |Q22(θ, 0)| (c) |H(θ, 0)Ascal22 (θ, 0)|
Figure 5.7: The corresponding directivity patterns of the reconstruction of the damage case
shown in Figure 5.6.
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5.3 Asymmetric blind holes
5.3.1 S0S0
Reconstructions were performed for various configurations as tabulated in Table 5.1. Figure 5.8
shows the accuracy of estimations for the reconstructions at three different centre frequencies,
ω = 0.1, 0.5 and 0.99ωc,s. It is seen that the radius estimations are acceptable for most of
the damage configurations when ω = 0.5ωc,s, but it was significantly larger than the actual
values at the two other frequencies, ω = 0.1 and 0.99ωc,s. As for the damage severity, it is
under-estimated by a substantial error for all the frequency cases.
However, regardless the interrogating frequency, the damages are poorly reconstructed for most
of the cases. In these cases, there are severe artefacts observed within and on the edge of the
damage region, making accurate radius and severity estimations impossible, as shown in Figure
5.9a and 5.9b. Even for the cases at ω = 0.1ωc,s where the damage radius estimations are
sufficiently accurate, the sectional profiles are far from optimal. As seen from Figure 5.9c for
example, there are substantial oscillations observed within the damage region, although the
edge is relatively well defined enabling accurate radius estimation.
In general, the presence of the contaminating artefacts in the reconstructions are due to the
fact that there are prominent lobes apart from the lobe at the forward-scattering region of
the directivity pattern H(θ, 0)Ascal11 (θ, 0). Also, the intensity and the spatial frequency of the
oscillation are related to the properties, i.e. the number, angular location, and magnitude of
the unwanted lobes. Similar to the case shown in Figure 5.4b, these unwanted lobes were the
magnified version of those originally appeared in A11(θ, 0) after the alteration by the shape
function Q11(θ, 0). Thus the properties of these lobes, i.e. the number, magnitude, and angular
location, are various depending on the specific damage configurations as well as the interrogating
frequency.
For example, Figure 5.10 show the corresponding directivity patterns involved for the recon-
struction (Figure 5.9a) for the case of ω = 0.1ωc,s. It is clear that the directivity pattern of
A11(θ, 0) had back-lobes with dominating magnitude and multiple side- and front-lobes. These
lobes are then altered by the shape function Q11(θ, 0) in terms of their magnitudes. After the
alteration, the front- and side-lobes are significantly magnified while the back-lobe were sup-
pressed. It should also noted that there is no filtration performed, since there is no near-zero
magnitude found for this particular shape function. Therefore, the end result H(θ, 0)Ascal11 (θ, 0),
which is shown in Figure 5.10c, contained multiple lobes with comparable magnitudes at all
angles. Similarly, for the cases of ω = 0.99ωc,s and ω = 0.5ωc,s, which are shown in Figure 5.12c
and 5.11c respectively, the back- and side-lobes in H(θ, 0)Ascal11 (θ, 0) are amplified from those
appearing in their corresponding directivity patterns of A11(θ, 0). Because the magnitudes of
those undesired lobes are less prominent at the latter case, the quality of the reconstruction is
better.
The above results show that there is no parameter space where the damages are well recon-
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(a) (b)
(c) (d)
(e) (f)
Figure 5.8: Percentage errors of radius and severity predictions for circular asymmetric blind
holes with various configurations using the scattering S0S0 at three different interrogating
frequencies. Top row: ω = 0.1ωc,s; middle row: ω = 0.5ωc,s; bottom row: ω = 0.99ωc,s.
The contour value is the percentage error of the predictions, and the black solid contour line
corresponds to ±10%. The colour scale is adjusted for a better result visualisation.
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structed. The complexity of the scattering behaviour makes the reconstruction become sensitive
to the changes of the parameter. Also, the reconstructions are limited by some unwanted fea-
tures existing in the input scatter data.
(a) ω = 0.1ωc,s (b) ω = 0.99ωc,s
(c) ω = 0.5ωc,s
Figure 5.9: The reconstructed sectional profiles at y = 0mm for a circular asymmetric blind
hole damage (a = λ1, δh = 0.10) at three interrogating frequencies.
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(a) |A11(θ, 0)| (b) |Q11(θ, 0)| (c) |H(θ, 0)Ascal11 (θ, 0)|
Figure 5.10: The corresponding directivity patterns of the reconstruction of a circular asymmet-
ric blind hole of radius a = λ1 and severity δh = 0.10 at the interrogating frequency ω = 0.1ωc,s.
(a) |A11(θ, 0)| (b) |Q11(θ, 0)| (c) |H(θ, 0)Ascal11 (θ, 0)|
Figure 5.11: The corresponding directivity patterns of the reconstruction of a circular asymmet-
ric blind hole of radius a = λ1 and severity δh = 0.10 at the interrogating frequency ω = 0.99ωc,s.
(a) |A11(θ, 0)| (b) |Q11(θ, 0)| (c) |H(θ, 0)Ascal11 (θ, 0)|
Figure 5.12: The corresponding directivity patterns of the reconstruction of a circular asymmet-
ric blind hole of radius a = λ1 and severity δh = 0.10 at the interrogating frequency ω = 0.5ωc,s.
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5.3.2 SH0SH0
Reconstructions were performed for various configurations as tabulated in Table 5.2. The
accuracy of the radius and severity estimations at three interrogating frequencies, i.e. ω =
0.1, 0.5 and 0.99ωc,sh are shown in Figure 5.13. For a particular frequency, the number of
cases where the radius estimation is sufficiently accurate are limited. In addition, the damage
configurations associated with these cases seem to be random, and various with the interrogating
frequency. Apart from these cases, the damage radius are generally over-estimated. As for the
damage severities, they are significantly under-estimated for most of the considered damage
configurations and across all the frequency values.
The lack of accuracy of the estimation reflects the fact that, across all cases, the damages are
poorly reconstructed. In general, there are two major degradations observed for every recon-
struction. First, it is that the amplitude decreased significantly at the centre of the damage
region. Second, the reconstructed damage is substantially shifted downwards because of a low-
frequency oscillation. The presence of these deteriorations are related to the artefacts in the
directivity pattern of H(θ, 0)Ascal22 (θ, 0). The artefacts are the multiple remaining amplitude
spikes after the filtration and the prominent side-lobes which are amplified by the shape func-
tion from those in A22(θ, 0). Depending on the damage configuration and the interrogating
frequency, the angular location and the magnitude of these two artefacts are various, so as the
degree of the degradation.
To illustrate the influence of the two artefacts on the reconstruction, Figure 5.14 and 5.15
show reconstructed profiles for two different cases and their corresponding directivity patterns
of H(θ, 0)Ascal22 (θ, 0), respectively. Clearly, the presence of the side-lobes is mainly responsible
for the amplitude drop at the centre of the damage region whereas the amplitude spikes are
associated with the overall oscillations. Also, the intensity of the oscillation increases with the
number and the magnitude of the amplitude spikes.
The above results show that it is not feasible to reconstruct asymmetric blind holes using
SH0SH0. This is the reconstructed damages contain severe artefacts. The radius estimations
are sensitive to the selected parameter, and no meaningful severity estimation are provided.
The fundamental reason of if is that the reconstructions are high-passed versions of the actual
damages.
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(a) (b)
(c) (d)
(e) (f)
Figure 5.13: Percentage errors of radius and severity predictions for circular asymmetric blind
holes with various configurations using the scattering SH0SH0 at three different interrogating
frequencies. Top row: ω = 0.2ωc,sh; middle row: ω = 0.5ωc,sh; bottom row: ω = 0.99ωc,sh.
The contour value is the percentage error of the predictions, and the black solid contour line
corresponds to ±10%. The colour scale is adjusted for a better result visualisation.
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(a) (b)
Figure 5.14: The reconstructed sectional profiles at y = 0mm of circular asymmetric blind
hole damages of various configurations. (a) a = λ2, δh = 0.10, ω = 0.1ωc,sh; (b) a = λ2, δh =
0.10, ω = 0.5ωc,sh
(a) |A22(θ, 0)| (b) |Q22(θ, 0)|
Figure 5.15: The corresponding directivity patterns H(θ, 0)Ascal22 (θ, 0) of the reconstructions
shown in Figure 5.14.
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5.4 Reconstructions of circular asymmetric blind holes us-
ing converted wave modes
When Lamb wave modes interacts with structural defects, additional wave modes that are
different from the incident wave mode are generated in the scattering field after the interac-
tion. This phenomenon is known as mode conversion and those additional wave modes are
converted wave modes. Since the occurrence of these converted wave modes are purely due to
the presence of the defect, it is possible to utilise these converted wave modes to characterise
the properties of the defect, and more importantly, such characterisation does not necessarily
require baseline signals. Such baseline-free approach for defect characterisation is attracting,
since baseline signals are not always available, especially for structures that have been in service
for years. Several studies have been conducted to detect, locate and estimate the extents of
simple structural defects based on mode conversions [139, 166, 167], but few efforts have been
made to utilising the converted wave modes for quantitative reconstructions using imaging
methods such as diffraction tomography.
It has been shown in Chapter 3 that, for a circular asymmetric blind hole in an isotropic plate,
there are always two converted wave modes in the scattering field regardless of the incident wave
mode. In this section, PWDT is extended to perform quantitative reconstructions of the circular
asymmetric blind hole by using the converted wave modes. As shown in Figure 4.2 in page 75,
for mixed mode cases, there are two possible coverage regions in k-space depending on whether
the wavenumber of the incident wave is larger or smaller than that of the converted wave.
Figure 5.16 shows dispersion curves of wavenumbers of three fundamental Lamb wave modes.
The dispersion curves were calculated using DISPERSE software. For any given frequency, the
wavenumber of A0 is the largest while the one of S0 is the smallest. Therefore, in order to
cover both two possible coverage region cases, two different incident waves are considered in
the following.
In the first case, the fundamental antisymmetric Lamb wave mode, A0, is incident, and two
converted wave modes, namely A0S0 and A0SH0, are used to perform reconstructions. This
case corresponds to the k-space coverage region shown in Figure 4.2b, where the wavenumber of
the incident wave is larger than that of the scattered wave, i.e. kβ > kα. In the second case, the
fundamental symmetric Lamb wave mode S0, is incident, and reconstructions are performed by
considering the two converted wave modes, namely S0A0 and S0SH0. This case corresponds to
the k-space coverage region shown in Figure 4.2c, where the wavenumber of the incident wave
is smaller than that of the scattered wave, i.e. kβ < kα. For each of the cases, the radius of the
blind hole is set to be the same as the incident wavelength, i.e. a/λβ = 1, and the severity is
δh = 0.10. The centre frequencies of the incident A0 and S0 are ω = 0.2ωc,a and ω = 0.1ωc,s,
respectively.
Figure 5.17a and 5.17b show two reconstructed sectional profiles at y = 0mm corresponding to
the cases of converted S0 and SH0 waves, respectively, when A0 is incident. In terms of the
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Figure 5.16: The dispersion curves of wavenumbers of three fundamental Lamb wave modes:
A0, S0, and SH0. The vertical black dashed line indicates the cut-off frequency of the first
higher order asymmetric mode A1.
radius estimation accuracy, an over-estimation of over 70% is observed for the case of converted
S0, while an under-estimation of 3% is observed for the case of converted SH0. As for the
severity estimation accuracy, slight negative estimations less than 3% were observed for both
cases.
Figure 5.17c and 5.17d shows two reconstructed sectional profiles at y = 0mm corresponding
to the cases of converted A0 and SH0 waves, respectively, when S0 is incident. With regard
to the radius estimation accuracy, a slight over-estimation of 2% is observed for the case of
converted A0, and an over-estimation over 40% is observed for the case of converted SH0. As
for the severity estimation, negative estimations less than 1% are observed for both converted
wave cases.
For all four presented cases here, the correlations between the reconstructed sectional profiles,
marked as solid blue lines, and the actual sectional profiles, marked as dashed green lines, are
low. The maximum values of the reconstructed profiles are much lower than the actual ones.
Also, the reconstructed amplitudes within the defect region are much lower than those on the
boundary of the defect, and even become negative at the centre of the defect region. In addition,
there were oscillations outside the defect region, making the edges of the reconstructed blind
holes not well defined, except for the case of A0S0, where the edges of the blind hole was more
distinct than the other three cases.
It should be noted that the negative severity estimation as described above is purely due to
the severity measurement method, which calculates the estimated severity by taking the aver-
age of the reconstructed amplitudes within the defect region. By using another measurement
approach, e.g. considering the maximum reconstructed amplitude as the estimated severity, to
some extent, can improve the severity estimation accuracy slightly.
The fundamental reason for the limited success of the quantitative reconstruction in the case of
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(a) A0S0 (b) A0SH0
(c) S0A0 (d) S0SH0
Figure 5.17: Reconstructions of circular asymmetric blind holes using various converted wave
modes. The green and red dashed lines represent the profiles of the actual and reconstructed
damages, respectively.
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using baseline-free, mode-converted scatter waves is explored in the following by comparing and
discussing features of the 2D spatial Fourier transform of the object functions for the different
wave modes.
Figure 5.18 show the 2D Fourier transforms of the four presented cases. For all four cases, it
can be seen that, data is only available within annular regions in k-space, which means that
the reconstructions are band-pass version of the object function, as noted in Section 4.2.3. The
effect of this band-pass filter was that although the edge of the blind hole was highlighted
which allowed clear detection of the blind hole, the quantitative results for size and particularly
severity were rather poor [168].
The essence of the band-pass effect is that the low spatial frequency components near the
origin of k-space, which are responsible for the severity estimation, are not available for re-
constructions. By recovering these missing low spatial frequency components, it is possible to
enhance the reconstruction quality. There are three potential approaches that can be used for
the recovery. The first is a spectrum extrapolation method based on the Gerchberg-Papoulis
(GP) algorithm, which has been used for reflection mode diffraction tomography [148]. The
algorithm iteratively obtain the full spectrum with a priori spatial information and a known
range of the spectrum mapped from the scatter data. The second approach is to collect scatter
data by changing the orientation and temporal frequency of the incident wave [15, 148]. By
carefully choosing an orientation and a frequency, it is possible to reduce the inner radius of the
annular region. However, there will still be a gap remaining near the origin of k-space, since
it is impossible to excite a wave with an infinite small wavenumber. The last approach is to
obtain additional coverage in k-space by collecting scatter data from different source-receiver
configurations [150].
This section investigated the feasibility of developing a baseline-free imaging technique by con-
sidering mode conversion effect in the framework of PWDT, which is one of the objectives of
this thesis as indicated in Section 1.2. The investigation considered four possible mode conver-
sion cases, i.e. A0S0, A0SH0, S0A0, and S0SH0. The results show that the reconstructions are
only able to highlight the boundaries of the actual damages, but not able to provide meaningful
severity estimations. The fundamental reason of the limiting performance is that the low spatial
frequency components are not available for the reconstruction due to the inherent limitation of
the framework of PWDT. This initial investigation shows that it is not feasible to develop the
baseline-free imaging technique unless the missing low spatial frequency components are pro-
vided. Possible approaches include performing polychromatic reconstructions and employing
spectrum extrapolating algorithms such as the Gerchberg-Papoulis (GP) algorithm [148].
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(a) (b)
(c) (d)
Figure 5.18: The two-dimensional Fourier transforms in the k-space corresponding to the re-
constructions shown in Figure 5.17.
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5.5 Summary
This chapter investigated the feasibility of using PWDT to image structural damages on plate-
like structures using the fundamental extensional and shear-horizontal wave modes, i.e. S0
and SH0. The results have shown that most of the reconstructions are not successful except
when the S0S0 is used to image symmetric blind hole damages at a centre frequency close
to the cut-off frequency of the S1 mode. This applicable parameter space is much smaller
than that for the case of using the scattering A0A0. It is found that the major reason of the
limited imaging performance is that the scattered fields contain strong scattering amplitudes at
the back-scattering regions and from directions perpendicular to the direction of the incident
wave and hence the reconstruction over-emphasises high spatial frequency components in the
k-space, making it effectively a high-pass version of the actual object. One possible approach
to improve the reconstruction quality is to incorporate shape functions that selectively have
higher magnitudes at regions where the strong scattering amplitudes appear. However, deriving
such shape functions is not easy since their directivity patterns are dependent on a wide variety
of parameters, viz. the configurations of the damages to be reconstructed and the waves for
interrogations. Hence, detailed investigations are needed in the future in order to have a better
understanding of the characteristics of the shape function.
It is also found that, when the converted wave modes are used, the reconstructions can suc-
cessfully highlight the boundaries of the damages, but they are not able to provide accurate
severity estimations. The fundamental reason of the limited performance is that the scattered
field can only provide data within an annular region, and hence reconstructions are band-pass
version of the actual damages, and this limitation is inherent in the analytical framework of
the PWDT imaging method considered in this study. This inherent limitation suggests that it
is not possible to apply the PWDT imaging method to develop a baseline-free imaging scheme
that can characterise damages, which is one of the main objectives of this thesis.
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Chapter 6
Evaluation of imaging blind holes using
modified plate wave diffraction
tomography
6.1 Introduction
Chapter 4 demonstrates the performance of plate wave diffraction tomography (PWDT) on
reconstructing structural damages on plate-like structures. For simplicity, the study assumes
that the scatter data is measured in the far-field and that damages are of circular shapes. How-
ever, these assumptions are not usually feasible in practice. For NDE and SHM applications,
the scatter data is usually measured in the near-field and damages are in non-circular shapes.
Recently Rose et al. [18] have shown that PWDT imaging method can be extended to modified
diffraction tomography (MDT) for imaging damages in the near-field using scatter data and
Green's functions for point source excitations. The performance of MDT reconstructions has
been later demonstrated by reconstructing acoustic scatterers [18] and laminar damages [169]
on plate-like structures. However, these two studies mainly consider damages of circular shapes
and show limited investigations on damages of more complex shapes. The only example is for
the case of a racecourse shape as presented in [169]. Therefore, there is a need to evaluate the
performance of the MDT imaging method on reconstructing damages of more complex shapes.
This chapter systematically investigates the feasibility of using the MDT imaging method to
reconstruct cylindrical damages on plate-like structures. The imaging performance of MDT
reconstructions are evaluated for damages of four different shapes, viz. circular, ellipse, tri-
angle and square. The scatter data and Green's functions required for the reconstruction are
computed using finite element simulation.
The chapter is organised as follows. Section 2 introduces the imaging problem and the modified
diffraction tomography (MDT) imaging formula to be used for reconstructions in this chapter.
Section 3 introduces and validates the finite element models used for modelling the scattering
123
information required by the MDT imaging formula. Section 3 evaluates the performance of the
MDT imaging formula by reconstructing damages of circular shapes. Section 5 then presents
reconstruction results for the three non-circular damages. Finally, a summary of this chapter
is given in section 6.
6.2 The modified diffraction tomography (MDT)
6.2.1 Problem formulation
Figure 6.1 illustrates the imaging configurations considered in this chapter. Consider an
isotropic plate-like structure suffering some form of laminar damage within a specific imag-
ing region shown as the shaded region in the figure. Within the damage region bounded by a
contour Σ, physical quantities, i.e. the stiffness, density and thickness of the plate structure,
are different from the rest of the plate, and the spatial distributions of these quantities are de-
scribed by the function δh. The plate is equipped with networks of sources (transmitters) and
receivers (sensors) along two possibly different closed curves. The positions of the sources and
receivers are denoted as Xs and Xr, respectively. The angles of the transmitters and receivers,
i.e. φs and φr, are polar angles with respect to an arbitrary point x in the imaging domain.
For simplicity, the damage is assumed to be at the centre of the coordinate system. Also,
active transducers, which can act as both transmitters and sensors, are employed, thereby, the
networks of sources and receivers are assumed to be positioned along a single enclosed curve.
To further simplify the problem, a circular curve of radius R is considered.
Figure 6.1: Illustration of the imaging configuration considered in this chapter. Arrays of
transmitters and receivers are located on the same circular curve of radius R, which encloses an
imaging domain shown as the square shaded region. For each interrogation, the guided wave is
excited from a point-like transmitter Xs. Part of the wave travels directly to the receiver Xr,
which is the baseline signal uˆI . The rest of the wave interacts with the damage and is scattered
in all directions. The scattered wave is denoted as uˆS. Angles φs and φr are the transmitter
and receiver angles relative to an imaging point.
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The interrogating guided waves are excited from the transmitters, encounter the damage and
scatter in all directions. The scattered waves are recorded by the receivers. These scattered
waves are generated purely due to the presence of the damage. By properly interpreting these
scattered waves, the size and severity of the damage can be obtained.
Therefore, the imaging problem is to reconstruct the physical quantities within the damage
region using the scattered field. Similar to Chapter 4, the damage quantity is selected to be the
reduction of the plate thickness, simulating corrosion damages. For SHM applications, three
types of guided waves are commonly used, i.e. A0, S0 and SH0. In Chapter 4, it has been shown
that the A0 wave mode provides the most reliable reconstructions. Thus, the interrogation wave
considered in this chapter is limited to A0.
The imaging problem is similar to that considered in Chapter 4, but not identical. The major
difference is that the imaging problem here is considered in the near-field, where both the
incident and scattered waves are cylindrical waves instead of plane waves. In addition, the
incline angles of each transmitter or receiver with respect to an arbitrary imaging point cannot
be approximated by the polar angle with respect to the origin of the coordinate system, which
is the angle θ as shown in Figure 6.1. As a result, the far-field PWDT imaging formula
introduced in Chapter 4 is not appropriate. Instead, its generalised version, i.e. modified
diffraction tomography, need to be used as will be introduced next.
6.2.2 Reconstruction formula
The modified diffraction tomography imaging formula developed in [18] is used to perform recon-
structions throughout this chapter. The imaging formula reconstructs the spatial distribution
of physical quantities of the plate structure within a specific imaging domain using scattering
information obtained in the near-field. With the knowledge of the scattering information and
the properties of the plate structure, one can perform the reconstruction as follows,
sMDT (x) =
1
8pi2D (k21 − k22) γ1
∫ 2pi
0
∫ 2pi
0
Krs|sin(φr − φs)|
G(x,Xs)G(Xr,x)qh(φr − φs + pi)dφrdφs (6.1)
where
Krs =
uˆS(Xr, ω;Xs)
Fˆ (ω)
(6.2)
represents the scattered field data normalised relative to the amplitude Fˆ (ω) of the actuating
force at the centre frequency of the input unit force; G(x,Xs) and G(Xr,x) are Green's
functions corresponding to the source and receiver, respectively; qh(φr − φs + pi) is the shape
function derived from [140], representing the scattering pattern of a point-like scatterer. Similar
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to the shape function introduced in Chapter 4, it enables the imaging formula to characterise
the damage severity.
Equation 6.1 assumes that the scattered field is known for all angular locations of transmitters
and receivers. In practice, the scattered field is known only for a discrete set of source and
receiver locations. Thus, the inversion integrals in Equation 6.1 must be evaluated as sums.
For the considered coincident source-receiver array, i.e., where the active sensors serve as both
actuators and receivers, the summation form of Equation 6.1 can be obtained as follows in
accordance with a trapezoidal quadrature rule,
sMDT (x) = Re
[
1
8pi2D (k21 − k22) γ1
Nr∑
i=1
Ns∑
j=1
Kij|sin(φi − φj)|
G(x,Xj)G(Xi,x)qh(φi − φj + pi)∆φi∆φj
]
(6.3)
with
∆φn =

(φ2 − φN + 2pi)/2, n = 1
(φn+1 − φn−1)/2, n 6= 1, N
(φ1 − φn−1 + 2pi)/2, n = N
(6.4)
where k1 and k2 are wavenumbers of the first and second flexural modes, respectively; D is the
bending stiffness of the plate; γ1 is the wave amplitude of the first flexural mode; The subscripts
i and j are used to denote the receiver and source locations, respectively; Nr and Ns are the
total number of the receiver and source locations, and since a coincident source-receiver array
is considered in the present study, Nr = Ns = N .
Figure 6.2 shows the imaging configuration corresponding to the imaging formula in Equation
6.3. It should be noted that under the near-field condition, the angular intervals ∆φn are
dependent on the location of the imaging point x relative to the source-receiver array. It
means that these intervals are not equispaced generally, even when the sources/receivers are
equispaced relative to the origin of the coordinate [18, 169]. When the far-field condition is
reached, i.e. the radius of the source-receiver array increases to infinity, these angular intervals
become independent on the location of the imaging point x, and they are essentially the ∆θ =
∆φ = 2pi/N used in the PWDT imaging formula introduced in Chapter 4 (Equation 4.6).
Equation 6.3 constitutes the required extension of plate-wave diffraction tomography to near-
field measurements for a coincident source-receiver array. The required inputs are the multi-
static data matrix Kij, and the Green's functions. The imaging formula will be assessed below
in Section 6.4, using numerical results generated as outlined in Section 6.3, before it is applied
to reconstruct non-circular damages in Section 6.5.
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Figure 6.2: Illustration of the imaging configuration of that in Figure 6.1 but discrete sets
of transmitters and receivers are employed. This imaging configuration corresponds to the
reconstruction formula in Equation 6.3.
6.3 Computational modelling
This section presents and validates the finite element model used to calculate scattered fields
by thickness reductions defects.
6.3.1 Finite element model set up
Figure 6.3 illustrates the finite element model used in this study. The finite element model was
built using the explicit finite element software package ANSYS-LSDYNA. Consider a square
aluminium plate structure with thickness h = 1.6mm, Young's modulus E = 68.9GPa, density
ρ = 2700 kg/m3, and Poisson ratio ν = 0.33. The plate is interrogated by an antisymmetric
Lamb wave A0 excited from a point-source on a circular source-receiver array, and the propa-
gated and scattered waves are collected by the same source-receiver array. The A0 wave mode
is excited in a tone-burst form by applying a force at a single node at a centre frequency of
194 kHz, which is approximately 20% of the cut-off frequency of the A1 mode. The strength of
the force is 1N. The radius of the source-receiver array was selected to be R = 80mm, being
ten times of the wavelength for the considered centre frequency. To fulfil the Nyquist sampling
theorem [151], a number of N = 90 receivers were used to record the scattered waves. The
damage is considered to be symmetric blind holes mimicking corrosive damages. It is recog-
nised that this is a simplified model of damages in practice, because the mode conversion is not
included. However, it has been shown in Chapter 4 and previous study [138] that the influence
of the mode conversion is insignificant when the severity of the damage is small. Thus, this
simplified damage model is considered sufficient for validation of FE simulation tools used in
this chapter.
To calculate the scatterings for the non-circular defects required for the MDT reconstruction, a
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series of simulations for all possible combinations of source-receiver pairs need to be performed,
which is computational demanding. To enhance computational efficiency, shell elements are
used. Also, the sides of the square plate structure were limited to be 400mm, while ensuring the
boundary reflections are well separated from the scattered waves for the chosen receiver-sensor
array. In addition, a total simulation time of T = 150µs was selected to ensure the scattered
waves are fully captured but minimise the information of boundary reflections. Since the input
force is applied to a single node, significant hourglassing energy can occur. To eliminate the
effect of hourglassing, the fully integrated Belytschko-Tsay shell element formulation was used
[170, 171].
The region of the plate is divided into two regions: an inner square region with width of 100mm
and an outer region extending the inner region to the plate boundaries. In the inner region,
the damage is introduced at the centre of the plate by reducing the thickness of the shell
elements within the damage region. Also, the plate is modelled by irregular shaped meshes
enabling higher flexibility of modelling complex shaped damages. In the outer region, the plate
is modelled using square meshes to reduce the computational time for element processing. The
maximum sizes of the irregular and square meshes are 0.5mm. This size of element gives
approximately 16 elements per wavelength for the considered centre frequency, which meets
the guidelines of FE simulations for guided waves [38, 172].
Figure 6.3: Illustration of the finite element model used in this study.
6.3.2 Validation of the numerical Green's function
As mentioned in Section 6.1, the Green's function required by the MDT imaging formula is gen-
erated using finite element method. To ensure the performance of the reconstruction, accurate
calculation of the numerical Green's function is essential. This section validates the accuracy
of the finite element model introduced in Section 6.3.1 on calculating the Green's function with
analytical solutions. The validation contains two parts. The first part compares the dispersion
relation of the interrogating A0 wave, and the second part compares the numerically calculated
Green's function to the dynamic Green's function developed in [140].
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The dispersion relation is verified by comparing the phase velocity to analytical solutions cal-
culated using Mindlin plate theory and DISPERSE [173]. The phase velocity was calculated
according to the method proposed in [174]. First, the Fourier transformed signal at the first
sampling point x = (0, 0) was divided by the Fourier transformed signal at the second sampling
point x = (0.5, 0)mm. Then the phase velocity was obtained by dividing the phase difference
by the distance between the two sampling points. The same procedure was repeated for fre-
quencies ranging from 60 kHz to 300 kHz in a step of 20 kHz to generate the phase velocity
curve as shown in Figure 6.4. It should be noted that for the frequency range considered, the
minimum wavelength is 6.1mm, which is more than two times the interval of the two sam-
pling points. Thus, there is no 2pi-jump correction required. For validation, the phase velocity
curve is compared with solutions from Mindlin plate theory and DISPERSE. It can be seen
that the three curves are in good agreement. The maximum difference between the calculated
and analytical curves occurs at 300 kHz (0.48MHz·mm), where the calculated phase velocity is
1839m/s, being 1.8% and 2.7% larger than the solutions from DISPERSE and MPT, respec-
tively. The less accuracy at higher frequencies is expected, since the analytical solutions have
limited accuracy for higher frequencies.
Figure 6.4: Comparisons between the phase velocity curves calculated using the finite element
model (solid blue circle), Mindlin plate theory (solid green) and DISPERSE (solid black) for
centre frequency ranging from 60 kHz to 300 kHz for an aluminium plate of a thickness h =
1.6mm.
The finite element model is further verified by comparing the numerical Green's function with
the analytical solution derived in [140], which is as follows,
G(x,Xs) =
1
D (k21 − k22) γ1
i
4
√
2
pik1|x−Xs|e
ik1|x−Xs|e−ipi/4 (6.5)
where the denotations of the symbols are the same as in Equation 6.3.
For the numerical Green's function, it is calculated by
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G(x,Xs) =
uˆI(x, ω;Xs)
Fˆ (ω)
(6.6)
where uI denotes the Fourier transform of the incident wave propagating from the source Xs
to an arbitrary point x at the centre frequency ω, and Fˆ (ω) is the Fourier transform of the
input unit force.
To calculate the incident wave required in Equation 6.6, an incident A0 wave at a centre
frequency f = 194 kHz was excited at the transmitter location Xj=1, and the displacement
responses at points along a line ranging from x = (−40, 0)mm to x = (40, 0)mm at an interval
of 0.5mm were recorded. The measured incident waves were then extracted by applying a fixed
time-gating window of 0− 110µs to exclude the boundary reflections, and Fourier transformed.
Figure 6.5 shows the typical signals in the calculation of the incident wave. In Figure 6.5a, the
time-displacement signal measured at x = (0, 0) contains an incident wave and a boundary
reflection. It can be seen that the boundary reflection is clearly excluded after the time-gating.
The amplitude of the Fourier transform of the time-gated signal in Figure 6.5a are shown in
Figure 6.5b, where the spectrum has one peak at frequency 190 kHz and a bandwidth being
approximately ±60 kHz.
(a) (b)
Figure 6.5: Typical signals used in the verification of the numerical Green's function. (a) The
total time-displacement signal measured at location x = (0, 0). The signals before and after
time-gated are displayed in red solid and blue solid lines, respectively. (b) The Fourier spectrum
of the time-gated signal from (a).
Figure 6.6 compares the numerical Green's function with the analytical solution. In Figure
6.6a, the magnitudes of both solutions are compared. It can be seen that both solutions decay
with 1/
√
ρ
r
, with the distance between the imaging point and the transmitter ρr = |x −Xs|.
Within the range of the imaging domain, i.e. x = (−40, 0) to x = (40, 0)mm, the numerical
solution is slightly larger than the analytical solution, with the maximum difference 2.6×10−11
observed at x = (−40, 0)mm, which is about 1% larger than the analytical value. Figure
6.6b compares the numerical and analytical Green's functions in terms of their phase changes
relative to the input tone-burst. Good agreement is achieved between the two sets of results,
with the maximum difference less than 0.69 rad observed at x = (−40, 0)mm.
Hence, the finite element model is considered sufficiently accurate for modelling the wave prop-
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(a) (b)
Figure 6.6: Comparison between the Green's function calculated using the finite element sim-
ulation (blue solid) and that calculated analytically using Mindlin plate theory (red dash) for
x = (−40, 0) to x = (40, 0)mm at the interrogating frequency f = 194 kHz and for the source
location Xj=45. (a) amplitude, (b) cumulative phase.
agation on the considered plate structure where there is no damage presented.
6.3.3 Extraction of scattered waves
The scattered field is generated by subtracting the baseline field from the total field as follows,
uS(Xr, t;Xs) = u(Xr, t;Xs)− uB(Xr, t;Xs) (6.7)
where u(Xr, t;Xs) and u
B(Xr, t;Xs) are the total and baseline displacement time-history sig-
nals measured at the receiver locationXr from a source locationXs, respectively. u
S(Xr, t;Xs)
is the scattered displacement component after the baseline subtraction.
To generate the baseline field, the interrogation wave is excited at one transmitter location,
and the propagated waves are recorded at all receiver locations. To generate the total field, a
damage is introduced at the centre of the plate, and the same interrogation wave is excited at
the same transmitter location. The waves after the interaction with the damage are recorded
at all receiver locations.
After the baseline subtraction, the scattered signals also contains boundary reflections, which
are not useful for reconstruction. Therefore, a time window is required to exclude the boundary
reflections. The duration of the time window is 0− 110µs, which is determined by the arrival
time of the scattered wave measured at the receiver location Xi=46 due to the source location
Xj=1. Figure 6.7 shows typical signals to illustrate the time-gating operation. As shown in
Figure 6.7a for the subtracted signal, there is a small wave packet due to the boundary reflection
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arriving after 140µs. After applying the time window, this boundary reflection is excluded and
only the scattered wave is retained in the time history signal as shown in Figure 6.7b.
(a) (b)
Figure 6.7: Illustration of the time-gating operation. (a) The time-displacement signal
uS(Xi=45, t;Xj=1) before the time window is applied; (b) the time-displacement signal of (a)
after the time window is applied.
6.4 Evaluation of the MDT imaging algorithm
A better understanding of the performance of the MDT imaging method is required in order to
determine the configurations of the non-circular damages for obtaining optimal reconstruction
quality. Although a detailed investigation on the imaging performance of the MDT imaging
method has been conducted in [18], the scatter data is generated using solutions for acoustic
scatterings. This section evaluates the performance of the MDT imaging method by recon-
structing circular shaped thickness reduction defects.
Similar to the shape function Q33(θ, φ) introduced in Chapter 4, the shape function qh(φr, φs)
in the MDT imaging formula contains zero-crossings. However, to minimise the negative ef-
fect introduced by zero-crossings of the shape function qh(φr, φs), the concept of the filtering
function H33(θ, φ) introduced in Chapter 4 cannot be applied. This is because the noise peaks
associated with the zero-crossings of the shape function qh(φr, φs) appear along arcs within the
imaging domain. Simply removing these noise peaks can lead to severe artefacts in the final
reconstruction. One solution to this problem is to replace the values of the shape function at
the vicinities of the zero-crossings with a non-zero constant, which is expressed as follows,
qMODh (φr, φs) =
qh(φr, φs), if |qh(φr, φs)| ≥ tqmaxhtqmaxh , if |qh(φr, φs)| < tqmaxh (6.8)
where the superscript "MOD" denotes the modified version of the original shape function
qh(φr, φs), t is an artificially selected threshold value and q
max
h is the maximum magnitude of
the function qh(φr, φs) for all considered imaging points.
The determination of the vicinities of the zero-crossing relies on a threshold, which is similar
to that for the filtering function H33(θ, φ). It is found that the negative effect of the zero-
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crossings becomes insignificant when the threshold value t ≥ 0.6, as demonstrated in Appendix
G. Thus, the modified shape function qMODh (φr, φs) defined in Equation 6.8 and the threshold
value t = 0.6 are used throughout this chapter.
Reconstructions were performed for three different damage sizes: a/λ3 = 0.5, 1, 2 and three
different damage severities: δh = 0.01, 0.10, 0.20 at the centre frequency f = 194 kHz. The
sectional profiles of the reconstructed damages are shown in Figure 6.8c. It should be noted
that the method of measuring the radius and severity of the reconstructed damage is identical
to that used in Chapter 4. As seen in the figure that the radius estimations are accurate, i.e.
the estimation error is less than 10%, for most of the cases except when a = 0.5λ3, δh = 0.20
(Figure 6.8c) and a = 2λ3, δh = 0.20 (Figure 6.8i), where the estimation errors are close to 20%.
In contrast, the severity estimations are less accurate and case-dependent. For the majority of
the cases (Figure 6.8a, 6.8d, 6.8e, 6.8f, 6.8i), the severity estimation errors are over 10%, and
only four cases (Figure 6.8b, 6.8c, 6.8g, 6.8h) have severity estimations less than 10%.
To compare the imaging performance to that of the PWDT imaging method introduced in
Chapter 4, the reconstructed sectional profiles in Figure 4.18 of Chapter 4 (page 97) are plotted
in Figure 6.8 as black dashed lines. It can be seen that the reconstructions of both imaging
methods show similar features when the damages are small and shallow (Figure 6.8a, 6.8b,
6.8d, 6.8e, 6.8g). As the damage becomes larger and deeper, the two sets of reconstructions are
less similar. There are three important difference that is worth noting. The first is that while
the PWDT reconstructions contain severe amplitude reductions at the centre of the damage
region, the MDT reconstructions have no such amplitude reduction. The second is that while
the noise levels of the PWDT reconstructions are consistently low, the noise levels of the MDT
reconstructions increase with the damage size, which is the main reason of the large over-
estimations observed for cases of a = 2λ3 (Figure 6.8c, 6.8f, 6.8i). The third difference is that
for small and shallow damages (Figure 6.8a, 6.8b, 6.8d, 6.8e), there are valleys at the edge of
the damage regions in the MDT reconstructions, which are not observed in the corresponding
PWDT reconstructions. Such valleys are also observed in [169], but the cause of them are not
explained. A parametric study shows that these valleys become less prominent as the radius
of the source-receiver array increases, reaching the far-field condition. The parametric study is
outlined in Appendix H.
The above evaluation shows that the MDT imaging method is able to accurately reconstruct the
circular damages in terms of their sizes for a variety of damage configurations, and provide less
accurate damage severity estimations. Compared with the PWDT imaging method, the MDT
imaging method shows similar performance for smaller and shallower damages. For larger and
deeper damages, the MDT imaging method is able to provide more meaningful estimation of the
damage severity than the PWDT imaging method. However, the noise level of the background
are higher, lowering the contrast of the reconstruction.
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(a) a = 0.5λ3, δh = 0.01 (b) a = λ3, δh = 0.01 (c) a = 2λ3, δh = 0.01
(d) a = 0.5λ3, δh = 0.10 (e) a = λ3, δh = 0.10 (f) a = 2λ3, δh = 0.10
(g) a = 0.5λ3, δh = 0.20 (h) a = λ3, δh = 0.20 (i) a = 2λ3, δh = 0.20
Figure 6.8: Reconstruction results of circular symmetric blind holes with various radius and
severity values for the case of scattering A0A0 at the interrogating frequency is ω = 0.2ωc,a
(f = 194kHz) using the MDT (blue solid) and the PWDT (black dashed) imaging methods.
The green and red dashed lines represent the profiles of the actual and reconstructed damages,
respectively.
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6.5 Reconstructions of non-circular defects
In the previous section the imaging performance on circular shaped damages is evaluated.
This section is to examine the imaging performance on damages of three non-circular shapes,
viz. ellipse, triangle and square. These non-circular shapes are described using the following
parameter function [175],
r(φ) = a
√
1 + 2 + 2cos(N + 1)φ
1− 2N , θ(φ) = arctg
(
sinφ− sinNφ
cosφ+ cosNφ
)
, 0 ≤ φ ≤ 2pi (6.9)
where 0 ≤  < 1 controls the roundness of the convex of the shape (a smaller  means a sharper
convex and vice versa) and N is a natural number determining the number of convex; a denotes
the maximum radius of the shape.
Figure 6.9 shows the three non-circular shapes to be reconstructed. According to the evaluation
results in Section 6.4, the maximum radii and severities of these non-circular shapes are selected
to be a = λ3 = 8mm and δh = 0.10, respectively for the optimal reconstruction quality.
(a) (b) (c)
Figure 6.9: The non-circular shape profiles considered in this study. (a) Ellipse, with N = 1
and  = 1/3, equivalent to an aspect ratio ax/ay = 2, where ax and ay being the major and
minor axes, respectively. (b) Triangle, with N = 2 and  = 0.25. (c) Square, with N = 3 and
 = 1/9. For all three non-circular shapes, the maximum radius equals to the interrogating
wavelength, i.e. a = λ3.
6.5.1 Results
Elliptical shape
Figure 6.10 shows the reconstruction results for the case of elliptical shaped damage. In the
figure, the green and black dashed lines indicate the actual and estimated damage shapes,
respectively. Regarding the method of measuring the damage severity, it is calculated by
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averaging the reconstruction values within the damage region, which is determined by the same
method used for PWDT.
It can be seen that the edges of the input elliptical shape are clearly highlighted, but the centre
of the damage region contains an severe amplitude reduction. In addition, both ends of the
major axis are accurately located, with an error being slightly over 3%. However, the estimated
damage region are similar to a circular region, which leads to a significant over-estimation of
the minor axis by over 80%. The damage severity is under-estimated by 60% due to the severe
amplitude reduction within the damage region.
(a) (b)
Figure 6.10: Reconstruction results for the case of elliptical damage. (a) 3D plot; (b) The
reconstructed damage shape (black dashed) compared with the actual shape (green dashed).
Triangular shape
Figure 6.11 shows the reconstruction results for the case of triangle shaped damage. It can
be seen that the edges of the input triangle shape is successfully highlighted, and the three
corners are accurately located. However, the distances from the origin of the imaging domain
to the three edges are all severely over-estimated by over 50%. Similar to the case of the
elliptical shape, there is a severe amplitude reduction within the damage region, which leads
to an under-estimation of the damage severity by over 50%.
Square shape
Figure 6.12 shows the reconstruction results for the case of the square shape. Similar to the
previous two cases, the edges of the square shapes are successfully highlighted, and the locations
of the four corners are accurately estimated, with the maximum error being less than 10%.
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(a) (b)
Figure 6.11: Reconstruction results for the case of triangular damage. (a) 3D plot; (b) The
reconstructed damage shape (black dashed) compared with the actual shape (green dashed).
However, the distances from the origin of the imaging domain to the four edges are over-
estimated by approximately 40%. As for the damage severity, it is under-estimated by over
50% due to the severe amplitude reduction at the centre of the damage region similar to the
previous two cases.
6.5.2 Analysis and discussions
The results in Section 6.5.1 show that the MDT imaging method is able to accurately highlight
the edges of the non-circular damages and locate the corners of the shapes. However, the outer
boundaries of the reconstructed damage always tend to be circles. The fundamental reason of
this tenancy is that the scattered fields for the three non-circular cases are similar to that for a
circular damage of the same maximum radius. To illustrate the similarity, Figure 6.13 shows the
magnitude of the scatter data matrix Kij for a circular symmetric blind hole and compares it
with the scatter data matrices Kij for the three non-circular shapes considered. The radius and
severity of the circular blind hole is a = λ3 and δh, which are identical to the maximum radius
and the severity of the three non-circular shapes considered. As shown in the figure, the four
scatter data matrices are similar. They all have prominent magnitudes at angular locations
φi − φj = ±pi, which form the high magnitude bands. In addition, the widths of the high
magnitude bands are similar. The results in Figure 6.13 implies that the scattering behaviours
for the four shape cases are similar, and the forward-scattering amplitudes are dominating.
As mentioned in Section 6.5.1, there are severe amplitude reductions at the centre of the
damage regions for all three non-circular cases, which leads to inaccurate severity estimations.
Such amplitude reduction is also observed in the reconstruction for a circular damage of the
same radius and severity as shown in Figure 6.8h, but it is much less severe. This difference
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(a) (b)
Figure 6.12: Reconstruction results for the case of square damage. (a) 3D plot; (b) The
reconstructed damage shape (black dashed) compared with the actual shape (green dashed).
is attributed to the fact that the phase information contained in the scatter data matrix for
the three non-circular cases are different from that for the circular damage. To illustrate the
difference, Figure 6.14 compares the phase information of the scattered waves measured for the
source location Xj=1 for all four shape cases. It can be seen that directivity pattern of the
phase information for the three non-circular shape cases are not similar to that for the circular
shape case in terms of both their magnitudes and shapes.
In the present work, the source-receiver array used is considered idealised in two aspects. The
first idealisation is that the array forms a toroid aperture, which allows to record the scattered
waves in all directions, and hence provide the maximum reconstruction resolution. However,
such receiver-sensor array that provides full angle of views may not always be possible in
practice. Instead, arrays that can only provide limited angle of views can be more common,
such as the normal incidence configuration used in [19], the crosshole configurations used in
[55, 126], and a more extreme case where sensors are only deployed within a narrow range
of angles as considered in [137]. The influence of these limited-angle-of-view receiver-sensor
arrays on the new imaging technique is still unclear and further investigations are required.
The second idealisation of the array is that a number of 90 sensors are chosen to meet the
Nyquist sampling criterion for a toroid aperture. In practice, such a large number of sensors
may not be feasible. However, it is possible to reduce the required number of transducers if the
approximate location and size of the damage are known [176], and interpolation algorithms are
used to upsample the under-sampled original scatter data matrix [94, 165, 177].
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(a) Circular (b) Ellipse
(c) Triangle (d) Square
Figure 6.13: The scatter data matrices Kij for blind hole damages of circular shape and the
three non-circular shapes shown in Figure 6.9 at the centre frequency f = 194 kHz. The
maximum radii and severities of the four damage cases are a = λ3 and δh = 0.10.
Figure 6.14: Comparison of the unwrapped phase extracted from the scatter data matrices
Ki,j shown in Figure 6.13 for the source angle φj=1. The unwrapped phases for the circular,
elliptical, triangle and square shaped damages are displayed in blue, red, black, and cyan solid
lines, respectively.
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6.6 Summary
This chapter investigates the feasibility of imaging blind hole damages using the modified
diffraction tomography (MDT) imaging method, which is an extension of the plate wave diffrac-
tion tomography (PWDT) for the near-field situation. MDT reconstructions are performed for
damages of circular, elliptical, triangle, and square shapes using numerically generated scatter
data and Green's functions.
The results show that, for the case of circular shape, the MDT imaging method is able to
accurately estimate the damage size and severity for small and shallow damages. For larger
and deeper damages, the imaging method can still provide accurate damage size estimation,
but it tends to over-estimate the damage severity. In general, the reconstruction accuracies of
MDT reconstructions are similar to those of PWDT reconstructions presented in Chapter 4.
However, the MDT reconstructions tend to have higher noise levels for more severe damages.
This is possibly related to the strong dominance of the forward scattering amplitudes. Extended
investigations are required in the future to clearly identify the cause of the increasing noise level.
For the case of non-circular damages, the MDT imaging method successfully highlights the
boundaries of the damages and accurate locates the corners of the shapes. However, the bound-
aries of the reconstructed damage regions tend to be circles regardless of the actual input shape
being non-circular. It is found that this tendency is because the scatter data for the three
non-circular shape cases are similar to that for a circular damage with the identical radius.
The results also show that the estimations of the damage severity is not accurate because there
are severe amplitude reductions at the centre of the reconstructed damage region. It is found
that these amplitude reductions are related to the phase information contained in the scatter
data. Nevertheless, these results show that the MDT reconstruction can provide an equivalent
circular region of a non-circular damage, which is sufficient for the damage prognosis to evaluate
the structural integrity [178].
The present work is limited to an idealised source-receiver array, where the number of receivers
are chosen to avoid the wave field being under-sampled and the data from all viewing angles are
available. Although such an idealised source-receiver array can provide the optimal reconstruc-
tion quality, it is not always feasible in practice. Possible extension of the current study could
be investigating how the imaging performance is affected if the receiver number is reduced and
the shape of the source-receiver array is changed to one that can only provide the scatter data
from limited viewing angles.
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Chapter 7
Evaluation of imaging blind holes using
experimental scatter data
7.1 Introduction
In Chapter 5, we have demonstrated the performance of the modified diffraction tomography
(MDT) imaging method on reconstructing structural damages on plate-like structure in the
near-field. This chapter aims to evaluate the performance of MDT imaging method using
experimentally obtained scatter data.
The first experimental implementation of PWDT was conducted by Rohde [179] using a normal-
incidence measurement configuration, i.e. sources and receivers are positioned along the op-
posite edges of the specimen. One of the limitations of this study is that the measurement
configuration only collect the scatter data from limited viewing angles, which limits the maxi-
mum resolution of the reconstruction. In addition, this study only focuses on defects that are
symmetric with respect to the mid-plane of the specimen, which is not commonly seen in prac-
tice. Recently, the performance of the MDT imaging method was further demonstrated in [169]
by reconstructing a circular symmetric blind hole. This study employs a circular source-receiver
array consisting of 11 piezoelectric (PZT) elements, allowing scatter data from all viewing an-
gles. However, the main drawbacks of the study are that the measured signals are the average
value within the transducer element and that the electro-mechanical effect is included in the
measured signals.
In this chapter, reconstructions are performed for circular asymmetric blind hole damages of
a range of radius and severities. The experiment measurements are carried out using a semi-
circular receiver array consisting of one PZT element and 45 measurement points, together with
a laser vibrometer. Compared with the previous two studies [169, 179], the present experimental
work provides two major updates: (i) it extends the MDT imaging method to defects that are
asymmetric with respect to the mid-plane of the structure; (ii) the use of the laser vibrometer
allows accurate point measurements and suppress the possible electro-mechanical effect.
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This chapter is organised as follows. Section 2 introduces the configurations of the experiment.
Section 3 demonstrates the method to generate the scatter data matrix and verifies the Green's
function that are required by the MDT imaging formula. The imaging results are presented
and further discussed in Section 5. The summary of this chapter is given in Section 6.
7.2 Experimental configurations
Figure 7.1 illustrates the measurement system used for all experiments presented in this chapter.
The excitation signal is a 194 kHz narrow-band 6-cycle sinusoidal tone burst pulse modulated
by a Hanning window, which is identical to the excitation signal used for FE simulations in
Chapter 5. The excitation signal was generated by a computer controlled arbitrary waveform
generator (Stanford Research DS345) with 10V peak-to-peak output voltage, and amplified by
a power amplifier (Krohn Hite model 7500) by a factor of 50. A Laser Doppler vibrometer
(OFV 303/OFV 3001, Polytec GmbH) with a laser head whose movement is controlled by a
computer controlled positioning system (Newport ESP 300) was used to measure the out-of-
plane displacement. The measured out-of-plane displacement was displayed and recorded into
the computer through a oscilloscope (Tektronix TDS420A).
Figure 7.1: Schematic diagram of the measurement system used in the present study.
Piezoceramic transducer element discs (manufactured by Ferroperm, PZT 27) of radius 5mm
and thickness 1mm are bonded on the surface of the plate to excite flexural plate wave as
shown in Figure 7.2. To enhance the input signal strength, a cylindrical brass backing mass
with radius of 5mm and height of 5mm is bonded on the upper surface of the PZT disc. The
bondings between the PZT/plate and PZT/brass interfaces are achieved by using a two-part
fast curing epoxy adhesive (Permabond Double Bubble). The outer electrode of the transducer
element is connected to the positive output of the RF power amplifier using a single wire taped
onto the backing mass. The opposing electrode is connected by taping a wire to the plate
structure that is connected to a common system earth. The connectivity between the backing
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mass and the PZT is made using conductive silver paint. The purpose of taping the wire instead
of welding or gluing is to minimise the effect of the additional mass introduced by the solder
on the measurement results.
Figure 7.2: The actuator used in the present study.
Figure 7.3 illustrates the plate specimen and damage configurations considered in this chapter.
The plate specimen is a grade 5251 aluminium plate, whose typical properties of the plate are
identical to those listed in Table 4.1 in Chapter 4. A set of 6 different damage configuration
cases are considered as listed in Table 7.1. These 6 damages were machined on two aluminium
plates using water-jet cutting. For each plate, as shown in Figure 7.3, three damages are evenly
placed along the centre line of the plate with an interval of 180mm. This interval was chosen to
ensure the measured signals do not contain scattered waves due to the adjacent damage as well
as reflections from boundaries of the plate. It should be noted that the actual damage radius
and severity values are not exactly identical to those listed in Table 7.1 due to the limitation of
the manufacturing process. However, the relative errors of the damage radius and severity are
both less than 2%. For each damage, a single transducer is used to excite the flexural wave, and
the wave responses are measured at 45 evenly distributed points along a semi-circular array of
radius R = 80mm as indicated in Figure 7.3. At each measurement point, a reflective tape
with a dimension of 2*3mm is attached to enhance the reflectivity of the laser beam.
Table 7.1: Damage configuration cases for the experimental study
Case no. radius (mm) depth (%)
1 8 10
2 12 10
3 16 10
4 8 5
5 8 15
6 8 20
7.3 Generation of the scatter data matrix
To perform reconstruction, the scatter data matrix storing the information of the damage is
required. The scatter data matrix is generated using the baseline subtraction method. This
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(a)
(b)
Figure 7.3: Details of the plate specimen used in this experimental study and the damage
configurations. (a) Picture of one of the two plate specimens; (b) Illustration of both two plate
specimens and damage configurations.
section demonstrates the procedure to generate the scatter data matrix.
In Chapter 5, the wave for interrogation is excited from a point-like source. However, in the
experiment, the wave is excited from a circular region. Also, the input is no longer a unit force.
Therefore, the scatter data matrix is defined differently to that introduced in Equation 6.2 in
Chapter 5 as follows,
K(φr, φs) =
uˆS(Xr, ω;Xs)
uˆB(Xr, ω;Xs)
G(Xr, ω;Xs) (7.1)
with
G(Xr, ω;Xs) =
uˆB(Xr, ω;Xs)
Fˆ (ω)
(7.2)
where Fˆ (ω) is the Fourier transform of the input tone-burst with a strength of unit force.
Using this definition, only the scattered waves and baseline signals are required to generate the
scatter data matrix. The derivation of the definition is presented in Appendix I in detail. In
the following subsections, the calculations of these two components are discussed.
7.3.1 Data measurement
The scatter data matrix was generated using the baseline subtraction method, which requires
the baseline and the total (incident and scattered) signals. For each damage configuration, two
measurements were carried out to record the baseline and total signals. Before introducing the
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blind hole damage, the baseline signals were recorded when the plate was in its pristine status.
Then the total signals were recorded after the blind hole damage was introduced.
There are two possible factors that can limit the success of the baseline subtraction. The first
factor is that the plate structure could be placed differently between the two measurements. In
the present study, the plate specimen was mounted on two metal posts fixed on an air-bump
table eliminating external vibrations as shown in Figure 7.4. To minimise the possible placement
difference, a rivet was placed in one of the mounting to fix the lateral position of the plate,
and two metal blocks with identical heights were placed underneath the plate to fix its vertical
position. The second factor is the operation temperature. In this study, all measurements were
carried out in our lab, where the room temperature is controlled. Therefore, the effect of the
operation temperature is considered as insignificant.
Figure 7.4: Details of the mountings used to position the plate specimen for all measurements
in the present study.
7.3.2 Extraction of scattered waves
Although the position of the plate structure is fixed, there are still small arrival time difference
between the main pulses in the baseline and total signals because of the small uncertainty of the
laser head position. To eliminate the arrival time difference, the baseline signal is numerically
shifted to align with the total signal. The time-shifting is achieved by applying the Fourier shift
theorem to the Fourier transform of the baseline signal using the method developed in [179],
uˆB(Xr, ω;Xs, t−∆t) = uˆB(Xr, ω;Xs)e−iω∆t, (7.3)
where ∆t is the arrival time difference, which is determined through the procedure outlined in
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Appendix J; uˆB(Xr, ω;Xs, t − ∆t) and uˆB(Xr, ω;Xs) are the Fourier transform of the time-
shifted and the original baseline signals, respectively.
Then, the time-displacement history of the time-shifted baseline signal is obtained by applying
inverse Fourier transform to uˆB(Xr, ω;Xs, t−∆t),
uB(Xr,Xs, t−∆t) = F−1
[
uˆB(Xr, ω;Xs, t−∆t)
]
, (7.4)
where F−1 denotes the inverse Fourier transform.
An example of the improvement introduced by the time-shifting algorithm is shown in Figure
7.5a for the receiver location i = 45 for the damage case 6. It can be seen that the residual error
is significantly reduced. It should be noted that the success of the time-shifting operation relies
on the fact that the incident and scattered waves are clearly separated, which enables accurate
detection of the arrival time difference between the baseline and total signals. It implies that,
theoretically, the time-shifting algorithm can only be applied to a limited number of reflection
set data. However, it is reasonable to extend the usage of the time-shifting algorithm to the
entire reflection set data, since the amplitudes of the scattered waves are insignificant compared
with those of the incident waves according to the analytical scattering results in Chapter 3 and
4. Therefore, the time-shifting algorithm was used to the reflection set data in the present
study.
In addition to the time-shifts, there are small amplitude differences between the incident waves
captured in the first and second measurements for all damage configurations. An example is
shown in Figure 7.5b for the same configurations as in Figure 7.5a. It can be seen that there
is a difference between the maximum magnitudes of the Hilbert envelops of the baseline and
total signals, indicating the amplitude difference between the two measurements. The cause
of the amplitude difference is because the strengths of the bondings of the actuator is affected
during the machining. To eliminate the amplitude difference, the baseline signals were scaled
to match the total signals.
(a) (b)
Figure 7.5: Examples of the time-shifting and amplitude scaling operations. The examples
correspond to the receiver location i = 45 for the damage case 6. (a) A comparison between
the baseline-subtracted signals before (blue) and after (red) using the time-shifting algorithm;
(b) The Hilbert envelops for the baseline (blue) and total (red) signals.
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After the time-shifting and scaling operations, the baseline signal was subtracted from the total
signal in the time domain as follows,
uS(Xr,Xs, t) = u
T (Xr,Xs, t)− uB(Xr,Xs, t−∆t) (7.5)
where the superscripts S, T and B represent the subtracted, total and baseline signals, respec-
tively.
The subtracted signal was then windowed to extract the scattered wave. A time duration rang-
ing from 5µs to 10µs was chosen to ensure the entire scattered wave is included. This time range
is determined according to the arrival times of scattered waves from all measurement locations.
For example, Figure 7.6 shows the extracted scattered waves from all receiver locations for the
damage configuration case 6. It can be seen that the scattered waves are clearly extracted in
the forward scattering region, i.e. from receiver location Xi=45 to Xi=37, even though there are
small residual errors existing in the transverse region, i.e. from receiver locationXi=36 toXi=1,
due to the fact that the time-shifting algorithm is less accurate as mentioned earlier. In the
back-scattering region, the residual errors are insignificant and the scattered waves are clearly
extracted, although their amplitudes are only faction of those in the forward-scattering region.
Figure 7.6: The time-history signals after time-gating for the damage case 6.
7.3.3 Removal of noise peaks
Despite the physical fixture of the plate structure and the time-shifting operation mentioned
above, errors due to the baseline subtraction procedure still existed. These errors appear as
noise peaks in the corresponding approximated Fourier spectrum in k-space. The effect of
these noise peaks are identical to those discussed in Chapter 4, which are related to the zero-
crossings of the shape functions. The effect of these noise peaks is that they introduce unwanted
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oscillations in the reconstruction, lower the contrast between the reconstructed damage and the
background and reduce the prediction accuracies. To minimise the unwanted oscillations, the
scatter data matrix is multiplied by a filtering function which sets the noise peaks as zeros.
This multiplication effectively excludes the contributions of the noise peaks in the reconstruction
process, which is similar to the filtration for PWDT introduced in Chapter 4. However, the
identification of the noise peaks here is carried out manually because the angular locations of
the noise peaks are not known a priori, in contrast to those for PWDT being related to the zero-
crossings of the shape function. This manual filtering process becomes difficult and inaccurate
when the strength of the scattered wave is poor, as will be further discussed in Section 7.5.
To demonstrate the effect of the filtering operation, the directivity pattern of the related scatter
data and reconstructed profiles before and after the filtering operation is applied for damage case
3 is shown in Figure 7.7. As seen in Figure 7.7a, the scatter data contains in total eight noise
peaks to be removed, which are marked as solid red lines. Figure 7.7b shows the reconstructed
profile before the noise peaks are removed. It can be seen that the reconstruction contains
severe artefacts. The radius is under-estimated by 10% and the severity is over-estimated by
over 160%. After the noise peaks are removed, the reconstruction is improved as shown in
Figure 7.7c. The radius is slightly under-estimated by less than 3%, and the over-estimation of
the severity decreases to less than 80%.
(a) (b) (c)
Figure 7.7: Demonstration of removal of noise peaks for damage case 3. (a) The first column of
the scatter data matrix before (solid blue) and after (solid red) the filtering operation is applied;
(b) The reconstructed profile before the filtering operation; (c) The reconstructed profile after
the filtering operation.
7.4 Verification of the analytical Green's function
Apart from the scatter data matrix, the other input required by the MDT imaging formula
is the Green's function. For complex structures, such as plate structures with additional ge-
ometric features, i.e. stiffeners, the Green's function can be calculated either numerically or
experimentally. For simple structures such as the flat aluminium plates considered in this study,
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an analytical solution of the Green's function is available [140]. Before using this analytical
Green's function for imaging, it is necessary to verify its accuracy. The verification consists of
two steps. The first step calculates the dispersion characteristics of the structure using experi-
mental measurements and compares it with analytical solutions derived from the Mindlin plate
theory (MPT) and DISPERSE. This step is to estimate the accuracy of the material proper-
ties of the plate structure for calculating the Green's function. The second step calculates the
Green's function using experimental measurements and compares it with the analytical solution
in order to estimate the accuracy of the analytical solution.
For the verification of the dispersion characteristics, the phase velocity curve of the A0 mode
for interrogation was calculated using experimental measurements, following the calculation
procedure outlined in [174]. Figure 7.8 shows the phase velocity curve and compares it with
analytical solutions calculated using Mindlin plate theory and DISPERSE. It can be seen that
the experimental and analytical solutions are in good agreement when the frequency-thickness
product is below 0.4MHz·mm, above which, however, the experiment solution fluctuates. The
presence of the fluctuation is because the coupling S0 mode, which is produced by the Pois-
son effect, becomes more prominent and contaminates the incident A0 mode. At the chosen
centre frequency f = 194 kHz (0.31MHz·mm) the experimentally calculated phase velocity is
1567m/s, being approximately 0.6% and 1.2% larger than the solutions from MPT and DIS-
PERSE, respectively.
Figure 7.8: Comparisons between the phase velocity curves calculated from experiments (solid
blue circle), Mindlin plate theory (solid green) and DISPERSE (solid black) for centre frequency
ranging from 30 kHz to 300 kHz for an aluminium plate of a thickness h = 1.6mm.
The Green's function was calculated using experimental measurements as follows. Displacement
responses were recorded at 41 evenly distributed points along a straight line radiating from the
actuator. The distance of each point away from the actuator, denoted as ρr, ranges from 40mm
to 120mm, which is the width of the imaging domain. The interval of two adjacent points is
2mm, which is smaller than half the wavelength, excluding the uncertainty of the 2pi-jump in
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(a) (b)
Figure 7.9: Comparison between the Green's function calculated from experiment (blue solid
circle) and that calculated analytically using Mindlin plate theory (red dash). (a) The magni-
tudes of both solutions. The analytical solution is multiplied by a constant T = 1.1 to match
the experiment solution; (b) The cumulative phases of both solutions relative to the point
ρr = 40mm.
the phase calculation of the Green's function. A fixed time-gating window of 0 − 100µs was
applied to all the recorded responses to extract the incident waves. The time-gated responses
were then Fourier transformed and divided by the frequency response of the input tone-burst,
in accordance with Equation 6 in Chapter 5.
Figure 7.9a compares the experimentally calculated Green's function with the analytical solu-
tion developed in [140] in terms of their magnitudes. Because the strength of the input tone-
burst in the experiment is not unity, the analytical solution is scaled by a constant T = 1.1 to
match the experiment solution. The scaling constant is effectively the transfer function of the
actuator. It can be seen that both solutions decay with 1/
√
ρr, although the analytical solution
slightly under-estimates the experimental one. Figure 7.9b further compares the experimental
and analytical Green's functions in terms of their cumulative phase changes relative to the point
of ρr = 40mm. It is seen that the two solutions are in excellent agreement, with the maximum
difference being 1.1 rad occurring at ρr = 120mm.
The results imply that with this radius of the source-sensor array, the circular excitation region
can be effectively considered as a point-like source, and the responses within the imaging domain
can be accurately predicted by the selected analytical Green's function.
7.5 Results and discussions
In Chapter 4, it has demonstrated that the PWDT reconstruction quality is mainly limited by
the phase difference between the incident field and that transmitted into the damage region. For
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(a) a = λ3, δh = 0.10 (b) a = 1.5λ3, δh = 0.10 (c) a = 2λ3, δh = 0.10
(d) a = λ3, δh = 0.05 (e) a = λ3, δh = 0.15 (f) a = λ3, δh = 0.20
Figure 7.10: 3D plots of reconstructions of the 6 damage configurations listed in Table 7.1.
the case where the scattering A0A0 is used for reconstructing asymmetric blind hole damages
as shown in Figure 4.19, an applicable region bounded by a critical phase difference 0.2pi
is recognised, where the reconstructions are of good quality. More specifically, within the
applicable region, the reconstruction quality is better for a smaller phase difference. In Chapter
5, a similar trend has also been observed for MDT reconstructions. In this experimental study,
the parameters of the damages are selected to ensure the damages are within the applicable
region. Therefore, it is expected that the same trend observed in Chapter 5 can be achieved.
However, as will be demonstrate in the following paragraphs, such trend is not observed. The
fundamental reason of it is that the reconstructions for small phase differences (small damage
radius and severity) suffer from the low signal-to-noise ratio (SNR) of the scattered waves.
Figure 7.10 shows 3D plots of reconstruction results for the 6 damage configurations to evaluate
the reconstruction quality. The reconstructions are displayed in their absolute values. The
considered imaging domain is a square of dimension 80mm∗80mm, with the pixel resolution
being 0.5mm.
According to the studies in Chapter 4 and 5, the reconstructed damages are expected to be
circular cylinders. Among the six cases, the damage for case 3 is best reconstructed. For cases
1, 2, 5, 6, the reconstructions are less accurate. For case 4, the reconstruction is the least
accurate, where the reconstructed damage appears as a central spike instead of a cylinder as
expected. In addition, there are additional oscillations in all reconstructions and the maximum
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(a) a = λ3, δh = 0.10 (b) a = 1.5λ3, δh = 0.10 (c) a = 2λ3, δh = 0.10
(d) a = λ3, δh = 0.05 (e) a = λ3, δh = 0.15 (f) a = λ3, δh = 0.20
Figure 7.11: Reconstructed sectional profiles of the reconstructions shown in Figure 7.10. The
profiles are shown in absolute magnitudes (solid black), real (blue dashed) and imaginary
components (green dashed). The predicted damage profile is indicated using red dashed lines.
amplitudes of the oscillations vary from case to case. These oscillations are unwanted because
they lower the contrast between the reconstructed damage and the background and introduce
artefacts within the damage region.
Figure 7.11 further shows the reconstructed profiles of the reconstructions for examining the
accuracies of the radius predictions. To measure the accuracy, the same accuracy criterion
introduced in Chapter 4 is used here, i.e. the radius prediction is considered acceptable if the
error is less than 10%. Based on this criterion, the radius predictions for cases 2, 3, and 5 are
acceptable, with the maximum error of 9% observed in case 2. The radius prediction error for
case 6 is slightly higher than the accuracy threshold, being 11%. For case 1, because there
are prominent oscillations outside the damage region, the radius estimations are significantly
over-estimated by more than 200%. For case 4, the radius is severely under-estimated by over
50% due to the poorly reconstructed profile.
In terms of the accuracies of the damage severity predictions, they are case-dependent, which
is observed in the results shown in Figure 6.8 in Chapter 5. For all cases, the damage severities
are over-estimated by various errors. For example, with the same damage severity, the errors
of the severity estimation for cases 1, 2 and 3 are 192%, 644% and 632%, respectively. For
damage cases 4, 1, 5 and 6, where the damage severities increase from 0.05 to 0.2 in a step of
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0.05, the errors of the severity estimation vary from 192% to 797%.
The most unexpected result is that for case 4. Despite being the smallest and shallowest
damage among the 6 damage cases, the reconstruction of case 4 provides the least accurate
predictions. The reason of the less accurate reconstruction is that there are noise peaks in the
corresponding scatter data matrix and they are difficult to be removed. To demonstrate, Figure
7.12a shows the first column of the scatter data matrix. In the figure, the incident wave comes
from the right-hand-side. It can be seen that the noise peaks mainly occur at two angular
ranges: φr = 90
◦ to 160◦ and φr = 200◦ to 270◦. One major difficulty of removing the noise
peaks in Figure 7.12a is that they occur in a wider angular range than other cases such as case
5 and 6 as shown in Figure 7.12b and 7.12c, respectively. As a result, completely removing
these noise peaks does not help improve the reconstruction accuracy. Instead, it introduces
severe artefacts in the reconstruction because too many frequency components are excluded.
(a) (b) (c)
Figure 7.12: The first column of the scatter data matrix, Ki,j=1, for (a) the damage case 4, (b)
the damage case 5, and (c) the damage case 6
The fundamental reason that the noise peaks exist for a wide range of angles is that the
scattering amplitudes are weak, i.e. being the same order of magnitude as the residual errors
introduced in the transmission set data during the baseline subtraction process. Therefore,
one possible approach to reduce the dominance of the noise peaks is to increase the scattering
amplitude. This could be achieved by using a two-stage approach. In the first step, the
damage is localised by using the current reconstructed image as shown in Figure 7.11d or other
localisation method, e.g. beamforming [82, 86] and time-reversal mirror [111, 165]. In the
second step, the defect is interrogated by a highly directional beam excited by a phase array
[79] according to the detected damage location in the first step . By increasing the strength of
the incident wave, the scattering amplitude is increased accordingly so that the dominance of
the residual error can be reduced. However, the performance of this two-step approach is still
not clear, thus further investigations are required.
An interesting feature of the reconstructed profiles is that the absolute magnitudes of the profiles
provide more stable and accurate size predictions than either the real or the imaginary values
alone. For all cases, the imaginary components are slightly more dominating than the real
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components. The real components provide information of the damage edges, but they contain
severe artefacts at the centre of the damage regions and contaminating oscillations outside the
regions. The cause of the dominating imaginary components is that the phase information of
the experimentally measured scattered waves are not identical to those generated numerically
in Chapter 5. For example, Figure 7.13 shows the phase information of the scattered waves for
the damage case 6, and compares it with the numerical result. It can be seen that the two sets
of results are different, especially in the back-scattering region.
Figure 7.13: Comparison between the unwrapped phase information of the scattered waves
obtained numerically (red solid) and experimentally (blue solid) for the damage configuration
6. The incident wave is from the right hand side.
7.6 Summary
This chapter has investigated the feasibility of using the MDT imaging method to quantitatively
characterise structural damages by reconstructing circular blind hole damages on aluminium
plates. The results show that the imaging method can accurately predict the damage size if the
reconstructions are evaluated with their absolute magnitudes. However, the damage severities
are significantly over-estimated for all considered cases because the phase information of the
scattered waves are not ideal. The results also show that the reconstructions for small and
shallow damages are prone to suffer from residual errors introduced by the baseline subtraction
process because of the poor SNR of the scattered waves. One possible approach to improve the
SNR hence the reconstruction is to use a two-step procedure that uses phased array technique
[79] to enhance the strength of the interrogating wave based on the damage location estimated
by localisation methods such as beamforming [82, 86] and time-reversal [111, 165]. However,
the improvement of this two-step procedure is still not clear, and hence further investigations
are required.
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Chapter 8
Conclusions
8.1 Thesis outline
This thesis has investigated the feasibility of a newly developed plate-wave diffraction tomog-
raphy (PWDT) imaging method using guided plate waves on imaging structural damages on
plate-like structures. The results provide clearer understanding of the imaging method regard-
ing its accuracy, robustness and versatility, which can help further improve the performance of
the imaging method for real structural health monitoring (SHM) applications.
Chapter 3 extended the analytical solutions of guided plate wave scatterings in literatures.
Using these extended solutions, scatterings of three fundamental guided plate waves, i.e. S0,
SH0 and A0 for circular symmetric and asymmetric blind hole damages, were obtained. In
addition, the analytical scattering solutions were verified by finite element simulations.
Chapters 4 and 5 systematically investigated the feasibility of using PWDT imaging method to
reconstruct structural damages on plate-like structures using fundamental guided wave modes.
The chapter first evaluated the performance of PWDT imaging formula itself. Then it evaluated
the applicability of the imaging method by performing reconstructions for all combinations of
incoming and scattered wave modes and various damage configurations, including the possibility
of developing a baseline-free imaging approach by extending PWDT to converted wave mode
cases.
In practice, the waves for interrogations are normally excited from point-like sources, such as
piezoelectric transducers (PZT). Chapter 6 investigated the feasibility of using the generalised
version of PWDT, i.e. the modified diffraction tomography (MDT), on imaging structural
damages with point-like sources. The investigation first evaluated the performance of the
MDT imaging method by reconstructing circular damages. Then the investigation was further
extended to damages with non-circular shapes, which are more commonly seen in practice.
Chapter 7 demonstrated the performance of MDT imaging method by reconstructing damages
on aluminium plates using experimental measurements. Baseline subtraction method was used
to calculate the scatter data required for reconstructions. The major difficulty in the process
155
is that the reconstructions are sensitive to residual errors induced in the baseline subtraction
as well as poor signal-to-noise ratio (SNR) of scattered waves. This chapter demonstrated how
the influence of the residual error can be minimised.
8.2 Main findings
One of the most important feature of PWDT imaging method is that it inherently includes
a scaling function that allows damage severity characterisations. However, the shape function
can also cause severe artefacts in reconstructions. It has been demonstrated in Chapter 4 that
a filtering operation needs to be integrated during reconstructions to prevent the artefact from
degrading the reconstruction quality.
The idea of PWDT imaging method is to reconstruct the spatial distribution of the physical
quantities of the plate structure within a certain area. Mathematically the reconstruction
is essentially an inverse problem. The success of the inversion scheme relies on some sort of
approximation. In PWDT, the Born approximation is used. It is well known that the diffraction
tomography can only yield acceptable reconstructions when the Born approximation is valid. It
has been shown in this work that the PWDT imaging method can yield the best reconstruction
if the actual scattered field in the far-field is accurately predicted by the Born approximation.
However, when actual scattered fields are used, the applicable range of PWDT is significantly
limited. It has been shown that the reconstructions are only acceptable when the phase change
between the incident field and the field within the defect region is less than 0.2pi, which is much
smaller than the conventional number pi for bulk waves if A0 is used.
The results in Chapter 4 showed that PWDT imaging method can also be applied to defects
that are not symmetric to the mid-plane of the plate structure, although the imaging formula
itself is derived based on symmetric inhomogeneities. The applicability of the imaging method
relies on the accuracy of the Born approximation predicting the scattering information of the
asymmetric defects. It has shown that PWDT can yield acceptable reconstructions for defects
with maximum 20% thickness reductions.
When PWDT imaging method is extended to other two wave mode cases, i.e. S0 and SH0, the
applicable range where the reconstructions are acceptable becomes more limited than for the
case of A0. Reconstructions are acceptable only when the fundamental symmetric Lamb wave
mode S0 is used at a centre frequency close to the cut-off frequency of S1 mode, and when the
blind hole damages are symmetric and of thickness reduction less than 10%.
The fundamental reason for the limited success of reconstructions for the cases of S0 and
SH0 is that the scattered fields do not well approximate the spatial Fourier transforms of the
defects. The scattered fields contain large scattering amplitudes in back-scattering regions. As
a result, high frequency components in the frequency domain are over-emphasised, meaning
that the reconstructions become effective high-pass versions of the defects. Therefore, the
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reconstructions only highlight boundaries of defects but provide meaningless damage severity
information.
When the PWDT imaging method is extended to the converted wave cases, the reconstructions
can only provide damage radius information but not the severity due to the fundamental limi-
tation of the principle of diffraction tomography. For converted wave modes, the wavenumbers
for the incident and scattered wave modes are different. As a result, when the scattered field
is mapped onto the k-space according to the Fourier diffraction theorem, there is a void near
the origin of the k-space, meaning that the low frequency components, which are crucial to
provide the severity information of the damage, is not available for reconstructions. Therefore,
the reconstruction is essentially a band-pass version of the actual damage.
In practice, the shapes of damages are usually non-circular and the scatter data is measured
in the near-field. It has been shown in [18] that PWDT imaging method can be extended
to modified diffraction tomography (MDT) for the near-field situation, where plane waves are
not feasible. The results in Chapter 6 showed that MDT can accurately estimate the size
of circular damage and the equivalent circular region of non-circular damages. However, the
severity predictions are less accurate. For circular damages, the reconstruction can accurately
estimate the damage severity for less severe damages but over-estimates it when the damage
becomes more severe. For non-circular damages, the reconstructions are not able to provide
accurate severity estimation because they contain severe amplitude drops at the centre of the
damage region.
For reconstructions using experimental measurements, it is found that they can provide accurate
estimations of the damage size but not able to provide accurate damage severity estimations.
It is also found that the reconstruction quality is mainly controlled by the signal-to-noise ratio
(SNR) of the scattered waves. For small and shallow damages, the reconstructions are of poorer
quality because the SNR is low. In contrast, reconstructions for larger and deeper damages
have higher quality because the scattered waves can be clearly extracted.
This study has systemically evaluated the performance of the PWDT imaging method for a
wide range of different system configurations. It has quantitatively identified the applicable
range of the imaging method and critically analysed the underlying mechanisms that affect the
imaging performance. The outcome of this study provides a better understanding of the PWDT
imaging method and a solid foundation for further improvements of the imaging method for
SHM applications.
8.3 Future work
The analytical model for calculating the scattering for asymmetric defects is underdeveloped.
Possible extensions can be extending the analytical model developed by Cegla et al. [59]
by replacing the Poisson theory with the Kane-Mindlin plate theory in order to increase its
applicable range of frequency. The extended model will be beneficial to gaining a deeper
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understanding of the mode conversion effect in the context of developing a baseline-free imaging
method.
As shown in Chapter 5, most reconstructions are not successful when S0 and SH0 modes
are excited. It has been shown that one of the reasons is that the scattered fields contain
strong scattering amplitudes at back-scattering regions and from transverse directions, i.e.
perpendicular to the direction of incidence. Therefore, to improve reconstruction quality, these
strong scattering amplitudes need to be suppressed. This could be achieved by incorporating
shape functions that selectively have higher magnitudes at regions where the strong scattering
amplitudes appear. However, deriving such shape functions is not easy since their directivity
patterns are dependent on a wide variety of parameters that are related to the characterisations
of damages and the configurations of waves for interrogation. Hence, a throughout investigation
is required in the future to have a better understanding of the characteristics of the shape
function.
In Chapter 5, the feasibility of using mode conversion effect to develop a baseline-free imaging
approach has only been demonstrated preliminarily. It is recognised that the major problem
of the imaging approach is that there is a void near the origin of k-space, introducing artefacts
in the reconstruction. Therefore, more scatter data is needed to fill the void to improve the
reconstruction quality. This could be achieved using two approaches. The first is to apply
spectrum extrapolation schemes to estimate the Fourier transforms within the void region.
One possible scheme is the Gerchberg-Papoulis (GP) algorithm [148]. The other approach is to
carry out interrogations using waves with lower centre frequencies. However, the performance
of these two approaches are still not clear, which requires further investigations.
In Chapter 6, the feasibility of imaging non-circular damages has only been demonstrated
numerically. These imaging results should be further confirmed using experimentally measured
scatter data.
As demonstrated in Chapter 7, the major factor that limits the reconstruction quality using
experimental measurement is the poor SNR of the scattered waves, in particular for small and
shallow damages. One possible approach to improve the SNR, hence the reconstruction, is
to use a two-step procedure that uses phased array technique to enhance the strength of the
interrogating wave based on the damage location estimated by localisation methods such as
beamforming and time-reversal. However, the improvement of this two-step procedure is still
not clear hence further investigations are required.
In Chapter 7, it has been demonstrated that the reconstruction quality can be improved if
the noise peaks introduced in the baseline subtraction procedure are properly identified and
removed. However, currently the identification process is carried out manually. Since the
presence of the noise peaks can vary when experiment configurations are changed, an algorithm
that can accurately identify the noise peaks needs to be developed.
This study only focuses on metallic materials and thickness thinning damages. In practice,
composite materials are commonly used and other types of damages, such as delamination and
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impact damages, are commonly seen. How PWDT imaging method performs in these more
complex situations are not yet clear, and it needs to be further investigated.
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Appendix A
Generalised stress-strain and
strain-displacement relations
This appendix shows the generalised stress-strain and strain-displacement relations required
during the derivations of the force (moment) components in Section 3.3. These generalised
relations can be found in Graff's book [22].
The generalised stress-strain relations are given by
σr =
E
1− ν2 (r + νθ) +
ν
1 + ν
σz (A.1a)
σθ =
E
1− ν2 (θ + νr) +
ν
1 + ν
σz (A.1b)
σrθ = 2µrθ = µγrθ (A.1c)
σrz = 2µrz = µγrz (A.1d)
σθz = 2µθz = µγθz (A.1e)
As for the generalised strain-displacement relations, they are given by
r =
∂ur
∂r
(A.2a)
θ =
ur
r
+
1
r
∂uθ
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(A.2b)
γrθ = 2rθ =
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(A.2c)
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Appendix B
Explicit expressions of forces of Poisson
theory and Kane-Mindlin plate theory
In Section 3.3, we have presented the forces and moments essential of approximate plate theories
for formulating boundary conditions of the considered scattering problem. For brevity, the force
and moments of Poisson theory and Kane-Mindlin plate theory were expressed in terms of the
displacement components (Equation 3.4 and 3.11). This appendix further shows the explicit
expressions of these force and moments in terms of independent scalar potential functions.
For Poisson theory, the radial force, Nr, and radial-angular force, Nrθ, which are expressed in
terms of the potential functions introduced in Equation 3.1, are expressed as
Nr = h
{
E
1− ν2
[
∂2φ
∂r2
+
v
r
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1
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(B.2)
For Kane-Mindlin plate theory, the radial force, Nr, and radial-angular force, Nrθ, and shear
force, Rrz, which are expressed in terms of the potential functions introduced in Equation 3.6,
are expressed as
Nr = h
[
(λ+ 2µ)
∂vr
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λ
r
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Appendix C
Numerical approximation of shape
function
It is mentioned in Section 4.3.2 that a two-step procedure is used to calculate the scattering
coefficient required by the shape function. This appendix outlines the details of the procedure.
The details are demonstrated through an example calculating the scattering coefficient for the
case of A0A0, am0.
To start the approximation of am0, 20 analytical simulations were performed for a range of k3a
values ranging from 0.025 to 0.05 with an interval of 0.025. These simulations gave 2m + 1
series of original data in total, each of which consisted of 20 scattering coefficients. The original
data were then normalised by 1
pia2δh
and were extrapolated to k3a = 0 using the piecewise cubic
Hermite interpolation method. Finally the extrapolated values at k3a = 0 are am0. The series
of original and extrapolated data are shown in Figure C.1a and Figure C.1b, respectively.
(a) (b)
Figure C.1: Normalised scattering coefficients at various kβa values. α = 3, β = 3, δh = 0.1,
ω = 0.2ωc,a1 (f = 194KHz) (a) Original curves (b) Extrapolated curves
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Appendix D
Influence of the filtering threshold value
Figure D.1 demonstrates the influence of the threshold t for the filtering function in Equa-
tion 6.4 on the final reconstruction. The reconstructions are for a circular symmetric blind
hole of radius a = 1.25λ3 and severity δh = 0.15 illuminated by an incident A0 wave at
the centre frequency of ω = 0.2ωc,a. Reconstructions for nine different threshold values, viz.
t = 0.01, 0.02, 0.03, 0.04, 0.05, 0.10, 0.20, 0.25, 0.50, are shown in the figure. It can be seen that
the imaging quality is optimal when the threshold is ranging from 0.04 to 0.20. Within this
range, the oscillations within and outside the damage region are reduced and the steepness of
the damage edges are well retained. Therefore, the threshold value t = 0.05 is selected and
used for all PWDT reconstructions presented in this thesis.
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(a) t = 0.01 (b) t = 0.02 (c) t = 0.03
(d) t = 0.04 (e) t = 0.05 (f) t = 0.10
(g) t = 0.20 (h) t = 0.25 (i) t = 0.50
Figure D.1: PWDT reconstruction results of circular symmetric blind holes with different
threshold value t for the case of scattering A0A0 at the interrogating frequency is ω = 0.2ωc,a
(f = 194kHz).
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Appendix E
Metrics of reconstructions
This appendix demonstrates the principles and the associated steps used to determine the
extent and severity estimations of a damage from its DT reconstruction. However, it should be
noted that the following statements and approaches are limited to the case where the scatterer
is circularly symmetric, thus the metric can be performed upon the reconstructed profile, which
is one-dimensional. For scatterers that are not circularly symmetric, e.g. with irregular shapes,
the metric will have to be performed upon the reconstructed image, which is two-dimensional.
In this case, the method of estimating the extent and severity of the damage is then different
from the one-dimensional case, and it is not perused in the following.
Assuming the reconstructed profile within the damage region has positive values, the estimated
radius of the damage is defined as the absolute distance between the origin and a measurement
point whose reconstructed value is half the maximum. For a damage with well defined edge,
the measurement point is unique. However, for a damage whose edge is comprised of multiple
oscillations, several such measurement points may be detected. In this case, the point that is
the furthest away from the origin is used to estimate the damage radius.
After the damage radius is determined, the damage severity can be calculated by averaging
the reconstructed values within the damage region. To explain this, a reconstructed profile of
a circular symmetric blind hole using the Born approximation is shown in Figure E.1 as an
example. The two solid green lines were the detected damage edges, in between which, it was
the profile section. The averaged reconstructed value within this region was considered to be
the estimated severity.
An alternative approach for calculating the estimated severity was by measuring the maximum
value of the profile section. This approach is simpler but is vulnerable to artefacts of the recon-
structed profile, e.g. a distinguished spike at the central of the damage region, or overshoots at
the fringe of the edge, and thus it is more likely to deliver less stable estimations compared with
the previous approach, which is shown in the comparison in Figure E.2. Two approaches were
used to determined severity estimations for damages of a range of different configurations, pro-
vided the exact 2D Fourier transformations of the damages were used for the reconstructions.
It can be seen that the first approach using the average value deliver a more stable estimation
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Figure E.1: A reconstructed profile of a circular blind hole of radius a = λ3 and severity
δh = 0.1. The peaks and valleys of the oscillations of the profile are marked as red and green
circles, respectively. The detected damage edges are marked as green dashed lines, confined by
which is the detected damage region.
in comparison with the fluctuating results given by the second approach using the maximum
value. Therefore, the estimated severities in all presented cases in this work were calculated
using the first approach.
(a) (b)
Figure E.2: Comparison of severity estimations given by two different measuring approaches.
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Appendix F
The frequency dependence of the validity
of the Born approximation
This appendix is to demonstrate that the selected damage configurations for the parametric
study conducted in Section 4.5 is within the validity range of the Born approximation. The
following figure shows the validity range of the Born approximation at four different the inter-
rogating frequencies. The validity range is marked by the solid black line, indicating a total
phase difference of pi. The dashed black lines indicate the boundary of the selected damage
configurations. It can be seen that for all four frequency cases, the damage configurations were
within the validity range.
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(a) ω = 0.1ωc,a (b) ω = 0.15ωc,a
(c) ω = 0.25ωc,a (d) ω = 0.3ωc,a
Figure F.1: The validity range of the Born approximation for scatterers of various extent and
thickness reduction values at four different frequencies. The symbol ωc,a denotes the cut-off
frequency of the first higher order antisymmetric Lamb wave mode A1. The solid black and
dashed lines indicate the validity range of the Born approximation and the selected damage
configurations for the parametric study, respectively.
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Appendix G
Selection of threshold for the modified
shape function qMODh (φr, φs)
In Section 6.4, the original shape function proposed in [17] is modified in order to minimise the
negative effect related to the zero-crossings of the shape function. According to Equation 6.8,
the modified shape function is dependent on the threshold value t, which has to be manually
determined. Thus there is a need to investigate how the selection of the threshold value affects
the reconstruction and determine the optimal value.
To demonstrate the effect of the threshold value on the reconstruction, a set of reconstructions
were performed with 9 different threshold values ranging from 0.1 to 0.9 in a step of 0.1 using
analytically calculated scatter data. The scatter data matrix Krs were calculated as follows in
accordance with [18, 169].
Krs = G(xd,Xr)A(φr, φs − pi)G(Xs,xd) (G.1)
where A(φr, φs−pi) is the plane-wave scattering amplitude defined in Equation 4.14 in Chapter
4; G(xd,Xr) and G(Xs,xd) denotes the Green's functions corresponding to the source and
receiver, respectively, with xd the location of the damage. For centred damages considered in
this study, xd = (0, 0).
The sectional profiles of the reconstructed damages are shown in Figure G.1. It can be seen
that the oscillations outside the damage region, which increase the SNR of the reconstruction,
are gradually reduced as the threshold value increases. The oscillations are insignificant when
the threshold t ≥ 0.6. It is also seen that the radius prediction is not sensitive to the threshold,
whereas the severity predictions fluctuates approximately 10% when t < 0.6.
Therefore, the threshold t = 0.6 is considered as the optimal for this particular shape function,
and this optimal threshold value is used throughout this chapter.
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(a) t = 0.1 (b) t = 0.2 (c) t = 0.3
(d) t = 0.4 (e) t = 0.5 (f) t = 0.6
(g) t = 0.7 (h) t = 0.8 (i) t = 0.9
Figure G.1: Reconstruction results of circular symmetric blind holes with different threshold
value t for the case of scattering A0A0 at the interrogating frequency is ω = 0.2ωc,a (f =
194kHz).
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Appendix H
Influence of the source-receiver array
radius
In Section G, it is mentioned that there are amplitude valleys at the edges of the reconstructed
damage regions for small and shallow damages. This appendix demonstrates that these ampli-
tude valleys are related to the near-field measurements and that they are suppressed when the
far-field condition is reached.
Reconstructions were performed for a circular symmetric blind hole damage for three different
source-receiver array radii, viz. R = 10λ3, 20λ3, 100λ3. The radius and severity of the blind
hole damage is a = λ3 and δh = 0.10, and the centre frequency of the interrogating wave is
f = 194 kHz. The Green's function and the scatter data matrix Kij were calculated analytically
according to Equation 6.5 and G.1, respectively. The shape function was excluded for the
reconstruction to avoid possible artefacts.
The reconstruction results are shown in Figure H.1. It can be seen that the depths of the valleys
are significantly reduced when the radius of the source-receiver array increases from R = 10λ3
to R = 100λ3, where the far-field condition is reached.
(a) R = 10λ3 (b) R = 20λ3 (c) R = 100λ3
Figure H.1: The influence of the source-receiver array radius on the depths of the valleys at the
edges of the reconstructed damage regions.
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Appendix I
Determination of scatter data matrix
This appendix aims to derive the scatter data matrix defined in the earlier section.
Due to the electromechanical effect, the actual displacement response is expressed as follows,
according to [180]
uˆB(Xr,Xs;ω) = Vˆin(ω)Tˆin(ω)Tˆlaser(ω)G(Xr,Xs;ω) (I.1)
Similarly, the measured displacement component of the scattered wave is related to the scatter
data matrix as follows, according to [169]
uˆS(Xr,Xs;ω) = Vˆin(ω)Tˆin(ω)Tˆlaser(ω)Krs (I.2)
by re-arranging Equation I.2, the scatter data matrix can be obtained as follows,
Krs =
uˆS(Xr,Xs;ω)
Vˆin(ω)Tˆin(ω)Tˆlaser
(I.3)
By substituting Equation I.1 into Equation I.3, one obtains,
Krs =
uˆS(Xr,Xs;ω)
uˆB(Xr,Xs;ω)
G(Xr,Xs;ω) (I.4)
In Equation I.4, the Green's function can be calculated from analytical solution as follows,
G(Xr,Xs) =
1
D (k21 − k22) γ1
i
4
√
2
pik1|Xr −Xs|e
ik1|Xr−Xs|e−ipi/4 (I.5)
where k1 and k2 are wavenumbers of the first and second flexural modes, respectively; D is the
bending stiffness of the plate; γ1 is the wave amplitude of the first flexural mode.
Or alternatively, the Green's function can be calculated using the baseline signal as follows,
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G(Xr,Xs) =
uˆB(Xr,Xs;ω)
Fˆ (ω)
(I.6)
where Fˆ (ω) is the Fourier transformed of a unit point force at a centre frequency ω.
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Appendix J
Determination of the arrival time
difference ∆t for time-shifting
In Chapter 7, a time-shifting algorithm based on the Fourier shift theorem is applied to the
baseline signal to improve the quality of the baseline subtraction. The essential parameter of
the algorithm is to calculate the arrival time difference, ∆t, between the main pulses of the
baseline and total signals. This appendix introduced the procedure to determine the arrival
time difference for the time-shifting operation.
The essence of calculating the time difference between two time-history signals is to calculate
their phase difference. One of the most straight-forward methods is to divide the Fourier
transforms of the two signals. However, the performance of this method can suffer when the
signal-to-noise ratio of the signals are poor. This is because the presence of the noise can alter
the complex values of the spectrum, as discussed in [179]. An alternative method is to evaluate
the instantaneous phase and amplitude of the signals using Hilbert transformation [179]. For
an analytic signal, its real and imaginary parts are related to each other through the Hilbert
transform,
uA(t) = u(t) + i ·H [u(t)] (J.1)
Therefore, the magnitude of the signal equals to the maxima of the amplitude envelop,
|uˆ(ω)| = max
(√
u(t)2 +H [u(t)]2
)
, (J.2)
and the phase of the signal is,
φ(ω) = arg [uˆ(ω)] = arctan
[
H [u(t)]
u(t)
]
(J.3)
Then, the time difference between the signals is calculated as,
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∆t =
φT − φB
2piF0
(J.4)
where φT and φB are the phase values corresponding to the total and baseline signals at a
specific time t.
It should be noted that, for the work in this chapter, the signal u(t) is the continuous wavelet
transform (CWT) of the time-displacement baseline signal. The purpose of using CWT is to
retain the frequency components that are at the vicinity of the centre frequency of the incident
wave F0 so that a clear maxima of the amplitude envelop can be located.
To demonstrate the method, Figure J.1a and J.1b show the baseline and total signals for damage
case 6 with their amplitude envelops, and their phases are further shown in Figure J.1c and
J.1d, respectively. The centre frequency of the incident A0 wave is F0 = 194 kHz. It can be
seen that, at t = 18.4µs, where the amplitude envelop of the total signal reaches maximum,
the phase values of the baseline and total signals are 25.61 rad and 25.67 rad, respectively. This
gives a phase difference φT − φB = 0.06 rad, and hence a time difference ∆t = 49.2 ns.
(a) (b)
(c) (d)
Figure J.1: Signals for the calculation of arrival time difference between the baseline and total
signals for the damage case 6 at receiver location Xi = 45. (a) and (b) the amplitude envelop
and phase of the CWT of the baseline signal; (c) and (d) the amplitude envelop and phase of
the CWT of the total signal.
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