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Abstract This paper develops a non-nite-di¤erence-based method of American option pricing
under stochastic volatility by extending the Geske-Johnson compound option scheme. The char-
acteristic function of the underlying state vector is inverted to obtain the vectors density using a
kernel-smoothed fast Fourier transform technique. The method produces option values that are
closely in line with the values obtained by nite-di¤erence schemes. It also performs well in an
empirical application with traded S&P 100 index options. The method is especially well suited
to price a set of options with di¤erent strikes on the same underlying asset, which is a task often
encountered by practitioners.
Keywords American Option  Stochastic Volatility  Heston Model  Geske-Johnson Scheme 
Fast Fourier Transform  Characteristic Function Inversion
1 Introduction
The classical constant volatility Black-Scholes model (Black and Scholes 1973) has long been
known to result in systematically biased option valuation. To correct for the problem, the -
nance literature has considered several alternative models with richer structure such as, for
example, stochastic volatility (Heston 1993) and stochastic volatility with jumps (Bates 1996).
Theoretical research on option valuation under non-Black-Scholes dynamics tends to focus on
European-style derivatives. Du¢ e et al. (2000) have proposed a transform method for pricing
European options under a¢ ne jump-di¤usions. Bakshi and Madan (2000) have developed a more
general method, based on the characteristic function of the state-price density, that applies to
any jump structure. However, valuation of American options under non-Black-Scholes dynamics
still remains a di¢ cult problem. Accurate pricing of such options is important not only from a
pure theoretical standpoint, but also from a practical perspective, since a large majority of listed
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2single name equity options and commodity futures options in the U.S. are American- rather than
European-style.
Finite-di¤erence schemes have recently emerged as a popular approach to the valuation of
American options under stochastic volatility (e.g., Zvan et al. 1998, Clarke and Parrott 1999,
Oosterlee 2003, Ikonen and Toivanen, 2007). In this paper, I propose an alternative, non-nite-
di¤erence-based method by extending the Geske-Johnson scheme (Geske and Johnson 1984).
The original Geske-Johnson scheme is a compound option approach to pricing American puts
in the conventional Black-Scholes setting. The scheme utilizes an analytic recursive formula for
Bermudan derivatives1 and is known to be e¢ cient because it approximates an exact solution
for the American put rather than the partial di¤erential equation or underlying price process.
Moreover, it allows for an arbitrary degree of accuracy by adding many potential early exercise
times but can be implemented with only a small number of such times using the Richardson
extrapolation. Importantly, the Geske-Johnson scheme can be adapted to American calls that pay
continuous dividends2 and to the stochastic volatility dynamics of the Heston model. However,
the adaptation requires knowledge of the conditional equivalent-martingale probability measure
of the underlying log-price and squared volatility (i.e., the underlying state vector).
In the Black-Scholes setting, the probability measure has a well-known analytic form (Epps
2007), but under stochastic volatility, it can only be obtained numerically. I rst derive a closed-
form formula for the conditional characteristic function of the underlying state vector and then
invert the function to recover the corresponding density. In line with a suggestion by Carr and
Madan (1999), the inversion is performed by a kernel-smoothed fast Fourier transform method,
which allows for the computation in one step of all values of the density on a grid. American
option prices are obtained using the linear Richardson extrapolation from prices of corresponding
European options and Bermudan options that can be exercised halfway to expiration. Notably,
once the density is calculated, its values can be reused in the computation of prices of all op-
tions with the same time to maturity but di¤erent strikes. This feature of the method makes it
especially well suited to price a set of options with di¤erent strikes on the same underlying asset,
which is a task often encountered by practitioners. Potentially, the method can be extended to
accommodate a higher-order Richardson extrapolation, as well as non-Black-Scholes dynamics
other than the conventional Hestons stochastic volatility.
Numerical accuracy of the method is assessed using a common example of American put
valuation in the nite-di¤erence literature. The method performs well and discrepancies between
option values computed here and values obtained by nite-di¤erence techniques are small.
As an empirical application of the method, I consider pricing of American-style S&P 100
index options traded on the Chicago Board of Options Exchange. Parameters of the model are
calibrated on European-style S&P 100 derivatives. Overall, pricing errors for American options
are small in absolute magnitude, and out-of-the-sample errors are similar to the in-the-sample
ones. In relative terms, the method tends to misprice deep out-of-the-money options. However,
such behavior is expected, since quotes for deep out-of-the-money derivatives are small and
likely substantially a¤ected by microstructural noise. In all other instances, the method performs
reasonably well and pricing errors do not appear to follow any specic pattern. I also show that
a simplistic pricing approach in which an approximation of the Black-Scholes value of the early
exercise premium is added to the Heston European option leads to biased American derivative
prices and, therefore, should be avoided in practice.
1 A Bermudan option is a derivative security that can be exercised at a nite number of contractually specied
times prior to expiration.
2 The method is di¢ cult to extend to the case of discrete dividends because the Richardson extrapolation
cannot be used under such circumstances.
3The rest of the paper is organized as follows. Section 2 reviews the literature on American op-
tion valuation focusing on recently developed methods for stochastic volatility. Section 3 species
the underlying price model. Section 4 provides an analytic solution for the characteristic function
of the state vector and explains how to e¢ ciently recover the vectors density using a fast Fourier
transform. Section 5 presents the Bermudan recursion formula and outlines the Richardson ex-
trapolation technique. Section 6 numerically compares the methods performance to existing
nite-di¤erence schemes. Section 7 illustrates the methods performance in the empirical setting.
Section 8 concludes. Selected technical details are relegated to the appendix.
2 Existing Literature
American options are more di¢ cult to price than European-style derivatives, except in the trivial
case of an American call on a non-dividend paying stock and in the special case of a perpetual
American put on a non-dividend paying stock under the Black-Scholes dynamics (Merton 1973).
The main di¢ culty is that American options can be exercised prior to expiration, which leads to
a challenging free boundary problem.
Brennan and Schwartz (1977) employ a numerical procedure to obtain an approximate solu-
tion to the partial di¤erential equation (p.d.e.) followed by an American put subject to a system
of boundary conditions. To my best knowledge, Brennan and Schwartzs paper is the rst appli-
cation of a nite-di¤erence (FD) scheme to American-style derivatives under the Black-Scholes
dynamics. Several non-FD-based alternatives to the Brennan and Schwartz approach have been
proposed. Methods of MacMillan (1986) and Barone-Adesi and Whaley (1987) rely on decom-
posing the value of an American derivative into the values of a European option and an early
exercise premium. Another technique due to Broadie and Detemple (1996) applies a smoothed bi-
nomial scheme. American options can also be priced using simulation techniques (e.g., Longsta¤
and Schwartz 2001). The Geske-Johnson scheme (Geske and Johnson 1984) stands out from the
other methods in that it approximates an exact solution for the American put directly rather
than the p.d.e. or underlying price process and does not impose simplifying assumptions on the
early exercise premium.
In recent years, there has been substantial interest in pricing American options under non-
Black-Scholes dynamics, particularly under the stochastic volatility dynamics of the Heston
model. A number of papers consider extending conventional FD techniques. Since the under-
lying price model adds a state variable related to unobservable volatility, all proposed solution
procedures are rather complicated. Clarke and Parrott (1999) convert the free boundary prob-
lem into a linear complementarity problem and propose a multigrid projected full approximation
scheme to solve it. To improve the accuracy of an FD discretization, they perform coordinate
transformations, utilize adaptive timestepping, and employ a special projected line Gauss-Seidel
smoother, which together make the procedure very involved.3 Zvan et al. (1998) transform the
original p.d.e. and early exercise constraint into an equation with a nonlinear penalty term.
Discretization is performed using a nite element method and a solution to the resulting set of
equations is obtained by Newton iterations. This procedure is simpler than the one of Clarke
and Parrott but may fail to converge on a nely discretized grid. Oosterlee (2003) reexamines
the multigrid projected full approximation scheme and proposes a recombination of iterants to
improve convergence. Performed Fourier analyses reveal that a multigrid method must utilize an
alternating line smoother, which is very involved. Ikonen and Toivanen (2007) propose a com-
ponentwise splitting method for solving the linear complementarity problem by decomposing it
into a sequence of simpler problems, each of which is solved with the algorithm of Brennan and
3 Zvan et al. (1998) and Oosterlee (2003) discuss limitations of the procedure in more detail.
4Schwartz.4 To attain a stable discretization, they utilize a non-standard FD method and nonuni-
form grids. Chockalingam and Muthuraman (2007) approximate the free boundary problem by
a sequence of xed boundary problems, each of which can be solved by standard FD techniques.
They develop a xed boundary adjustment algorithm such that the corresponding sequence of
value functions monotonically converges to an American option price. Chiarella et al. (2008)
propose a method of lines, in which the original p.d.e. is replaced with an equivalent system of
simpler di¤erential equations to be solved using a stabilized FD scheme.5 An advantage of the
procedure is that the option value, delta, gamma, and free boundary are all computed together
as part of the solution.
Thus far, very few non-FD-based methods of pricing American options under stochastic
volatility have been proposed. Tzavalis and Wang (2003) derive an analytic integral represen-
tation of the American call by splitting the early exercise premium into a portfolio of Arrow-
Debreu securities. Their method utilizes a recursive equation satised by the exercise boundary
and, additionally, a Chebyshev polynomial approximation of the boundary to improve computa-
tional e¢ ciency. My paper contributes to the literature by providing an alternative non-FD-based
method that employs an analytic representation of the American option as the limit of a sequence
of Bermudan derivatives rather than the sum of the European-style derivative and early exercise
premium.
3 Underlying Stock Model
Individuals can invest in a money-market fund with a share worth Mt at time t such that
Mt = M0e
rt, where M0 > 0 and r  0 is a constant risk-free interest rate. Assuming that the
nancial market admits no arbitrage, there exists a probability measure P^ that is equivalent to
the objective measure and under which discounted asset prices are martingales.6 It is convenient
to use Mt as the numeraire, in which case P^ represents a conventional risk-neutral probability
measure.
Under P^, the evolution of an underlying stock price St is described by a system of stochastic
di¤erential equations (s.d.e.s):
dSt = (r   )Stdt+pvtStdW1t; (1)
dvt = (  vt) dt+ pvtdW2t; (2)
where   0 stands for a constant continuous dividend rate, vt represents an unobservable
squared volatility, W1t and W2t are standard Brownian motions on a ltered probability space

;F ; fFtgt0 ; P^

such that d hW1;W2it = dt with jj < 1, and , , and  are nonnegative
constants satisfying a well-known restriction 2  2 so that vt is almost surely positive (see
Feller 1951; Cox, Ingersoll, and Ross 1985; Chernov and Ghysels 2000).
4 Ikonen and Toivanen (2004b) provide an additional example of a splitting method, in which the di¤usion
operator and early exercise constraint are decoupled into separate time steps. Ikonen and Toivanen (2004a)
describe the method in a simpler Black-Scholes setting.
5 Technically, Chiarella et al. (2008) consider the problem of option valuation under stochastic volatility with
jumps, in which case the equation to discretize is of an integro-partial di¤erential form. The additional integral
component is approximated using an Hermite-Gauss quadrature.
6 As is well known in the literature, P^ need not be unique, particularly when underlying dynamics include
non-traded volatility. Nearly all papers on American option pricing under stochastic volatility circumvent the
issue of nonuniqueness by essentially assuming that the market price of volatility risk is zero. I do not make this
assumption here or in the empirical application. Rather, I let the calibration procedure select the parameters of
the actual measure utilized by the market for me. Chockalingam and Muthuraman (2007) and Chiarella et al.
(2008) discuss the issue of nonuniqueness in more detail.
5Derivation of a p.d.e. followed by an American option value (subject to boundary conditions)
under the specied dynamics is a standard exercise in option pricing (see Zvan et al. 1998) and
is not presented here to save space.
In what follows, I employ additional notation. Let  = T   t stand for the time to expiration
given a xed maturity time T and let st denote the log of the stock price, st = lnSt. Applying
Itos lemma, s.d.e. (1) can be transformed as:
dst =

r      vt
2

dt+
p
vtdW1t: (3)
4 Risk-Neutral Density of (sT ; vT )
4.1 Characteristic Function
The conditional characteristic function (ch.f.) of (sT ; vT ) at time u 2 (t; T ], denoted as 	 (u), is
a Fourier transform of the risk-neutral probability measure:
	 (u)  E^
h
ei(1sT+2vT )jFu
i
= 	 (1; 2; su; vu; T   u) :
Using the law of iterated expectations, 	 (t) can be written as:
	 (t) = E^
h
ei(1sT+2vT )jFt
i
= E^
h
E^
h
ei(1sT+2vT )jFu
i
jFt
i
= E^ [	 (u) jFt] :
Hence, taking u > t arbitrarily close to t, E^ [d	 (t) jFt] = 0.
Applying Itos lemma:
d	 (1; 2; st; vt; ) =  	dt+ 	sdst + 	vdvt +
1
2
	ssd hsit +
1
2
	vvd hvit + 	svd hs; vit :
It then follows that 	 (t) is the solution to a p.d.e.:
0 =  	 + 	s

r      vt
2

+ 	v (  vt) + 	ss vt
2
+ 	vv
2 vt
2
+ 	svvt: (4)
Now, suppose that the solution is of the form:
	 (t) = 	 (1; 2; st; vt; ) = exp [p ( ; 1; 2) + q ( ; 1; 2) vt + i1st] ;
where p ( ; 1; 2) and q ( ; 1; 2) are complex-valued functions.
Di¤erentiating:
	=	 = p + qvt; 	s=	 = i1; 	v=	 = q;
	ss=	 = (i1)
2
; 	vv=	 = q
2; 	sv=	 = i1q:
Plugging these expressions back into (4) and simplifying:
0 = [ p + i1 (r   ) + q] + vt

 q   1
2
i1   q +
1
2
(i1)
2
+
1
2
2q2 + i1q

:
Since the p.d.e. holds irrespective of a particular value of vt, the functions p and q must solve
a system of ordinary di¤erential equations:
q =
1
2
h
(i1)
2   i1
i
+ [i1   ] q +
1
2
2q2;
p = i1 (r   ) + q:
6The initial conditions for this system are determined by:
	 (1; 2; sT ; vT ; 0) = exp [i2vT + i1sT ] :
Therefore, q (0; 1; 2) = i2 and p (0; 1; 2) = 0.
The solution can be split into three cases.
Case 1  6= 0:
Let:
A  A (1) = 2
 
1  2 21 +  2   2 i1 + 2;
B  B (1; 2) =  
i1     
p
A (1) + 
2i2
i1    +
p
A (1) + 
2i2
:
Then:7
q ( ; 1; 2) =
1
2
"
   i1  
p
A
Be
p
A   1
Be
p
A + 1
#
:
p ( ; 1; 2) = 

r      


i1 +

2

 + 
p
A+ 2 ln
B + 1
Be
p
A + 1

:
Case 2  = 0;  > 0.
q ( ; 1; 2) =
1
2

e 
 
21 + i1 + 2i2
  21   i1 ;
p ( ; 1; 2) =  (r   ) i1  

2

2
 
e    1 i2 + i1 + 21 
 
 
e    1
22

21 + i1

:
Case 3  =  = 0:
q ( ; 1; 2) =  

2

21 + i1

+ i2;
p ( ; 1; 2) =  [r   ] i1  

4


 
21 + i1
  4i2 :
7 Caveat. The expressions are valid when (1; 2) 6= (0; 0). When (1; 2) = (0; 0), q () = p () = 0. One can
verify that the solution for q () and p () is in line with the continuity property of 	 :
lim
(1;2)!(0;0)
q ( ; 1; 2) =
1
2
"
  
q
2
e
p
2   lim 1=B (1; 2)
e
p
2 + lim1=B (1; 2)
#
=
=
1
2
[   ] = 0;
lim
(1;2)!(0;0)
p ( ; 1; 2) =

2
"
 + 
q
2 + 2 ln
1 + lim 1=B (1; 2)
e
p
2 + lim1=B (1; 2)
#
=
=

2
h
 +    2 ln e
i
= 0;
since lim(1;2)!(0;0)B (1; 2) =  
  
p
2
 +
p
2
=1 for any  > 0 (it is straightforward to extend the proof to the
special case of  = 0).
74.2 Density as a Fourier Transform
The probability measure is an inverse Fourier transform of the ch.f. To illustrate, suppose that
X = (X1; :::; Xp)
0 is an absolutely continuous p  1 random vector. If the ch.f. of X, 	X, is
Lebesgue integrable, then the density of X is fX (x) = 1(2)p
R  R<p e i0x	X () d.8
Vector (sT ; vT ) is random as of time t < T .9 Applying the inverse Fourier transformation to
	 , the density of (sT ; vT ) is:
f (sT ; vT ; st; vt; ) =
1
(2)
2
1Z
 1
1Z
 1
e i(1sT+2vT )	 (1; 2; st; vt; ) d1d2: (5)
4.3 Numerical Inversion
For brevity, I denote the density and ch.f. of (sT ; vT ) as of time t as f (sT ; vT ) and 	 (1; 2),
respectively, and refer to function e i(1sT+2vT )  	 (1; 2) as the integrand function.A nu-
merical implementation of the Fourier transformation (5) relies on the vanishing property of the
integrand function, which is straightforward to establish. First, since f (sT ; vT ) is Lebesgue inte-
grable, its Fourier transform, ch.f. 	 (1; 2), vanishes at innity by a multivariate extension of
the Riemann-Lebesgue lemma (Rudin 1991, Theorem 7.5): limany !1 	 (1; 2) = 0+ i  0. Sec-
ond, the vanishing property of 	 (1; 2) implies the vanishing property of the integrand function,
since: e i(1sT+2vT )	 (1; 2) = e i(1sT+2vT )  j	 (1; 2)j = j	 (1; 2)j :
Therefore, if a1 < 0, b1 > 0, a2 < 0, b2 > 0 are su¢ ciently large in absolute value, a valid
approximation to f (sT ; vT ) is:
f (sT ; vT ) = 1
(2)
2
b2Z
a2
b1Z
a1
e i(1sT+2vT )	 (1; 2) d1d2.
In practice, a good choice of the cuto¤ values may require some experimentation.
As suggested by Carr and Madan (1999), Fourier inversion is best to conduct with a fast
Fourier transform (FFT) algorithm, which requires a discretization of the problem. Let 1 =
b1 a1
N1
, 2 = b2 a2N2 , j1 = a1 + j11, j2 = a2 + j22, and 	j1;j2 = 	
 
j1 ; j2

for j1 = 0; :::; N1,
j2 = 0; :::; N2. The integral can then be approximated as:
b2Z
a2
b1Z
a1
e i(1sT+2vT )	 (1; 2) d1d2 = 12
N2 1X
j2=0
N1 1X
j1=0
e i(sT j1+vT j2)	j1;j2 :
Next, dene sT;k1 =
2k1
N11
 2k1b1 a1 , vT;k2 = 2k2N22  2k2b2 a2 for k1 and k2 from the same grid
as j1 and j2, respectively.
Substituting and simplifying, the approximation becomes:
8 Shephard (1991a) and Shephard (1991b) provide details on the theory and practice of inverse transformations.
9 A rigorous proof of absolute continuity of (sT ; vT ) would apply conditions under which Ito processes are
continuous semimartingales and is beyond the scope of this paper.
812
N2 1X
j2=0
N1 1X
j1=0
e i(sT;k1j1+vT;k2j2)	j1;j2 =
= 12e
 i(sT;k1a1+vT;k2a2)
N2 1X
j2=0
N1 1X
j1=0
e
 i2

k1
j1
N1
+k2
j2
N2

	j1;j2 ;
where the second double summation term is a discrete Fourier transform, and the FFT algorithms
are readily available for it.
4.4 Kernel Smoothing
Discrete Fourier transforms are potentially imprecise because of (1) truncation error and (2)
periodicity of the transformed function (Press et al. 1992, p. 578).10 Given the vanishing property
of the integrand, the rst problem can be avoided by choosing su¢ ciently large integration cuto¤
values.
The second problem can be mitigated by kernel smoothing. I interpolate 	 (1; 2) as:
	 (1; 2)
=
N2X
j2=0
N1X
j1=0
	j1;j2K

1   j1
1
;
2   j2
2

+ (6)
+
X
j1;j22fcuto¤sg
	j1;j2Kj1;j2

1   j1
1
;
2   j2
2

;
where K (; ) is a kernel function11 and Kj1;j2 (; ) is the di¤erence between the true kernel and
K (; ) at cuto¤ values.
When the cuto¤s are large in absolute value, function 	j1;j2 is negligibly small for all j1; j2 2
fcuto¤sg. Thus, the second term in (6) can be dropped.
Applying
1R
 1
1R
 1
e i(1sT+2vT )d1d2 to both sides of (6):
1Z
 1
1Z
 1
e i(1sT+2vT )	 (1; 2) d1d2 =
=
1Z
 1
1Z
 1
e i(1sT+2vT )
N2X
j2=0
N1X
j1=0
	j1;j2K

1   j1
1
;
2   j2
2

d1d2 =
=
N2X
j2=0
N1X
j1=0
24 1Z
 1
1Z
 1
e i(1sT+2vT )K

1   j1
1
;
2   j2
2

d1d2
35	j1;j2 :
10 It can be shown that the real part of 	 features dampening oscillations in the arguments. Selected graphical
illustrations are available from the author on request.
11 I specify a simple kernel function and outline its properties in the appendix.
9Changing variables as
1 j1
1
= x,
2 j2
2
= y and integrating out x and y:
1Z
 1
1Z
 1
e i(1sT+2vT )	 (1; 2) d1d2 =
= 12W (sT ; vT )
N2X
j2=0
N1X
j1=0
e i(sT j1+vT j2)	j1;j2 ;
where sT = 1sT , vT = 2vT , and W (sT ; vT ) =
"
1R
 1
1R
 1
e i(sT x+vT y)K (x; y) dxdy
#
is a
kernel-specic weighting function (see the appendix for an example).
Then, a kernel-smoothed approximation to the density at sT;k1 =
2k1
N11
and vT;k2 =
2k2
N22
becomes:
f (sT;k1 ; vT;k2)
= 12
(2)
2 W
 
sT;k1 ; vT;k2
 N2X
j2=0
N1X
j1=0
e i(sT;k1j1+vT;k2j2)	j1;j2 = (7)
= W
 
sT;k1 ; vT;k2

(2)
2 12
N2 1X
j2=0
N1 1X
j1=0
e i(sT;k1j1+vT;k2j2)	j1;j2 =
=
W
 
sT;k1 ; vT;k2

(2)
2 12e
 i(sT;k1a1+vT;k2a2)
N2 1X
j2=0
N1 1X
j1=0
e
 i2

k1
j1
N1
+k2
j2
N2

	j1;j2 :
In the empirical application, I program the ch.f. inversion using equation (7) and recover all
values of the density on the grid of (sT ; vT ) in one step with a bivariate FFT algorithm.
5 Geske-Johnson Scheme with Richardson Extrapolation
Consider a sequence of Bermudan options fDn (st; vt; T   t)g1n=1, in which a derivative security
with value function Dn may be exercised at times tj = t+
j(T t)
n for j = 1; :::; n. In this sequence,
D1 represents the price of a European option, which can be exercised only once, at maturity:
n = 1, t1 = T . In turn, D1 corresponds to the value of an American-style security, which features
a continuum of potential exercise times up to expiration.
Denoting the exercise value of Dn at the rst potential exercise time t1 as
EX (st1 ; vt1 ; T   t1),12 Bermudan options obey a recursion:
Dn (st; vt; T   t) = (8)
= e r(t1 t)E^ [max fEX (st1 ; vt1 ; T   t1) ; Dn 1 (st1 ; vt1 ; T   t1)g] :
Now, let hn stand for the distance between t and the next possible exercise time of option
Dn: hn = T tn . Provided that Dn is smooth in hn, it can be represented with a polynomial:
Dn = a0 + a1hn + a2h
2
n +    :
12 The exercise value is contractually determined. For a put option EX = (X   est1 )+ and for a call option
EX = (est1  X)+, where X is the strike price.
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Table 1 Parameters in Numerical Experiment
Parameter Value
 0:8
 5:0
 0:9
 0:1
r 0:1
 0:0
Since h1 = 0, D1 = a0. Then, by a linear Richardson extrapolation, D1 is:
D1 = a0 + a1h1
D2 = a0 + a1h2 =)
=) D1 = h2D1   h1D2
h2   h1 = 2D2  D1:
D1, the value of a European-style security, can be computed by any existing e¢ cient approach
(e.g., Heston 1993). In turn, D2, the price of a Bermudan option, must be calculated using
recursion formula (8). To evaluate E^ in (8), I obtain values of the density of

sT+t
2
; vT+t
2

by the
kernel-smoothed FFT method, as described earlier.
6 Numerical Experiment
In the following numerical experiment, I assess the accuracy of option pricing by the method
developed in this paper using a common example in the FD literature (see Zvan et al. 1998, Clarke
and Parrott 1999, Oosterlee 2003, Ikonen and Toivanen 2004b, Ikonen and Toivanen 2007).
In this example, a series of American puts with common strike price X = 10:0 and time to
expiration  = 0:25 is priced for ve di¤erent levels of the initial underlying price St = 8:0, 9:0,
10:0, 11:0, and 12:0 and for two di¤erent levels of the initial squared volatility vt = 0:0625 and
0:25. Parameters of the underlying price process are given in Table 1.
After a preliminary numerical investigation, the cuto¤ integration bounds in the FFT step
are set as13 a1 =  800; b1 = 800; a2 =  1750; and b2 = 1750 and parameters that determine
the number of points in the 1  2 grid are set as N1 = 212 and N2 = 214. These choices ensure
that the transformation of the ch.f. into density is accurate and dene a uniform sT  vT grid
with a step of 0:0039 along the sT axis and a step of 0:0018 along the vT axis.14 To increase
the speed of option valuation after the density is calculated, the sT  vT grid is transformed by
eliminating points with a marginal mass of less than 10 8. The inversion of the ch.f. into density
by the discrete FFT algorithm takes less than 44 seconds and subsequent computation of an
option value takes roughly 17 seconds on a standalone o¢ ce workstation (Intel Core-2 2.83GHz,
4GB of RAM).
Results of the numerical experiment are presented in Table 2. In Panel A, I report option
values (line Geske-Johnson scheme) when the initial squared volatility vt = 0:0625. In Panel
B, I give the results for the case vt = 0:25. For comparison, I also report option values computed
by Zvan et al. (1998), Oosterlee (2003), and Ikonen and Toivanen (2004b) corresponding to nest
grids utilized by their respective FD schemes.
13 The cuto¤s are symmetric but more stretchedin the 2 direction due to the shape of the integrand function.
14 The density is more stretched along the vT axis. For an illustration, see Figures 1 and 2 in the empirical
application.
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Table 2 American Put Values in Numerical Experiment
St
8:0 9:0 10:0 11:0 12:0
Panel A: vt = 0:0625
Geske-Johnson scheme 1:9993 1:1088 0:5258 0:2180 0:0848
Results for nest grid in:
Zvan et al. (1998) 2:0000 1:1076 0:5202 0:2138 0:0821
Oosterlee (2003) 2:00 1:107 0:517 0:212 0:0815
Ikonen and Toivanen (2004b) 2:0000 1:1075 0:5190 0:2129 0:0818
Panel B: vt = 0:25
Geske-Johnson scheme 2:0866 1:3425 0:8036 0:4544 0:2503
Results for nest grid in:
Zvan et al. (1998) 2:0784 1:3337 0:7961 0:4483 0:2428
Oosterlee (2003) 2:079 1:334 0:796 0:449 0:243
Ikonen and Toivanen (2004b) 2:0785 1:3336 0:7959 0:4481 0:2427
As can be seen from Table 2, my results are closely in line with the literature on the FD
methods. Computed option values are not identical and there are a few small numerical discrep-
ancies. However, the discrepancy is always under 0:01 in absolute magnitude (the relative error
is three percent in the worst case).15 These results suggest that the proposed extension of the
Geske-Johnson scheme to the Heston model dynamics is able to price options with reasonable
accuracy even when the simplest, linear Richardson extrapolation is employed.
A comparison of the computational cost of the method to the cost of the FD techniques
is complicated by the fact that the method requires two distinct steps: (1) the inversion of
the ch.f. to obtain the density prior to the calculation of the Bermudan option value and (2)
the subsequent calculation of the American option price using the obtained density values and
Richardson extrapolation. Together, the two steps for one option take approximately one minute,
which is more than is typically needed by, for example, the operator splitting FDmethod of Ikonen
and Toivanen (2004b, Table 6). However, more than 70 percent of the computational burden of
the proposed method is due to the inversion step itself, which is essentially a xed cost since
the obtained values for the density can be reused in the calculation of prices of all options with
the same underlying state vector and time to expiration, irrespective of a particular strike. This
feature of the method is likely to be very valuable to practitioners who often need to compute
prices for a set of options with di¤erent strikes on the same underlying asset. When there are
many such option values to calculate, the method will be preferable to the FD techniques.
A notable limitation of the method is that the FFT algorithm restricts the integers N1 and
N2 to be powers of 2, imposing a rigid constraint on the size of the 1  2 grid. In particular,
choosing a ner grid to improve the inversion accuracy requires at least a doubling of the size of
the Fourier matrix. This feature of the method might be inconvenient in some applications.
Lastly, I should point out that the method can be potentially extended to utilize the quadratic
or a higher-order Richardson extrapolation by adding early exercise times. In particular, the
quadratic extrapolation would be based on three options: a European option, a Bermudan option
with an early exercise time halfway to expiration, and a Bermudan option with two early exercise
times, say, at two-thirds- and one-third-time before expiration. At present, I do not implement the
quadratic extrapolation because it is computationally expensive without extensive parallelization
of the algorithm and noncompetitive with FD techniques. Specically, a calculation of the price
15 Every scheme for valuing American options under stochastic volatility will have some error, i.e., the true
option value cannot be determined with absolute accuracy.
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Table 3 A Summary of OEX Option Data
June 30 July 1 July 2 July 6 July 7 July 8 July 9
Traded puts, # 57 56 48 56 51 55 56
Traded calls, # 38 41 39 32 34 35 36
Strike range
440-
590
450-
595
440-
590
450-
600
480-
600
480-
600
460-
590
Note. Data was collected by the author from the CBOE website.
Table 4 A Summary of XEO Option Data
June 30 July 1 July 2 July 6 July 7 July 8 July 9
Traded puts, # 21 12 27 31 23 20 23
Traded calls, # 10 2 9 12 10 8 9
Strike range
510-
580
520-
575
520-
570
510-
585
525-
565
520-
555
520-
565
Note. Data was collected by the author from the CBOE website.
of the Bermudan option with two early exercise times would require multiple sequential FFT
inversions and each inversion is costly, as explained above.16
The method can also be extended to other underlying dynamics such as, for example, stochas-
tic volatility with jumps (Bates 1996). In that case, an extension is straightforward and requires
only a replacement of the ch.f. of the log-price and squared volatility.
7 Empirical Application
7.1 Data
To illustrate the empirical performance of the method, I use data on the S&P 100 index options
that were traded on the Chicago Board of Options Exchange (CBOE) in July 2004. The under-
lying stock index, S&P 100, includes 100 leading U.S. stocks, which are part of the broader S&P
500 index and comprise roughly 45 percent of the equity market capitalization.17
The CBOE o¤ers both American- (ticker name OEX) and European-style (XEO) deriv-
atives for the S&P 100 index. Except for the di¤erence in the exercise style, OEX and XEO
options have identical characteristics, such as: exercise dates, minimal strike intervals, minimum
ticks, cash settlement, etc. Still, OEX securities are more popular than XEO derivatives and
usually have higher trading volume for every o¤ered strike and broader strike range.
To calibrate parameters and make in-the-sample predictions, I employ closing prices of options
with positive trading volume on six consecutive trading days: June 30th through July 2nd and
July 6th through July 8th . Price data for July 9th are set aside to assess the out-of-the-sample
predictive precision. Tables 3 and 4 provide a summary of the option data. Closing S&P 100
index prices on the seven trading days from June 30th to July 9th are 553.87, 549.01, 547.17,
543.33, 544.25, 540.21, and 542.63, respectively.
16 Observe that adding a potential exercise time before expiration increments the dimension of evaluated integral
by two.
17 In 2004, the ve largest companies included in the index were General Electric, Exxon Mobil, Microsoft,
Pzer, and Citigroup.
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Table 5 Calibrated Parameters
Parameter Value Parameter Value
 0:3539 vt;1 0:0114
 9:5613 vt;2 0:0109
 0:7637 vt;3 0:0089
  0:6924 vt;4 0:0166
vt;5 0:0127
vt;6 0:0158
I use the T-bill rate as a proxy for the risk-free interest rate r and interpolate rates for
di¤erent times to maturity (R2 of a linear OLS t exceeds 90%). The interpolated annualized
rates range from 1 to 1.5%.
The dividend rate  is inferred from the European put-call parity:
Ct   Pt = Ste (T t)   e r(T t)X;
where Ct and Pt stand for the prices of a call and put, respectively, with the same strike X.
To compute dividend rates for di¤erent times to maturity, I employ XEO calls and puts
with corresponding expiration dates that have high trading volume and a strike closest to the
underlying index price. The interpolated annualized rates range from 1 to 4%.
7.2 Parameter Calibration
This paper focuses on pricing American options rather than on recovering parameters of the
underlying stock index process. Thus, instead of literally estimating the parameters, I take a
simpler route of calibrating them here.18
The calibration is done by minimizing the sum of squared di¤erences between XEO option
quotes and their predicted values. In total, I use data on 134 derivatives with positive trading
volume on six consecutive trading days, from June 30th through July 8th . The objective function
depends on ten parameters: , , , , and fvt;kg6k=1, where , , , and  are common across
securities and fvt;kg6k=1 are specic to a trading day (e.g., vt;1 is vt at markets closing on June
30th). The sum of squared di¤erences is minimized subject to two parameter restrictions: 2  2
and  1    1. Since the objective function turns out to have many local extrema, I use a
powerful but relatively slow simulated annealing algorithm.
The calibrated parameter values are listed in Table 5 and, overall, appear reasonable. First,
the restriction 2  2 is non-binding at the optimum. Second, fvt;kg6k=1 are of the same order of
magnitude as  , the long-run value of vt. Third,  < 0, which is in line with a common empirical
observation that the variance of log-returns is inversely related to the initial price level and is
typically attributed to the leverage e¤ect.
When making out-of-the-sample predictions for option prices on July 9th (the seventh trading
day), I set vt;7 to its expected value in discretized form:
vt;7 = vt;6 + (  vt;6) t
= 0:0158;
where t is the daily time interval set equal to 1366 (2004 was a leap year).
18 Estimation of stochastic volatility models is, in general, quite di¢ cult. For examples of available methods, see
Chernov and Ghysels (2000), Singleton (2001), Alizadeh et al. (2002), and Aït-Sahalia and Kimmel (2007).
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Table 6 Pricing Errors for September-Expiring OEX Puts ($)
X June 30 July 1 July 2 July 6 July 7 July 8 July 9
400 ::: ::: ::: ::: 0:1166 ::: 0:1812
420 ::: ::: 0:5475 ::: ::: ::: :::
440 0:2722 0:3654 0:3376 ::: ::: ::: :::
450 ::: ::: 0:5786 ::: 0:4769 0:4484 :::
460 0:5154 0:6771 ::: 0:5552 ::: 0:4193 :::
480 0:4345 0:9356 ::: ::: 0:5706 ::: 0:9267
490 ::: ::: 1:0534 ::: ::: ::: :::
500 ::: 0:8525 0:6769 0:4349 0:3557 0:6034 0:7358
510 0:6943 0:2741 ::: ::: 0:1018 0:2295 0:4193
520  0:5034  0:3435 0:3024  0:0486  0:5217  0:1266  0:1747
530  0:5916 ::: ::: 0:1755  0:7402  0:0903 0:5256
540  2:4292  0:0915  0:7177  1:0146  1:7254 :::  0:1317
550  2:3206 0:7893 0:1572  0:1039  0:2827  1:8051 :::
560  1:1816 ::: :::  1:7526 ::: 0:0021  1:3061
580 :::  1:0116 ::: 0:0750 ::: ::: :::
Note. No pricing error (:::) is reported for options with zero trading volume.
Table 7 Pricing Errors for September-Expiring OEX Calls ($)
X June 30 July 1 July 2 July 6 July 7 July 8 July 9
500 ::: 2:4386 ::: ::: ::: ::: :::
520 ::: ::: ::: ::: ::: 3:3006 :::
530 ::: ::: ::: 1:8104 3:0585 ::: :::
540 1:6193 ::: 1:5540 1:1105 2:8249 0:9607 1:1054
550 2:1319 1:7722 1:1071 ::: ::: 0:2565 0:7925
560 0:9886 0:2830 0:8492 0:5262 2:1041 0:0485 0:4873
570 0:9918 0:1316 0:0880 0:1481 0:9376 0:1200 0:3598
580 0:0705  0:2053 0:1911 ::: 0:7204 0:0017 0:0702
590 0:0283  0:1613  0:0784 ::: ::: 0:1093 0:0738
600  0:2020  0:1909 ::: ::: ::: :::  0:0756
Note. No pricing error (:::) is reported for options with zero trading volume.
7.3 Numerical Inversion Results
To illustrate the results of the ch.f. inversion, I plot the density of future log-price and squared
volatility as of June 30th for two di¤erent times to expiration: a small  that corresponds to
roughly 1 trading week (Figure 1) and a large that represents approximately 10 trading weeks
(Figure 2). The densities are unimodal, with the peak corresponding to values of the log-price
and squared volatility on June 30th , and feature a long tail along the vT axis. Also, the function
is less concentratedaround the peak for longer time to expiration, which is intuitive because
there is more uncertainty about the state vector in more distant future.
7.4 Valuation of OEX Options
Once the densities are computed, it is straightforward to price OEX options using the Bermudan
recursion formula (8) and linear Richardson extrapolation. To illustrate the methods perfor-
mance, I report signed pricing errors for all September-expiring OEX puts (see Table 6) and
calls (Table 7) that were traded on June 30th through July 9th . An error is equal to the di¤er-
ence between an actual option price quote and a corresponding prediction.
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Table 8 Root Mean Squared Errors of OEX Price Predictions, by Expiration Month and Trading Day
June 30 July 1 July 2 July 6 July 7 July 8 July 9
July 0:5626 0:7364 0:5589 0:6408 0:5306 1:0984 0:2718
August 1:3168 0:4081 0:4893 0:3675 0:6868 0:4196 0:3111
September 1:2112 0:9128 0:7250 0:8878 1:4076 1:0324 0:6257
October 0:5880 0:6364 0:7626 0:5003 0:9527 0:6903 0:7623
December 2:5690 1:8824 2:0726 1:4419 2:7415 1:3945 1:3890
Overall, the pricing errors in Tables 6 and 7 appear reasonable and, notably, out-of-the-sample
pricing errors (July 9th) are similar to their in-the-sample counterparts (June 30th through July
8th). Instances in which an error exceeds $2 are rare. There are only eight such cases out of 108
cases reported in Tables 6 and 7 and 37 cases out of the total of 634 priced options overall.19 A
large majority of predictions deviate from actual quotes by less than $1 (an average put option
quote is $8:96 and average call quote is $9:95).
In terms of relative errors (these results are available from the author on request), the method
tends to misprice deep out-of-the-money options. However, such behavior of the method is ex-
pected. Actual prices of deep out-of-the-money options are always under $1 and often as low as
ve or ten cents. These quotes are substantially a¤ected by institutional constraints of the CBOE
such as, in particular, a minimal quote and pricing step of ve cents. Thus, actual prices of deep
out-of-the-money options are likely to be substantially a¤ected by microstructural noise. The
theoretical model does not take institutional constraints that lead to such noise into account.
Moreover, since actual prices of deep out-of-the-money options are very small, the corresponding
pricing errors will tend to be large percentage-wise.
For all other options, the method performs quite well. Roughly one half of all 634 options
have a relative pricing error of less than 10%. Excluding deep out-of-the-money options with
quotes of $1 and less, the average relative pricing error (in absolute value) is under 12%.
Table 8 lists root mean squared errors (RMSEs) of all price predictions, by trading day and
expiration month. The RMSEs do not appear to follow any obvious pattern, either by trading
day or by option duration. Predictions for December-expiring derivatives are relatively coarse,
but in several instances they are of nearly the same accuracy as predictions for options with
shorter duration. Also, out-of-the-sample predictions (July 9th) are on par with the in-the-sample
predictions (June 30th through July 8th). Therefore, I conclude that the method overall performs
reasonably well in the empirical setting.
7.5 Early Exercise Premium
It has long been known in the literature that the price of an American option can be decomposed
into the price of a corresponding European option and an early exercise premium.20 In the Black-
Scholes setting, this decomposition o¤ers a way to price American-style securities quickly and
accurately (see MacMillan 1986, Barone-Adesi and Whaley 1987).
An analytic formula for the European option value under the Heston model dynamics is
readily available and straightforward to program. However, the problem of American-style deriv-
ativesvaluation is much more challenging, as discussed earlier in this paper. Thus, a practitioner
19 A tabulation of all pricing errors is not reported here to save space but is available from the author on request.
20 E.g., Kim (1990) studies the decomposition under the classical Black-Scholes dynamics. More recently, Gukhal
(2001) and Tzavalis and Wang (2003) have analyzed the decomposition under constant volatility with jumps and
stochastic volatility, respectively.
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Table 9 Early Exercise Premia
X 
Heston
Premium
Naïve
Premium
500 0:1967 0:0106 0:0025
510 0:1967 0:0720 0:0033
520 0:1967 0:1493 0:0045
530 0:1967 0:1796 0:0062
545 0:1202 0:0661 0:0028
550 0:1202 0:0690 0:0037
555 0:1202 0:0715 0:0048
may be tempted to just add some approximation of the Black-Scholes value of the early exercise
premium to the Heston European value.
More specically, let the practitioners pricing approach be as follows. First, compute the
Heston European option price. Second, calibrate constant volatility  in a geometric Brownian
motion process:
dSt = (r   )Stdt+ StdWt;
where Wt is a standard Brownian motion so that the corresponding Black-Scholes European
option price is set identically equal to the one of the Heston European option.
Third, given the calibrated , calculate the early exercise premium associated with a cor-
responding Black-Scholes American option by any available e¢ cient method (in what follows,
I refer to this premium as the naïve premium). Finally, approximate the Heston American
option price by adding the naïve premium to the Heston European option price.
The following numerical example illustrates how such a naïve pricing approach may result
in incorrect option values. Table 9 shows early exercise premia for seven actually traded OEX
puts with di¤erent strikes and two di¤erent times to expiration (the underlying price is St =
540:21). In column Heston Premium,the premium represents the di¤erence between the Heston
American put price calculated by the method proposed in this paper and the corresponding
Heston European put value. In column Naïve Premium,the premium is calculated using the
simple pricing approach, as described above.21
Even though there may be a small approximation error associated with the Heston American
put value, the Heston premium exceeds the naïve premium by at least an order of magnitude
in most instances, as can be seen from Table 9. Thus, the naïve pricing approach may lead to
a biased estimate of the true early exercise premium under stochastic volatility and should be
avoided in practice because it is likely to produce incorrect American option prices.
8 Conclusion
In this paper, I develop and apply a method of valuing American-style derivatives under the
stochastic volatility dynamics of the Heston model. The approach is based on the Geske-Johnson
scheme and requires knowledge of the joint density of future log-price and squared volatility to
compute the value of a Bermudan option with a potential exercise time halfway to expiration.
I analytically solve for the ch.f. of the underlying state vector and recover the corresponding
density with a kernel-smoothed FFT algorithm. The FFT algorithm is very e¢ cient in that it
allows for the computation of all values of the density on a grid in one step. Kernel smoothing
21 To obtain the required Black-Scholes American put prices, I employ the method of MacMillan (1986). The
Geske-Johnson scheme with the quadratic Richardson extrapolation and smoothed binomial scheme of Broadie
and Detemple (1996) produce similar results.
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helps to mitigate the problem of precision loss in a discrete Fourier transformation. Numerical
accuracy of the method is assessed by pricing a sequence of American puts from a common
example in the FD literature. I nd that the method produces option values that are in line with
the ones obtained by the FD techniques.
The computational burden of the method can be split into two distinct components: (1) the
cost of inverting the ch.f. to obtain the density and (2) the cost of calculating an option price
using the obtained density values. Notably, the inversion step is essentially a xed cost of the
method. After the density values are obtained, they can be reused in the calculation of prices
of all options with the same underlying state vector and time to maturity. This feature of the
method makes it especially well suited to price a set of many options with di¤erent strikes on
the same underlying asset, which is a task often encountered by practitioners.
The empirical performance of the method is evaluated using traded S&P 100 index options.
Overall, pricing errors are small and out-of-the-sample errors are similar to the in-the-sample
ones. I additionally demonstrate that a naïve pricing approach in which an approximation of the
Black-Scholes value of the early exercise premium is added to the Heston European option may
lead to substantially biased American-style derivative prices and, therefore, should be avoided in
practice.
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Appendix
I employ a simple kernel function of the form:
K (x; y) =
(
(1 jxj)2(1 jyj)2
x2y2+x2(1 jyj)2+(1 jxj)2y2+(1 jxj)2(1 jyj)2 ; if jxj  1 and jyj  1;
0; elsewhere.
K (; ) has several notable properties. First, it is symmetric and nonnegative. Second, it
reaches the maximum of 1 when both arguments are zero. Third, the kernel assigns positive
weights to at most 4 interpolation points closest to (1; 2). Fourth, by straightforward integra-
tion:
1Z
 1
1Z
 1
K (x; y) dxdy =
1Z
 1
1Z
 1
K (x; y) dxdy = 1:
Given the choice of the kernel, the weighting function specializes as:
W (sT ; vT ) =
1Z
 1
1Z
 1
e i(sT x+vT y)K (x; y) dxdy =
=
1Z
 1
1Z
 1
cos(sT x+ vT y)K (x; y) dxdy   i
1Z
 1
1Z
 1
sin(sT x+ vT y)K (x; y) dxdy =
=
1Z
 1
1Z
 1
cos(sT x+ vT y)K (x; y) dxdy:
Using a Taylor series expansion of cos():
W (sT ; vT ) =
1X
n=0
1Z
 1
1Z
 1
( 1)n [sT x+ vT y]2n
(2n)!
K (x; y) dxdy:
Since sT;k1 = 1sT;k1 =
2k1
N1
and vT;k2 = 2vT;k2 =
2k2
N2
:sT;k1x+ vT;k2 y  sT;k1 jxj+ vT;k2 jyj  sT;k1 + vT;k2 < 4
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for any x and y from the rectangle of integration.
Therefore: 
1Z
 1
1Z
 1
[sT x+ vT y]
2n
K (x; y) dxdy
 

1Z
 1
1Z
 1
jsT x+ vT yj2nK (x; y) dxdy < (4)2n :
Now, since (4)
2n
(2n)! quickly approaches 0 in n, a small value of N is su¢ cient to accurately
approximate the weighting function as:
W (sT ; vT )
= 1 +
NX
n=1
( 1)n
(2n)!
1Z
 1
1Z
 1
[sT x+ vT y]
2n
K (x; y) dxdy:
After some experimentation, I have determined that the choice of N = 8 results in a high
approximation precision and, therefore, I use it in the empirical application. Closed-form expres-
sions for integrals
1R
 1
1R
 1
[sT x+ vT y]
2n
K (x; y) dxdy, where n = 1; :::; 8, are straightforward to
derive (the formulas are available from the author on request).
