ABSTRACT: We develop a method to calculate grazing on bacteria determined by the disappearance of marked cells or particles. The method uses an exponential model based on population dynamics. We also describe 2 linear approaches: one is a model currently in use that takes into account only the initial proportion of marked cells; the other also includes their final proportion. An expenmental data set 1s used to compare the 3 models. The first linear model tends to underestimate grazing due to lack of information concerning the final proportion of marked cells. The second linear model, w h c h does take into account the final abundances of marked and natural cells, results in a good approximation to the exponential. We conclude that consideration of the final proportion of marked to natural cells IS crucial to correctly estimate bacterial grazing.
The contribution of bacteria to the total plankton biomass in aquatic ecosystems is frequently substantial (Ferguson & Rublee 1976 , Watson et al. 1977 , Holligan et al. 1984 , Fuhrman et al. 1989 . Thus, in modeling energy flow in these ecosystems it is necessary to quantify bacterial mortality from predation.
Several methods to quantify the rate of total consumption of bacteria have been described (e.g. Landry et al. 1984 , Wright & Coffin 1984 , Sherr et al. 1986 . Lately, methods which rely on the disappearance of marked cells over an extended incubation (24 to 48 h) have frequently been used (Pace et al. 1990 , Marrase et al. 1992 , Vaque et al. 1992 . These methods are based on adding dead marked cells to natural unfiltered water volumes, at concentrations of 10 to 40% of the abundance of natural bacteria. Water samples are then incubated over 24 to 48 h and subsamples are taken at the beginning and at the end of the incubation period.
Conceptually, during the incubation period, the abundance of bacteria and marked cells follow exponential models. The percentage of marked cells changes over this period because the natural bacteria reproduce. Nevertheless, this aspect was ignored in recently published papers (Pace et al. 1990 , Vaque et al. 1992 . Simply the initial percentage of marked cells was used to calculate the grazing (Vaque pers. comm.) .
Here, we compare 3 different models to calculate grazing activity: (1) a linear model taking into account the initial concentrations of marked and natural cells and the final concentration of marked cells; (2) a linear model taking into account the initial and final concentration of both marked and natural cells; (3) an exponential model based on population dynamics. We apply these 3 models to an experimental data set to illustrate the different grazing calculated with each model. Finally we demonstrate analytically (see appendix) that the second model is a fairly good approximation to the third.
Description of models. The proportion of marked bacteria removed by grazing during the period Twill be Now, if we assume that the natural bacteria and marked cells are removed at the same rate, the number of natural bacteria grazed during the period T can be calculated as follows:
Model 3: This is based on the population dynamics of the bacterial assemblage (Marrase et al. 1992) . Considering the dynamics of living bacteria, the net growth of the population at time t can be expressed as where N = total number of cells at time t; C = number of new cells produced; and P = number of predated cells.
If we assume that growth and predation are proportional to the total number of cells, we can express
where k and g are constants. Then where a = k -g is also constant. We can call a the net instantaneous growth rate, and k and g the instantaneous gross growth and grazing rates respectively. Notice that if a > 0 the population grows, and if a c 0 the population is driven to collapse. If a = 0, the population is stable; growth and predation are balanced.
Integrating Eq. The net growth of the population over a period T can be obtained from Eq. (8) as
The gross growth AC and predation AP during this period can be obtained by integrating Eq. (9a, 9b) as follows:
Similarly, Consequently, which is an obvious result.
Note that if a = 0, g = k and A C = AP = gNoT Now let us go back to consider the dynamics of natural and marked bacteria. Natural bacteria will both grow and suffer predation while marked cells will only be predated. If we assume that predators are not selective (the same assumption as in Models 1 and 2), then predation rates are the same for both assemblages.
In this case, during a period of time T, according to Eq. (B),
where N refers to the natural bacteria and F to marked cells (as before). Observe that the net growth of marked cells is 0 -g =-g.
From a practical point of view, the method of calculating grazing according to this model will be as follows. First, we determine, from Eq. (14), the net instantaneous growth and grazing rates (a and g respectively):
where No, NT, F. and FT are obtained experimentally; and, second, we use them to calculate the number of natural bacteria predated during this period, according to Eqs. (12) and (10):
For a # 0, and, for a = 0, Formal similarities among the three models: Observe that one similarity among the 3 models of G is that each contains (Fo -FT) multiplied by a factor (Table 1) . In the first model, this factor is the inverse of the initial proportion of marked particles; in the second and the third models the inverse proportion is obtained using the means (linear and exponential respectively) Comparison of models. We have used data from Marrase et al. (1992) to examine the differences among models. In that paper, the seasonal and daily changes in bacterivory in a coastal plankton community (Vineyard Sound, Massachusetts, USA) were studied, and authors calculated community grazing rates from the disappearance of Fluorescently Labeled Bacteria (FLB). This data set, which included 69 cases, is the only one we are aware of that has natural and labeled bacterial abundance at both the beginning and the end of the incubation period (in this case 48 h). For Model 3, the range of values of the instantaneous grazing and gross growth rates varied between 0.02 and 0.6 d-' and between 0.03 and 0.8 d-' respectively.
We calculated total community grazing rates (G) from this data set using the 3 models and compared the results obtained from each linear model (Models 1 and 2) against the exponential model (Model 3) with a in the appendix, results from Models 2 and 3 showed good agreement (Fig. lA, slope =  1.023) , while results from Model 1 were systematically lower than those calculated by Model 3 (Fig. lB, slope = 1.536) .
The discrepancies between Model 1 and the other 2 models arose from the fact that Model 1 does not consider the final abundance of the natural bacterial assemblage. Consequently, if gross growth rate, k, is close to 0 (i.e. No/Fo = NT/FT) the behaviour of the 3 models is approximately the same. In particular, when k = 0 (No/Fo = NT/FT), Eqs. (4) and (1) coincide.
To show how the discrepancies varied for different grazing and gross growth rates, we examined, as an example, the variation of the quotient between results 0.8 (Fig. 2) . These discrepancies are almost negligible when varying g, but, as previously mentioned, the differences between models magnify as k increases. Note that for a likely value of k = 0.5, the underestimation of ' grazing from Model 1 already reaches 20% per day. Discussion. Several experimental protocols used to evaluate grazing on bacteria, such as the disappearance of labeled cells, require long-term incubations (24 to 48 h). Using these protocols, any analytical model to quantify the bacteria grazed should take into account both the grazing process and the growth of natural bacteria. We compared 3 different approaches to calculate grazing on bacteria. The linear approach of Model 1 (currently in use) does not take into account the growth of natural bacteria, while both Model 2 (linear) and Model 3 (exponential) approaches do take into account changes in natural bacteria abundances.
From a conceptual point of view, we consider that the best approximation is obtained using an exponential model (Model 3). In fact, the main reason for including Model 2 here is to illustrate that the kind of approach chosen (linear vs exponential) to estimate grazing is not as relevant as is the lack of information about final bacterial abundance (Model 1). This is seen from the comparison of models (Model 1 vs 3 and 2 vs 3; Fig. 1) .
We have therefore proved that Model 2 is a good linear approximation to the exponential, which could be used alternatively with certain limitations (see Eq. A13 in the appendix). However, we recommend the exponential model because it also gives information on both grazing and growth processes through instantaneous rates (g and k respectively).
We have also proved that when the final abundance of natural bacteria is not considered (Model l), the number of bacteria grazed will always be underestimated (or overestimated when gross growth rate, k, is negative). In any case, differences between Model 1 and the others will be greater with greater difference of k from zero. As many studies show fairly rapid growth of bacteria, we discourage the use of Model 1. The underestimation of grazing in these cases becomes large (at least 20% per day for k 2 0.5; Fig. 2 ).
In conclusion, for accurate measurements of grazing, the final counts of natural bacteria should be determined, especially in systems where growth is expected to be relatively high (eutrophic situations) or negative (situations in which there are other important mortality sources, e.g. viruses).
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APPENDIX

Comparison between Model 2 and Model 3
In this section we compare Models 2 and 3 analytically.
First, we find that instantaneous rates, a and g, can be approximated by a function in a neighbourhood of 0 through Taylor development. This funcbon was chosen so F ,~ ~h~ graph of -2 -1 that the resulting approximated values a ' and g' could be the function (a) = obtamed linearly from No, NT, and Fo, FT. and (b) its approxlmaNext, we show that the expression for grazing ( G ) in tion, Model 2 can be converted formally to the same expression = 2 5 2 5 from Model 3 using these approximate values. Finally, we e x + 1' determine the intervals of g and a values that approximate I n a O the function G with a n error less than 10 %. Let us consider y(x) to be the following function: y = 2 e 3 e x + 1 '
The derivative of y(x) is
and the second derivative is (A121 the following properties (Fig. A l ) :
Then, if /a71 < 1.16 and g T < 1.16, according to Eq. (A7), (11 ~( 0 ) = 0 (ii) y(-X) = -y(x) 1 < g < 1.1 and l < P < 1 1 , (in) ly(x)l < 1x1, X # 0 9 (iv) IE(x)~ is a monotonously increasing function of 1x1.
therefore, Now, we calculate that the value of X which gives I&(x)l= 0.1 is X = 1.16, and, according to (i) to (iv), we can be sure that G ' 1 < -< 1.1 1.1 G le(x)l < 0.1, for 1x1 < 1.16 , In summary, the h e a r Model 2 approximates Model 3 so that y(x) is an approximation to X w t h an error less than with a n error of less than 10% for: 10% when 1x1 < 1.16.
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