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This study shows that when a point process is partitioned into certain uniformly sparse 
subprocesses, then the subprocesses are asymptotically multivariate Poisson or compound Poisson. 
Bounds are given for the total-variation distance between the subprocesses and their limits. Several 
partitioning rules are considered including independent, Markovian, and batch assignments of 
points. 
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1. Introduction 
Poisson, compound Poisson, and infinitely divisible point processes arise as limits 
of point processes of rare events, superpositions of many thin point processes and 
thinnings of point processes. See Kallenberg (1975); Kerstan, Matthes and Mecke 
(1978); Serfozo (1977, 1984); and their references. We expand on this theme by 
showing that these processes also arise as limits of partitions of point processes. 
A loose description of the partitions we will consider is as follows. Let {N(t) ; t 2 0) 
be a point process on Iw+:= [0, co) where N(t) denotes the number of points in the 
interval [0, t]. By a partition of N we simply mean any multivariate point process 
(N,(r), N*(r), . . .) that satisfies Cj Nj( t) = N(t), t 2 0. We use infinite vectors for 
convenience; finite partitions take the form ( Nl( t), . . . , N,(t), 0, 0, . . .). Think of 
N as a parent process in which each point is assigned randomly, by some rule, to 
one of the subprocesses; the points of N may occur in batches and collections of 
points may be assigned syncronously. We also consider partitions that may have 
time delays before the points appear in their assigned subprocesses - here C, Nj( t) s 
N(t). 
As an example, consider a computer mail system that randomly generates and 
delivers data packets to several destinations. Upon being generated, each packet is 
delivered to one of the destinations at a specified time. The packets may be generated 
in batches that constitute messages, and a packet assignment and its time delay may 
depend on its type and that of its predecessors. Then the numbers of packets 
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delivered over time to the destinations form a partition of the total number of 
packets generated. Analogous partitions depict multiple customer flows in queueing 
networks, part flows in manufacturing systems, and demand flows in economic 
markets. In some instances the partitioning rule is implicit: if N is a point process 
in which each point has one of several attributes, then the numbers of points with 
these attributes form a partition of N. 
In this paper, we present multivariate Poisson and compound Poisson limit 
theorems for several partitions. These are weak convergence results for point proces- 
ses in the setting described in Kallenberg (1975). We also give bounds on the 
total-variation distance between the partitions and their limits. Related Poisson 
approximations appear in Hodges and Le Cam (1960), Le Cam (1960), Freedman 
(1974), Serfling (1975), Valkeila (1982), Brown (1983), Kabanov et al. (1983), 
Nikumen and Valkeila (1984), and Serfozo (1985). In particular, we discuss partitions 
with point assignments that are independent (Section 2), Markovian (Section 3), 
and syncronous (Section 4). Some of the partitions (Section 4) converge to multivari- 
ate infinitely divisible processes with independent increments. We conclude by 
showing (Section 5) that the asymptotic behavior of a partition, under mild condi- 
tions, is not affected by time delays in the assignments. This is why we do not 
include time delays in our previous results. 
2. Partitions with independent point assignments 
In this section, we study the asymptotic behavior of the following partition. Let 
N = {N(t) ; t Z= 0} be a point process on lQ+ with points at the times Tl s T2 G * . . . 
Suppose N is partitioned by the rule that if a point of N appears at time t, then it 
is assigned instantaneously to subprocess j with probability pj( t), independently of 
everything else, where C,?_, p,(t) = 1, t 3 0. Let X, denote the subprocess number 
to which the point at Tk is assigned. Under our assignment rule, 
P(X, =jl Tk = t; Xl, T,, I# k) =pj(t) for each j, k, t. 
The resulting partition (NT, N:, . . .) is given by 
NT(t)= F I(Xk=j)I(TkS t), t 2 0, 
k=l 
where I(A) is the indicator random variable of the event A. 
We will consider the behavior of the partition as pj( t) tends to zero. To this end, 
we assume that pj( t) depends on n and denote it by pnj( t). We consider the normalized 
partition 
Nn(t):=(Nn,(t),Nn2(t) )... ):=(N:(a,t),N:(a,t) )... ), tao, 
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which is the original partition with the time scale changed so that the constant a,, 
is the new time unit. We assume a, + co. Here is a Poisson limit theorem for iV,. 
Theorem 2.1. Suppose N(t)/ t 3 A, a positive constant, and, for each j, there is a 
measurable function r, : R+ + R, such that 
lim U,pnj(U,t) = rj( t), uniformly onpnite intervals. 
“+oO 
Then N,, s N, where N = (N,, N2,. . .) is a vector of independent Poisson processes 
with respective intensities hr,, Ar,, . . . . 
Comments 2.2. Although N,,,, Nn2,. . . are generally dependent, their limits N,, 
Nz,... are independent. We have assumed, for simplicity, that the original process 
N does not depend on n. Theorem 2.1 also applies, however, when N is a function 
N’“’ of n such that 
N’“‘( t,)/ t, 3 A as n + co, for each t, + CO, 
or, equivalently, that Tt)/ k, 3 A -’ for each k, + ~0. 
Proof. To prove N, 3 N, it suffices to show that the Laplace functional of N, 
converges to that of N. That is, for each J 2 1 and continuous functions f,, . . . , f, 
from R, to R, with compact supports, 
W+ 
A(t)Nnj(dt)} =exp{ -i, I,+ (1 -e-fi”‘)Arj(t) dt}. (2.1) 
Letting L, denote the first expectation, one can show, by conditioning on N, that 
L,=E e-~CT~‘~~‘p,,,( Tk) = E exp T log( 1 - Ynk) , 1 [ k=l 1 
where 
Ynk:= ; [l-e-“‘TJ]pnj(anTk). 
j=l 
The hypotheses imply that 
f Y,,k= i [ (1 -e~fi”‘)p,(a,t)N(a, dt) 
k=l j=l R+ 
(2.2) 
J ?x I (1 -e-A(‘))Arj(t) dt. J=l R+ (2.3) 
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Moreover, letting u be such that J;(V) = 0, ZI 2 u, j = 1, . . . , J, we have 
z, := - : [log(l - Y”k)+ Y&l = f [ y;,/2+ Y’,,/3+’ . .] 
k=l k=l 
s f sup i p,(%l)/(L- Ek) ’ 0. 
k=l 
ynk[ 
fsu j=1 1 (2.4) 
Then applying (2.3), (2.4) and dominated convergence to L, = E exp{Z, -Cr=‘=, Y,&}, 
we get (2.1). 
To measure how close the dependent partition processes N,,r, Nn2,. . . are to being 
Poisson and independent, we will use the total-variation distance. This distance for 
random elements X and Y is defined by 
d(X, Y)=suplP(XEB)-P(YEB)I, 
B 
where the supremum is over all measurable sets. When X and Y are discrete with 
densities f and g, respectively, then this becomes 
d(X, Y) = 1 c If(x) - g(x)l. 
Corollary 2.3. Suppose pnj( t) = pnj, independent oft, and N has stationary increments 
withJiniteh:=EN(1)and(T2:=VarN(1).Letq,=CI=,p,j,andN/,=(N,,,..., N,,J). 
If 2” = (Z”l, . . . , Z,,,) is a vector of independent Poisson random variables with 
EZ, = tAa,p,, then 
d(N;‘,(t), Z,,)s t/&q:, ta0. 
IfZ=(Z,, . . . , Z,) is a vector of independent Poisson random variables with EZj = tha, 
then 
Proof. This is a special case of Corollary 4.3 below with j&k = q,,, d (M:k, M) = 0, 
EN,,(t) = ha,,& and 
E k:, &-tha = Elq,N(a,t)-tAalsq,JVar N(a,t)+tAIa,q,-aI. 
3. Partitions with Markovian point assignments 
Let N = {N(t); t 2 0) be a point process on R, with points at T, s T2 s. . . . 
Suppose that N is partitioned by the rule that its point at Tk is assigned instan- 
taneously to subprocess number X,. The resulting partition is (N:, N:, . . .) is given 
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Nj(t)= z Z(X,=j)l(T,St), tao, j=l,2,... 
k=l 
We assume that the assignment process X0, X1, X,, . . . is a stationary Markov chain 
with state space { 1,2, . . .}, transition probabilities pii, and distribution r, = P(X, = i). 
In this section, we study the asymptotic behavior of this partition as the Ti’S tend 
to zero. 
We shall consider the finite segment 
N,(t) = (N,(t), . . . , N,(t)) := (N(w), . . . , Nx4J)L t> 0, 
of the normalized partition. We use the time unit 
a, ‘= [ jf, rj(l -Pjj) lp’=(T ri9i)A’9 
where 
41:= ; Pij 
,=I 
jti 
is the probability that the point assignment changes from subprocess i to any other 
subprocess j # i in { 1, . . . , J}. This choice of a, and the need for finite J emanates 
from our analysis. 
As we need them, we will invoke the following assumptions. We will assume that 
pij depends on n such that 
suppq+O asn+cc foreachj=l,...,J. (3.1) 
,==I i#j 
This implies that sup; qi + 0 and rj + 0 as n + ~0 for each j = 1,. . . , J, and hence 
a, + 03. We will also assume that there are probabilities r,, . . . , r, summing to one 
such that 
~~pa,lp~/q~-r,ll(g,>O)~O foreachj=l,...,J, i3l i#j (3.2) 
and that 
sup a,rrJ( qi = 0)[ 1 - r,l( i S J)] + 0 as n * Co. (3.3) 
Keep in mind that pa vi and qi depend on n, but we are not appending an n to them. 
For simplicity, we assume that N has stationary increments with finite A := EhJ( 1) 
and u2 := Var N( 1); that pJ, rj, A, u are independent of n ; and that 0 c pjj < 1, 7ri > 0 
for each i and j = 1, . . . , J. Let 
S,:=fC7Ti I(qi>O) i Ipv/qi-rjl+I(qi=O)[l-r,I(iSJ)] . i IY j=I 1 j#i 
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Finally, let N(t) := (N,(t), . . . , N,(t)) be a vector of independent compound Poisson 
processes such that the atoms of Nj appear at the rate hrj and their size has the 
geometric density gj(Z) := p:,y’(l -p,,), 1 z 1. Note that when pii = 0, then N, is a 
Poisson process. 
Theorem 3.1. If {X,} is independent of N, then 
d(Nn(t), N(t))siI rj(l+p,,)+tha,( S,+T rtqf) 
[ i 1 
1/2 + ta,‘(a2-A)+ tkz, c 7r;q: ) tso. (3.4) 
The right-hand side of this inequality converges to zero as n + CO when (3.1)-(3.3) hold. 
Theorem 3.2. Suppose N(t)/ t -% A as t + ~0; and suppose ps depends on n such that 
(3.1)-(3.3) hold and 
lim p[,mOnl = rrj, for each m 2 1, j = 1, . . . , J. (3.5) 
n-m 
Then N,, -% N. 
Comments. Assumptions (3.1)-(3.3) are not used for the first assertion in Theorem 
3.1. The inequality (3.4) implies that the subprocesses N,,,, . . . , N,,, are approxi- 
mately independent Poisson or compound Poisson processes when the right-hand 
side of (3.4) is near zero. The independence of {X,} and N invoked for (3.4) can 
be relaxed as in Theorem 4.4: this independence is not invoked in Theorem 3.2. 
The foregoing results also apply when N depends on n ; the assumption N(t)/ t + A 
would have to be modified as in Comments 2.2. 
Proof of Theorem 3.1. Define the random variables 
Lkj = f lZ(X,-, #j, Xk =X,+, =. * . = Xk+,-I =.A Xk+, #A, 
I=1 
Lij= f IZ(X,=. . * = Xl =j, Xl+, #A, 
I=1 
and let Lk = ( Lk,, . . . , LkJ) and 1;: = (L;,, . . . , L;,). Note that L, records the number 
of consecutive points of N that {X,} assigns to the subprocess j beginning with the 
kth assignment (Lkj is the length of the ‘success run’ of j-assignments). 
By the triangle inequality, we have 
d(N,,(t), N(t))<d(N,(t),S;)+d(S;,S,)+d(S,,N(t)), 
where 
s:, := s, + L;, s, := c Lk 
k=l 
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Using the well-known coupling inequality d(X, Y) G P(X # Y) and the properties 
of the partition, it follows that 
d(N,(t), Sl,) 4 P(Nn(t) Z SL)= i P(XN(a,t)=j, XN(o,r)+l =j) =if, TjPjji, 
j=l 
and 
d(SL, S,) G P(L: # 0) = ; 7rj 
j=l 
Combining these inequalities yields 
d(N,(t)yN(t))s i ~j(l+p,j)+d(S",N(t)). 
j=l 
(3.6) 
Consider the last term in (3.6). Let g be the probability density on (0, 1,. . .}” 
defined by 
g(lu,) = rig,(z), I= 1,2,. . . 
where uj is the J-dimensional unit vector with a one in the jth component and zeros 
elsewhere. Applying Theorem 1 (expression (1.5)) in Serfozo (198.5), we have 
N(q) N(a”O 




pk := p(Lk # 01x0,. . . , xk-I) = qXk-, 
fk(zl(i):=P(Lk=zujIx,,...,x,-,,Lk#o) 
d(fk, g):= (l/2) i f lfk(zuj)-g(zuj)l. 
j=l I=1 
To evaluate the right-hand side of (3.7), first note that 
J??pk=~%-iqj=a,‘, Ep2k = C riq?, Ed (fkr g) = 6,. 
I I 
Since N has stationary increments and is independent of the stationary Markov 
chain {Xk}, then 
N(q) 
E [ 1 ,;, Pk = EN(a,t)Ep, = At, 
E[Nif:’ (P:k’dUL g))] =A&,[ Sn+T$ niqf]y 
(3.8) 
(3.9) 
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and, by (3.8) and Schwarz’s inequality we have 
E(NkEy,,,i s[VarNi<Tp,]“2 
= [ EN( a,t) Var p1 + (I$,)* Var N(u,~)]“~ 
[ i I 
l/2 
= ta,‘(u--A)+tha, 1 Tr,qf . (3.10) 
Then using (3.9) and (3.10) in (3.7), combined with (3.6), yields the desired inequality 
(3.4). 
The second assertion of Theorem 3.1 is true since one can show that (3.2) and 
(3.3) imply a,,&, + 0, and that (3.1) implies 
u, C r,qT=T Tiqf 
I I 
r ri9is suP 9i+O. 
I 
To prove the third assertion, consider the multivariate process 
Y,(t)= 2 (1(X,-l) ,...) Z(X,=J)), tao, 
k=l 
where [r] denotes the integer part of r. Let N’ denote the process N with A = 1. 
Theorem 3.1 applies to Y, with N(t) = [t], A = 1 and (T= 0. Thus Y,,(t) 3 N’(t) 
for each t. Since {&} is stationary and N’ has stationary increments, then we have 
Y,,(t) - Y,,(s) 3 N’(f) - N’(s) for each s < t. Furthermore, one can show that 
assumption (3.5) ensures that the increments of Y, are asymptotically independent. 
These observations yield Y,, 3 N’. Now observe that N,,j(t) = Y,(m(t)), where 
m(t) := N(u,t)u, + At for each 1. Thus N,, a N by the lemma below. 
Lemma 3.3. Let M, := (M, ,, MHz, . . .) be a multivariate point process on R+, let 
yn := (y,, y2, . . .) be a multivariate real-valued nondecreasing process with y,,(O) = 0, 
and dejne 
M, o m(t) = (Mt,(ml(f)), M,,(Y,,(~)), . . .I, tz0. 
1. rns y where y(t) is nonrundom, continuous and strictly increasing, then 
M,, 0 y,, 3 M 0 y if and only fM,, 3 M. 
Proof. This is a multivariate version of Theorem 3.2 in Serfozo (1977). 
4. Partitions with syncronous point assignments 
Suppose N is a point process on R, of the form 
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where Ml, M2,. . . are the numbers of points appearing at the respective times 
T,~T,~....Let(N:,N:,.. .) be the partition of N defined by 
Nj( t) = C MkjI( Tk G t), t20, j=l,2 ,...) 
k 
where Mkj is the number of the Mk points at time Tk that are assigned syncronously 
and instantaneously to subprocess j. Here 1, Mkj = Mk. The dependency among the 
Mkj’s will be specified later. In this section we study the asymptotic behavior of 
the normalized partition 
N,,(t):=(N,,,(t), N,,(t) ,... ):=(N;(a,t), N:(a,t),.. .), ts0, 
with time unit a,, that tends to infinity. 
In the preceding sections, the partitions converge to vectors of independent 
processes. But here, the syncronous point assignments lead to the convergence of 
N,, to vectors of dependent processes. These limiting processes are as follows. 
Suppose N = (Ni, N2, . . .) is a multivariate infinitely divisible point process with 
independent increments and Laplace functional 
J;(r)Nj(dr) 
=exp{ -s,L: [ I-exP(-i, mj/;(r))]a(m xdl)}F 
where p is the canonical measure on (0, 1,. . .}” xR+ that satisfies 
(4.1) 
This is a multivariate analogue of the point processes in Chapter 7 of Kallenberg 
(1975), or in Kerstan, Matthes and Mecke (1978). When p(m xdt) =f(m)h(dt), 
then N is a compound Poisson process whose atom locations in R, are Poisson 
with intensity measure A and its vector-valued atom sizes have the density f; we 
simply say that N is multivariate compound Poisson (A, f). In case f is concentrated 
on (0, l}“, then N is multivariate Poisson with intensity A. In either case, the N,, 
Nz,... are independent when ~(m xdt) =C, I(m = mjuj)~,(l(mj xdt), where j..~,, 
P2,. . . are measures on (0, 1,. . .} Xl%+. 
For the following results, we assume that the parent process N and the partition 
depend on n, and we let T(kn) denote Tk and Mp’:= (?vfk,, Mk2,. . .). 
Theorem 4.1. Suppose that 
9 
Tt)/ k, -+ 1 for each k, + ~0, 
and that Mi”), M$“‘, . . . are independent and satisfy 
lim max P(( Mp,), . . . , 
n+m krma. 
M(G)) # 0) = 0 for each J, rn. 
(4.2) 
(4.3) 
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Then N,, converges in distribution to some N if and only if there is a measure p, as 
above, that satisjies (4.1) and is such that 
[a,,4 
lim C P(M~‘=m)=p(mx(s, t]) 
n+oc k=[n,,s] 
(4.4) 
for each s < t with p (m x {s}) = p (m x { t}) = 0. In this case, the multivariate process 
N is injinitely divisible with independent increments and canonical measure p. 
Proof. Define 
yn( t) := a;* 1 I( T’,“‘S a,t), &(kn)( t) := M’,“‘Z( k 5 a,t), 
M,(t):=(M,,(t),M,,(t),...):=~g’k”’(t), tao. 
k 
Then we can write N,,,(t) = M,,(m(t)), t 2 0. Assumption (4.2) implies that y,, 3 y 
where y(t) = t, t 2 0. Thus, by Lemma 3.3, the statement N,, 3 N is equivalent to 
M,, 3 N. In addition, note that M,, = C &“I, where &“‘, &“I,. . . are independent 
and satisfy, by (4.3), 
max P(([(k;)( t) 
k 
3. ., .$jj’( t)) # 0) 
= ,“y P(( Mjn), . . . ) Mlc;))#O)-+O as n+W. 
= n 
Now, if (4.4) holds, then by a multivariate point process version of Theorem 7.2 
of Kallenberg (1975), we know that M, 3 N, where N is as described in the last 
assertion of Theorem 4.1. Thus N,, 3 N. 
Conversely, suppose N, 3 some N. Then M,, -3 N, and by a multivariate version 
of Theorem 6.1 of Kallenberg (1975), the limit N must be infinitely divisible. 
Furthermore, N has independent increments since each &k does. These properties 
and the multivariate version of Kallenberg’s Theorem 7.2 imply (4.4). 
An immediate consequence of Theorem 4.1 is as follows. Here and below, A 
denotes the Lebesgue measure on R,. 
Corollary 4.2. If the hypotheses of Theorem 4.1 hold and there is a probability density 
f such that 
lim a,P(M’,“’ = m) =j(m), uniformly in k, 
n-cc 
then N,, 3 N, where N is multivariate compound Poisson (A, f). 
The next two results give insights into how close the partition N,, is to being 
compound Poisson. Here we restrict our attention to the finite segment Ni:= 
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(Nn1,. ., N,,). We let 
M;, := (Iv@, . . . , MC’), j&k := P( M’,k Z 0), N,(t):=1 Z(T’,“‘e2,t), 
k 
andlet M:=(M1,..., AI,) be a random vector with the density f on (0, 1, . . .}‘. 
Corollary 4.3. Suppose M’,“‘, M$“‘, . . . are independent and independent of { T(k”)}. Zf 
-%I = (Zn,, . . . , Z,,,) is multivariate compound Poisson (A,f), where A[O, t] := 
E CC;:‘,” j&k), then 
d(Nl,(t), -G(t))< E 
[ 
N”(t) 
c p:,+ d(Mj,,, M) . 
k=l 1 
Zf N = (N,, . . _ , NJ) is multivariate compound Poisson (CA, f), then 
N”(t) 
d(N,,(t),N(t))sE c &+d(MjlkrM) 
k=l 
Proof. This is a special case of Theorem 4.4 below. 
For our next result, the dependence among the assignment vectors M(kn) is 
arbitrary. We assume that N(t) is adapted to the increasing family of r-fields 
{9(t): tER+}, and we let Pg’= 9(O), &“I:= 9(a,T’,“‘) (ka l), 
fnk(m) := P(M’,, = m) &?,, h!f’,, # o), p,,k := P(kf’,, # 01 a’,?,), 
Pnk - := E&k, m,,k := Var p,,k, k = 1,2,. . 
We will use the random total-variation distance 
dnk:= d(fnk,f)= 1/2x ifnk(m)-f(m)\, m=(W,.. ., m,). 
m 
In addition, we say that nonnegative real numbers r,,k are a,,-additively null if 
(m+1& 
lim sup C rnk = 0. 
n-rm m k=ma, 
Theorem 4.4. (a) Zf 2, := (Z,,,, . . . , Z,,,) is multivariate compound Poisson (A, f), 
where A[O, t] := E[Cr:y) p&l, then 
N,,(r) 
d(NJ,(t),%(t))sE c [dnk+?:k+iPnk-Pnkil, tz0. 
k=l 
(4.5) 




c (dnk+p:k) 1 I +E Nf’Pnk-Ct , t 2 0. (4.6) k=l k=l 
(c) Suppose { M(k”)} is independent of { TV’}. Then the right-hand side of (4.5) converges 
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to zero when sup, ai’EN,( t) < 00 and Ednk, jink and u,,~ are a,,-additively null, 
the right-hand side of (4.6) converges to zero when there is a A > 0 such that 
sup ElN,(t)-ha,tj<oo, lim E y pnk--A-‘ct =O, 
n n-m k=l 
and Ed,k and f&k are an-additively null. 
And 
Proof. First note that we can write N,,(t) = C,“y’ M(kn) and that N,,(t) is an 
Sp’-stopping time. Thus, parts (a) and (b) follow from Theorem 1 of Serfozo 
(1985). To prove part (c), first note that for any real numbers r&, 
N,,(r) (m+l)a,, 
c r,,kGa;lNn(t) sup 1 r,,k. 
k=l m k=mn, 
Using this with the property E sup,, U,, = sup,, EU,, 
see that the right-hand side of (4.5) is bounded by 
(m+l)an 
a;‘EN,(t) sup c (E&x+&+%), 
m k=ma, 
and E 1 pnk - pnkl G (T&, one can 
and this converges to zero under the hypotheses of (c). A similar argument shows 
that the right-hand side of (4.6) converges to zero; here one uses 
C EIN,(t)-ha,tl sup 1 &+0(l). 
m k=ma, 
5. Partitions with time delays 
Consider the point process 
N(t)= f &l(TkQ t), t>O, 
k=l 
where T, < T2 <. . . and the Mk points at Tk are labeled 1, 2,. . . , Mk. Suppose N 
is partitioned by the rule that the lth point at Tk is assigned to subprocess number 
&, and there is a time delay of DkI before it appears there. The dependency among 
the _&l’s and &l’s is left unspecified. The resulting partition (N:, N:, . . .) is given 
by 
We will show that, under mild conditions, the asymptotic behavior of this partition 
is not affected by the time delays. 
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We assume that N as well as the partition depends on n, and we consider the 
normalized partition 
N,(t):=(N;(a,t), N;(q),. ..), ~20, 
where a, + co. We append the superscript (n) to the variables Xkh D,,, Mk and 
consider the multivariate process Nz := (Nz,, Nz,, . . .) defined by 
00 A-f!“) 
Nzj(t)= 2 C Z(X’,;‘=j)l(T’,“‘q,t), t?O. 
k=l I=1 
This is simply the partition N,, with no time delays: each D(k?) = 0. The next result 
says, loosely speaking, that the asymptotic behavior of N,, and Nz are essentially 
the same. 
Theorem 5.1. Suppose 
4 
Te)/ k, + 1 for each k, + CO, 
and 
._ -’ sup max{ Dg): I S M(k”)} z 0 B, .- a, asn+co. 
k 
Then N,, 3 N if and only if Nz 3 N. 
Proof. First, suppose N,, 3 N. Clearly, for any j and s < t, 
MC”) 
Nzj(s, t]=C 2 I(Xjn’=j)I(a,s< T’,“‘<a,t) 
k I=1 
Mp) 
SC C I(Xjn’=j)I(a,s< Tj:‘+Djll’~a,(t+e,)) 
k I=1 






N);;(s, t]zC C I(Xin)=j)I(a,(s+~,)<T~)+D(k;)~a,t) 
k /=I 
= N,,(s+E,, t] whens+~,<t. (5.4) 
One can show that N,, 3 N implies that (N,](s, t+ F,], Nnj(s+ E,, t]) 3 
(Nj(S, t], Nj(S, t]) for any s < t with Nj{s}= N,(t)=0 a.s. This and (5.3), (5.4) imply 
Nzj(s, t] 3 Nj(S, t]. This reasoning readily generalizes to yield N$ a N. 
Conversely, suppose NE 3 N. Note that we can write Nzj( t) = M,,j( y,,( t)), where 
Yn(t):=a,‘CkI(T(kn’~a,t) and 
m MyI 
Mnj( t) := 1 C 1(X’,;’ =j)I( k G ant), t20, j-l,2 ,.... 
k=l I=1 
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Since (5.1) implies that yn 3 y, where y(t) = t, it follows by Lemma 3.3 that NZ 3 N 
implies M,, 3 N. Now, similarly to (5.3) and (5.4), 
M,i(S, t-Efi]sN~j(S, t]sM~j(S-&“, t], S<t--8,. 
Using this and M,, 3 N in an argument analogous to the preceding one yields 
N,, s N. 
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