ABSTRACT. Consider the ring R := Q[τ, τ −1 ] of Laurent polynomials in the variable τ . The Artin's Pure Braid Groups (or Generalized Pure Braid Groups) act over R, where the action of every standard generator is the multiplication by τ . In this paper we consider the cohomology of these groups with coefficients in the module R (it is well known that such cohomology is strictly related to the untwisted integral cohomology of the Milnor fibration naturally associated to the reflection arrangement). We compute this cohomology for the cases I 2 (m), H 3 , H 4 , F 4 and A n with 1 ≤ n ≤ 7.
Introduction
Let (W, S) be a finite Coxeter system realized as a reflection group in R n , A(W) the arrangement in C n obtained by complexifying the reflection hyperplanes of W.Let
be the complement to the arrangement, then W acts freely on Y(W) and the fundamental group G W of the orbit space Y(W)/W is the so called Artin group associated to W (see [3] ). Likewise the fundamental group P W of Y(W) is the Pure Artin group or the pure braid group of the series W. It is well known ( [4] ) that these spaces Y(W) (Y(W)/W) are of type K(π, 1), so their cohomologies equal that of P W (G W ).
The integer cohomology of Y(W) is well known (see [4] , [17] , [2] , [12] ) and so is the integer cohomology of the Artin groups associated to finite Coxeter groups (see [24] , [13] , [19] ).
Let R = Q[τ, τ −1 ] be the ring of rational Laurent polynomials. To R can be given a structure of module over the Artin group G W , where standard generators of G W act as τ -multiplication.
In [7] and [8] the authors compute the cohomology of all Artin groups associated to finite Coxeter groups with coefficients in the previous module.
In a similar way we define a P W -module R τ , where standard generators of P W act over the ring R as τ -multiplication.
Equivalently, one defines an abelian local system (also called R τ ) over Y(W) with fiber R and local monodromy around each hyperplane given by τ -multiplication (for local systems on Y(W) see [14] , [18] ).
In this paper we are going to compute the cohomology of Y(W) with local coefficients R τ , for the finite Coxeter groups H 3 , H 4 , F 4 , I 2 (m) and A n with 1 ≤ n ≤ 7 (see [3] ) (that is equivalent to the cohomology of P W with coefficients in R τ ).
In the first three cases, using results by G.Denham and H. Barcelo (see [11] , [1] ), we create algorithms to compute these cohomologies.
For I 2 (m), we prove the following Theorem 1.
All other cohomologies are 0
and ϕ i is the cyclotomic polynomial having as roots the primitive i-roots of 1. This theorem generalizes to Z[τ,
As a corollary, we notice that there is no Z-torsion in the integral cohomology of the associated Milnor fibre, a result which is conjecturally true also in the other cases.
In the last case we define a filtration for the flag complex F l * (A n ) defined by Schechtman V. and Varchenko A. (see [20] and [11] ) which is used to compute H * (C(A 7 ), R τ ).
The computations of H * (C(A n ), R τ ) appear for n ≤ 5 in a paper of D. Cohen and A. Suciu (see [6] ) and for n = 6 in a work of G. Denham (see [10] ). We recall also that for the Pure Braid Groups of the series A n , B n and D n it is known that these cohomologies stabilize, with respect to the natural inclusion, at a known number of copies of the trivial R-module Q (see [21] 3 Case I 2 (m), m ≥ 2
We begin with the following Theorem 3.
All other cohomologies are 0.
In order to give a proof of our claim we use the Salvetti's CW-complex coming from [9] (see also [21] ) with boundary operator instead of co-boundary. We recall briefly that Salvetti's complex (C(W),∂) is the complex generated by elements of the form E(w, Γ) for w ∈ W and Γ ⊂ S, with coefficients in Z τ (for local systems on Y(W) see [14] , [18] ). . It computes the cohomology of Y(W) in the same local system when the boundary operator is defined as:
where
Recall also that rkC 0 (I 2 (m)) = rkC 2 (I 2 (m)) = 2m and rkC 1 (I 2 (m)) = 4m.
It is very easy to see that
It follows in particular that the 1-boundary ∂ 1 of C * (I 2 (m)) is equivalent, up to integral base-changes, to the diagonal matrix
where [a] n = n−times a, · · · , a. Theorem 1 clearly follows from (1) end next proposition (1). Proposition 1. There are bases for C 2 (I 2 (m)) and C 1 (I 2 (m)) such that ∂ 2 is equivalent to the diagonal matrix
We start by introducing some useful notations:
if j is odd i=2 otherwise.
• {f j = E(w j , Γ)} 0≤j≤2m−1 with | Γ |= 2 a basis for C 2 (I 2 (m))
• {e
Then we define, for 0 ≤ j ≤ 2m − 1 Example 1. In the case of I 2 (3) = A 2 we have the following picture:
We construct a new basis for C 1 (I 2 (m)) as follows:
Our aim is to prove that:
With respect to the basis 2 the matrix of ∂ 2 (I 2 (m)) becomes:
is triangular with pivots −1.
In order to prove this lemma we will use induction. We need the following:
Lemma 2. The matrix ∂ 
By an easy computation we can see that
and the m-th and 2m + 1-th columns of ∂ Proof of lemma 1. It is a simple computation to verify the first step of induction, i.e. the case m = 2.
From lemma 2 and its proof it follows by induction that the rows relative to [ε j (I 2 (m + 1))] 0≤j≤m+1 give rise to a triangular matrix with pivots −1.
In order to compute the rows relative to [ε j (I 2 (m + 1))] m+2≤j≤2m+1 we notice that:
Then we have:
In the same way one computes the rows relative to [ε j (I 2 (m+1))] 2m+2≤j≤4m+3 . This completes the proof of lemma 1. 
where I m+1 is the identity.
Proof of proposition 1. We consider the indipendent rows of the matrix D 2 : the first 2m rows and the (4m − 3)-th.
With elementary transformations for the columns, we can reduce the first m + 1 rows in a diagonal form with entries 1.
The proof ends if we observe that
with further elementary transformations the matrix
Recall that a flag in a graded poset P is a tuple of elements (X 0 , · · · , X k ) of P where each X i has rank i and X i < X i+1 for 0 ≤ i < k (the order is given by the reverse inclusion). If L(A) is the intersection lattice of an arrangement A, the flag complex F l • in degree p is defined to be the free abelian group of flags of length p + 1, modulo the relations:
where i ≥ 1.
Proposition 2. [20] F l • is a free abelian group.
A set of p independent hyperplanes H 1 , · · · , H p determines a flag with
We will denote this flag by λ(H 1 , · · · , H p ). On the other hand, it is easy to check that if Φ = (X 0 , · · · , X p ) is a flag with
for some hyperplanes (H 1 , · · · , H p ), where H = H i and the index i is unique. Accordingly, set ε(H, Φ) = (−1) i−1 .
In [20] the authors proved that there is an isomorphism f :
between the Orlik-Solomon Algebra of an arrangemet (see [16] ) and the flag complex F l ∨ p . It is defined by
where Σ p is the symmetric group and sgn(σ) denotes the sign of a permutation σ. They defined also a map δ : F l p −→ F l p−1 as follows. Let Φ = (X 0 , · · · , X p ) be a flag and H an hyperplane such that H ≤ X p . D(Φ, H) will denote the set of all (p − 1)-flags
Now, if a : A −→ Z + is a weight function given by the multiplicities of the hyperplanes in an unreduced arrangement, we set
It is routine to verify that δ 2 = 0 and f induces a quasi-isomorphism
In [11] Denham shows that the map δ of definition (6) computes the (co)-homology of C(W, ∂) with coefficients in R τ .
Let now consider the case of the symmetric group A n . Recall that the roots for the groups of type A n are represented by the set
where {e 1 , · · · , e n+1 } is the standard basis for R n+1 .
Denoted by H i,j the hyperplane relative to the root (e i − e j ) we set H i,j ≺ H h,k if and only if i < h.
Then, with this order, the set of p-tuples
is a basis for the O.-S. algebra A(A) p = A p (A(A n )) for all 1 ≤ p ≤ n (see [16] , [1] ). From isomorphism (4) it follows that {λ(
In order to construct a filtration for the complex (F l p (A n ), δ) we need some notations and definitions.
We consider the set [n+ 1] := {1, · · · , n+ 1}, to each H i,j we associate the pair (i, j); then to each p-tuple
For each point h ∈ [n + 1] of this graph we consider the set of vertices which are in the same connected component of G (it,jt) 1≤t≤p as h; precisely:
and
We set
its length. These definitions can be extended to a flag Φ = λ(H i 1 ,j 1 , · · · , H ip,jp ). In this case we will denote:
Now let us consider the subcomplexes:
clearly the boundary map preserves G k n+1 . Let F k n+1 the cokernel of the natural inclusion in F l * (A n ) endowed with the induced boundary.
Notice that the map δ defined on a flag Φ = λ(H (it,jt) 1≤t≤p ) depends on the set D(Φ, H (i,j) ) for H (i,j) ∈ {H (it,jt) 1≤t≤p } (see 5). In particular it is easy to see that if Ψ = λ(H (i ′ From the previous remark it follows that if Φ = λ(H) ∈ (F k n+1 ) * is a flag with l 1 (Φ) = k then exists a flag
We continue in this way getting maps
where h 0 = 1, σ is the map (7), 
The exact sequences (8) give rise to long exact sequences in homology. With this filtration we are able to compute the (co)-homology groups for the case A 7 . We have the following 
