Abstract. Let Ω be a bounded domain in R N , and let u ∈ C 1 (Ω) be a weak solution of the following overdetermined BVP: −∇(g(|∇u|)|∇u|
Introduction
In a celebrated paper [34] Serrin proved the following symmetry result for an overdetermined elliptic boundary value problem: Theorem A. Let Ω ⊂ R N be a bounded domain with C 2 -boundary, and let u ∈ C 2 (Ω) satisfy Lu ≡ a(u, |∇u|)∆u + where a, b and c are continuously differentiable in each variable and L is uniformly elliptic.
Then Ω is a ball and u is radially symmetric about the center of the ball. The proof of Theorem A in [34] uses the so-called moving plane method which became very popular thanks to Gidas, Ni and Nirenberg's paper [17] . The method combines symmetry arguments and boundary versions of the strong maximum principle, and it has often been applied to show the symmetry of solutions in overdetermined problems, e.g. in [1] , [11] , [12] , [24] , [28] , [31] - [33] , [36] , [38] . The moving plane device applies to very general -even One approach is based on a comparison principle which is combined with some Rellich-type identity, see e.g. [37] , [16] , [26] , [30] , [15] and [13] . Another idea, used e.g. in [4] , [27] , is to exploit some integral identity which is equivalent to the overdetermined problem. Although these two methods can be applied to degenerate operators -for instance, to the p-Laplacianthey are useful only for very special equations. A third method is based on a comparison with suitable radial solutions of the equation, and it is applicable to situations when the solution of the bondary value problem is unique, see e.g. [21] , [18] and [19] . A fourth approach is based on the method of domain derivative which has been widely investigated in shape optimization (see [35] ). This device again seems useful in problems where the solution of the boundary value problem is unique (see [10] , [20] ). Note, this approach also highlights the relation between a second ('overdetermined') boundary condition and minimization of appropriate domain functionals, see [2] , [3] . The method of domain derivative has also been combined with another tool: the so-called continuous Steiner symmetrization (CStS) (see [9] , [8] ). The idea of CStS is to find "local analogues" to some well-known rearrangement inequalities (see [29] , [23] , [5] , [6] ). The author exploited this method to prove symmetry results for nonnegative solutions of boundary value problems in symmetric domains (see [6] , [7] ). The aim of this paper is to give a new approach to overdetermined problems which is based on the CStS, but does not use domain derivatives. Although our method is restricted to operators in divergence form, we allow nonsmooth terms in the equation, and the solution of the boundary value problem need not be unique. We fix some notation. By x = (x 1 , . . . , x N ) we denote a point in R N , and by |x| its norm. Our main result is Theorem 1: Let f : [0, +∞) × [0, +∞) → R be a bounded measurable function, such that the mapping v → f (r, v) is continuous, uniformly for all r, and the mapping r → f (r, v) is nonincreasing, (r, v ∈ [0, +∞)). Let g ∈ C([0, +∞)) ∩ C 1 ((0, +∞)), with g(0) = 0, g ′ (t) > 0 for t > 0, and let λ ∈ C([0, +∞)) be a positive and nondecreasing function. Further, let Ω be a bounded domain, and let u ∈ C 1 (Ω) ∩ C(Ω) be a weak solution of the following problem,
Then Ω and u satisfy the following symmetry properties: Ω is ball,
The sets on the right-hand side of (1.6) are mutually disjoint and there can be a countable number of annuli C k , i.e. m = +∞.
where the expression g(|y|)
y |y| , (y ∈ R N ), is interpreted as the zero vector, if y = 0.
Note that if ∂Ω is smooth and u ∈ C 1 (Ω), then (1.5) means (1.8) ∂u ∂ν (x) = λ(|x|) on ∂Ω, (ν : exterior unit normal ).
(b) Theorem 1 falls out of the scope of the above mentioned results for the following reasons: · We do not assume that f is smooth in the second variable. · The solution of the boundary value problem (1.3), (1.4) might be not unique. · The differential operator in (1.3) is not assumed to be uniformly elliptic. We also emphasize that the solution u is not radially symmetric in general. For instance, there are examples of nonsymmetric solutions of problem (1.3),(1.4) in a ball in the pLaplacian case, that is if g(z) = z p−1 for some p > 1 (see [6] , [8] ). Now we outline the content of the article. In section 2, we give the definition of CStS and we present some results of [5] - [7] which will be of later use. In Section 3 we prove Theorem 1 and we give some extensions of the result in Theorem 2.
Continuous Steiner symmetrization
For points x ∈ R N , (N ≥ 2), we write x = (x 1 , x ′ ), where x ′ = (x 2 , . . . , x N ), and for any set M ⊂ R N let χ(M) the characteristic function of M. If u : R N → R, then let {u > a} and {b ≥ u > a} denote the sets {x ∈ R N : u(x) > a}, and
we denote the family of Lebesgue measurable -measurable in short -sets in R N with finite measure. Finally, let S + (R N ) denote the class of real, nonnegative measurable functions u satisfying
. Generally we treat measurable sets and functions in a.e. sense. Given a unit vector e ∈ R n , a continuous Steiner symmetrization (CStS) is a continuous homotopy which connects sets M ∈ M (R N ) and functions u ∈ S + (R N ) with their Steiner symmetrizations in direction e, M * , respectively u * . Homotopies of such type can be constructed in different ways (see [5] , [6] and the references cited therein). Below we define a variant of CStS which has been investigated by the author in [5] , [6] . For the convenience of the reader we first recall the definition of the well-known Steiner symmetrization (see e.g. [22] ).
The set
is called the Steiner symmetrization of M (with respect to x 1 ).
(Note that M * is symmetric and convex with respect to the hyperplane {x 1 = 0}.)
is called the Steiner symmetrization of u (with respect to x 1 ).
(Note that u * (x 1 , x ′ ) is symmetric with respect to {x 1 = 0} and nonincreasing in x 1 for x 1 > 0.) Definition 2: (Continuous symmetrization of sets in M (R)) A family of set transformations
The existence and uniqueness of the family E t , 0 ≤ t ≤ +∞, has been proved in [6] , Theorem 2.1.
The family of sets
is called the continuous Steiner symmetrization (CStS) of M (with respect to x 1 ).
is called CStS of u with respect to x 1 in the case N ≥ 2 and continuous symmetrization in the case N = 1. Remark 2.
1. For convenience, we will henceforth simply write M t and u t for the sets E t (M), respectively for the functions E t (u), (t ∈ [0, +∞]). 
, is open and t ∈ [0, +∞], then let
Note that the relations (2.5), (2.6) have to be understood in pointwise sense. The sets M functions then we always mean their precise representatives. Remark 3. Below we summarize basic properties of CStS, which have been proved by the author in [5] , [6] 
Homotopy:
We have
Cavalieri's principle: If F is continuous and if
8. A generalization of 5. and 7. is the following result: Let u ∈ L ∞ (R N ) and suppose that u vanishes outside some ball B R , R > 0. Furthermore, suppose that F = F (x, v) is bounded and measurable on B R × [0, +∞), continuously differentiable in v with F (x, 0) = 0 ∀x ∈ R N , and (∂/∂v)F (x, v) is even in x 1 and nonincreasing in x 1 for x 1 > 0. Then (2.14)
9. If u is Lipschitz continuous with Lipschitz constant L, then u t is Lipschitz continuous, too, with Lipschitz constant less than or equal to L. Note that 1.-3., 5.-7., 9. and (2.16) are common properties of many rearrangements (see [22] ). The following symmetry criteria have been proved in [6] , section 6. 
Then u satisfies the following symmetry property:
and y is the (unique) point satisfying
. . , N − 1, and
We will say that u is locally symmetric in direction x 1 if u satisfies the properties (2.18)-(2.20). Lemma 2: (see [6] , Theorem 6.1) Let Ω, u and G be as in Lemma 1, and suppose that for arbitrary rotations x −→ y = (y 1 , y ′ ) of the coordinate system, u is locally symmetric in direction y 1 . Then Ω is an at most countable union of mutually disjoint open balls and u satisfies the symmetry properties (1.6). 
Symmetry of the solution
In this section we show Theorem 1. The idea is to use appropriate test functions v in (1.7) and then to use Lemma 1. This works well in the case of Steiner symmetric domains Ω (see [6] ), choosing v = u t , respectively v = u, (u t : CStS of u, with small t > 0). However, in our situation, Ω is not assumed to be symmetric, so that u t might not vanish on ∂Ω. Therefore we modify the approach of [6] , using appropriate cut-off functions of u t and u. First we introduce some notation. For functions v we write v + := max{v, 0}. By the symbol o(t) we denote any function satisfying lim t→0 o(t)/t = 0 and which may vary from line to line. For any point x ∈ Ω we write
Throughout this section, let u be the solution of problem (1.3)-(1.8). For convenience, we extend u by zero outside Ω, so that u ∈ C 0,1 (R N ). We denote by L the Lipschitz constant of u, and we set u 0 := max{u(x) : x ∈ Ω}. We choose a number R > 0 such that Ω ⊂ B R , and we set f 0 := sup {|f (|x|, v)| : |x| ≤ R, 0 ≤ v ≤ u 0 } and
Finally, we fix some coordinate system
Let u t , (0 ≤ t ≤ +∞), denote the CStS of u with respect to x 1 . Since u ∈ C 0,1 (R N ), we have by Remark 2, 9. and by (2.15),
u t has Lipschitz constant less than or equal to L, and (3.2)
Next we obtain some estimates for u and u t near the boundary of Ω. Since u is positive in Ω and continuous on R N , and since Ω is bounded, we have
Lemma 3: Let t ∈ [0, +∞) and u t (x) > kt. Then x ∈ Ω. Proof: We have by property (3.3),
Hence x ∈ Ω. ✷ For convenience, we set M 1 (t) := {0 < u ≤ kt} and (3.5)
Note that M 1 (t), M 2 (t) ⊂ Ω, and by Remark 3, 1.,
Lemma 4: There holds:
Proof: In view of property (3.4) it is sufficient to show that
Assume that (3.9) is not true. Then there exists a number δ > 0, a sequence of points {x n } ⊂ Ω and a decreasing sequence {t n } ⊂ R with lim
The latter also implies that u(x n ) ≥ ε, for some ε > 0. On the other hand, we have by (2.15),
as n → ∞, a contradiction. ✷ Lemma 5: There exists a constant c 0 > 0 such that
Proof: By (1.5) and (3.4) there exist positive numbers τ and t 0 , such that
By the Implicit Function Theorem, we have that for every s ∈ (0, kt 0 ], {u > s} is an open subset of Ω with ∂{u > s} = {u = s}, and {u = s} is locally a C 1 -hypersurface. Integrating (1.3) over {u > s}, (s ∈ (0, kt 0 ]), Green's Theorem yields
By (3.11) this implies (3.12)
Using this and the co-area formula (see [14] ), we obtain: 
First we claim that (3.14)
To show (3.14), we split I 2 (t) for 0 < t ≤ u 0 /k:
It follows from Lemma 5 and (3.16) , that for 0 < t ≤ u 0 /k,
Further, in view of (2.8) we have
Hence we obtain by using Remark 3, 8., 
Using (3.16), we obtain,
Since the mapping v → f (r, v) is continuous, uniformly in r, this implies
Finally, (3.16) and (3.18) yield, for 0 < t ≤ u 0 /k,
Now (3.14) follows from (3.17), (3.19) and (3.20) . Next we estimate I 1 (t). Let Note that h is nonincreasing. Since G is convex, we have for t ∈ (0, u 0 /k],
∇u · ∇u
By Lemma 4 and (1.5) we have
Furthermore, since λ is nondecreasing and since h(z) := G(z) − zg(z), (z ∈ [0, +∞)), is nonincreasing, the function
Applying the Hardy-Littlewood inequality (2.13) we obtain for t ∈ (0, u 0 /k],
from their local symmetry by using other well-known tools (see [6] , section 10, and [7] ). For instance, in the case of the p-Laplacian, i.e. if g(z) = z p−1 for some p > 1, u is radially symmetric if f (|x|, ·) satisfies some growth conditions in neighbourhoods of its zero points (see [7] , Theorem 1). We mention three typical situations for a general g: Theorem 2: Let Ω, f, g, λ and u be as in Theorem 1, and suppose that one of the following conditions (a),(c) is satisfied: (a) f is nonnegative, (b) the mapping r → f (r, v) is strictly decreasing, (c) f is independent of x and the mapping w → f (w) is nonincreasing. Then u is radially symmetric and radially decreasing, i.e. Ω = B R (y) for some R > 0 and y ∈ R N , and Hence u = v in Ω ∩ H. Since Σ was arbitrary, the assertion follows. ✷
