Abstract. For a finite subset M ⊂ [x1, . . . , x d ] of monomials, we describe how to constructively obtain a monomial ideal I ⊆ R = K[x1, . . . , x d ] such that the set of monomials in Soc(I) \ I is precisely M , or such that M ⊆ R/I is a K-basis for the the socle of R/I. For a given M we obtain a natural class of monomials I with this property. This is done by using solely the lattice structure of the monoid [x1, . . . , x d ]. We then present some duality results by using anti-isomorphisms between upsets and downsets of (Z d , ). Finally, we define and analyze zero-dimensional monomial ideals of R of type k, where type 1 are exactly the Artinian Gorenstein ideals, and describe the structure of such ideals that correspond to order-generic antichains in Z d .
Introduction
Aside from the algebraic benefits of the socle of a module over a commutative ring, when studying local rings, Cohen-Macaulay rings or Gorenstein rings [BH97, Eis95, Vil01] the socle of an ideal, in particular that of a monomial ideal of the polynomial ring over a field, has a rich lattice structure that many times can be studied solely by using combinatorial arguments. Consider the following: any range of mountains on a given piece of land where each mountain has the same cone-type shape is, of course, determined by the loci of the mountain tops. But is it determined by the mere valleys these mountains form? The answer depends on what additional conditions we know the mountain range has. This is one of the motivating questions in this article when we view a monomial ideal as a mountain range and the valleys it forms as the elements in the socle of the ideal that are not in the ideal. to why monomial ideals are so convenient, yet so important, in investigating reduction systems for general ideals of R stems in part from the fact that for every monomial ideal I = (m 1 , . . . , m k ),
We therefore see that the number of monomials in Soc(I)\I, the socle of the monomial ideal I that are not in I, has some interesting combinatorial interpretations in addition to the known algebraic ones, in particular, the maximum number that the set Soc(I) \ I can have. Trivially we have c 2 (k) = k − 1 for any k ∈ N and less trivially we know that c 3 (k) = 2k − 5 for k ≥ 3 [Agn97, MS05] .
For each d ≥ 4 the exact value of c d (k) is still unknown, although the asymptotic behavior does satisfy c d (k) = Θ(k ⌊d/2⌋ ) as k tends to infinity and d is fixed [Agn97] . In any case, we see from this that a monomial ideal minimally generated by k monomials, can "generate" monomials in its socle of cardinality considerably larger order than that of k. In order for that to occur though, the k monomials that generate the given ideal must be special and relate to each other in a singular way. By the same token, the resulting monomials in Soc(I) \ I also relate in a special way if they are generated by "few" generating monomials of I. Looking away from these extreme cases for a moment, some natural questions about monomial ideals and their socles, in particular about those monomials in the socle and not in the ideal, arise.
(i) Assume that for a given (apriori unknown) monomial ideal I the set Soc(I) \ I is given, is it always possible to retrieve the ideal I from it, if not, what additional structure is needed?
In which cases is it unique?
(ii) Given any set of monomials that form an antichain w.r.t. divisibility order, can one always find a monomial ideal I such that this set of monomials has the form Soc(I) \ I? Is the ideal I unique? If not, can they be characterized in some way?
The purpose of this article is to address these questions, discuss uniqueness and non-uniqueness, present up-down duality results, discuss generalizations to general ideals of R and address what is similar with the monomial ideal case and what is not.
This article was in part inspired by the M.S. thesis of Anna-Rose Wolff [Wol16] . She analyzed the survival complex Σ(R/I) of R/I where I is a monomial ideal that contains powers of all the variables of R. The survival complex is a simplicial complex whose vertices are the monomials of R that are not in I, where a simplex consists of a set of monomials whose product is not in I. She showed [Wol16, Prop. 2.2.1] that the truly isolated points of that complex correspond to the monomial basis of the socle of I, a set which in this document we call ∂oc(I) (see Definition 2.1.) As such, it was natural for her to address the question we address here, completely solving the two-variable The rest of this article is organized as follows:
In Section 2 we define some basic concepts about partially ordered sets that we will be using and referring to throughout the article.
In Section 3 we show that if for a monomial ideal I the set Soc(I) \ I is given, then we can retrieve a monomial ideal I back from a derived version of the set Soc(I) \ I.
In Section 4 we present and use an intuitively obvious duality between monomial ideals of R on the one hand and "down-sets" of monomials on the other hand, that contain all elements dividing a given element of the down-set (see definitions in Section 4).
In Section 5 we elaborate more explicitly the discussion presented in Section 3 and show that if Soc(I) \ I is given, then there is a unique zero-dimensional ideal I yielding the given set of monomials. As a corollary we obtain a well-known description of Artinian monomial ideals of R that are Gorenstein. We then use what we have established to describe Artinian monomial ideals that are type 2 Gorenstein (where type 1 Gorenstein is the usual Gorenstein notion (see definitions in Section 5)).
In Section 6 we discuss further Artinian type k Gorenstein monomial ideals and describe their order-generic case.
In Section 7 we discuss the socle of ideals of R = K[x 1 , . . . , x d ] in more general settings when K is an algebraically closed field.
Finally, in Section 8 we summarize our main results and pose some questions.
Partially ordered sets, basic definitions and notations
The set of integers will be denoted by Z, the set of natural numbers by N and the set of nonnegative numbers N ∪ {0} by N 0 . For each n ∈ N we let [n] := {1, . . . , n}.
Throughout, R = K[x 1 , . . . , x d ] will denote the polynomial ring over a field K. By the socle of an ideal I ⊆ R w.r.t. the maximal ideal m = (x 1 , . . . , x d ) of R, we will mean the ideal Soc(I) = Soc m (I) := (I : m) = {f ∈ R : x i f ∈ I for each i}.
Note that for a monomial ideal I ⊆ R, the set Soc(I) \ I contains monomials a such that (i) a ∈ I and (ii) x i a ∈ I for every i ∈ [d].
Definition 2.1. For a monomial ideal I and the maximal ideal m = (x 1 , . . . , x d ) of R, let ∂oc(I) denote the set of the monimials in Soc(I) \ I.
Remarks.
(i) By the above Definition 2.1, we have Soc(I) = I ⊕ Span K (∂oc(I)) as a K-vector spaces.
(ii) The image Soc(I) = (0 : m/I) = Soc(R/I) in R/I has a basis as a vector space over K consisting of the images of the monomials in ∂oc(I) (see [Vil01, AF74] .) Hence, ∂oc(I) consists exactly of the maximal monomials in R \ I w.r.t. the divisibility partial order and
Assume for a moment we have a general ideal I and a general maximal ideal m of R. If m does not contain I, then m + I = R and hence for f ∈ (I : m) we have f ∈ f I + f m ⊆ I. Therefore (I : m) = I and so Soc m (I) is trivial. Therefore, for an ideal I and a maximal ideal m of R, the socle Soc m (I) is only of interest when I ⊆ m. Hence, unless otherwise stated, we will always
Most of what we establish from now on about monomial ideals of R = K[x 1 , . . . , x d ] will only use the the monoid [x 1 , . . . , x d ] as a partially ordered set (poset) with the partial order given by divisibility. We present some basic definitions and notations for general posets that we will use throughout the article.
For a poset (P, ≤) recall that C ⊆ P is a chain if C forms a linearly or totally ordered set within (P, ≤). A subset N ⊆ P is an antichain or a clutter if no two elements in N are comparable in (P, ≤).
For a poset (P, ≤) call a subset U ⊆ P an upset, or an up-filter,
For an upset U of a poset P let S d (U ) := max(P \ U ) be the maximal elements of P \ U . For a downset D of a poset P let S u (D) := min(P \ D) be the minimal elements of P \ D.
For a subset A ⊆ P , let U (A) := {x ∈ P : x ≥ a for some a ∈ A} be the upset generated by A, and D(A) := {x ∈ P : x ≤ a for some a ∈ A} the downset generated by A. If A = {a 1 , . . . , a n } is finite, then we write U (a 1 , . . . , a n ) (resp. D(a 1 , . . . , a n )) for U (A) (resp. D(A).)
Recall that Z d has a natural partial order where forã = (a 1 , . . . ,
. This is a generalization of the partial order given in [GP06, Ex. 19, p. 71], and we will henceforth be using "≤" for this partial order " ". The usual componentwise addition +, which makes (Z d , +) an abelian group, respects the mention partial order ≤.
For any fixed pointc ∈ Z d , the map τc :
given by τc(x) =c +x is an order preserving translation, and hence an order automorphism, of the poset (Z d , ≤). The following is easy to obtain.
Further, for any upset
Writing out what the above observation states in terms ofc we get
The map given byp = (p 1 , . . . , 3. Retrieving an upset from maximal elements not in the upset
We will in this section and the following section describe everything in terms of N (1)
, means precisely thatr ∈ U (G) andr+ẽ j ∈ U (G) for each j, whereẽ j is the usual basis vector for R d with 1 in the j-coordinate and 0 everywhere else. Sincẽ r ∈ U (G) andr +ẽ j ∈ U (G) for each given j, then for somep i ∈ G we have r j = p ij −1 < M j . Since this holds for each j, thenr cannot be greater than any element of B * (G) and sor ∈ U (B * (G)) and hencer ∈ U (G * ). Since G ⊆ G * and so U (G) ⊆ U (G * ), we haver +ẽ j ∈ U (G * ) for each j,
, which is finite. We summarize in the following.
which is a finite set, and hence U (G * ) is cofinite.
Note that the S d (U (G * )) corresponds to the socle of the monomial ideal whose generators correspond to G * . The main result in this section is the following.
Before proving Theorem 3.2 we need the following.
Lemma 3.3. Let (P, ≤) be a poset. For an upset U ⊆ P and a downset D ⊆ P we have
Proof. Ifx ∈ D(S u (U )), thenx ≤ỹ ∈ S d (U ). If nowx ∈ U as well, then by definition of an upset we must haveỹ ∈ U , which is a contradiction since U ∩ S d (U ) = ∅. In the same way we obtain
(ii) For a finite set
, wherem is as in (1), which then is a finite set.
For the other direction, we first verify that
) for each i, and sor −ẽ i ≤q for somẽ
Consider a fixed i. Sincer ≤q andr −ẽ i ≤q, we must have
Since this holds for each i, we have thus (3).
, and hence, by Lemma 3.3,r −ẽ i ∈ U (G * ) for each i. If nowr ∈ U (G * ), thenr is a minimal element of U (G * ) and hencer ∈ G * . Hencẽ
Therefore it suffices to show that
Proposition 3.1 U (G * ) is cofinite, and so there is a maximal elementq ∈ U (m) \ U (G * ) withr ≤q.
In this case we have, by the definition of
hence, by previous paragraph,
Remark. The values m 1 , . . . , m d and M 1 , . . . , M d from (1), used to define G * , do not play a major role, except for merely being small and respectively large enough. In fact, ifã ≤m andb ≥M and
, and we then, as in Proposition 3.1, obtain that
which is a finite set, and hence U (G * (ã,b)) is cofinite, and the proof of Theorem 3.2 works verbatim for the following slight generalization. (1), we have
This will be used in the next Section 4.
Note that Theorem 3.2 states that one can retrieve the antichain, or the generating points, G from S d (U (G * )) alone. However, this does not mean that S d (U (G * )) can be arbitrary; the set is derived from the (apriori unknown) set G.
In the next section we use poset duality of Z d to obtain some related results from Theorem 3.2 where we start with an arbitrary antichain Q and show how it corresponds to the socle of a certain monomial ideal.
Up-down duality
As in the derivation of Observation 2.2, for any fixed pointc ∈ Z d , the map ρc :
by ρc(x) =c −x is a reverse-order preserving rotation, and hence an anti-automorphism of the
Clearly ρc is its own inverse, and so we have the following.
is an upset and
, where B * (G) is as in (2). If ρ = ρm +M wherem andM are as in (1), then for any coordinate i we have
Since ρ is its own inverse, there is a unique
Hence, if we define
where for each i min(π i (Q)) = m i + 1 and max(π i (Q)) = M i − 1, and let Q * = Q ∪ B * (Q), then ρ(G * ) = Q * and so by Theorem 3.2 and Observation 4.1 we get
is a finite set, we have by (6) the following dual theorem of Theorem 3.2.
where Q * = Q ∪ B * (Q) and B * (Q) is as in (5). 
So, again, we can define
If now
, and so by Theorem 3.4 and Observation 4.1 we get
Since this holds for anyã ≤m andb ≥M , we have a following dual theorem of Theorem 3.4. (5), we have
where
Remarks.
(i) Note that Theorem 4.3 is valid for anyã,b ∈ Z d that satisfyã ≤m andb ≥M . This will be used in the next section.
(ii) Note that if Q * (ã,b) is given (without the prior knowledge of B * (ã,b)), then we can retrieve B * (ã,b) as in in (7) from Q * (ã,b), and hence the set Q, ifã ≤m andb ≥M . Example. Consider the case d = 3 and the set Q = {(2, 2, 3), (3, 3, 2)} ⊆ N 3 . We use the above Theorem 4.2 to obtain an upset U (S d (D(Q * ))), whose minimal points S u (D(Q * )) ⊆ N 3 0 correspond to the generators of a monomial ideal I where Soc(I) is spanned by the image of M = {x 2 y 2 z 3 , x 3 y 3 z 2 } in R/I, i.e. the monomials corresponding to the set Q, as follows.
By (5) we have here that B * (Q) = {(4, 4, 1), (4, 1, 4), (1, 4, 4)} and hence
, 2), (4, 4, 1), (4, 1, 4), (1, 4, 4)}, and so S u (D(Q * )) = {(2, 2, 4), (2, 3, 3), (2, 4, 2), (3, 2, 3), (4, 2, 2)}. By Theorem 4.2 we now have
Therefore, the monomial ideal I 1 = (x 2 y 2 z 4 , x 2 y 3 z 3 , x 2 y 4 z 2 , x 3 y 2 z 3 , x 4 y 2 z 2 ) ⊆ K[x, y, z] has Soc(I 1 ) spanned by the image of M = {x 2 y 2 z 3 , x 3 y 3 z 2 } in R/I 1 as a k-vector space. Sinceã = (0, 0, 1) ≤ (1, 1, 1) =m andb = (5, 6, 7) ≥ (4, 4, 4) =M in Z 3 , we have for
by Theorem 4.3 that
, 2), (5, 6, 1), (5, 0, 7), (0, 6, 7)))))
as well. Hence, the monomial ideal I 2 = (xyz 4 , x 1 y 3 z 3 , xy 4 z 2 , x 3 yz 3 , x 4 yz 2 ) ⊆ K[x, y, z] also has Soc(I 2 ) spanned by the image of M = {x 2 y 2 z 3 , x 3 y 3 z 2 } in R/I 2 as a k-vector space.
(i) As with many formulae, when it comes utilizing them to compute specific values, the compact forms and shortness is not always a guarantee for a fast evaluation. Conversely, a seemingly ugly expression can many times be much better to use to obtain specific values in a fast and an efficient manner. The computation of S u (D(Q * )), from an antichain Q consisting of k points from N d as in Theorem 4.2, can for each fixed k be done in polynomial time in k alone. In fact, it can be done in O(k d )-time, although the exact or a tight upper bound of its complexity is hard to come by.
(ii) We have so far assumed G,
Zero-dimensional monomial ideals
For a field K, the ring R = K[x 1 , . . . , x d ], the maximal ideal m of R and a monomial ideal I of R, the motivation for this section is the following question. We saw in the last example in the previous Section 4 that both the following ideals of R = K[x, y, z]
have Soc(I 1 ) and resp. Soc(I 2 ) spanned by the image of M = {x 2 y 2 z 3 , x 3 y 3 z 2 } in R/I 1 and resp. R/I 2 as a k-vector space. So Question 5.1 has in general a negative answer. In fact, for any monomial ideal I it is easy to construct a rich family of monomial ideals such that ∂oc(I ′ ) = ∂oc(I)
for any ideal I ′ in that family.
If, however, we assume dim(I) = 0 then, we will see shortly, Question 5.1 has a positive answer.
Zero-dimensional monomial ideals of R = K[x 1 , . . . , x d ] constitute an interesting yet fairly general class of monomial ideals for numerous reasons: the quotient ring R/I is a local ring with a unique prime and maximal ideal, R/I is finite dimensional over k, and their variety consist of a single point0, to name a few. 
In particular, since we have −1 = (−1, . . . , −1) ≤m from Theorem 4.3, then for anyb ≥M we have
We now briefly argue that the upset U (S u (D(Q * (−1,b)))) corresponds to a monomial ideal I of R of dimension zero: first we note that by definition (7) we have
, and so the generators for the upset −1,b) )) for each i, which means that x c i i is an element of the monomial ideal of I that corresponds to U (S u (D(Q * (−1,b) ))), showing that I is indeed of dimension zero.
To see that the zero-dimensional ideal I is unique, it suffices to show that the upset from above −1,b) ))) is the unique upset with Q = S d (U ). Assume I 1 and I 2 are two zerodimensional monomial ideals with the same socle w.r.t. the maximal ideal m of R. As each I i is zero-dimensional, it corresponds to an upset
) and hence by Theorem 3.4 we then get
and henceb 1 =b 2 . Therefore
and so −1,b) ) is generated by an antichain consisting of d + 1 elements 
which means that the upset U = U (S u (D(Q * (−1,b)))) corresponds to a monomial ideal I of the
).
That |S| = 1 means that ∂oc(I) = S contains the unique generator of the ideal Soc m (I) of R/I. , . . . , x we have
we have then r k ≤ b k for each k = ℓ. As this holds for each ℓ we haver ≤b.
Further, forr ∈ S u (D), there is, analogous to Claim 5.4, a permutation σ ∈ S d such that
and r σ(ℓ) = p ℓσ(ℓ) + 1 for each ℓ ∈ I. Sincer ≤b we must by (8) have that r σ(ℓ) = 0 for each ℓ ∈ I and therefore σ(ℓ) = ℓ for each ℓ ∈ I. Hence we have r ℓ = 0 for each ℓ ∈ I. Consequently σ ∈ S(I) I (p 1 ) , . . . , π I (p k ))), which by Claim 5.4 is uniquely determined.
⊓ ⊔
From the above proof we note that if S u (D) = ∅ andr ∈ S u (D), then r σ(i ℓ ) = P ℓσ(i ℓ ) + 1 for 1 ≤ ℓ ≤ k and so r σ(i ℓ ) = P γ(i ℓ )σ(i ℓ ) + 1 for 1 ≤ ℓ ≤ k, or r ℓ = p β(ℓ)ℓ + 1 for each ℓ ∈ I, where β = γ • σ −1 , and sor
. From this we get the following.
Observation 5.6.
If S u (D) = ∅ andr ∈ S u (D) is its unique element, then there is a permutation α ∈ S k such that
The case when k = |Q| = 2. The second special case of k = 2, so Q = {p,q}, is, as we will see here below, simple enough so that we can state some conclusion in a direct and uncluttered manner. The following follows directly from the above Lemma 5.5 and Observation 5.6. we have
For the antichain Q = {p,q} of N 
Note that
In the above display, the first and the last unions are pseudo-partitions and not symmetric, whereas the middle union is symmetric but not disjoint. 
in which case ∂oc(I) = S = {xp,xq}.
Remarks. 
Almost Gorenstein monomial ideals with k ≥ 3
The general case for k = |Q| ≥ 3. We have so far analysed fully the structure of the antichain 
we have
and S u (D) = ∅ otherwise. 
In particular, for ℓ = k we have
and for ℓ = k − 1 we obtain the sets labeled by [â] := {1, . . . ,â, . . . , k} for each a ∈ [k] as follows
Note that when ℓ = 1, so our d-set contains a single elementp a from Q, then we have by this construction that
(i) Note that the sets P C are constructed directly in terms of the sets B a (C) from (10), each which is union of sets A ω from (9).
(ii) The fact that Q is order-generic ensures that the sets B a (C) are all non-empty, which in return will imply that each P C from (11) does not contain comparable elements, and is therefore an antichain, as we will see below.
We clearly have S u (D(Q * (−1,b) )) ⊆ ∅ =C⊆[k] P C , but we have not verified that this union of these sets P C is actually an antichain. By the following two lemmas we will see that this is indeed the case. Proof. Supposer <s sor =s. In this case there is a coordinate, say i 1 for simplicity, with
Suppose that b 1 = a h ∈ {a 1 , . . . , a ℓ }. We first note that h = 1, since if h = 1, then
..,b ℓ } , and so looking at coordinates i 1 and i h we see thatr ands are in this case incomparable, which is a contradiction. Therefore we have that b 1 ∈ {a 1 , . . . , a ℓ }.
By definitions of B a (C) in (10) we then have i j ∈ B a j ({b 1 , a 1 , . . . , a ℓ }) for 1 ≤ j ≤ ℓ and
Hence,r =s must hold. This completes the proof. ⊓ ⊔ Remark. We can say a bit more than in the above proof: since Q is order-generic there is an
. . , a ℓ }) and sõ
or is dominated by an element in P C ′′ where {b 1 , a 1 , . . . , a ℓ } ⊆ C ′′ .
The claims of Lemma 6.3 actually hold in a slightly more general setting:
In this case we can write C = {a 1 , . . . , a ℓ } and
then, sincer ≤s ′ there is a projective images ofs ′ , which we can assume has the forms =
As in the proof of the previous Lemma 6.3, ifr =s then there is a coordinate, say i 1 for simplicity, with p a 1 i 1 < p b 1 i 1 . Also, sincer <s we cannot have b 1 ∈ {a 1 , . . . , a ℓ } and so C ′ = {b 1 , a 1 , . . . , a ℓ } ⊂ {a 1 , . . . , a ℓ }. Since i j ∈ B a j (C ′ ) for 1 ≤ j ≤ ℓ we also get in this case a contradiction to the fact thatr ∈ P C . We summarize in the following Lemma.
r ∈ P C ands ′ ∈ P C ′ . Ifr ≤s ′ , thenr =s wheres is a projective image ofs ′ , and this can only occur when C ′ = C ands ′ =s =r.
By Lemmas 6.3 and 6.4 we have in particular that the union
We therefore have the following.
Proposition 6.5. For an order-generic antichain
where the sets P C are as in (11).
(i) Note that (14) does not hold when Q is not order-generic, since the union on the right is not in general an antichain.
(ii) Although the union on the right in (14) is not, in general, disjoint, it does yield an inclusion/exclusion-like formula for explicit enumeration for an order-generic Q. This will be demonstrated here below for the case k = 3.
The case when k = 3. Here we assume that our order-generic antichain
contains three points. This case, as we will see, is considerably more complicated than the case k = 2.
and
we have by Corollary 6.2 that
if there is a unique permutation α ∈ S 3 with p α(1)i 1 < p α(2)i 1 , p α(3)i 1 ; p α(2)i 2 < p α(1)i 2 , p α(3)i 2 ; and
For {u, v, w} = {1, 2, 3} we will write the parts of [d] as defined in (9) in the following way:
In this way our pseudo-partition of [d] from in (9) becomes:
As S u (Q * (−1,b) is the antichain formed by the maximal elements of all the In order to facilitate our notation and presentation we define the following subsets of [d] , where {u, v, w} = {1, 2, 3}: contain all the three points of Q = {p 1 ,p 2 ,p 3 }, is then given by
When {u, v, w} = {1, 2, 3} then we have
and hence the set Pŵ = P uv of points in S u (Q * (−1,b) formed by the sets S u (D) where D contains exactly two pointsp u andp v are by (13) given by
Lastly, the set of points in S u (Q * (−1,b) formed by the sets S u (D) where D contains exactly one pointp i ∈ Q is given by
Note that for {u, v, w} = {1, 2, 3} we have
and hence by Lemma 6.3 we have the following.
Claim 6.6. Two pointsr ∈ P {u,v} ands ∈ P {u,w} are comparable in Z This claim together with (17) makes it possible to enumerate the maximal elements in the union P {u,v} ∪ P {u,w} in a direct manner.
By symmetry and the above Claim 6.6 we have that if two points in P {u,v} and P {v,w} respectively are comparable, then the must be equal, say to (p ui + 1)ẽ i + (p vj + 1)ẽ j where (i, j) ∈ A uw,v × B v .
Since (B u × A vw,u ) ∩ (A uw,v × B v ) = ∅ we have, in particular, that no three points in P {u,v} , P {u,w} and P {v,w} respectively, are pairwise comparable in Z d 0 . Lastly, consider the sets P {1} , P {2} and P {3} from (18). Since for any distinct u, v ∈ {1, 2, 3} we
then clearly two comparable elements in P {u} and P {v} respectively must be equal. Also note that
Convention. For an upper case letter X ∈ {A, B} we denote the cardinality of X * , X * by the corresponding lower case boldface letter x * and x * respectively, so |A 12,3 | = a 12,3 , |B 2 * | = b 2 * etc.
With this convention we can now list and also enumerate the elements in S u (Q * (−1,b) by the inclusion/exclusion principle in the following. 
where P {1,2,3} , P {u,v} and each P {u} are as in (16), (17) and (18) Remark. Unlike the presentation in Proposition 5.8 and Corollary 5.9 the presentation for the antichain S u (D(Q * (−1,b))) as a union in Proposition 6.7 is symmetric, however it is not a disjoint union, as that would be quite convoluted and confusing. Just to quickly iterate that we are not gaining anything by allowing K-linear combination when considering monomial ideals, we note that that for a monomial ideal I = (xp 1 , . . . ,xp k ) ⊆ R the set of its generators M = {xp 1 , . . . ,xp k } is always a Gröbner basis for I w.r.t. any term order on
As a result, a fully reduced polynomial f ∈ R \ {0} is exactly a linear combination of fully reduced monomials w.r.t. I, that is, those monomials that do not reduce to zero in R/I. In particular we have the following. In this section we show that even in these mentioned seemingly restrictive case, we have managed to capture many of the interesting combinatorial properties of the socle of a general ideal w.r.t. a maximal ideal.
First we recall some notations and facts from commutative ring theory. For an ideal I ⊆ R let √ I = {f ∈ R : f n ∈ I for some n ∈ N} denote the radical of I. For a field K and
then V (I) = {ã ∈ K d : f (ã) = 0 for all f ∈ I} is the affine variety defined by I. For a subset p i is an ideal, then I ⊆ p i for some i.
q i which we can assume to be minimal (or reduced). For each i let p i = √ q i be the associated prime ideal. The set { p 1 , . . . , p k } of associated primes of the ideal I is uniquely determined by I and is always a finite set.
Suppose m ⊆ R is a maximal ideal containing the ideal I is such that Soc m (I) is nontrivial, so If now K is algebraically closed, then by Theorem 7.2 we have a bijective correspondence between pointsã ∈ K d and maximal ideals mã = ( Corollary 7.7. If K is an algebraically closed field and
then for all but finitely many pointsã ∈ V (I) the socle Socã(I) = I is trivial.
Also, directly by Proposition 7.5 do we have the following corollary. At this point two natural questions arise:
(1) What ideals I ⊆ R have their socles Socã(I) trivial for allã ∈ V (I)?
(2) Knowing just the socle Socã(I) of an a priori unknown ideal I of R, can we retrieve the ideal I?
In general, the second question has a negative answer. However, in numerous specific cases the answer is positive, for example if we know I has dimension zero, or if we know the socle to be trivial.
We When I is generated by two or more elements from R, things are, needless to say, more involved, and it seems we must apply the Euclidean algorithm to obtain Gröbner bases for the ideal, in order to conclude something fruitful -we leave that as a question in the next section.
Summary and further questions
We briefly discuss some of the main results in this article and post some some relevant and motivating questions. In Section 5 we focused on Artinian monomial ideals and obtained some structure theorems for zero dimensional local type k rings R/I where I is a monomial ideal and k = 1, 2.
In Section 6 we obtained some results for zero dimensional local type k rings R/I when k ≥ 3 and where we assumeed ∂oc(I), or rather the power points of the corresponding monomials, to be order-generic. This yielded a specific enumeration of the minimal generators of I in Proposition 6.7.
In the last Section 7 we stated some observations about socles of general ideals of Noetherian rings and argued that a lot of the interesting combinatorics really is captured by monomial ideals.
There are still many questions worth considering related to what has been covered. 
