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Abstract
Micro-level pedestrian simulation has the potential to provide a deep insight into the behaviour of
people in public spaces. This allows researchers and practitioners to experiment with improvements
to these spaces which can lead to more efficient, less stressful journeys for pedestrians. However,
in order to simulate the behaviour of a public space, a great deal must be known about the existing
conditions. Herein lies the problem. In all but the most trivial cases, gathering a sufficient quantity
of information in order to calibrate a simulation can be extremely time-consuming and error prone.
Currently, researchers and practitioners have four broad approaches for collecting this information:
human-based observation, point-counting devices, human-based video analysis and computer-vision
based video analysis. Here, this research discounts the possibility of utilising electronic positioning
data such as those generated by Bluetooth and Wi-Fi. This is due to the difficulty that researchers
and practitioners may have in acquiring such a dataset and that passenger profiling cannot be easily
undertaken with this technology.
Human-based data collection approaches suffer from speed and accuracy issues, although, they
also provide the greatest level of detail. Point-counting devices, on the other hand, offer higher levels
of accuracy, but lack the ability to provide finer levels of detail. An alternative option, computer-
vision based video analysis, can offer practitioners and researchers the best of human-based methods
and point-counting devices without the drawbacks. However, implementing a pedestrian trajectory
analysis tool is a daunting task and few are willing to outlay the time required to fully understand
the prerequisite computer-vision field. To this end, this research has delivered a framework and an
associated library which greatly reduces the barrier to entry into the field of computer-vision based
pedestrian trajectory analysis.
The framework, presented here, can be used as a template for other practitioners and researchers
who wish to build their own tools in any language. This is targeted at those who can’t afford to invest
many months in the pursuit of computer vision knowledge. Furthermore, a C++ library, developed
alongside the framework, provides programming primitives that can be used to quickly build a high
frame-rate pedestrian tracking and trajectory analysis tool, without having to start from scratch. As a
result of this research, the barrier to entry into the field of computer-vision based pedestrian trajectory
analysis has been greatly lowered.
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Chapter 1
Introduction
The research presented here, aimed to produce a computer vision framework that could be used to
automatically identify and record the trajectories of individual pedestrians in public spaces. There are
a large number of questions surrounding the ways in which pedestrians utilise public spaces but due
to the difficulty of observing many individuals simultaneously and unaided, these can go unanswered.
For example, an understanding of micro-level pedestrian behaviours and movements in public spaces,
such as transit hubs, can lead to improved designs and a more efficient built environment. The
development of a computer vision pedestrian trajectory analysis framework would allow researchers
and practitioners to study and record the behaviours of pedestrians in public spaces, with a higher
fidelity and while using fewer human resources. This research will also provide insight into areas
which may have previously been too difficult to investigate.
Presently, if researchers wish to gain an insight into the movements and behaviours of pedestrians
in public spaces, a combination of point-counting techniques and human-based observations will
be employed. However, this can be an extremely time-consuming task and require many human
data-collectors and expensive equipment to undertake. Furthermore, the information collected at one
station with respect to a single pedestrian cannot be easily traced back to another station with respect
to that same pedestrian. This makes it difficult to identify trends and behaviours which begin at the
level of the individual pedestrian. To this end, the main motivation of this research was to provide
researchers and practitioners with the means to link the observations at a given service point with an
individual pedestrian.
A secondary motivation of this research was to reduce the time and effort required to gather such
a comprehensive data set. Studies that require continuous observations of long term trends (on the
order of weeks, months or seasons) with pedestrian profiling or linking between observation stations
are currently very difficult to undertake. Human data collectors have a limited stamina and can only
record a limited number of observations over a limited area, thereby eliminating the possibility of
using this technique to record continuous data over a long period. Furthermore, a commonly made
mistake is that video of crowded public area can be collected and analysed by hand at a later date,
with ease. The research undertaken here demonstrates that this approach is intractable as the time
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required to perform this post-capture analysis quickly becomes excessive, even with the aid simple
computer-based tools. Therefore, the pedestrian trajectory analysis framework presented here, seeks
to reduce the barrier-to-entry that many researchers and practitioners must address when seeking to
analyse the movements and behaviours of pedestrians in public spaces.
To accomplish the goals of this research, a number of key objectives were identified. First and
foremost, an understanding of the limitations of current manual and semi-assisted data collections
methods had to be quantified. This would provide researchers and practitioners with precedence for
choosing their own method of data collection in the future. Following this, a programming-language
agnostic framework, programming primitives library and a demonstration application would have to
be developed. A guide for collecting video which is suitable for analysis with computer vision would
also need to be created. With these goals completed, a precedence for utilising this technology would
have been set and the barrier to entry greatly reduced. To summarise, the objectives of this research
were to:
• Identify and quantify the limitations of existing manual and semi-assisted data collections
methods;
• Develop the pedestrian trajectory analysis framework, an associated programming library and
application for demonstration purposes; and
• Create a guide for collecting video which is suitable for analysis with computer vision.
Meeting the aforementioned objectives would require overcoming many challenges. Computer
vision is still an emerging field of research, and while it has been successfully applied to a range of
diverse practices, few efforts have been focussed on the trajectories of pedestrians. Furthermore, the
intended audience of the framework are researchers and practitioners who have little-to-no experience
with computer vision. Therefore, the framework had to be developed with ease of use in mind
and independent of any one programming language. A demonstration of the framework would also
have to be made for it to be considered an acceptable alternative to current methods, to this end
the demonstration application would have to be able to process the data quickly. The best way to
accomplish this was found to be making efficient use of the resources available with modern personal
computers and developing a programming primitives library which could be reused. By identifying
and overcoming these challenges, this research was able to meet the objectives.
At the outset of this research, there were several underpinning questions upon which the success
of this project was hinged. The most prominent questions surrounded the current state of computer
vision research. How much of the required technology had already been developed? Based on the
current state of computer vision, would it be possible to achieve the goals of this research? Would it
be possible to develop a pedestrian trajectory analysis application for a personal computer and would
it outperform human based data collection methods? These questions could only be answered by
experimenting with and testing the claims of previous computer vision research. In the case that
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any of these questions were answered in the negative, the outcome of this research would have been
unwelcome.
Accomplishing the goals of this research required a highly circular approach. Due to the volume
of prior computer vision research, existing techniques would be evaluated, re-created and tested for
performance. Only when the claims of a piece of technology or a methodology were substantiated,
could the suitability for integration into the framework be considered. After developing an awareness
of the capabilities of the existing technology, it was recognised that the problem of developing a
pedestrian trajectory analysis framework had to be approached by breaking the task down into three
distinct phases. The Localisation, classification and tracking phases each deal with a set of unique
serial problems. The problems identified in each phase must be addressed prior to the commencement
of the successor phase. However, it was often the case that in the course of addressing the problems
in one phase, the design of the preceding phase would have to be reconsidered, leading to the circular
workflow.
The first phase, localisation (Figure 1.1A, C), was designed to determine the initial position of
pedestrians as they would enter the video frame. It was found to be critical to the latter two phases
that the original location of each pedestrian would be known, otherwise the tracking effort could not
be instantiated, and classification could not be used. The second phase, classification (Figure 1.1B),
was used to both ensure that a salient region found during the localisation phase was human as well
as to infer the presence of higher level features (e.g. pedestrians carrying luggage). Tracking was the
last phase and was responsible for estimating the movement of pedestrians across the video frame in
addition to flagging any interactions between the pedestrians and the surrounding environment.
This thesis discusses the work undertaken and the findings of this research in the following order.
First, an examination of the previous attempts at analysing the trajectories of pedestrians is completed
(Chapter 2). By reviewing and identifying the shortcomings of these approaches, a basis for examin-
ing technology which would improve these previous attempts was established. Chapter 3, therefore,
examines and critiques the current state-of-the-art computer vision technology. Following the review
of computer vision technology, Chapter 4 discusses the method and technology used to develop the
pedestrian trajectory analysis framework, library and demonstration application. Chapter 5 goes on to
establish a precedence for capturing video which would be suitable for analysis with this framework.
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Figure 1.1: A pedestrian trajectory analysis application was developed with the framework pro-
duced by this research. (A) Localising a pedestrian. (B) Tracking a pedestrian. (C) Examining the
performance of an application developed, based on the framework.
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Chapter 2
Critical Review of Previous Pedestrian Track-
ing Automation
Many attempts to automate the tracking of pedestrians in video have been made prior to this work.
Although many of these attempts have made significant contributions to the field of pedestrian track-
ing and trajectory analysis, all of the solutions reviewed here fall short in one way or another. The
intention of this chapter is, therefore, to examine a number of prominent solutions and identify their
shortcomings. This information will both serve as a benchmark for the current state-of-the-art trajec-
tory analysis frameworks and a target for improving upon in the course of this research.
2.1 Teknomo’s Pedestrian Tracking Tool
One of the first attempts to use computer vision as a means of analysing pedestrian trajectories in
video was undertaken by Teknomo (2002). The goal of Teknomo’s research was to gain insight into
the micro-level movements of pedestrians, which could later be used to calibrate and validate an
agent-based simulation. This novel approach used a localisation step to find the initial locations of
pedestrians and a tracking step to follow their movements. The localisation method was based on
a background subtraction algorithm, and the tracking stage made use of a number of rudimentary
termination events. However, at the time that Teknomo’s research was undertaken, there were few if
any, classifiers that were able to positively identify humans in images. As a result, this framework
would have had a difficult time rejecting false detections, meaning that all trajectories would have to
be examined by a human to ensure that they are valid. Furthermore, due to the lack of a classifier,
this framework would also not be able to make many automatic inferences about the characteristics
of the people being tracked.
As discussed by Teknomo, the results of his pedestrian trajectory analysis framework are mixed.
One of the most significant problems that was not addressed was the ability to successfully localise
pedestrians who travelled in tight groups (i.e. they were identified as a single object). Additionally, in
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events where pedestrians crossed paths, the resulting occlusion would disrupt the tracking algorithm
and in some cases, result in the loss of both tracking subjects. It was estimated that the error rate
of the framework was as high as 25-50 percent due to the occlusion problem alone. Unfortunately,
owing to the apparent unreliability of the framework, this method of trajectory analysis had to be
abandoned in favour of a manual tracking tool, which required the input of a human.
2.2 Jiang et al.’s Framework
The trajectory analysis framework, proposed by Jiang et al. (2010), uses a combination of a sliding-
windows in conjunction with a Histograms of Oriented Gradients (HOG) classifier to localise pedes-
trians as well as a Kalman filter to estimate motion. It was the intention of the authors to use their
framework to gain insight into videos of pedestrians and quickly analyse their trajectories. The au-
thors also claimed that their work could handle partial occlusion. However, this particular method of
tracking pedestrians is very slow and error prone. The methods used to localise and track pedestrians
in this paper are less than best-practise for the time it was published, but are worth discussing due to
the frequency at which other authors incorporate similar methodologies.
To begin with, this trajectory analysis framework first determines the location of a pedestrian by
scanning a frame with a sliding window and classifying each region as either positively containing
a human, or not. For reasons which are discussed in depth in Section 3.2.2, HOG is not a reliable
means of classifying an image region, due to the frequent occurrence of false positive detections.
Furthermore, HOG classifiers are somewhat computationally intensive and would take a much longer
time to estimate the initial location of pedestrians, than an approach which uses background subtrac-
tion. Once pedestrians have been localised in one frame, the next frame is analysed with the same
sliding-window HOG approach and a new set of localised positions are found. A Kalman filter was
then used to estimate the motion of the previous set of detections to the new set.
Instead of having two separate, localised instances of detections and interpolating the movement,
Jiang et al. (2010) would have been better off incorporating the Multiple Instance Learning (MIL)
tracking algorithm into their framework. MIL, introduced by Babenko et al. (2009), includes a
discriminative classifier which has the ability to distinguish between foreground and background
elements. Jiang et al. could have used the initial localised instance of a pedestrian to start a MIL
tracking effort, which would have limited the shortcomings of the sliding-window HOG localiser. It
should also be noted that this framework lacked any means of dealing with false positive detections.
2.3 Benfold and Reid’s Tracking Tool
Similar to the approach of Jiang et al. (2010), Benfold and Reid (2011) made use of a sliding-window
HOG classifier to determine the locations of pedestrians. However, instead running the classifier
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over every new frame, and interpolating the movement, the authors only used the initial pedestrian
locations to start a Kanade-Lucas-Tomasi (KLT) tracking event. By 2011 there were more robust
tracking algorithms than KLT available but the authors were seeking to develop a real-time trajectory
analysis application, and therefore, opted for a less computationally intensive algorithm. Despite the
shortcomings of this approach, it is still worth discussing here due to the fact that the paper recognises
the difficulties associated with real-time tracking and makes an attempt to solve them.
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2.4 Goals for Improving Upon Previous Work
Based on the shortcomings of the literature reviewed, the following goals have been identified:
• Introduce an object classifier to automatically confirm what has been detected;
• Avoid the use of Histograms of Oriented Gradients (HOG) as a classification method;
• Use a robust localiser to separate pedestrians who walk in groups;
• Avoid the use of sliding-window localisers;
• Handle occlusion events; and
• Account for, and handle, lost tracking efforts.
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Chapter 3
Review of Computer Vision Technology
There are three primary groups of image processing operations that are required to develop a pedes-
trian trajectory analysis tool. Firstly, the position of potentially salient objects in a video frame must
be determined, this step is known as localisation. Following localisation, the potentially salient re-
gions must be classified to ensure that they contain the type of object that the user is searching for.
The last required operation, tracking, is used to estimate the motion of objects between frames. It is
also worth noting that there are many existing computer vision libraries with robust implementations
of these algorithms that be easily incorporated into an existing project.
3.1 Localisation
Before the tracking operation can begin, the initial location of a pedestrian must be found, this is
known as localisation. There are many means of performing localisation and each method is suited
to different environments. One of the first steps required to perform localisation involves separating
the salient features in the foreground of a video frame, from the elements in the background. A
number of algorithms exist which can successfully isolate the foreground from the background, but
it is important to understand which algorithm to employ in a given situation. Furthermore, the lowest
computational-cost algorithm, which also returns reasonable results should be employed to avoid
unnecessary blowouts in processing time.
The background of a video can be broadly classified into one of three categories: completely
static, quasi-dynamic and dynamic. By far, the easiest category to work with is the completely static
background. In this case, no elements in the background move and a static-background subtraction
algorithm can be applied. Completely static backgrounds are typical in indoor areas. Outdoor areas,
on the other hand, are more likely to have quasi-dynamic backgrounds. In the case of quasi-dynamic
backgrounds, the majority of the background remains motionless, but small perturbations in foliage
caused by wind, as well as sharp changes in lighting due to cloud coverage must be accounted for.
While being more computationally costly than static background subtraction, active background sub-
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traction is best used to deal with these environments.
The last background category is perhaps the hardest to deal with. If a camera is not stationary,
then active background subtraction will fail to isolate the foreground. Instead, Convolutional Neural
Networks can be employed to recognise and separate foreground and background elements (Long,
Shelhamer & Darrell 2015). However, this comes at a high-cost. Firstly, a neural network must be
designed and then trained on a large data, a task which could take many weeks or months (Strigl,
Kofler & Podlipnig 2010). With a fully-trained and robust neural network, users will still require
specialised hardware in order to run the network at a reasonable speed. At the time of writing this, a
high-end NVIDIA Graphical Processing Unit is the device of choice for running neural networks at a
suitable speed. If these requirements can be fulfilled, insight into highly complex environments can
be found.
3.1.1 Static Background Subtraction
Static background subtraction firstly requires an image of the empty background. In the case that
the video frame isn’t perpetually occupied by pedestrians, then the video can be searched for a com-
pletely empty frame. However, there are many cases where background images cannot be simply
retrieved from the video. When this is the case, an empty background image can be reconstructed
from the video feed as a collage of empty regions. A method of performing this reconstruction was
introduced by KaewTraKullPong and Bowden (2002) which involves sampling each frame in a video,
then weighting and averaging the contribution of each pixel. Once the background image has been
obtained, isolating the foreground from the background is as simple as performing an elementwise
subtraction on a video frame with the background image.
3.1.2 Active Background Subtraction
In more complex cases, where the background is quasi-dynamic, active (sometimes known as adap-
tive) background subtraction algorithms must be employed. Stauffer and Grimson (1999) introduced
one of the first successful active background subtraction algorithms. This algorithm had the ability to
compensate for moving leaves, lighting changes, adverse weather events like rain and snow as well
as other long-term scene changes. Furthering the field of active background subtraction, Power and
Schoonees (2002) made corrections to the framework introduced by Stauffer and Grimson while also
providing a more comprehensive explanation of the processes involved.
3.1.3 Localisation with Convolutional Neural Networks
In cases where the background is dynamic, which typically occurs when the camera isn’t stationary,
a convolutional neural network (CNN) can be used to isolate the foreground from the background.
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There are two main means of separating foreground objects from the background. The first method
involves sliding a classifier window over the frame and relying on a trained CNN with binary outputs
(i.e. positive or negative, to determine if a feature is present (Figure 3.1A)). The second method,
known as scene segmentation, instead, examines the image as a whole and attempts to classify entire
regions.
Sermanet et al. (2013) is perhaps the most significant implementation of the CNN/sliding window
approach owing to the fact that it won the ImageNet Large Scale Visual Recognition Challenge in
2013. However, this method has some serious drawbacks. Firstly, instead of examining the entire
scene in the frame in one step, many steps are required to slide a classifier window over the image.
Following this, the multiple positive regions will usually be found around a single salient object, this
will then require the centroid of each positive window to be averaged to find an estimated position
(Figure 3.1B). As a result, it is very difficult to localise humans in a crowd as positive detection
windows for multiple objects will overlap. Furthermore, this is one of the most computationally
costly means of localisation.
Figure 3.1: (A) The sliding window approach involves sliding a window of roughly the same size as
person over the image and classifying each window region. (B) Many positive windows will be found
around a salient object.
Scene segmentation overcomes many of the drawbacks associated with the sliding window method.
Instead of estimating the centroid of a salient object based on a number of positive windows, scene
segmentation identifies, with great precision, the regions likely to contain a positive feature. Long et
al. (2015) successfully trained a convolutional neural network to examine scenes and directly identify
these positive regions (Figure 3.2). In addition to the higher localisation accuracy when compared
with the sliding window method, the ability to classify an entire frame in a single step greatly reduces
the processing time. There are still, however, some limitations associated with this method. If the
salient objects are too tightly packed, then further processing work will have to be undertaken to
isolate individual objects.
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Figure 3.2: Scene segmentation identifies specific regions which are likely to contain salient objects.
Here, two different segmentation algorithms are compared against the ground truth and original
image. Image taken from (Long, Shelhamer & Darrell 2015)
3.1.4 Distance Transformation
Crowded environments are amongst the hardest to perform accurate localisation. Salient regions can
clump together which can make it hard to isolate individual objects. If an accurate foreground mask
can be produced, then the salient regions can be reduced to a skeletal representation, based on the
intensity centre-of-mass. This is known as distance transformation (Figure 3.3). One of the most
prominent methods of performing a distance transformation was introduced by Meijster et al. (2002).
The algorithm concurrently and independently calculates the distance transform first on the rows of
the image, then performs the same operation on the columns of the image. As a result of this work,
a distance transformation can be carried out very quickly by utilising all the resources of a modern
processor.
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Figure 3.3: The distance transformation operation can help to separate objects in tightly packed
salient regions.
3.2 Classification
In the case that a non-convolutional neural network localisation method has been used to isolate fore-
ground objects, little-to-no certainty can be held about the true nature of the detection. For example,
other moving objects such as trolleys, ladders and carts can also be present in the foreground. To
this end, a means of classifying the object (i.e. human, non-human) is crucial to the success of a
pedestrian trajectory analysis application. Classifiers can be broken down into two categories: broad
feature classification and narrow feature classification. Narrow classifiers attempt to infer the class
of an object based on a small number of features, making them susceptible to false positives. Broad
classifiers, on the other hand, examine many features and even compound lower-level features to
make inferences. By far, the most robust classifiers are broad classifiers and should be used in all
modern computer vision applications.
3.2.1 Convolutional Neural Networks
Convolutional Neural Networks (CNN) have emerged recently as one of the most robust means of
classifying objects in images. These neural networks examine a comprehensive set of features in
an image in order to infer the class of a given object, which place them in the category of “broad
feature classifier”. When a classifier is initially trained, the network learns to recognise the very basic
components of images: gradients and textures. As the learning progresses, the network is able to
recognise components which are comprised of the lower level features; in the case of a human, for
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example, eyes, arms, legs, torso, etc. Then at the later levels, the network can understand that the
positive human class would be comprised of eyes, arms, torsos and legs (Figure 3.4). This provides a
much higher certainty that a positively classified region, is in fact, a true positive.
Figure 3.4: Convolutional neural networks recognise objects based on a hierarchy of lower-level
features.
Implementing a CNN is, unfortunately, a very time-consuming and error prone endeavour. First,
a network must be designed and programmed, then a positive/negative labelled image database of
perhaps thousands of objects must be collated. Following this, the network must be trained and
verified. It is entirely possible that this procedure from start to end could take many months, time
which is not necessarily available to all researchers and practitioners. Instead, it is possible to use a
pre-trained neural network and then simply re-train the last layer to recognise a desired object. As the
preliminary layers of a CNN are generally going to be the same (comprised of simple gradients and
textures) an existing network with a retrained final layer can save a great deal of time. The Inception
V3 Architecture, developed by Szegedy et al. (2016), offers the possibility of retraining the final
layer of a pre-trained network.
3.2.2 Histograms of Oriented Gradients and Why They Should be Avoided in
Modern Computer Vision Applications
A method of recognising and classifying objects in images based on gradient patterns, known as
Histograms of Oriented Gradients (HOG), was introduced by Dalal and Triggs (2005). This method
reduces an image, or region of an image, into intensity gradients and bins the gradients based on
the orientation. A support vector machine (SVM) can then be trained on the gradient patterns of a
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positive/negative database to recognise new positive instances of a given class. Based on the distri-
bution of gradients, the presence of a given object in a region could either be accepted or rejected.
However, this method is very prone to the phenomenon of Pareidolia, where patterns which resemble
the positive class, are mistaken for a true instance of that class.
Vondrick et al. (2013) examined the predisposition of HOG to incorrectly classify image regions
that appeared to share nothing in common with the true class. Dubbed “HOGGLES” the algorithm re-
verse engineered the HOG method and produced greyscale, human readable images of HOG patterns.
An example of this is shown in Figure 3.5, here the HOG method has falsely classified waves on the
surface of a body of water as a car. The HOGGLES algorithm sheds light on this false classification
by producing another image, based on the HOG breakdown, which shows that the regions do appear
to be a car. The real result of the HOGGLES algorithm was to highlight that narrow-feature classifiers
are unreliable and that more comprehensive classifiers should be utilised wherever possible.
Figure 3.5: Small waves on the surface of a body of water can be recognised as car. The HOGGLES
algorithm produces a human readable interpretation of the HOG image breakdown, shedding light
on the frequent false positives. Image taken from (Carl Vondrick et al. 2013)
As part of the initial exploration of computer vision tools an application was developed to train
HOG-SVM classifiers. It was the intention that these trained classifiers could later be used to make
inferences about other objects found in video scenes (Figure 3.6). During this process, an error in
the original HOG paper was discovered. The authors of the original HOG paper suggest that a linear
SVM can be used to distinguish between positive and negative features. However, as can be seen in
Figure 3.7, the positive range of data appears to be a subset of the negative range. This is actually
very intuitive, the negative image data set will have many different gradient orientations in many
different distributions (i.e. the negative data set should approximate the range of all possible gradient
distributions). To this end, a radial basis kernel (RBF) must be used to isolate the bounds of the subset
instead of a linear kernel, which can only separate the two datasets by a single cut-off value.
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Figure 3.6: An application was developed to train an SVM to recognise patterns produced by a HOG
classifier.
Figure 3.7: Linear SVM classifiers are unsuitable for distinguishing between positive and negative
features in an image.
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3.3 Tracking
There are a number of tracking algorithms available to researchers and practitioners, each with their
own benefits and drawbacks. By far, the most important development in the field of object tracking
in recent years, has been the inclusion of a learning classifier. Earlier tracking algorithms such as
the Kanade-Lucas-Tomasi (KLT) algorithm, which was developed over the course of two separate
papers, (Tomasi & Kanade 1991) and (Lucas & Kanade 1981), would quickly begin to fail as an
object transformed. This presents a problem for the field of pedestrian tracking, as the appearance of
pedestrians shifts as they move past the camera. All of the algorithms, presented here, use some form
of learning classifier in order to overcome the problem of lost tracking efforts due to the evolving
appearance of pedestrians.
3.3.1 Multiple Instance Learning
Multiple Instance Learning (MIL) was one of the first tracking algorithms to employ a learning clas-
sifier and thus open up the possibility of tracking an evolving object. First described by Babenko et
al. (2009), the MIL tracking algorithm boasted reasonable accuracy as well as the ability to perform
at real time speeds. Importantly, MIL addressed a problem common to learning classifier tracking
algorithms at the time, the issue of error accumulation and subsequent classifier degradation. This
error accumulation would eventually result in the loss of a tracking subject as the classifier was no
longer able to identify the object. As a result of the MIL algorithm, researchers and practitioners
could now track objects for a prolonged period of time with reasonable accuracy.
3.3.2 Tracking Learning Detection
Similar to the MIL algorithm, Tracking Learning Detection (TLD) also employed an error correcting
approach to developing a learning classifier. As the name suggests, the algorithm features three
phases: tracking, learning and detection. Firstly, the motion of an object between two frames would
be estimated, the detector would then localise each instance of the object that had been observed up
to the current point and correct the tracker if necessary. The learning phase would estimate the errors
in the detector, which would then update the detector to avoid the same errors in future iterations. At
the time of introduction, TLD (Kalal, Mikolajczyk & Matas 2012) made significant improvements
over the existing algorithms.
3.3.3 Structured Output Tracking with Kernels
Structured Output Tracking with Kernels (Struck) introduced by Hare et al. (2012) is a classification-
based tracking algorithm which uses a support vector machine to provide adaptive tracking. When
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Struck was first introduced, it was one of the most accurate tracking algorithms with a mean, raw-
pixel precision of 53%. The CPU only implementation of the Struck algorithm had an average pro-
cessing speed of 21 frames per second, whereas the CUDA (GPU) implementation could run at a
mean frame rate of 146 frames per second. Until the introduction of Kernelised Correlation Filters,
Struck was one of the quickest and most accurate tracking algorithms available.
3.3.4 Kernelised Correlation Filters
One of the most popular and robust implementations of the Kernelised Correlation Filters (KCF)
method of tracking was introduced by Henriques et al. (2015). KCF employs a simple learning-
classifier which has the ability to distinguish between background and foreground elements. The
authors claim that the algorithm outperforms the previous best-in-class trackers Struck and TLD,
while doing so at a rate of hundreds of frames per second (CPU only) with a mean, raw-pixel precision
of 56%. Further adding to the merits of KCF is the fact that the algorithm can be implemented in just
a few lines of code. At the time of writing this, KCF is one of the best available tracking algorithms
in terms of both speed and accuracy.
3.4 Computer Vision Libraries
There are many freely available computer vision and machine learning libraries which provide image
processing primitives for those who would wish develop their own applications. These libraries
accommodate a wide range of needs common to most computer vision applications: containers for
storing images, methods for manipulating and transforming images as well as basic GUI interfaces.
By incorporating these libraries into computer vision tools, a great deal of work can be saved and
applications can be developed in a relatively short period of time. Three of the most prominent
libraries are discussed here: OpenCV, DLib and TensorFlow.
3.4.1 OpenCV
One of the most popular contemporary computer vision libraries is OpenCV (Bradski 2000). First
developed by Intel, the library is now open source and has over 15 million downloads with a large
community of active contributers. This library implements many of the lower level features needed
to develop a computer vision application, including image storage containers, image/video rendering
tools, image/video IO and over 3000 complex computer vision algorithms. As a direct result of
this library, the barrier to entry into the world of computer vision application development has been
significantly reduced.
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3.4.2 DLib
Created by Davis King (2009), DLib focuses on the applications of machine learning in the field
of image processing. This library also offers implementations of cutting edge computer vision al-
gorithms such as Kernelised Correlation Filters (tracking algorithm), as well as machine learning
tools like support vector machines and neural network primitives. Although this library is not as
comprehensive as OpenCV, DLib is still a source of implemented, robust computer vision utilities.
3.4.3 TensorFlow
TensorFlow is a machine learning and heterogeneous distributed computation framework that was
initially developed at Google (Abadi et al. 2016). One of the challenges of writing computer vision
and machine learning applications is providing support across a wide range of hardware and operating
system environments. TensorFlow has the capability to scale an algorithm to run on devices as
simple as smart phones and tablets all the way up to large-scale distributed systems with hundreds
of machines. This makes the library especially useful for developing neural networks that might
require a great deal of computational power to train, but with which the developer intends to run on a
workstation computer.
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Chapter 4
Methodology for Building a Pedestrian Track-
ing and Trajectory Analysis Application
Human-based pedestrian data collection can be tedious at best, at worst, it’s a barrier to carrying out
research. Depending on the environment, a human data collector can track no more than a hand-
ful of people simultaneously. This fact immediately excludes the possibility of performing certain
micro-level investigations in even moderately busy areas such as airport terminals, transportation sta-
tions/hubs and shopping centres. Alternatively, video of these areas can be collected and analysed by
hand at a later time, but this method can be just as tedious and error prone. Depending on the average
length of time pedestrians spend in view of the camera and the number of pedestrians passing through
the view, a great deal of time can be spent evaluating even very short videos. In order to be able to
efficiently analyse the trajectories and interactions of pedestrians in a public space, humans-based
analysis must be replaced.
The individual components of technology, required to develop an automated pedestrian trajectory
analysis tool exist, and are already in wide-spread use. However, what is lacking is a framework
for combining the existing technology into a single, cohesive tool. Presently, if a researcher were
seeking to make use of existing computer vision technology for their own pedestrian research, many
months would have to be devoted to understanding the field of computer vision and developing a
robust system. This is a significant barrier to entry and one which many researchers may choose
to avoid. Consequently, the scope of research involving some component of pedestrian trajectory
analysis, may be reduced, for fear of entering an intractable cycle of data-collection and analysis.
To reduce the barrier to entry and promote the wide-spread use of computer vision based trajectory
analysis, this research has resulted in the development of a framework which others can use to build
their own tools.
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4.1 Manual Analysis of Pedestrian Video
The use of human data collectors in pedestrian environments can be inefficient and highly error-prone.
However, the manual analysis of pedestrian trajectories in a video can be a suitable solution for small
projects with uncrowded environments and low volumes of pedestrians entering the video frame.
There is one caveat to this suggestion, though. The trajectory analysis effort must be supplemented
with a system that can keep track of which pedestrians have been recorded and which are yet to
be recorded, otherwise the validation of the trajectory dataset will be close to impossible to carry
out. Such a system must also be able to save the trajectory analysis effort and load it at a later date,
without strictly requiring input from the previous operator. The earliest incarnation of the pedestrian
trajectory analysis framework was based upon the idea that a human could be used as the main video
processing element.
A need for developing a pedestrian-video analysis tool arose when attempting to analyse a lengthy
collection of video, captured at an airport. After attempting to analyse the footage unaided with the
intention of populating a spreadsheet with micro-level details of each passenger, it was quickly dis-
covered that this approach was too error prone. Without means of keeping track of which pedestrians
had already been profiled, the risk of missing or duplicating a pedestrian profile was very high. Fur-
thermore, the results of one profiling effort could not easily be validated by another researcher. As a
solution to this problem, a simple tool which allowed researchers to manually click on the position
of a pedestrian and save the location for later, was developed. The tool, dubbed “PedTracker”, solved
the issues surrounding accuracy and validation (Figure 4.1).
Figure 4.1: “PedTracker” a tool for manual pedestrian tracking. The green cross indicates the
position of the pedestrian currently being tracked.
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In addition to the solving the issues surrounding reliability, PedTracker was also developed based
on the hypothesis that unaided video analysis was significantly slower than assisted analysis. It was
hypothesised that the majority of manual video analysis time was spent trying to recall the previous
positions of tracked pedestrians and distinguish documented pedestrians from yet-to-be documented
pedestrians. Unfortunately, however, an experiment involving 14 people recruited to each analyse
a 15 minute segment of video, with approximately 150 pedestrians in each video, disproved this
hypothesis. The people recruited to analyse the footage were unable to complete the assignment
within a fortnight, after having spent many days continuously analysing the video.
After some discussion with the participants, it became clear that this approach was not a tractable
solution to the problem of tracking pedestrians. It was found that each attempt to track a single
pedestrian would take longer to perform than the pedestrian would spend in view of the camera,
sometimes taking as much as twice as the time. Extrapolating this, the task of manually analysing the
trajectories and interactions of 1000 pedestrians, who each spent 15 minutes in view of the camera,
would take as long as 500 hours to complete. To illustrate the intractability of this solution, Figure
4.2 plots the estimated time required for analysis for a number of scenarios.
Figure 4.2: An extrapolation of times required to analyse pedestrian trajectories by hand.
4.2 Computer Vision Based Trajectory Analysis Framework
In an attempt to improve upon the manual pedestrian tracking tool and provide a tractable solution
to the problem of pedestrian trajectory analysis, research into the use of computer vision was under-
taken. The goal was to create a fully automated tool that could locate, track and register the interac-
tions of pedestrians within a stream of continuous video footage (i.e. not time-lapse). A framework,
upon which the tool is built, would also be released to other researchers and practitioners who wish
to create their own custom applications. By developing this framework, the barrier to entry into the
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field of computer-vision based pedestrian trajectory analysis could be significantly lowered.
The framework, developed here, approached the problem of pedestrian tracking from a post-
processing stand-point. This decision was based on number of factors. During the preliminary stages
of this research, video would be recorded and analysis would be carried out at a later time. Such
an approach allowed for experimentation with a consistent data set. Furthermore, developing the
framework to incorporate real-time capabilities would greatly reduce the potential for extensibility.
Generally, real-time video processing systems must make use of hardware dependent processing
capabilities, for example, integrated graphics processing units (GPU). This would mean that any
attempt to build a pedestrian tracking tool on a platform, other than the one the framework was
designed for, would likely require significant alterations to work. To this end, the addition of real-
time capabilities was not explored in the course of this investigation.
In-line with the post-processing approach, the framework breaks the pedestrian analysis down
into three distinct phases (Figure 4.3). The first phase, localisation, attempts to acquire the entry
position of pedestrians as they enter the video frame. This is carried out for every frame in the video
before any subsequent analysis is undertaken. Following the localisation phase, each of the potential
detections is classified with a convolutional neural network classifier. The goal of this step is to
separate false detections from true detections, reducing the chance of false detections propagating
any further through the analysis. Finally, after classification, the true positive detections are tracked
and interactions between pedestrians and the surrounding environment are registered.
Figure 4.3: Overview of the pedestrian tracking framework.
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4.2.1 Source and Sink Model for Pedestrian Trajectory Analysis
The pedestrian trajectory analysis framework is based upon a source and sink model. It examines
and separates pedestrians entering the frame from those exiting the frame. Although this seems
like a trivial concept at first glance, existing tracking algorithms can’t be relied upon to recognise
and terminate tracking events. As a result, without a means of distinguishing between incoming
and outgoing pedestrians, a large number of tracking errors would begin to accrue, invalidating the
analysis. Without the ability to distinguish between incoming and outgoing pedestrians, it would
be impossible to avoid creating duplicate tracking efforts. Put simply, each pedestrian should only
be registered once on their way into the frame. In theory, pedestrians leaving the frame via any
given source/sink region, should have already been registered at a previous time/region. Figure 4.3B
illustrates the source and sink regions in the video frame, used for performing pedestrian localisation.
Source/sink regions should be placed at every possible point of entry and exit in the video frame.
These regions must be at least as big as the tallest possible pedestrian and span the entire length of
entry/exit line. Furthermore, the extreme outer edge of the source/sink bounding box should always
reside within the video frame, so that tracking efforts can be terminated when pedestrians leave
the frame. Placing these regions correctly is necessary to enable accurate localisation and tracking,
failure to do so will result in missed detections, failure to terminate tracking efforts and duplicated
detections. Section 4.2.3.6 further highlights the importance of correctly placed source/sink regions.
4.2.2 Phase Parallelism
To analyse footage in the fastest possible time, each of the three phases have been designed to incor-
porate some form of concurrency. Generally, N independent tasks will be mapped to N independent
threads to increase the through-put of the analysis and exploit modern CPU architecture. Although
there are plenty of opportunities for multi-threaded acceleration, this phase-parallelism specifically
applies to the highest, most abstract layer of each phase. Each phase will exploit parallelism in a
different way, however, the template for this remains unchanged (see Figure 4.4).
36
Figure 4.4: Each of the three phases can be split into a number of threads to improve analysis time.
4.2.3 Framework Phase I: Localisation of Pedestrian Positions
The first phase attempts to determine the initial location of each pedestrian as they enter the video
frame and then separate them from exiting pedestrians. To do this, a thread is split off for each
individual source region (as discussed in 4.2.2), allowing simultaneous analysis of each possible
entry/exit point. Following the allocation of source regions to their own threads, each region will
then be subject to the localisation procedure (Figure 4.5). This involves examining each individual
frame in the video and performing a series of image-processing operations to determine if the frame
potentially contains any pedestrians.
In general, there are two possible approaches to performing pedestrian localisation. The first
method, which is employed by this framework, involves the use of background subtraction. This
method requires a completely static background as the presence of large advertising screens, moving
foliage or vehicular traffic will result in an unacceptable level of false detections. Although it should
be noted that this method can handle changes in background illumination, such as those associated
with daylight and the time of day. Another method, which is discussed as a potential avenue of future
work, is to use convolutional neural networks. A localiser which employs a convolutional neural
network will be suitable for use with video feeds that have non-static backgrounds.
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Figure 4.5: A graphical representation of the localisation method. A unique operation thread is
created for each unique source region.
4.2.3.1 Background Subtraction
The purpose of background subtraction is isolate the image foreground from the background. As
all salient features will reside in the foreground, this simple operation can be used to quickly begin
identifying objects of interest. To begin with, an image of the scene background only, devoid of
pedestrians or other moveable objects must be acquired. Depending on the environment, obtaining
this image could be as simple as recording video and then choosing an empty frame as part of the
post-processing. However, there are many busy public areas that are never completely empty, which
would render this strategy unsuitable. In this case, an active background subtraction algorithm must
be applied. Active background subtraction simply examines all of the frames in a video data set and
reconstructs a background image as a collage of the empty regions, determined by the algorithm.
To perform background subtraction, the pixels in an image with potentially salient features, are
looped over and subtracted from the background image (Figure 4.6). This is performed with the
Red-Green-Blue (RGB) colour space representation of the images, which means that each pixel is
represented by a vector of length three (for the red, green and blue voxels). The result of this proce-
dure, the foreground-only image, still contains elements of the background which must be removed
through further image processing (Figure 4.7).
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Data: frame from the video data set (frame), background image (background)
Result: foreground only image (foreground)
for pixel p in frame do
for voxel v in pixel do
foreground = ‖ f rame[p][v]−background[p][v]‖
end
end
Figure 4.6: Pseudo code for performing background subtraction.
Figure 4.7: The result of a background subtraction operation.
4.2.3.2 Greyscaling and Thresholding
Following the background subtraction procedure, the resulting foreground image must be greyscaled
and thresholded to remove any lingering background elements and highlight the foreground elements
(Figure 4.8). The goal here is to produce a foreground mask, a binary image of foreground objects
only, with the background completely blacked out. To begin with, the image must be greyscaled and
mapped to an integer intensity space (i.e. 0 is black and 255 is white). Next, the thresholding opera-
tion will be carried out, which will have the effect of removing the feint remnants of the background.
Essentially, all pixel values below a certain value will be set to 0 (black) and all pixel values above
that threshold will be set to 255 (white). The threshold value, however, must be decided chosen with
human input. Typically, the value should be experimented with and chosen based on a balance be-
tween removal of background elements and loss of foreground features. This value will be different
for every unique camera position, recording location and potentially even time of day.
39
Figure 4.8: The result of the greyscale/threshold operation.
4.2.3.3 Distance Transform and Dilation
Once Greyscaling and thresholding have been performed, an effort must be made to separate the
resulting white foreground blobs, from one another. It is important, for the subsequent contour detec-
tion step, that the foreground blobs are not linked. In the case that the foreground blobs are linked,
future image processing steps will register them as a single entity and not as independent objects.
Blob separation is achieved by applying a distance transformation algorithm. This reduces the white
foreground blobs to grey skeletal representations, with the brightest pixels representing the white cen-
tre of mass of each blob (Figure 4.9a). With the distance transform completed, the resulting skeletal
image is again thresholded and dilated to increase the size of the blob (Figure 4.9b). At this stage, the
resulting foreground blobs should be representative of the salient features. However, it is likely that
some artefacts will remain, such as shadows on the ground, further image processing will remove
these.
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Figure 4.9: (A) Distance transformations help to separate objects in densely populated regions by
reducing white salient areas to a skeleton, calculated based on the intensity “centre of mass”. (B)
Dilating the frame after performing a distance transform further helps to highlight potentially salient
regions.
4.2.3.4 Contour Detection and Filtering
The localisation of unique foreground objects is achieved by detecting the boundaries of closed poly-
gons (white blobs) produced during the previous stage of image processing. Once a set of contours
for a frame have been found, rectangular bounding boxes which fit the extents of each contour, are
calculated. These provide the location estimates for salient features in the image, however, as is evi-
dent in Figure 4.10 some of these contours may be the result of artefacts left over from previous steps.
To separate the artefacts from the bounding boxes around legitimate salient features, the bounding
boxes are filtered by size. With the judgement of the user, a minimum bounding box size is chosen
so as to allow the maximum number of true salient features to pass, while minimising the number of
false detections passing.
Figure 4.10: Contouring with rectangular bounding boxes encapsulating each contour.
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4.2.3.5 Duplicate Detection and Filtering
Each frame may contain a mix of previously unregistered objects and objects that have already been
detected. Therefore, once a detection has been made, it must be tracked until it leaves the source
region altogether , so that when it is detected in subsequent frames, it can be recognised as the same
object (see Section 4.2.3.6). This localisation step requires that the set of filtered contours, found
in the previous step, be compared against a list of known moving objects in the video. If a contour
appears to be a duplicate of a previously detected object, then that contour is ignored, otherwise, it is
treated as if it is a newly found object.
To perform duplicate detection, the centroid of a contour is found and compared with the cen-
troids of all other known objects in the frame. If the centroid of a contour is within a given tolerance
of a known previously found object’s centroid then the contour is discarded. Typically, human input
is required to judge the level of centroid tolerance that should be used. As with the greyscaling and
thresholding step, the duplicate detection tolerance is a visual optimisation problem. The tolerance
should be chosen based on a minimum number of duplicates detections passing the filter and a mini-
mum of falsely registered duplicates being rejected. An algorithm describing this procedure is shown
in Figure 4.11.
Data: Current Detection X Y Centroid Locations, Previous Detection X Y Centroid
Locations
Result: Detection duplicate status: True or False
1 if Current Detection Y Centroid > Previous Detection Y Centroid - yDelta AND Current
Detection Y Centroid < Previous Detection Y Centroid + yDelta then
2 ySimilarity = true ;
end
3 if Current Detection X Centroid > Previous Detection X Centroid - xDelta AND Current
Detection X Centroid < Previous Detection X Centroid + xDelta then
4 xSimilarity = true ;
end
5 if xSimilarity == true AND ySimilarity == true then
6 duplicateFlag = true;
end
Figure 4.11: Pseudo code for comparing the similarity of the current detection location to the loca-
tion of a previously tracked detection.
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4.2.3.6 Partial Tracking and Categorisation
The last step to perform in the localisation phase is to carry out partial tracking on the newly found
unique objects in the frame. As discussed in the previous section, partial tracking must be carried out
in order for subsequent detections of the same object to be flagged as duplicates and not registered as
newly found objects. The objects need only to be tracked until their centroids have left the source/sink
region, tracking beyond this point will become the responsibility of the phase III processes. However,
care should be taken during this step, to identify any false positives that have not yet been caught.
It is worth noting here, that in some cases, false detections will occur and be passed to the partial
tracking and categorisation phase. These false detections have the potential to not only increase the
video processing time, but to also invalidate other legitimate detections. Once a region containing a
false detection begins to be tracked, the tracking window will remain stationary until another object
passes through the region or the video reaches the end. In the first case, the object which passed
through the window will either result in a duplicated tracking effort, or will invalidate the initial
detection of the object. On the other hand, the second case will consume an unnecessarily large
quantity of processing power and time, for no reason. Therefore, a means of identifying and negating
false positives must be used.
A two-step process is used to distinguish between stationary salient objects (for example pedes-
trians who are standing still) and false detections which have made it to the tracking stage. The
standard deviation of motion of each tracking window is examined at every new frame. Once the
standard deviation of motion has fallen below a certain threshold (see Figure 4.12), the tracking ef-
fort is flagged as stationary. Again, the minimum threshold of motion must be decided by the user,
based on maximising the number of true, stationary positives being identified. When the stationary
detection criteria haves been met, a convolutional neural network classifier is used to ensure that the
detection is in fact, human. In the case that the classifier rejects the possibility of the detection being
human, the tracking effort is halted, and the object is discarded. Otherwise, if the classifier confirms
that the detection is human, the tracking effort will continue.
It is worth mentioning that although the convolution neural network classifier could be used prior
to this stage to confirm if a detection is human or not, doing so would significantly increase the
video processing time. This framework, therefore, only makes use of the classifier during times of
uncertainty. Future versions of the framework, which make better use of the available hardware,
such as graphical processing units could potentially include a classification stage prior to the partial
tracking step. Further classification of objects is also carried out during phase II.
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Stationary detection criteria√√√√ 1
N−1
N−1
∑
i=0
(xi− x¯)2 > threshold∧
√√√√ 1
N−1
N−1
∑
i=0
(yi− y¯)2 > threshold
Given
N = Last N tracked positions
x¯ = the mean of centroid x positions
xi = the ith detection x centroid
y¯ = the mean of centroid y positions
xy = the ith detection y centroid
Figure 4.12: Stationary detection criteria.
In addition to identifying false positives detections, the partial tracking step also helps to sort
incoming from outgoing pedestrians. As highlighted in Section 4.2.1, it is important to be able to
distinguish between incoming and outgoing pedestrians in order to prevent tracking duplications. To
determine whether a pedestrian is entering or leaving a frame, a unit vector which roughly aligns with
the incoming direction is declared at every source/sink region. The angle between the unit vector and
the existing video Y axis must then be found, which can be used to transform the location of the
detection centroids to the new coordinate axis. Following this, the sum of transformed Y coordinates
for the centroid of each unique detection location is found. If the result of this sum is less than zero,
then the detections is leaving the frame and should be ignored. Figure 4.13 summarises the steps
required to perform this analysis. After every frame has been analysed and all of the pedestrians have
been localised, Phase I is complete and the list of detections will be passed on the Phase II for further
classification.
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Define an arrow A which points toward the incoming direction
A
Determine the angle θ between the arrow A and existing Y axis
θ = cos−1(
A ·Y
‖A‖‖Y‖)
Remap the y components of the detection centroids to the rotated co-ordinate system
y′i = xi sin(θ)+ yi cos(θ) for 0≤ i< N tracked frames
Sum the transformed y coordinate values for N tracked frames
transformation sum =
N−1
∑
i=0
y′i
If the sign of the transformation sum is negative, the detection is leaving the frame
Detection is Leaving Frame if transformation sum< 0
Figure 4.13: Directional detection filter. This algorithm is used to determine if a detection is entering
or leaving the frame.
4.2.4 Framework Phase II: Classification of Potential Detections
The goal of Phase II of the framework is to gain further insight into the nature of the detections. By
this point, all that is known about the detections is that they have moved into the frame and potentially
exited at some point. There is not even any certainty that the detection is human, it could still be a
trolley or any other moving object. Therefore, some means of confirming that the detection is human
had to be incorporated into the framework, but to get the most benefit out of the classification phase,
the operation didn’t necessarily have to be restricted to confirming/rejecting the type of an object. To
this end, this can step can also be used to identify other objects of interests such as luggage and bags,
and perhaps most interestingly, can be used to infer passenger attributes. Figure 4.14 illustrates the
Phase II classification process.
Applying phase parallelism again, a number of classification threads can be split off to handle the
many detections found in the previous phase. A convolutional neural network classifier is used in
each thread instance to infer information about the detections. By this point, each detection will have
been tracked in many frames within the source region. The classifier itself works with confidence
levels (i.e. 0.0 to 1.0) to infer similarity between the current detection to the patterns that it has been
trained to detect, as opposed to absolutes inferences. By classifying the detection in each frame that
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it has been tracked in and aggregating the results, a higher level of certainty that the frame contains a
given feature, can be achieved.
Figure 4.14: Detection classification is performed on each detection for as many frames as the
detection has been registered in.
4.2.4.1 Preference of Neural Network Classifiers over Alternatives
Many techniques for classifying objects in images exist and can be used in this step, however, there
are some serious limitations which should be noted. One of the most popular techniques, histograms
of oriented gradients or HOG (Dalal & Triggs 2005), is often the first choice for classifiers due to
the simplicity of the concept and ease of programming. Like many other classifiers, HOG, examines
only a small number of features within the image to make inferences. This makes HOG incredibly
prone to the phenomenon of Pareidolia, and therefore, increases the chance of false positives. Just
as humans see shapes which resemble ordinary objects in clouds, HOG will incorrectly recognise
patterns in images which resemble the objects the algorithm was trained to detect. Instead, more
robust methods must be sort out to avoid the problem falsely identifying features.
Convolutional neural networks (CNN), on the other hand, examine a large number of features
in an image and provide much higher accuracy when compared with narrow feature classifiers like
HOG. CNNs are clearly the better choice, however, training a CNN from scratch can be a time
consuming and daunting process. Acquiring or creating a significantly large and labelled database
of training images as well as programming and training the classifier can take many months. As an
alternative, existing CNNs can be acquired and the last layer can be retrained to suit the intended
purpose. In order to confidently classify objects, this framework employed a retrained version of the
Inception V3 CNN architecture (Szegedy et al. 2016).
Originally, the Inception V3 Architecture was trained for the 2012 ImageNet Large Visual Recog-
nition Challenge. For the challenge, the classifiers had to infer the categories of a set of images into
1000 different predefined classes; the resulting error rate of Inception V3 was 3.46%, which won the
competition in that year. A fully trained and retrainable, version of Inception V3 was released to the
public for use with the TensorFlow API, which was employed by this framework. Despite not being
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trained to recognise humans, the classifier was successfully retained on the INRIA human database,
the same database used by Dalal and Triggs for training their 2005 HOG detector. The Inception V3
CNN architecture is the main component of the classifier for the pedestrian tracking framework.
4.2.5 Framework Phase III: Tracking
The final phase involves tracking the pedestrians until they leave the frame and inferring their in-
teractions with service points (Figure 4.15). For this phase, each detection is mapped to a limited
number of tracking threads using the phase parallelism concept. Interaction points which had been
previously declared by the user are continuously monitored during each of the tracking efforts and the
frame-by-frame motion of the detection is recorded. This data can then be accessed after the tracking
and interaction analysis to make higher level inferences about the state of the pedestrian environment.
Additionally, post-processing can be undertaken to render the interactions visually for the purpose of
validating the trajectories, interactions and other collected data.
Figure 4.15: The movement of each detection is estimated between frames, any tracking events are
handled and engagements with services are flagged.
4.2.5.1 Tracking Algorithm
The pedestrian tracking framework is flexible and can utilise any tracking algorithm. However, at the
time of this document’s publication, one of the best tracking algorithms is the Kernelised Correlation
Filters (KCF) algorithm introduced by Henriques et al. (2015). One of the most desirable features
of the algorithm is that it uses a rudimentary classifier to separate the tracking subject from the
background, which make it less prone to losing the tracking target. Furthermore, the KCF algorithm
can run at hundreds of frames per second, which is an order of magnitude faster than the next most
precise tracking algorithm, “Struck” (Hare, Saffari & Torr 2012). To this end, KCF is likely the best
choice for performing pedestrian tracking in any implementation of this framework.
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4.2.5.2 Tracking Termination Events
In a video of a crowded pedestrian environment, people will be entering and leaving the frame fre-
quently. While instantiating the tracking effort is the responsibility of the localisation phase, the
means of recognising and handling detections which have left the area or have been lost, must be
implemented in the tracking phase. Unfortunately, however, many of the existing tracking algorithms
have no built-in means of flagging lost detections, which means that it must be implemented here.
This tracking termination concept is a critical component of the pedestrian tracking framework and
without it, tracking windows would quickly pile up and invalidate the results.
This framework introduces a means of flagging and handling three types of lost detections allow-
ing the tracking effort to terminate appropriately. The first termination event is the case where the
tracking window correctly follows the pedestrian through to the outer boundary of a source sink re-
gion (Figure 4.16). Here, the half of the source/sink region closest to the boundary of the video frame
is monitored to determine if the centroid of any tracking window passes through it. An algorithm
developed by W. Randolph Franklin (1970), called PNPOLY, is used to perform this assessment. In
the case that the centroid of a tracking window has been found to exist within the termination region,
then the tracking effort will cease, and the detection will be flagged as having left the video frame.
Figure 4.16: Illustration of first tracking termination type, pedestrian leaving the frame with the
tracking window correctly following.
Another event which will trigger tracking termination is similar to the false detection catching
mechanism employed in the localisation phase. In the case that the tracking window is stationary
for more than a predefined number of frames, the tracking effort is flagged as idle. After this, a
convolutional neural network classifier scans the region to determine whether or not a human is
still present. If the classifier determines that the tracking window no longer contains a human, the
tracking effort will be terminated, and the detection will be flagged as lost. In the context of pedestrian
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trajectory analysis, it is important to distinguish between correctly exited detections and those lost
partway by the tracking algorithm, as some types of data analysis may need to exclude incomplete
tracking efforts.
Depending on the pitch angle of the camera, other pedestrians can be a source of occlusion as they
weave in front of the current tracking subject. This can result in the tracking frame of an occluded
pedestrian being acquired by another pedestrian in the foreground. In the case that the pitch angle
of the camera cannot be altered without compromising other facets of the footage quality, a means
of handling this event must be introduced. The last category of tracking termination event, examined
here, occurs when a sharp change in the trajectory of the tracking window is observed. Unlike the
previous two termination events, this event doesn’t immediately halt the tracking process as there
may be legitimate reasons for pedestrians to change their trajectory sharply. Instead, the tracking
effort will continue, but the detection will be flagged for later observation by a human.
4.2.5.3 Flagging Interactions
One of the most important facets of the pedestrian tracking framework is the ability to flag the in-
teractions of pedestrians with the environment. Two different types of engagements are modelled
by this framework, region-based engagements and proximity-duration-based engagements. The first
kind, region-based engagements, are best used to flag pedestrians entering queues, waiting areas,
restrooms and other regions where the presence of a pedestrian alone will indicate an engagement.
In order to register region-based engagements, a closed polygonal boundary is delineated around the
region of interest. The region is then monitored for the presence of tracking window centroids with
the PNPOLY algorithm (W. Randolph Franklin 1970), if a centroid is identified to be within the area,
then an engagement will be inferred.
Proximity-duration-based engagements are best used to flag pedestrians interacting with discrete
service points such as automatic kiosks and queue servers. By monitoring the distance of a pedestrian
from a given location, service interactions can be flagged after a minimum given time has elapsed.
This ensures that pedestrians who may just be passing the service point, but not necessarily inter-
acting with it, are not captured. Both the minimum distance and duration must be customised for
each service point, based on the observations of user; the intention is to minimise the number of
falsely identified service interactions while capturing the greatest number of genuine interactions.
To summarise, wherever an interaction cannot be inferred by location alone, this means of flagging
interactions is most suitable.
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4.3 Approach to Programming a Computer Vision Based Tra-
jectory Analysis Tool
Implementing a video post-processing utility presents a unique programming challenge. A large
number of operations must be performed on each image in order to extract information about the
presence of foreground objects. These operations are generally very simple subtraction or comparison
calculations on 8-bit containers, however, due to the large quantity of required operations per image,
have the potential to severely bottleneck an application. Furthermore, many cycles of the CPU will be
dedicated to shifting memory around with the control unit (CU), instead of performing calculations
with the arithmetic logic unit (ALU). To this end, the workload should be spread over all of the
available threads of a CPU and if possible to a GPU to reduce the time required to perform an analysis.
A unique approach to code design, which spreads the processing workload, has been investigated and
has been demonstrated to perform significantly faster than a serially-programmed alternative.
4.3.1 Extensible C++ Library
A C++ library which could be easily incorporated into other projects was developed as part of this
research. This library takes a unique approach to the problem of both structuring an image processing
algorithm and spreading the work load across the many resources of modern computers. As is evident
in Sections 4.2.3, 4.2.4 and 4.2.5 the processing pipeline is comprised of a number serial discrete
steps. The standard approach to processing images with the framework would be to grab the first
image, perform all of the operations, then grab the second image and repeat. However, this approach
is very slow and is unable to fully utilise the resources of a many-core modern CPU. Instead, this
library uses a flow-graph based approach to distribute the load.
Flowgraph based approaches make use of a series of data processing nodes interconnected by
edges (Figure 4.17). Nodes represent the operations which must be performed on incoming data,
whereas edges represent the communication of data between nodes. In this library, only one instance
of a node can be active at a time and can only run when its predecessor has communicated data
to it. Furthermore, in the case that one node performs slower than its predecessor, a FIFO queue
exists at each node to ensure that the original processing order of images will be preserved. This
safeguards the library against the possibility of a race condition, where certain activities can take
place without the required prerequisite information, which is an intrinsic problem of multithreaded
code. The operations performed by individual nodes are mapped to the CPUs processing cores by the
task scheduler, which is responsible for evenly distributing the workload.
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Figure 4.17: Image Processing Node.
The main components of this library are the many predefined nodes which can be easily stitched
together to build an image processing tool. Aside from the decrease in image processing time, this
approach allows users to quickly swap, insert or drop nodes depending on the type of footage being
processed. For example, if active background subtraction is required and the tool currently uses static
background subtraction, then the dedicated static background subtraction node can be swapped for an
active one, without having to heavily modify the code. This approach to programming also provides
a structure for neatly organising the code and incrementally revising segments. Figure 4.19 details
the implementation of a pedestrian trajectory analysis tool with the library.
Each of the image processing nodes, defined within the library, have one input and three outputs.
The nodes receive the frame, as processed by the previous step, perform further processing, and then
communicate the results to another image processing node and two other monitoring nodes. The
first type of monitoring node, dubbed the “Statistics Daemon” (see Figure 4.18A) collects statistics
about the time taken to perform the image processing and relays it to the user in the form of a GUI.
Another monitoring node, dubbed the “Rendering Node” (see Figure 4.18B) visually displays the
result of the image processing to the user, as a means of ensuring that the algorithm is behaving as
intended. Neither of the monitoring nodes are obligatory, but provide a powerful means of debugging
the processing pipeline, and can be turned off to decrease the processing time if confidence in the
pipeline has been established.
When compared with code which processes only a single image at a time, the flowgraph based
code performs at an order of magnitude faster. Prior to implementing the flowgraph based library, a
single-threaded test code was developed to establish the merits of the pedestrian trajectory analysis
framework. This code, could process 720p images at a rate of between 17-23 frames per second
(FPS). Code developed with the flowgraph based library, on the other hand, was able to process
720p images at a rate of between 150-300 frames per second (using the same hardware), depending
on whether or not any rendering nodes were active. Therefore, the flowgraph based approach was
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demonstrated to significantly outperform the traditional, single-threaded approach.
Figure 4.18: (A) Is the result of the Statistics Daemon communicating the performance of each of the
nodes to the user. (B) Is the result of the Rendering Node visually showing the result of another node.
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Figure 4.19: Node layout for the C++ library.
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4.3.1.1 Heterogeneous Matrix Class
It is worth noting here, that the image data being communicated between nodes, is contained within
the “Heterogeneous Matrix” class (Figure 4.20). This class is named for the principle of hetero-
geneous computing, which involves supplementing the CPU with more specialised processors such
as the Graphical Processing Unit (GPU). The Heterogeneous Matrix class keeps two synchronised
copies of a given image on both the conventional random-access memory (RAM) as well as the GPU
memory. With this class, image processing operations can be performed on either the CPU or a
CUDA enable GPU, depending on the configuration of the individual nodes.
The Heterogeneous Matrix class extends the OpenCV library “Mat” base class, but incorporates
a number of changes to facilitate computation on both the host (CPU) and device (GPU) simulta-
neously. Importantly, access to the image data contained within the extended class is through the
methods, “getDevData” and “getHostData”. This allows each instance of the extended class to keep
track of which processing unit was used to perform the previous set of transformations, and therefore,
synchronise the updated data to the memory of the other processing unit. When a call is made to ei-
ther “getDevData” or “getHostData” the private enumerator “pcp” is reset from the “Synchronised”
state to either the “Host” or “Device” state. The next time a call is made to either the “getDevData” or
“getHostData” methods, “pcp” is checked and depending on the state of the enumerator, memory will
be copied from either the host to device or device to host, thereby synchronising the class instance.
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Figure 4.20: Heterogeneous Matrix class UML diagram.
4.3.2 Future General Purpose Graphical Processing Unit Work
Further work can be undertaken to improve the performance of the library. Many of the image
processing algorithms, which run on the individual nodes, are capable of highly concurrent operation
but do not benefit from the flowgraph architecture. These algorithms are generally performed pixel
by pixel, without requiring information from previous steps. Such algorithms are well suited to being
implemented on the Graphical Processing Unit (GPU), as the GPU is able to perform many thousands
of simple operations in a single clock cycle. To this end, future work should be undertaken to provide
GPU implementations of the nodes to further decrease processing time.
4.4 Pedestrian Trajectory Analysis Validation and Conclusions
To demonstrate that the framework was fit for purpose, an application built upon the framework struc-
ture was successfully developed (Figure 4.21). Using the image processing primitives provided by
the OpenCV, DLib and TensorFlow libraries as well as the extensible C++ library developed in the
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course of this research, the application was demonstrated to work as intended. Validation was per-
formed by capturing a video dataset of pedestrians walking in a corridor and analysing the footage
with the developed application. Although some missed detections and failed tracking efforts did oc-
cur, the application was able to handle these errors without compromising the quality of the analysis,
as expected. To this end, the framework, the associated programming library and this application
were validated.
Figure 4.21: A Screenshot from the application developed based on the Pedestrian Trajectory Anal-
ysis Framework.
In addition to demonstrating the capability of the framework, the application was also able to
provide insight into an area which is often overlooked in the field of computer vision: camera posi-
tioning and setup. It was found that the results of a video analysis effort are as much dependent on a
correct camera setup as they are on the application. Further research into the positioning and optimal
camera setup were, therefore, undertaken to establish additional precedence for analysing pedestrian
trajectories.
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Chapter 5
Camera Positioning and Experimental Setup
Extracting pedestrian data from video footage is not as simple as setting up a camera in a crowded
environment and performing post-processing with a computer vision tool. Without careful planning,
the resulting footage may not yield useful results or worse, could yield misleading data. Due consid-
eration must be given to the suitability of the recording environment, the specifications of recording
equipment and also the field of view. If the researcher/practitioner wishing to extract data from video
pays attention to these details, then the quality of the resulting data will be higher and the validation
phase should be quicker.
5.1 Suitability of Camera Types
Camera manufacturers tend to spruik the specifications of their products to convince consumers that
their camera is superior to their competitor’s products. However, for the purposes of recording data
for computer vision analysis, researchers and practitioners should only pay attention to four key
specifications: resolution, framerate, lens type and zoom capability. These parameters significantly
influence the quality of the resulting footage and therefore the ability of computer vision tools to
extract suitable data. Based on the following information, an appropriate camera can be selected.
The resolution of the resulting video will directly influence the detection, classification and track-
ing performance of all computer vision tools. As the resolution of the video decreases, the distance
at which objects can reliably be detected, classified and tracked will also decrease. For example,
the computer vision tool presented here, employs background subtraction as the means of localising
pedestrians. To ensure detection integrity, the size of pedestrians at distant points of entry and exit
should be much larger than the noise generated by the background subtraction procedure (Figure
5.2). The user, otherwise, risks capturing a large number of false positives or not capturing enough
entering pedestrians. Additionally, classifiers and tracking algorithms will begin to fail as the area of
the object in pixels decreases. Figure 5.1 demonstrates that the height of an object in an image can be
determined based on the properties of the camera it was captured with and the distance of the object
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to the camera. This can be used a guide by practitioners/researchers when choosing the location of
their cameras.
From basic lens optics, the height of an object on a camera image sensor is calculated as follows
object height on sensor (mm)
camera focal length (mm)
=
real object height (mm)
distance to object (mm)
The size of the object in pixels can therefore be calculated as follows
object height (pixels) =
real object height (mm)
distance to object (mm)
×
camera focal length (mm)× resolution height (pixels)
camera sensor height(mm)
Figure 5.1: The height of an object in an image (pixels) can be determined based on the camera
properties and the distance of an object from the camera.
Figure 5.2: As the size of pedestrians in pixels decreases, so too does the precision of localisation,
classification and tracking.
Tracking algorithms work by estimating the translation of an object between two frames and
require smooth motion for satisfactory performance. If the framerate of a video is too low, then the
tracking algorithm will have trouble estimating the translation or may not be able to do so at all
(Figure 5.3). Generally, as the number of frames per second (FPS) decreases, both the similarity of
location and appearance of the same object between two frames will also decrease. However, most
tracking algorithms will be able to comfortably work with a minimum framerate of 24 FPS. It should
also be noted that going further above 30 FPS will likely not yield better results, but will only increase
the analysis time and the required storage space.
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Figure 5.3: As the framerate (FPS) drops, so will the quality of the tracking effort.
The last two camera attributes that should be considered are the lens type and zoom functionality.
Due to their popularity, researchers and practitioners might be tempted to use action cameras. How-
ever, in many cases these are unsuitable. Action cameras are generally equipped with a fish eye lens
that will distort closer objects, making them appear larger, while reducing the size of objects that are
further away (Figure 5.3). This essentially reduces the maximum distance from the camera at which
pedestrians can be detected, classified and tracked even though the camera sensor might have a high
resolution. Zoom functionality should also be considered. It some cases, the best vantage points
(maximum height and minimum number of occlusions) are at a distance from the target area which
is too great. However, these vantage points may still be useful if the camera is equipped with optical
zoom. Digital zoom, which essentially just crops an image, will not be useful for capturing distant
scenes.
Figure 5.4: (Left) An image taken with a fish-eye action camera. (Right) an image taken with a
non-distorting lens.
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5.2 Occlusions and Field of View
Object detection and tracking are relatively straight forward processes and a great deal of research
effort has been put into the development of these technologies. However, the ability to recover a
tracking effort once an object has been occluded is still largely an unsolved problem. This presents
an issue for those seeking to capture video of an area for the purposes of analysis. If a camera is
placed at the average pedestrian head height, only the people directly in front of the camera can be
reliably detected and tracked. These detection and tracking efforts will be lost relatively quickly as
people weave between each other. To avoid the complications associated with occluded pedestrians, a
vantage height and angle should be calculated by considering the furthest relevant distance of people
from the camera (Figure 5.5).
Figure 5.5: The farthest distance that a camera can capture objects at, is approximated as a function
of camera height, camera angle and the mean human height.
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Chapter 6
Conclusions and Future Work
This research has resulted in the development of a number of useful tools and methodologies. The
primary result of this investigation has been the pedestrian trajectory analysis framework. Prior to this
research, the barrier to entry into the computer vision field for transport researchers, especially those
interested in pedestrian video tracking, was quite high. Without comprehensive knowledge of the
computer vision landscape, researchers would not be able to quickly construct a pedestrian tacking
tool. However, the framework presented here, can be used as a template which others can follow to
produce their own pedestrian trajectory analysis tools.
In addition to the framework, which serves as a blue print for others to adopt, a pedestrian tra-
jectory analysis library has also been developed. This library, which incorporates the methodologies
laid out in the framework, contains all of the necessary primitives required to perform post-capture
pedestrian trajectory analysis. Depending on the computer system utilised, the library can run at a
speed of hundreds of frames per second, which allows large quantities of footage to be processed
relatively quickly. Furthermore, this library provides a foundation upon which future tools can be
built.
A preliminary tool, which incorporates the aforementioned library, has been developed for the
purpose of analysing the pedestrian video data collected at the Brisbane Domestic Airport. The mo-
tivation for developing this tool was to improve upon the limitations of human-based data collection
methods and, in turn, obtain a very microscopic understanding of the Brisbane Domestic Terminal. In
addition to providing insight into the airport terminal, the tool can also be used to analyse other sim-
ilar interior spaces and provide the same microscopic level of insight. Further work will be required
to expand the capabilities of this tool and library to incorporate footage from multiple cameras.
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6.1 Strengths and Limitations of Computer Vision Based Pedes-
trian Tracking
The pedestrian tracking framework and associated library comprise a novel contribution to both the
field of pedestrian transport research and computer vision research. This contribution allows re-
searchers to investigate complex pedestrian environments without needing to enlist a large number
of human data collectors, and to do so, with reasonable accuracy. Given that many researchers are
interested in pedestrian environments that are subject to change over the course of many hours, days
or even months, the pedestrian tracking framework and library have the ability to provide insight into
areas which may have otherwise been impractical to study.
At the present level of development, the pedestrian tracking library has the ability to track pedes-
trians in interior spaces, from a single high-vantage point, provided that the background remains
relatively stationary. In addition to providing the user with pedestrian trajectories, the interactions
between pedestrians and service points can be recorded and the resulting summary statistics can be
provided to the user for further analysis. With the inclusion of a convolutional neural network (CNN)
classifier, the number of false positive tracking efforts, passed onto the user at the completion of anal-
ysis, are significantly more manageable than had no classification stage been implemented. However,
there are still limitations to the capabilities of the technology.
The current incarnation of the pedestrian tracking framework/library is incapable of differenti-
ating humans against a non-stationary background. This means that a camera without a fixed and
stable mounting system will not return reasonable results. As an example of a situation in which
the technology may fail, if a camera is placed on a gantry with noticeable deflection or oscillatory
movement, the background subtraction stage may begin to recognise the moving background as be-
ing potentially salient (Figure 6.1B). Although a large number of these false positives will be caught
by the CNN classifier, an increase in false positives passing this stage will be likely. Another un-
common, but potentially problematic scenario involves a statically placed camera with a non-static
background caused by a large advertisement screen (Figure 6.1A). Again, the CNN classifier will
catch the majority of the false positives generated by the background subtraction stage, but some will
still likely slip through the classifier.
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Figure 6.1: (A) Scenes with moving backgrounds, such as digital billboards, are unsuitable for the
current incarnation of this framework. (B) If the camera is subject to vibration which results in
noticeable movement, the footage may not be suitable for analysis.
Many pedestrian service environments are distributed over a large area which cannot be captured
by a single camera due to occlusions or low ceiling heights. A good example of this would be a
common supermarket. Areas occluded by rows of shelving and floor displays would overwhelm a
single camera setup. However, this problem can be solved by using multiple cameras and a system
of calculating the position of pedestrians relative to each of the cameras using LIDAR (Figure 6.2).
At present the pedestrian tracking framework/library doesn’t have the capabilities to collate the input
from many cameras and produce one single tracking result. Although, it should be noted that with
some clever use of time synchronisation, this problem could at least be partially solved with the
current incarnation of the library.
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Figure 6.2: Figure 36 – Multiple cameras can be used in areas with low ceilings to capture more of
the pedestrian environment.
The pedestrian tracking framework/library can process video at a rate of hundreds of frames per
second, depending on the capability of the machine on which it is running. In general, this means
that video footage can be processed faster than the playback speed, although footage of a densely
crowded environment will be processed slower. However, the framework/library are current not
capable of real-time analysis, due to the serial image pipeline-processing architecture. Some research
may require real time processing of pedestrian trajectories to achieve the desired outcomes. It should
be noted that by restructuring the framework and replacing the background subtraction algorithm in
the localisation phase, with a CNN localiser, the goal of real-time processing could be realised.
One last limitation of the current incarnation of the framework/library is concerned with the level
of detail that the classifier can discern. Presently, using the Inception V3 architecture, it is possible
to distinguish humans and luggage from background features in video footage. With further work,
it should be possible to make additional inferences about the humans being tracked. For example,
gender and age-group could also be inferred at the classification stage. This would be useful for re-
search which aims to investigate the correlation between certain events and pedestrian demographics.
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However, further experimentation with the Inception V3 architecture is required to determine if this
is possible or not. In the case that the current architecture is unsuitable, another CNN classifier would
have to be developed.
6.2 Overview of Future Work
There are a considerable number of avenues that are yet to be investigated in the field of computer
vision/pedestrian tracking. To improve upon the current limitations of the pedestrian tracking frame-
work, a number of developments are proposed here. These developments span a number of genera-
tions, with each generation consisting of improvements and research in three key areas:
• Development and extension of library capabilities;
• Development of applications which exploit the features of the previous generation of library
development; and
• Investigation of pedestrian environments using the applications developed two generations
prior.
This research scheme (Figure 6.3) allocates roughly six months to each generation, however, depend-
ing on the difficulty of development, this estimate is subject to change. Critically, for subsequent
generations of research to be undertaken, the previous generation’s library development and exten-
sion must be completed at a minimum.
6.2.1 Generation One
The first generation of library/framework developments largely aims to and address and overcome the
limitations of existing framework. Many of these limitations arise due to the imprecise nature of the
employed algorithms. As previously discussed, the localisation and tracking stages are susceptible to
false detections and tracking failures due to the inability to directly recognise an object as belonging
to a certain group e.g. “Human”. Furthermore, these algorithms are unable to differentiate between
unique instances of objects belonging to a group (i.e. any two humans cannot be differentiated by
appearance alone). With the inclusion of CNN classification at the localisation and tracking stages,
these limitations can be overcome.
CNNs are currently the most powerful and robust tool in the computer vision research landscape.
Where previous classifiers would rely on a mere one or two image attributes to make an inference,
CNNs infer the presence of objects by examining tens or hundreds of attributes. As a result of this,
a fast, well-trained neural network could greatly reduce the sources of uncertainty in the localisation
and tracking stages. However, due to the unique requirements of this application, a CNN must be
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Figure 6.3: Planned Development for the Pedestrian Tracking Framework and Associated Experi-
ments.
built from the ground-up. Simply retraining the last layers of an existing neural network will not be
likely fulfil the speed and classification-granularity criteria.
In addition to improving the robustness of the library/framework, the development of real-time
tracking capabilities is also planned. The current incarnation of the framework relies on a serial
processing pipeline to deduce pedestrian trajectories. First, all of the potential pedestrian detections
are localised, following this all detections are classified and then finally, the detections are tracked.
To realise a real-time version of this framework, potential pedestrian detections must be localised,
classified and tracked immediately as they appear. Similar operations and algorithms to those already
employed, will be used for the real-time analysis. However, a non-serial pipeline will introduce
inefficiencies which might render the CPU implementation of the existing code, too slow. This stage
will likely need to leverage the power of a GPU to perform the required operations in a suitable
timeframe.
Along with the developments to the framework/library, the creation of deployable binaries which
can be used to further expand the pedestrian trajectory analysis capabilities, will be undertaken. With
the technology from the previous generation, the first task will be to create binaries which can han-
dle input from multiple cameras, overcoming the existing single camera limitation. This will allow
researchers to cover a greater area with a higher accuracy than previously possible. The second task
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will be to create a binary which can detect and profile pedestrian interaction points. With this tool,
researchers can easily gain insight into the behaviour of pedestrian service points and model them
with the gathered data.
The last task to be completed in the first generation of research is to apply the existing binaries to
gather data to form real-world case studies. Some potential situations where this technology could be
employed include: determining the capacity and utilisation of airport assets, micro-level pedestrian
trajectory research and modelling as well as building evacuation research. These situations have one
attribute in common, all of these require precision pedestrian tracking, which cannot be performed by
on-site human observers. Here, the pedestrian trajectory analysis framework/library have the ability
to provide insight into previously intractable problems.
6.2.2 Generation Two
As it currently stands, it is difficult to manage and process video data generated by stand-alone cam-
eras which write to either internal memory or a swappable memory. Several discrete cameras col-
lecting video can easily generate over a terabyte of data in a single day, which is problematic for a
number of reasons. Aside from the cost of storage, when data is transferred from a memory card to
a portable drive, there is a small but noteworthy chance that data corruption can occur – with each
read/write cycle the chance of this occurring increases. As an alternative to collecting raw, unpro-
cessed video footage, a smart camera system can perform the detection and tracking operations in
real-time and send only the relevant data back to server. However, a great deal of development and
research must be undertaken before such a system is ready to deploy.
Following on from the improvements to the core framework/library in generation one, the core
will be ported to the Ubuntu and Android platforms for use in a deployable, smart camera system.
Presently, there are two potential hardware ecosystems that could be used for the development of
a smart camera system: the NVIDIA Jetson embedded platform and a custom system using smart
phones. By porting the framework/library to the Android and Ubuntu operating systems, both of the
hardware options for smart cameras can be trialled for performance. It is essential that the chosen
hardware platform is able to perform real-time pedestrian tracking and do so with stability. In addition
to the development of a smart camera system, a server must also be created for the deployed cameras
to send data to.
The CNN capabilities introduced in the first generation of improvements will allow for non-
static cameras to perform scene analysis. Although this technology was initially designed from the
perspective of pedestrian environment analysis, other complex transportation fields can also benefit.
To this end, a vehicle-mounted, real-time traffic analysis tool will be developed based on the core
framework/library. It is intended that this tool will be used to perform micro-level traffic analysis
in real-time. Presently, few tools are available to researchers to investigate micro-level behaviour
of traffic and even fewer options are mobile. It is worth noting that this project shouldn’t require
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specialised hardware, but rather, could be deployed on a high-end laptop with a suitable webcam
attached. This technology should be ready for use in research by generation four.
Continuing on from the development of the multi-camera binaries during generation one, the ca-
pability to analyse more complex pedestrian environments will have been acquired. Highly occluded
environments or those that require multi-camera coverage, which were previously unsuitable for tra-
jectory analysis, can be examined with this technology. Some examples of case-studies which would
be suitable for this technology include aggregating pedestrian flows in transport hubs, shopping cen-
tres or other similar areas and building evacuation analysis. Any short-duration data collection effort,
that requires multiple point coverage, can be examined.
6.2.3 Generation Three and Four
One of the overarching goals of this line of investigation, is to create an always-on system that can be
used to provide real-time information and statistics about the movements and interactions of pedes-
trians within a given space. This “sentinel system” has a great number of applications beyond just
micro-level pedestrian trajectory research. A system which has the ability to recognise scenes and
actions can be used to feed information into a fine-grained simulation, potentially allowing for pre-
dictions about the future state of an environment. From a customer service perspective, an influx of
pedestrian entering a particular area could be flagged as “too heavy” for the current number of service
staff and a notice could be issued to put more staff on in this area. Although, such a system doesn’t
necessarily need to be restricted to a narrow set of functions.
Generation three and four will focus on the development and deployment of a sentinel system
with the pedestrian tracking framework/library at the core. By utilising the smart cameras developed
in generation two, an ever-vigilant network of cameras can be deployed to a given space and can
be used to monitor that space for changes. In addition to integrating the system with a real-time
simulation prediction tool, other events of interest can also be flagged and brought to the attention of
staff. For example, a pedestrian who needs help, a spill on the floor, or a suspicious action could all
be flagged by this system and dealt with before the situation escalates. This alone would be a novel
contribution to the field of pedestrian transport modelling research.
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