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ABSTRACT 
 
 The internal structure of subaqueous density underflows and stratified open channel flows are 
examined in this study. Three different flow configurations are used to investigate the effects of density 
stratification on the internal structure and the responses of the structure as flow conditions vary. The first 
configuration describes an open-channel flow carrying sediment suspension, whereas the second and third 
configurations are used to investigate the flow structure of subaqueous density underflows. For each flow 
configurations, the internal flow structure is solved numerically using finite volume method with various 
turbulence closures and benchmarked with experimental or DNS data. We demonstrated that the choice of 
turbulence closures is crucial in capturing the stratification effects and internal structure. Results showed 
that closures that incorporate the dependency of density gradients in the stability functions, such as QE k-
ε and Mellor-Yamada models, yield better performance than the standard k-ε and constant eddy viscosity 
models in capturing stratification effects. 
Two key limitations are identified for all the two-equation RANS models presented in this study 
when applied to density underflows. The first limitation can be known as the “fish-trap” effect, which is 
manifested in the sharp density gradient near the velocity maximum which separates the sediment 
concentration into two distinct regions. Such a phenomenon is associated with the overemphasized 
reduction of the eddy diffusivity caused by the structure of the closures. The second limitation is to the 
inability of the RANS models to describe energy dissipation due to internal waves, a mechanism 
substantially different from the turbulent energy cascade theory.  
Analyses showed that the dimensionless settling velocity and shear Richardson number are the 
most dominant dimensionless parameters in causing stratification and modifying the flow structures. The 
role of the former is to initiate density gradient and stratification effects whereas increasing value of the 
latter act to amplify these effects. For natural density currents, the effect of slope becomes important. As 
the slope decreases, the flow becomes more subcritical and the flow entrainment rate decreases. Such 
model predictions are consistent with various experimental studies and field observations.  
The numerical models for the open-channel flow configuration are developed into a user-friendly 
software, StratSedOC. This tool provides simple evaluation and visualization on how stratification causes 
the velocity and suspended sediment concentration to vary from the standard log law and the Vanoni-
Rouse formulation, respectively.  
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CHAPTER 1 
INTRODUCTION 
 
1.1 Motivation and objective 
 Density stratification is one of the most important features found in most geophysical 
flows. Thermoclines in lakes and oceans and the strata in the atmosphere are such examples in 
which heating and cooling by radiation causes the differences in fluid densities. The stratification 
effects in these regions are also related to several natural phenomena which are of great 
environmental and economic importance. For example, ocean turnover due to density differences 
is the main mechanism for the surface and deep water to exchange oxygen and nutrients; thermal 
inversion caused by fronts with different temperature may trap pollutants, leading to health 
hazards. In addition to temperature, variation in density can also be caused by dissolved 
substances in the flow or solid particles carried by the flow. Examples of this type of stratified 
flows include snow avalanches, submarine turbidity currents and fresh water gravity currents 
above sea water found in estuaries (Simpson 1997). In the case of snow avalanches and turbidity 
currents, the suspended particles have the tendency to settle out due to gravitational force but can 
be re-entrained into the flow by turbulence. The result of this is a density profile which decreases 
along the upward direction. Such phenomena may also be known as self-stratification since the 
substances carried by the flow, rather than an external factor such as heating from radiation, is 
the cause of density variation. As material is continuously being exchanged between the flow 
and its lower boundary, the mass of this type of flow is generally not conserved. Under the right 
conditions, a current may gain mass which leads to higher momentum and the capability to pick 
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up more mass. This phenomenon is known as self-acceleration of the current and is one of the 
mechanisms that enables turbidity current to travel several kilometers into the deep ocean 
(Parker 1982, Parker et al. 1986). The study of self-stratification caused by suspended sediment 
in particular has great implications in sediment transport and morphodynamics. These types of 
flows are important agents in redistributing sediment on the earth surface (Meiburg and Kneller 
2010, Middleton 1993). Strong interactions influenced by stratification effects between flows 
and their surrounding environments take place. These interactions are responsible for forming 
some of the most fascinating morphological features with scales ranging from micro-scale, such 
as dunes and ripples, to macro-scale, such as submarine channels and canons. 
In this study we investigate two types of stratified flows: stratified open channel flows 
and subaqueous density underflows. For both types of flows the variation in density is caused by 
either dissolved substances or solid particles carried by the flow. Stratified open channel flows 
refer to open channel flows carrying sediment suspension which causes the flow to self-stratify. 
Such flow stratification, which is common in natural rivers, results in changes in velocity 
gradient and alterations in overall flow resistance. Subaqueous density underflows refer to 
currents which are formed by gravity working on excess density and evolve on the bottom of a 
lake or an ocean beneath a body of lighter ambient fluid. In this study we consider two types of 
subaqueous density underflows: saline underflows and turbidity currents, where the density 
excess is caused by dissolved salt and suspended sediments, respectively. Stratification effects 
associated with this type of flow are more complex than stratified open channel flows. Due to 
billows generated by Kelvin-Helmholtz effects, lighter ambient fluid is continuously entrained 
into the current, resulting in thickening and dilution of the current as it evolves. Hence, the 
source of density stratification in density underflows may be twofold: 1) the upward decrease of 
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density toward the interface between the current and the ambient fluid due to entrainment and, 2) 
in the case of a turbidity current, self-stratification.   
 For the purpose of understanding the effects of density stratification and the complex 
interactions between these flows and their surrounding environment, numerical modeling 
remains one of the most important and efficient approaches. Knowledge on subaqueous density 
underflows in particular stems mostly from numerical and experimental studies due to the 
difficulties in installing and maneuvering instruments in the deep water environment. Lab 
experiments, on the other hand, generally examine relatively simple flow configurations and 
cannot fully emulate natural conditions due to scale effects. In this study, the vertical structure of 
the two types of flows is resolved using the Reynolds-averaged Navier-Stokes (RANS) models. 
The advantages of such models are simple and efficient when applied to large-scale simulations. 
However, these models involve a certain level of empiricism in order to delineate turbulent 
characteristics, and their performance is highly sensitive to the equations and the turbulence 
closures. The stratification effects in these models are typically incorporated using a buoyancy 
production term which, under stably stratified conditions, acts to damp turbulent kinetic energy 
and reduce mixing. While good results have been achieved compared to laboratory data and been 
widely applied to field-scale simulations, the conclusions are usually problem-specific, varying 
according to boundary and initial conditions. Moreover, the limitations to such an approach in 
capturing the stratification effects have not been examined in detail.  Hence, these results are not 
readily used to generate physically-based rules that enhance our basic knowledge on the nature 
of the flow, or improve modeling efficiency in large scale simulations. 
 The main goal of this thesis is hence twofold. First of all, we provide a comparative study 
on several RANS models which are most commonly applied to the type of flows in question. We 
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aim to explore the capability and the limitations of these models in capturing stratification effects 
and the flow structure. Secondly, after validating the models using experimental or DNS data, we 
then investigate the variability of the flow structure and several key flow parameters as a 
function of the stratification effects.  
1.2 Methodology 
 Three different flow configurations as illustrated in Fig. 1.1-1.3 are used in this study to 
investigate the effects of density stratification. Detailed examination and discussion on each flow 
are presented in Chapters 2-4, respectively. Here we will briefly describe the some of the key 
assumptions of the models and the methodology which is implemented throughout these three 
chapters. The first configuration describes an open-channel flow carrying sediment suspension 
(Fig. 1.1). The main driving force of the system is gravity working on the fluid. The second and 
third configurations are used to investigate the flow structure of turbidity currents (Fig. 1.2 and 
1.3), where the flows are driven by the gravity working on the excess density caused by 
suspended sediment. As the sediment particles tend to settle, the sediment concentration is 
highest at the bed and decreases with increasing height. The analytical solution, known as the  
 
 
Fig. 1.1 Configuration 1: Open-channel flow with sediment suspension. 
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Fig. 1.2 Configuration 2: Turbidity current with a roof. 
 
 
Fig. 1.3 Configuration 3: Density underflow. 
 
standard Rousian profile, is a method often used to describe the concentration profile in an open-
channel flow. However, such an approach cannot be applied for turbidity currents since the 
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accurately capture the flow characteristics in these three flow configurations, we must implement 
a full model, which couples the fluid and sediment.  
We would like to point out that, although the three flows investigated in this study are 
aimed to enhance our understanding on realistic flow conditions, it is apparent that flow 
configuration shown in Fig. 1.2 is rather distinct from the turbidity currents we observe in the lab 
or field. Indeed, it describes a simplified form of turbidity current which was first proposed by 
Cantero et al. (2009) as “Turbidity Current with a Roof” (TCR). In TCR, the presence of a roof 
is to prohibit the entrainment of the ambient fluid and the dilution of the sediment concentration. 
As a result, the stratification effects which are caused by self-stratification alone can be isolated. 
Such a configuration enables us to greatly reduce the complexity of the flow and the 
uncertainties in validating the RANS models. The concept of TCR will be covered in detail in 
Chapter 3. After examining the stratification effects under the settings of TCR, we investigate 
their influence on natural turbidity currents in Chapter 4, by including the effects of flow 
entrainment (Fig. 1.3).  
 The numerical models used to solve for the flow structure in each flow configuration are 
formulated under several main assumptions. First of all, we assume that the flow is under 
sediment bypass condition. This means that the sediment settling rate precisely balances the 
entrainment rate from the bed and there is no net deposition or erosion. In the absence of flow 
entrainment, as in configurations 1 and 2, such a condition also implies that the total sediment 
concentration is conserved and a steady, uniform flow can be achieved. For configuration 3, due 
to the complexity associated with the flow entrainment, an additional assumption is required to 
simplify the problem. Based on several experimental studies (Altinakar et al. 1996, Sequeiros et 
al. 2010) and field data (Xu et al. 2004, Xu 2010), we assume that at steady-state, the flow 
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structure in the upward normal direction is “similar” in the downstream direction. In other words, 
by choosing appropriate scalings, the vertical profiles at different downstream locations collapse 
into a single profile. We will discuss the validity and limitations of such an approach in detail in 
Chapter 4. Based on the above assumptions, normal conditions (here normal means independent 
in the downstream direction) can be achieved for all three flow configurations and simple 1D 
models can be used to describe the vertical structures of these flows. In Chapters 2-4, we 
formulate these 1D models and solve the vertical structures using RANS models. 
 For flows carrying sediment suspension, the interactions between the fluid and the 
suspended particles can be very complex depending on various sediment conditions (Felix 2001). 
In order to focus our investigation on the effects of density stratification, we need to impose a 
few constraints on the suspended sediment. First of all, the average volumetric sediment 
concentration in the flow is assumed to be “sufficiently dilute”. Flows carrying fine particles at 
high concentration tend to form bonds between the particles and are subjected to hindered 
settling velocity due to active particle collision (Baas and Best 2002, Bass et al. 2009). These 
effects result in additional turbulence modulations which are distinct from that caused by density 
stratification. In this study we exclude such effects by setting the upper bound of the sediment 
concentration to 5% (Bagnold 1966).   
 In addition to concentration, the size of the particles also plays an important role in 
turbulence modulation. Particles that are sufficiently small to follow the movement of the fluid 
tend to consume additional energy in the mixing process, whereas large particles tend to separate 
from the flow, which causes vortex shedding and enhances turbulence. The effects of self-
stratification examined here are associated with the first mechanism, and the maximum size of 
the particles to which the models can be applied must be constrained. For particles to effectively 
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follow the fluid up to a fall velocity, the fall velocity of particles should be small compared to the 
RMS (root mean square) of the vertical turbulent velocity fluctuations (Uittenbogaard 1994). If 
we consider quartz as the main composition of the sediment particles, then the above criterion 
yields a particle diameter of approximately 200 µm in natural scale flows. Similar criteria are 
also found in the studies by Gore and Crowe (1991) and Nino and Garcia (1998). Here we 
presume such a value in all three types of flow in this study.  
 The 1D models formulated for each flow configurations are normalized using 
characteristic flow parameters such as mean depth-averaged velocity, concentration and depth, 
etc. For each model, the equations are discretized using finite volume methods (Versteeg and 
Malalasekera 2007). The steady-state flow profiles are obtained by marching the solutions in 
time until they converge. Several dimensionless parameters obtained from the normalization are 
then used for sensitivity analysis. In particular, we identify the key dimensionless parameters that 
are associated with stratification effects and investigate the response of the vertical structure as a 
function of these parameters. We also examine the effects of multiple grain sizes on the flow 
structure and the effects on stratification on several key flow parameters such as the resistance 
coefficient and near bed sediment concentration.  
1.3 Structure of the thesis 
The layout of rest of the thesis is as follows. In Chapter 2, we investigate the flow 
structures in open channel flows as depicted in Fig 1.1. Three different turbulence closures, i.e. 
an algebraic model (Smith-McLean) and two differential models (k-ε and Mellor-Yamada), are 
implemented to examine the effect of density stratification on flow structures. We also present 
StratSedOC, a tool that provides simple evaluation and visualization on how stratification causes 
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the velocity and suspended sediment concentration to vary from the standard log law and the 
Vanoni-Rouse formulation, respectively. A user guide of this tool can be found in Appendix A of 
this thesis. In Chapter 3, we examine internal structures of subaqueous density underflows under 
the TCR configuration (Fig 1.2). We revisit the concept and the equations of TCR by Cantero et 
al (2009). The RANS models including Mellor-Yamada model, the standard k-ε model and the 
equilibrium k-ε model, are then formulated, solved and compared with the DNS data from 
Cantero et al. (2009). The success and failure of these RANS models in capturing stratification 
effects and the flow structures are identified. In Chapter 4, we further incorporate the effects of 
flow entrainment on the vertical structures of natural density underflows (Fig. 1.3). The 
equations which describe the flow similarity are formulated and solved numerically. A constant 
eddy viscosity model and two turbulence closures are implemented and compared with the 
analytical similarity solutions of a wall jet, experimental and field observations. We discuss the 
limitations of these turbulence closures as well as the role of the key dimensionless parameters. 
In Chapter 5, general conclusions and future work are presented.   
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CHAPTER 2 
EVALUATION OF SEDIMENT-INDUCED STRATIFICATION IN  
OPEN-CHANNEL FLOWS 
 
Abstract 
Open channel flow containing sediment suspension subjects itself to a density gradient in 
the vertical direction, i.e. density self-stratification, due to the tendency for suspended sediment 
to settle. Velocity and concentration profiles under the effect of density stratification may differ 
significantly from the conventional logarithmic and Rousean distributions associated with open 
channel flow. It is hence important to include this effect into flow computations in order to 
accurately predict flow characteristics such as the resistance coefficient, near-bed sediment 
concentration, flow and sediment discharge. In this study we introduce a software, StratSedOC, 
for such purpose. The application contains a user-friendly interface which allows users to 
evaluate and visualize the differences in the velocity, concentration and eddy viscosity profiles 
when stratification effects are taken into account. In addition to the standard 
logarithmic/Rousean formulation, the model uses three turbulence closures, i.e. an algebraic 
model (Smith-McLean) and two differential models (k-ε and Mellor-Yamada). The software 
application can also be used to study the effect of sediment mixtures on flow stratification under 
different boundary conditions for near-bed sediment concentration. Comparison between the 
model and experimental results suggests that the Mellor-Yamada model predicts a damping 
effect on the eddy viscosity which is similar to the Smith-McLean model, while the k-ε model 
consistently predicts weaker stratification effects. Based on this result, a modified boundary 
condition for the k-ε model is then proposed.   
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2.1 Introduction 
 Sediment suspension in open channel flows induces flow stratification. The phenomenon 
differs from stratification in atmospheric or oceanic flows in that it is self-induced owing to the 
tendency of the particles carried by the flow to settle. The properties of the suspension, such as 
the grain size distribution and concentration, are thus keys to describing the level of stratification 
for this type of flow. Under the effect of sediment-induced stratification, flow characteristics 
including sediment transport rate, sediment concentration in the water body and resistance 
coefficient, as well as the resulting river morphodynamics, may change substantially. It is of 
interest to civil engineers and sedimentologists to understand and model the effect of self-
stratification on open channel flows. 
 The main observed effect of self-stratification on the flow is an increase in the vertical 
gradient of the streamwise velocity, an effect that has been observed in various experiments (e.g. 
Einstein and Chien 1955, Vanoni 1946, Coleman 1981, 1986). The explanation for this effect 
that has been most commonly embraced by modelers is based on an analogy to heat flows, 
according to which the buoyancy flux induced by density gradients extracts energy from the 
flow. This reduces the ability of flow to exchange momentum, and hence increases the flow 
velocity. In the case where complete damping of turbulence occurs, the flow loses the ability to 
sustain sediment, resulting in ‘catastrophic collapse’ (Winterwerp 2001). By accounting for the 
stratification effects induced by cohesive sediments, Winterwerp (2001) reproduced collapse of 
the concentration profile. However, this phenomenon is not peculiar to flow with cohesive 
sediments. In their numerical studies in an oscillatory channel, Ozdemir et al. (2010) showed that 
under conditions of complex variation of the flow turbulence over a wave cycle, even a slight 
level of stratification can cause the formation of a lutocline. Further increase in stratification 
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effects results in the suppression of turbulent production in the wave boundary layer which 
eventually leads to flow relaminarization and collapse of the concentration profile. The effect of 
stratification may significantly change the amount of water and sediment discharge. For 
example, McLean (1991) showed that in the presence of sediment suspension, the resistance 
coefficient may decrease by one order of magnitude, and the sediment discharge may decrease 
by two orders.  
 The model presented here accounts for the effect of density stratification through a two-
way coupling between the flow and the suspended particles. The Reynolds-averaged Navier-
Stokes (RANS) equations are solved with various turbulence closures to obtain the streamwise 
velocity and sediment concentration profiles in the vertical direction. A very similar model 
framework can be found in several previous studies to investigate sediment-induced stratification 
effects. Smith and McLean (1977) used a zero-equation model for the turbulence closure by 
applying the treatment for thermally stratified flows. Similar closures were used by Gelfenbaum 
and Smith (1986), Villaret and Trowbridge (1991), Herrmann and Madsen (2007), all using the 
model coefficients calibrated for open channel flows. Winterwerp (2001) and Hsu et al. (2009) 
used the k-ε model for turbulence closure to study the effect of density stratification in fluvial 
and coastal environments with the consideration for both cohesive and non-cohesive sediment. 
Wright and Parker (2004a) used a level 2 Mellor-Yamada model to investigate the effect of 
stratification on flow and sediment discharge. While these studies aimed at understanding the 
stratification effects for particular problems, no tool appears to have been developed to provide 
simple evaluation and visualization of such effects. In particular, for the case of equilibrium open 
channel flow, previous research provides no easy and direct way to evaluate how stratification 
causes the velocity and suspended sediment concentration to vary from the standard Vanoni-
13 
 
Rouse formulation given in standard texts on sediment transport. In the present work, we present 
the tool StratSedOC for such purpose. 
In the following, we first present the problem setting and the equations and boundary 
conditions involved. The construction of the software is then presented. The model is tested with 
three experimental studies, which include runs under both below- and at-sediment-transport-
capacity conditions. The results show that the boundary condition for the standard k-ε model is 
incapable of reflecting the effect of stratification at and near the bed. A modified boundary 
condition for the k-ε model is then proposed.  
2.2 Theory 
2.2.1 Problem Setting 
The problem setting for StratSedOC is shown in Fig. 2.1. A fully-developed steady, uniform 
open-channel flow of infinite width containing a sediment suspension is considered. The 
transport of the suspension is assumed to obey the following conditions:  
1) The concentration of the sediment suspension is sufficiently dilute so that the effect of 
hindered settling can be neglected. 
 
Fig. 2.1 Definition sketch for steady, streamwise-uniform open-channel flow with sediment suspension. 
 
( )u z ( )c z
h
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2) The particles in suspension are sufficiently small such that they follow closely the water 
movement up to a fall velocity. This condition also implies that the effect of suspended sediment 
is to damp the turbulence as well as the effective mixing rather than to increase them due to wake 
shedding from the particles. Nino and Garcia (1998) showed that this condition holds under the 
criterion 
* 2pRe < , where * * /p gRe u D ν=   is a particle Reynolds number, *u   is the shear velocity 
(to be defined later), 
gD  is the geometric mean grain size of the particles in suspension and ν  is 
the kinematic viscosity. This suggests that for most natural streams, estuaries and coastal 
environments where the shear velocity is at the order of centimeters, the present model can be 
applied to sediment sizes up to 200 µm. 
3) Net sediment exchange between the bed and the flow is inhibited, i.e. no net erosion or 
deposition is allowed. The last condition is automatically satisfied for below-capacity flows, but 
may unnaturally force the flow to go over capacity under certain settings. This can, however, be 
prevented by imposing an appropriate limiting condition at the bed.  
The governing equations for the problem are given in dimensionless forms (denoted by ^ 
hereinafter) as  
ˆ ˆ1
1
ˆ ˆ ˆ
u u
u w
t z Re zτ
 ∂ ∂ ∂
′ ′= − + + ∂ ∂ ∂ 
        (2.1) 
ˆ ˆ ˆ1
ˆ
ˆ ˆ ˆ ˆ
i i i
si i
c c c
v w c
t z z Re Sc zτ
 ∂ ∂ ∂∂
′ ′− = − + ∂ ∂ ∂ ∂ 
,     1~i N=  .     (2.2) 
where zˆ  is the vertical coordinate, tˆ  is time, uˆ  is Reynolds-averaged flow velocity, 

u w′ ′−  is the 
Reynolds stress, N  is the number of size fractions and ˆic , ˆsiv  and 

iw c′ ′  represents, respectively, 
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the volumetric concentration, the settling velocity and the Reynolds flux of the i
th
 size fraction. 
The total volumetric concentration is given by summing over all size fractions, i.e. 
1
ˆ ˆ
N
ii
c c
=
=∑ . 
These variables have been made dimensionless with the water depth h , depth-averaged 
concentration C  and shear velocity 1/2* ( )u ghS= , where g  is gravitational acceleration and S  is 
slope. The governing equations (2.1) and (2.2) describe the conservation of momentum for the 
flow and mass balance for the sediment concentration, respectively. Under the Boussinesq 
approximation, the effect of density change due to suspended sediment can be included through 
an additional gravity term in Eq. (2.1). However, in most natural streams where the concentration 
is low, this effect becomes sufficiently small compared to the gravitational force acting on the 
fluid alone to allow omission. The gravity term thus becomes precisely equal to unity when made 
dimensionless. It should be noted that while the present model solves for steady-state solutions, 
the time terms are kept in the equations for numerical purposes (see Section 2.3.1). At steady 
state, Eq. (2.1) devolves to a precise balance between the shear stress and gravity and Eq. (2.2) 
delineates the balance between downward settling flux and upward diffusive flux. The equations 
contain two dimensionless parameters: the shear Reynolds number defined as 
* /Re u hτ ν=  and 
the Schmidt number defined as / cSc ν ν= , where cν  is the molecular diffusivity of the sediment 
concentration. In most cases, Reτ  is sufficiently large to allow the neglect of the molecular 
diffusion terms in Eqs. (2.1) and (2.2).  
Solving Eqs. (2.1) and (2.2) requires turbulence closures to account for the dimensionless 
Reynolds stress 

uw′ ′−  and Reynolds flux 

iw c′ ′− . Through the Fickian analogy, these terms can 
be expressed as 
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 ˆ
ˆ' '
ˆ
t
u
u w
z
ν
∂
= −
∂
,             (2.3a) 
 ˆ
ˆ' '
ˆ
i
i tc
c
w c
z
ν
∂
= −
∂
,  1~i N= .       (2.3b) 
The total Reynolds flux of sediment concentration is then obtained by summing over all size 
fractions, i.e. 
 
1
ˆ
ˆ' ' ' '
ˆ
N
i tci
c
w c w c
z
ν
=
∂
= = −
∂∑  ,        (2.3c) 
where 
1
n
ii
c c
=
′ ′=∑  is the total fluctuation from total mean concentration. In Eqs. (2.3), tˆν  and tˆcν  
are respectively the eddy viscosity and eddy diffusivity of sediment concentration, whose values 
need to be obtained from a turbulence closure model. 
2.2.2 Turbulence closure 
Three of the most commonly applied closure schemes are implemented in StratSedOC, i.e.: 
the algebraic scheme of Smith and McLean (1977), the differential RANS k-ε scheme (Rodi 
1993), and the differential RANS scheme of Mellor and Yamada (1974, 1982). In the following 
we briefly describe the essence of the models and present the relevant closures.  
Smith and McLean (S-M) 
 Drawing analogy from an atmospheric boundary layer flow model proposed by Businger 
et al. (1971), Smith and McLean (1977) account for sediment-induced flow stratification effects 
in the algebraic form 
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0
ˆ ˆ 1t t g
t
Ri
Sc
β
ν ν
 
= − 
 
         (2.4) 
Here 
0
ˆ ˆ ˆ(1 )t z zν κ= −  is the eddy viscosity in the absence of stratification (i.e. neutral conditions) 
for open channel flow that is consistent with the logarithmic law, 0.41κ =  is the von Kármán 
constant and ˆ ˆ/t t tcSc ν ν=  is the turbulent Schmidt number. The gradient Richardson number gRi
, defined as  
2
ˆ
ˆ
ˆ
ˆ
g
c
zRi Ri
u
z
τ
∂
∂= −
∂ 
 ∂ 
          (2.5) 
where 2*/Ri RCgh uτ =  is the shear Richardson number and R  is the submerged specific gravity 
of the sediment (~ 1.65 for quartz), provides a measure of the level of stratification. The 
empirical constant 4β =  used in this study is due to Herrmann and Madsen (2007), which, for 
1tSc = , corresponds to a critical value of 0.25gRi =  for total damping of turbulence.  
k-ε 
 The standard k-ε turbulence closure requires the computation of two additional turbulent 
variables, namely the turbulent kinetic energy k  and turbulent energy dissipation ε . The 
governing equations in dimensionless forms are given in the respective forms  
 
ˆ ˆˆ ˆ1
ˆ( ) ' ' ' '
ˆ ˆ ˆ ˆ
t
k
k k u
u w Ri w c
t z Re z z
τ
τ
ν
ε
σ
 ∂ ∂ ∂ ∂ = + − − −    ∂ ∂ ∂ ∂  
      (2.6) 
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 
2
1 3 2
ˆˆ ˆ ˆ ˆˆ1
( ) ' '( ) ' '
ˆ ˆˆ ˆ ˆ ˆ
t uC u w C Ri w c C
t z Re z zk k
ε ε τ ε
ε τ
νε ε ε ε
σ
 ∂ ∂ ∂ ∂ = + − + −   ∂ ∂ ∂ ∂  
    (2.7) 
The turbulent eddy viscosity is then given by the Prandtl-Kolmogorov relationship;  
2ˆ
ˆ
ˆt
k
Cµν ε
=            (2.8) 
Eq. (2.6) describes the balance of the turbulent kinetic energy. Starting from the first term on the 
right hand side, the terms are the transport, production, buoyancy production and dissipation 
terms. Note that in the case of multiple grain sizes, the total buoyancy production term, 
according to Eq. (2.3c), is the sum over all size fractions. In stably stratified flows, this term 
takes a negative value due to the decreasing concentration in the upward vertical, indicating that 
mean flow energy is consumed in order to mix the suspended sediment against the density 
gradient. In the case of the S-M closure, reexamination of Eq. (2.5) shows that 
gRi  describes the 
ratio between the loss of turbulent energy due to working against the density gradient (associated 
with buoyancy flux) and the production of turbulent energy. The neglect of the dissipation term 
in the S-M model suggests that the discrepancy between the two models is likely to be dependent 
upon the value of the dissipation term or, more specifically, the influence of stratification on 
dissipation. This can be seen from the sensitivity in the coefficient 3Cε  reported in several 
studies (Choi and Garcia 2002, Burchard and Baumert 1995). In StratSedOC, the value of 3Cε  is 
allowed to be a user input. The standard values of ( kσ , εσ , 1Cε , 2Cε , Cµ ) = (1.0, 1.3, 1.44, 1.92, 
0.09) are used for the remaining coefficients (Rodi 1993).  
Mellor-Yamada (M-Y) 
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A higher level of turbulence closure using the full Reynolds transport equations was 
developed by Mellor and Yamada (1974). An overall review of the model can be found in Mellor 
and Yamada (1982). A level 2.5 M-Y model is employed as a choice that yields both accuracy 
and efficiency. Except for the relevant terms in the turbulent kinetic energy equation, all 
advection and diffusion terms at this level are omitted, indicating that local equilibrium is 
achieved for Reynolds-averaged turbulent characteristics. The modified equations by Galperin et 
al. (1988) are used here, giving 
 
2 2 3
1
ˆ ˆ ˆ ˆ1 2ˆˆ( ) 2 2 ' '
ˆˆ ˆ ˆ ˆ
q
q q u q
S ql u w Ri w c
t z Re z z B l
τ
τ
 ∂ ∂ ∂ ∂
′ ′= + − − − 
∂ ∂ ∂ ∂ 
     (2.9) 
and 
2
1 1
1 2 2 2 1 1 2
1 1
1
2 2
1 2 2 1 2
ˆ ˆ6 6
1 3 3 ( 3 )(1 ) 3 (6 ) Ri
ˆ ˆ
ˆˆ ˆ
ˆ ˆˆ ˆ
1 9Ri ( ) 1 3 (6 )Ri ( )
ˆ ˆˆ ˆ
t
A A l c
C A B A C A B
B B q z
lqA
l c l c
A A A A B
q z q z
τ
τ τ
ν
     ∂
− − − − − − + ⋅        ∂     = ⋅
  ∂ ∂
− − +    ∂ ∂  
   ,    (2.10) 
1
2
1
2
2 1 2
6
1
ˆˆ ˆ
ˆ ˆ
1 3 (6 )Ri ( )
ˆ ˆ
tc
A
A
B
lq
l c
A A B
q z
τ
ν
 
− 
 = ⋅
 ∂
− +  ∂ 
        (2.11) 
where 
2qˆ  is a measure of the turbulent kinetic energy (equivalent to 
ˆ2k  in the k-ε model) and lˆ  
is referred to as the master length scale, the value of which directly affects the dissipation in the 
energy balance as indicated by the last term in Eq. (2.9). For boundary layer problems such as 
the present one, the master length scale can given in an algebraic form (Mellor and Yamada 
1982) 
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0
0
ˆˆ ˆ
ˆˆ
z
l l
z l
κ
κ
=
+
   ,   
1
ˆ
0 1
ˆ
ˆˆ ˆ
ˆ
ˆ ˆ
b
L
b
qzdz
l
qdz
α= ∫
∫
     (2.12a,b) 
where 0.7Lα =  is an empirical constant and bˆ  is a dimensionless reference height. By allowing 
a) lˆ  to approach the Prandtl mixing length zˆκ  when zˆ  is sufficiently close to the wall and b) 
the gradient of lˆ  to approach zero when sufficiently far away from the wall, the above 
expressions reproduce the desired logarithmic velocity profile under neutral conditions. The 
values of the other empirical coefficients are take from Mellor and Yamada (1982) and set to ( 1A
, 1B , 2B , 1C , 1γ , qS ) = (0.92,16.6,10.1, 0.08,0.22,0.2), 2 1 1 1 1( ) / ( )tA A C Scγ γ= − . 
2.2.3 Boundary conditions 
Boundary conditions are applied at the free surface ( ˆ 1z = ) and a reference height slightly 
above the bed ( ˆzˆ b= ). For the flow velocity, the boundary conditions are given by 
ˆˆ
ˆ1
ˆ ln
ˆ sz b
s
b
u B
kκ=
 
= +  
 
,  
ˆ 1
ˆ
0
ˆ z
u
z =
∂
=
∂
      (2.13a,b) 
where 2.42ˆ ˆ8.5 [1 / ln( ) 3] exp( 0.121 [ln( )] )s s sB Re k Re kτ τκ= + ⋅ − ⋅ − ⋅  (Yalin 1992). 
In principle, the boundary conditions for sediment concentration at equilibrium should be 
given by zero net flux at both boundaries for each of the size fractions, i.e.  

ˆˆ ˆˆ
ˆ ˆ
si i iz b
z b
v c w c
=
=
′ ′= ,  
ˆ 1
ˆ 1
ˆ ˆ
si i iz
z
v c w c
=
=
′ ′= , 1~i N=    (2.14a,b) 
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The conditions given by Eqs. (2.14) are, however insufficient to obtain a unique solution, and 
thus an additional condition must be applied for each size fraction. This condition can be given 
by either fixing the depth-averaged volumetric concentration to a specified value C, expressed in 
dimensionless form 
1
ˆ
ˆˆ ˆ (1 )wci i
b
c dz p b= −∫ , 1~i N=       (2.15a)  
where 
wc
ip  
denotes volume fraction of the i
th
 fraction in the water column, or fixing the near bed 
concentration to a specified value, i.e.  
ˆˆ
ˆ ˆnb
i i bz b
c p c
=
= ,   1~i N=       (2.15b) 
where ˆbc  
is the total near bed concentration and nbip  
denotes near bed volume fraction of the i
th
 
fraction. Either of these cases could correspond to a) below-capacity conditions or b) at-capacity 
condition for which the relevant concentration is known or specified in advance. 
Another option applicable to the at-capacity case is to compute the near-bed concentration 
for each size fraction from one of several available predictive relations, such as those listed in 
Garcia (2008).  For this case, the near bed boundary condition (2.15b) is then replaced by  
ˆ ,ˆ
ˆ /bsi i s iz bc p E C= = ,  1~i N=       (2.15c) 
where bsip  
is the volume fraction of the i
th
 fraction in the bed surface layer, and the 
corresponding entrainment coefficient ,s iE  
is a specified function of flow conditions. An 
example of such a relation is that of Garcia and Parker (1991); 
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ˆ
mi
m i p i
si g
D
Z
v D
= , 1~i N=   (2.16a,b) 
where 71.3 10A −= ⋅  is an empirical constant; iD  is the grain diameter of the i
th
 fraction; 0.2m =
is a parameter which accounts for hiding effects; , /p i i iRe gRD D ν= ; 21 0.288log ( )gλ σ= −  is 
a straining parameter and gσ  being the geometric standard deviation of the bed sediment size 
distribution.  A generalization of Eq. (2.16) that includes the case of large, low-slope rivers, for 
which stratification effects are known to be strong under some conditions, is given in Wright and 
Parker (2004b). 
For the energy production and dissipation terms, the boundary conditions at the bed are 
established assuming local equilibrium of turbulent kinetic energy. At the free surface, symmetry 
conditions are applied. For the k-ε model, these take the form 
 ˆˆ
1 ˆˆ (1 )
ˆz b
b
b
ε
κ=
= −  ,   
ˆ 1
ˆ
0
ˆ zz
ε
=
∂
=
∂
     (2.17a,b) 
 
ˆˆ
1ˆ ˆ(1 )
z b
k b
Cµ
=
= −  ,   
ˆ 1
ˆ
0
ˆ
z
k
z
=
∂
=
∂
     (2.18a,b) 
For the M-Y model, they are 
 
1/3 1/3
ˆ 1ˆ
ˆˆ (1 )
z b
q B b
=
= −  ,  
ˆ 1
ˆ
0
ˆ z
q
z =
∂
=
∂
     (2.19a,b) 
2.2.4 Dimensionless Parameters  
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The above formulation suggests that the solution to the system is mainly dependent upon five 
dimensionless parameters: Reτ , Riτ , sˆiv , 
ˆ
sk , and bˆ . For flows with large values of Reτ , the role 
of Reτ , 
ˆ
sk , and bˆ  enters only through boundary conditions regardless of the turbulence closure 
implemented. Thus stratification effects in the water column are mainly dominated by Riτ  and 
sˆiv , or, in physical terms, the concentration and the size of the particles being transported in the 
flow. In the case where multiple grain sizes are considered (i.e. N>1), the solutions also depend 
on the volume fraction of each size fraction, i.e. 
wc
ip , 
nb
ip , or 
bs
ip (depending on the boundary 
conditions specified). Another dimensionless parameter which may also influence the level of 
stratification is the turbulent Schmidt number tSc . The larger the value of tSc , the lower is the 
efficiency of the flow to mix suspended sediment, and thus the larger the effect of density 
stratification. The choice of tSc , however, is still somewhat indeterminate, and is often 
calibrated based on experimental or field data (see e.g. Bombardelli and Jha 2009, Muste et al. 
2005). 
For each simulation, all of the above dimensionless parameters must be given as input. Users 
must know in advance several parameters including the water depth h , the slope S , and the 
kinematic viscosity ν  in order to compute the shear velocity *u  and shear Reynolds number Reτ
. The dimensioned roughness height sk is typically taken to be proportional to a representative 
grain size of the bed material (Garcia 2008). Its value can also be calibrated if measurements of 
the near bed velocity are available. One interpretation of the reference height bˆ  is as the top of 
the bedload layer, such that the sediment transport between bˆ  and the actual bed is dominated 
by bedload (McLean, 1991). In addition, bˆ  should be chosen such that it is above the viscous-
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dominant region, as well as above the top of the bed roughness elements. For smooth flows, 
ˆ( ) 50z Re bτ
+ = >
 
is suggested for negligible viscous effects (Pope 2000) while for rough 
flows, ˆ ˆsb k> , must be satisfied. In the case where boundary condition (2.15c) is applied, bˆ  
should be set to 0.05, i.e. the value for which the empirical relations (2.16a,b) were obtained.  
The specification of the two dominant parameters Riτ  and sˆiv  depends on the type of the 
boundary conditions chosen. Condition (2.15a) is realized by explicitly specifying both C and 
wc
ip , (2.15b) by both bc  (not ˆbc , since the problem would be under-specified) and 
nb
ip  and 
(2.15c) by solely bsip  (since ,s iE  
is dependent on the flow and the grain size distribution). In 
other words, a user must know one of the following three distributions; a) the grain size 
distribution for the sediment in the flow (and hence 
wc
ip ), b) that near the bed (and hence 
nb
ip ), 
or c) that on the bed surface (and hence 
bs
ip ). The dimensional settling velocity vsi can then be 
computed using an appropriate relation for fall velocity; here we use Dietrich (1982). In the case 
where boundary condition (2.15a) is applied, the depth-averaged concentration C must also be 
specified, from which Riτ  can be calculated. For either one of the two other boundary 
conditions, Riτ  is not known a priori, but rather is obtained iteratively. The algorithm is further 
described in the next section.  
Alternatively, StratSedOC also allows users to specify dimensional parameters. In this case, 
conversion into dimensionless parameters is performed prior to the simulations.  
2.3 Software Construction 
2.3.1 Solver 
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Solving the system of equations (2.1), (2.2), (2.6), (2.7) and (2.9), regardless of the 
turbulence closure, require no more than a solver for an advection-diffusion problem.  Spatial 
discretization of the equations is done by using the finite volume method with a second order 
TVD scheme to avoid unrealistic negative values for turbulent kinetic energy and energy 
dissipation terms (Versteeg and Malalasekera 2007). For temporal discretization, a fully-implicit 
method is implemented to ensure numerical stability. 
The iteration procedure begins with a set of initial guesses of the variables. The solver is 
then sequentially applied to: Eqs. (2.1), (2.2), and, depending on the turbulence closure chosen, 
Eqs. (2.6) and (2.7) for k-ε, or Eq. (2.9) for M-Y. The eddy viscosity is then computed using 
corresponding Eqs. (2.4), (2.8) or (2.10). In the case where boundary condition (2.15b) or (2.15c) 
is applied, the sediment concentration is renormalized such that the near bed concentration 
satisfies the corresponding boundary conditions. The value of Riτ  is then updated after the 
renormalization. The process is repeated until convergence of all variables is achieved by 
stepping through time.  
2.3.2 StratSedOC 
For numerical efficiency purposes, the above solver has been developed in Fortran and 
packaged into the software, StratSedOC, designed using Matlab graphical user interface GUIDE. 
To run the software, the user executes the StratSedOC.m file in Matlab. The layout of the 
software is shown in Fig. 2.2a. On the left is the input panel, which consists of three tabs for the 
entries pertaining to flow and sediment conditions, as well as the computational settings. On the 
right is the output figure panel which enables the visualization of the velocity, concentration and 
eddy viscosity profiles.  
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Flow conditions 
The form for inputting flow conditions can be accessed by clicking on the Flow tab (Fig. 
2.2b). Within that tab the user will find a Suspension sub-panel, where users can choose the 
suspension type among the choices of a) no sediment suspension, b) specified concentration or c) 
near-bed concentration computed with the Garcia-Parker relation, according to a drop-down 
menu. If a specified concentration is selected, then either C or cb must be specified. The choice 
depends on the boundary condition which the user wants to apply. If condition (2.15a) is applied, 
“specified concentration” should be selected, and C should be specified. With this combination, 
the information later entered in the Size Fraction section will be recognized as that in the water 
column, i.e. 
wc
ip . If condition (2.15b) is applied, “specified concentration” should again be 
selected, and cb should be specified. With this combination, the information later entered in the 
Size Fraction section will be recognized as that near the bed, i.e. 
nb
ip . If condition (2.15c) is 
applied, then “Garcia-Parker” should be selected; neither C nor cb need be specified for this case, 
as they are computed from the full model using (2.16a,b).. The information later entered in the 
Size Fraction section will be recognized as that on the bed surface, i.e. 
bs
ip .Parameters can be 
specified in either dimensional or dimensionless forms. Conversion from one to the other can be 
done by clicking on the refresh button on the lower right of the panel.  
 
 
 
 
27 
 
 
 
(a) 
 
(b) (c) 
 
(d) 
 
Fig.2.2 (a) Layout of StratSedOC and input panel for (a) flow conditions, (c) size fraction conditions and (d) 
computational settings. 
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Sediment size fraction conditions 
Sediment size fraction conditions can be accessed by clicking on the Size Fraction tab (Fig. 
2.2c). Users can choose to enter either the dimensionless settling velocity ˆsv  
or the grain size 
distribution. For the former, the entries in the fraction column should be less than 1 and add up to 
1. For the latter, the first entry of the percentage finer column should always be 0 and the last 
entry should be 100. In addition, if sediment with multiple grain sizes is considered, the entries 
of the grain sizes or the dimensionless settling velocity should be entered in an increasing order. 
Conversion from one table to the other can be done by clicking on the refresh button.  
Computational settings 
Under the Computation tab, we find a panel for simulation settings and a panel for 
numerical settings. In the first panel, the choices for the turbulence closure are presented. If k-ε 
is selected, a box is presented for the entry of 3Cε . The effect of including/excluding 
stratification effects can be examined by checking/unchecking the “include stratification effect” 
box. Upon unchecking the box, all terms associated with Riτ  are set to zero. Similarly, by 
unchecking the “include molecular viscosity/diffusivity” box, all terms associated with Reτ  in the 
governing equations are set to zero.  
 In the numerical settings sub-panel of the Computation panel, the spatial interval 
ˆˆ (1 ) /dz b= − (Number of spatial intervals) and temporal interval ˆdt  used in numerical 
integration, as well as the maximum number of iterations, are specified. The number of spatial 
intervals should be an even number. If convergence is not reached upon reaching the maximum 
number of iterations, an error message will be recorded in the output file. Care should be taken if 
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users wish to examine extreme cases where the flow is weak (low Reτ ), stratification effects are 
strong (high Riτ  or ˆsv ) or complete damping of turbulence results in total collapse of sediment. 
If the results show very high concentrations only at several near- bed nodes and no concentration 
elsewhere, it is likely that the near bed resolution is too low and ˆdz  should be decreased. One 
way to ensure the accuracy of the solution is by gradually decreasing ˆdz  to a value where any 
further decrease would give no significant changes to the solutions (grid-independence, see 
Appendix B for further clarification). For all the simulations in this paper, a number of spatial 
intervals of 400 is used to ensure that the relative error reduces below 10-3. 
Output 
 After each simulation, the results for the dimensionless velocity, concentration and eddy 
viscosity profiles can be viewed by clicking on the corresponding tabs. The velocity and eddy 
viscosity profiles are compared with those due to the conventional log-law. The concentration 
profile is compared with that from the conventional Rousian profile.  
 Based on the filename given, the program generates three files: filename.mat, 
filename_bulk.txt and filename_var.txt. The first is a Matlab file which records all the data 
including the input and output parameters as well as all of the parameters/coefficients with 
specified values. The two text files give a gist of the simulation results extracted from the Matlab 
file. This facilitates analyses if programs other than Matlab are used for post-processing of the 
data.  
2.4 Model Application and Modification 
2.4.1 Model validation  
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We examine the predictability and behavior of the three turbulence closure models by comparing 
simulations against experimental results from three independent studies. We begin with a neutral 
case, i.e. clear water flow (Run P4, Nezu and Rodi 1986). Two types of flow configurations with 
sediment suspension are then examined. The first configuration considers a starved-bed (below-
capacity) condition (Run 20, Coleman 1986) in which water runs over a fixed bed and no 
exchange of sediment between the flow and the bed is possible. The suspended load in this case 
is kept below capacity at all times. The equilibrium-bed configuration (Run 1565EQ, Lyn 1988), 
on the other hand, runs water over an erodible bed composed of the same material in suspension 
and continues until the bed adjusts to equilibrium. The suspended load at the equilibrium state is 
at-capacity. Table 2.1 and Table 2.2 summarize the flow and sediment characteristics in each 
experiment. Data directly obtained from the experiments is listed in Table 2.1 and parameters 
required for simulations are listed in Table 2.2. In the latter, an equivalent slope calculated by 
2
* / ( )eS u gh=  is used as S  in the simulations to account for the reduction in shear velocity due to 
sidewall effects. The parameter C  obtained by integrating measured concentration in the vertical 
direction is used to compute Riτ . However, under equilibrium-bed configurations, neither Riτ  
nor  C  is required as input, in so far as the models self-generate the near-bed concentration 
according to Eqs. (2.15c) and (2.16a,b). In this case, results from different closures will have the 
same near-bed concentration but differ in C (and consequently Riτ ) due to different levels of 
flow stratification. The parameter ˆsv  
is calculated using Dietrich’s (1982) formula for fall 
velocity. The value of ˆsk  is chosen such that the near-bed velocity is similar to the measured 
value. This corresponds to ˆ 7.3 /s gk D h=  for Coleman’s Run 20 and 
ˆ 4.5 /s gk D h=  for Lyn’s  
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Table 2.1 Measured parameters from three experimental studies 
 h  (cm) sd (mm) T (°C) *u  (cm/s) /b h  
Nezu-Rodi P4 10.00 --- 18.7 3.04 6.0 
Coleman 20 17 0.105 23.9 4.10 2.1 
Lyn 1565EQ 6.45 0.15 20.7 3.58 4.1 
 
Table 2.2 Input parameters for numerical simulations 
 
310eS ×  410C×  Reτ  Riτ  ˆsv  
ˆ
sk  bˆ  
Nezu-Rodi P4 0.9 0 3001 --- --- smooth 0.012 
Coleman 20 1.0 26.0 7801 4.28 0.22 0.0045 0.05 
Lyn 1565EQ 2.4 3.6* 2380 0.24* 0.41 0.0105 0.05 
* Values obtained from experimental data but not required as model input. 
 
(1988) Run 1565EQ. The value of bˆ  is set to 0.05 in both cases with sediment suspension. In the 
case of Nezu and Rodi’s (1986) Run P4, the elevation where the lowest measurement was taken, 
i.e. 0.012, was used. The choice of the boundary conditions for Coleman’s below-capacity run is 
condition (2.15a), whereas condition (2.15c) is applied to Lyn’s (1988) at-capacity run. 
The comparison of predicted and observed velocity profiles for Nezu and Rodi’s (1986) Run 
P4 is shown in Fig. 2.3. All three closures give good agreement with experimental data in the 
lower part of the water column. The S-M closure reproduces exactly the log-law velocity profile 
in the absence of sediment suspension, as indicated by Eq. (2.4). Both the k-ε and M-Y models, 
on the other hand are able to capture the deviation from the log-law profile toward the free 
surface due to the wake effect. 
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Fig.2.3 Comparison of velocity profiles from model predictions against measured 
data from Nezu and Rodi’s (1986) Run P4. 
 
The strong stratification effects present in Coleman’s experiment result in observed velocity 
and concentration profiles that both deviate significantly from the theoretical log-law and 
Rousean law, respectively. Fig. 2.4a shows that the S-M and M-Y models capture these effects in 
the velocity profile except near the free surface, where the measured data reflects the influence of 
side wall effects. The k-ε model, on the other hand, predicts a relatively low level of 
stratification. Similar observations apply to the concentration profiles (Fig. 2.4b) but the 
discrepancy among the models is less prominent. Fig. 2.5 shows the comparisons for Lyn’s run 
under the equilibrium-bed configuration. In Fig. 2.5b the concentration is normalized by the near 
bed concentration bc , since the value predicted for C  is different in each model. The results are 
consistent with the previous observation; the M-Y model predicts the strongest level of 
stratification. However, due to the relatively weaker stratification effects, as indicated byRiτ , the 
differences between the theoretical value and the model predictions in the lower 30% of the flow 
are small.  
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Fig.2.4 Comparison of (a) velocity and (b) concentration profiles against model predictions and measured data from 
Coleman’s (1986) Run 20. 
 
 
Fig.2.5 Comparison of (a) velocity and (b) concentration profiles against model predictions and measured data from 
Lyn’s (1988) Run 1565EQ. 
 
The above verification suggests that the efficiency of turbulence damping is different for 
each turbulent closure model. Fig. 2.6 illustrates the relation between level of stratification and 
turbulence damping embodied in each closure. From upper left to lower right, the lines describe 
the damping efficiency, defined as the ratio of the eddy viscosity tν  with stratification effects to 
that in the absence of stratification effects 0tν , as it varies throughout the water column from the 
bed to the water surface. Toward the water surface 
gRi  becomes infinity due to zero energy 
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production there. In the case of weak stratification, as in Lyn’s experiment, it turns out that the S-
M and M-Y models gives very similar damping efficiencies up to about 70% of the water depth. 
The k-ε model, on the other hand, shows a relatively low level of damping even in the lower part 
of the water column (as shown in the inset). This relation may, however, change as the level of 
stratification increases. Fig. 2.7 shows the variation in turbulence damping at ˆzˆ b=  due to 
increase in ˆsv . The corresponding increase in density gradient (in terms of magnitude) dampens 
the eddy viscosity in both S-M and M-Y, but higher sensitivity to the decrease is found in the 
latter model. At ˆ 0.2sv = , the near-bed turbulence damping due to M-Y exceeds that due to S-M, 
as seen in Coleman’s experiment. The non-responsive behavior of the k-ε model to the density 
gradient is understandable, since the near-bed eddy viscosity is simply dependent on the 
specified boundary condition. The fact that the k-ε model fails to incorporate the role of 
stratification into the boundary condition, thus failing to describe turbulence damping at and near 
the bed, may render this model less flexible in accounting for stratification effects over a wide 
range of parameters. 
2.4.2 Modified k-ε model 
In order to address the above failing of the k-ε method, we modify the boundary condition at 
the bed so as to explicitly incorporate the density gradient.  
The Monin-Obukov formulation (Monin and Obukov 1954, Turner 1973) indicates that the 
near-bed velocity gradient in the presence of buoyancy flux can be modified as  
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Fig.2.6 Comparison of damping of eddy viscosity as a function of gradient Richardson number along the water 
column. Each line from upper left to lower right corresponds to a traverse from the bed to the water surface. A cross 
marks every increment of 10% of water depth, i.e. the most upper left cross on each line represents 0.1h. (
10000Reτ = , 2Riτ = , ˆ 0.1sv = , ˆ 0.01sk = ,
ˆ 0.05b = ). 
 
 
Fig.2.7 Comparison of damping of near-bed eddy viscosity as a function of the gradient Richardson number, 
showing the effect of increasing ˆ
sv . A cross marks every 0.05 increment in ˆsv .The farthest upper left cross on each 
line represents ˆ 0.05sv = . ( 10000Reτ = , 2Riτ = , ˆ 0.01sk = ,
ˆ 0.05b = ). 
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ˆˆ
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=
∂
          (2.20) 
where ˆ ˆ1 5M bBφ κ= −  is a correction function and 1
ˆ ˆ ˆ
k
si bii
B Ri v cτ == − ∑ .  
The boundary conditions of the standard k-ε model were derived based on local equilibrium 
of energy production and dissipation. With the modified velocity gradient, we can modify 
(2.17a) to 
ˆˆ 1
ˆ1 ˆˆ ˆ ˆ(1 5 )
ˆ
k
si biz b i
b
bRi v c
b
τε κ
κ= =
−
= + ∑        (2.21) 
Substituting into Eq. (2.8), we find that the boundary condition for kˆ  is unaltered. We 
reexamine the relation between Riτ  and turbulence damping using the new boundary condition 
(2.21) in Fig. 2.7. The modified boundary condition results in a correction of the near-bed 
turbulence damping predicted by k-ε, so as to bring it into line with that predicted by S-M and 
M-Y. The resulting closeness of the modified k-ε model to the M-Y model is, however, not 
surprising. Mellor (1973) showed that, with further simplification of the level 2.5 model, their 
model is able to reproduce results that are very similar to the Monin-Obukov empirically based 
correction function. It should be noted here that the modification made herein only corrects the 
stratification effects at the bottom boundary rather than in the flow. Mellor and Yamada (1982) 
argued that such failure of the k-ε model to capture stratification effects lies in the use of the 
Kolmogorov scale, a small turbulence scale defined with energy dissipation ε, to determine the 
master length scale. Burchard et al. (1998) later showed that, using an alternative formulation of 
the equations and appropriate closures, the k-ε model is able to predict almost the same 
stratification effects as the M-Y model. 
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The modified k-ε model can also be implemented using StratSedOC. Upon choosing k-ε for 
the turbulence closure, a checkbox stating “include Monin-Obukov modification” appears.  The 
modification is enabled by checking this box. 
2.5 Discussion 
 Some caveats are in order in regard to the use of the sediment entraiment relation of 
Garcia and Parker (1991).  In most experimental and nearly all field implementations, part of the 
resistive force at the bed consists of form drag. In principle, this form drag needs to be subtracted 
from the total resistive force before implementing Eqs. (2.16a,b).  In so far as a) the focus of the 
present paper is density stratification effects rather than form drag, and b) decomposition 
requires a separate predictive relation for form drag, this extra step is not implemented here.  
 The “Garcia-Parker” option in the software is thus largely for illustrative purposes, and 
should not be applied for field cases, or at-capacity experimental cases where form drag can also 
be expected.  The software could, however, be easily modified for field application at any scale 
by a) implementing the method of Wright and Parker (2004b) to decompose bed resistance into 
form drag and skin friction, and b) replacing Eqs. (2.16a,b) with the sediment entrainment 
relation of Wright and Parker (2004b) so as to compute near-bed concentration as a function of 
the shear velocity associated with skin friction only. 
2.6 Conclusion 
 In this study we present a software, StratSedOC, which evaluates and visualizes 
sediment-induced stratification effects in open channel suspensions. The formulation is designed 
for the case of steady, uniform open channel flow with a dilute suspension of sediment. We have 
implemented three commonly used turbulence closures, i.e. Smith-McLean, k-ε and Mellor-
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Yamada in order to account for the damping of eddy viscosity due to stratification effects. The 
software allows multiple grain sizes, and computes the velocity and concentration profiles under 
three different possible boundary conditions for sediment concentration.  
 We test the model with experimental results from three independent studies. All models 
capture two self-stratification effects, i.e. the tendency increasing velocity gradient and 
increasing bias of sediment concentration toward the bed.  Having said this, we find a substantial 
difference between the predictions of the k-ε model as implemented here and the other two 
models. 
We find that the k-ε model consistently predicts weaker stratification effects than the 
other closures regardless of the type of bed configuration implemented here. Under conditions of 
weak stratification, S-M and M-Y are found to predict very similar levels of turbulence damping 
effect in the lower 70% of the water column. One of the main causes for the discrepancy between 
k-ε model and other models is the inability of the former to include the effect of a near-bed 
density gradient into the boundary conditions. We correct the k-ε formulation by explicitly 
including the density gradient into the boundary conditions using the Monin-Obukov correction 
function for the velocity gradient due to buoyancy effects. The modified k-ε model then predicts 
similar turbulence damping in the near bed region as M-Y.  
  
39 
 
Symbols 
bˆ   reference height 
C   depth-averaged volumetric concentration 
cˆ   dimensionless total volumetric concentration 
c′   fluctuation of concentration from total volumetric concentration 
ˆ
bc   dimensionless total near bed volumetric concentration  
iˆc   dimensionless volumetric concentration of the i
th
 size range 
ic′   fluctuation of concentration from volumetric concentration of the i
th
 size range 
gD   geometric mean grain size   [L] 
iD   grain size of the i
th
 size range   [L] 
,s iE   entrainment coefficient of the i
th
  size range 
g   gravitational acceleration   [L/T
2
] 
h   water depth   [L] 
k   turbulent kinetic energy   [L2/T2] 
sk   roughness height   [L] 
kˆ   dimensionless turbulent kinetic energy 
ˆ
s
k   dimensionless roughness height 
lˆ   dimensionless master length scale 
N   number of size ranges 
bs
ip   volume fraction of the i
th
 size range in the bed surface layer 
nb
ip   near bed volume fraction of the i
th size range 
wc
ip   volume fraction of the i
th
 size range in the water column 
2qˆ   dimensionless turbulent kinetic energy 
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R   submerged specific gravity 
*pRe   particle Reynolds number 
Reτ   shear Reynolds number 
gRi   gradient Richardson number 
Riτ   shear Richardson number 
S   slope 
Sc   Schmidt number 
tSc   turbulent Schmidt number 
tˆ   dimensionless time 
uˆ   dimensionless velocity 

u w′ ′   dimensionless Reynolds stress x (-1) 
*u   shear velocity   [L/T] 
siv   settling velocity of the i
th
 size range   [L/T] 
ˆ
siv   dimensionless settling velocity of the i
th
 size range 

w c′ ′   dimensionless total Reynolds flux 

iw c′ ′   dimensionless Reynolds flux of i
th
 the size range 
zˆ   dimensionless vertical coordinate 
ε   energy dissipation   [L2/T3] 
εˆ   dimensionless energy dissipation 
κ   von Kármán constant 
ν   kinematic viscosity   [L2/T] 
cν   molecular diffusivity   [L
2
/T] 
ˆ
tν   eddy viscosity 
0tˆν   eddy viscosity under neutral conditions 
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tˆcν   eddy diffusivity 
Mφ   Monin-Obukov correction function 
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CHAPTER 3 
TURBIDITY CURRENT WITH A ROOF: SUCCESS AND FAILURE OF 
RANS MODELING FOR TURBIDITY CURRENTS UNDER EXTREME 
STRATIFIED CONDITIONS 
 
Abstract 
Density underflows in general and turbidity currents in particular differ from rivers in 
that their governing equations do not allow a steady, streamwise-uniform “normal” solution.  
This is due to the fact that density underflows entrain ambient fluid, thus creating a tendency for 
underflow discharge to increase downstream.  Recently, however, a simplified configuration 
known as a “turbidity current with a roof” (TCR) has been proposed.  The artifice of a roof 
allows for steady, uniform solutions for flows driven solely by gravity acting on suspended 
sediment.  A recent application of Direct Numerical Simulation of the Navier-Stokes equations 
(DNS) has revealed that increasing dimensionless sediment fall velocity increases flow 
stratification, resulting in a damping of the turbulence.  When the dimensionless fall velocity is 
increased beyond a threshold value, near-bed turbulence collapses.  Here we use the DNS results 
as a means of testing the ability of three Reynolds-averaged Navier-Stokes models of turbulent 
flow (RANS) to capture stratification effects in TCR.  The RANS models are the Mellor-
Yamada model, the standard k-ε model and the equilibrium k-ε model. The Mellor-Yamada and 
equilibrium k-ε models are able to adequately capture the characteristics of the flow under 
conditions of relatively weak stratification. The standard k-ε model, on the other hand, is a 
relatively poor predictor of turbulence characteristics. As stratification becomes stronger, 
however, the deviation from the DNS results increases.  The RANS models are incapable of 
predicting the collapse of near-bed turbulence predicted by DNS under conditions of strong 
stratification.  This deficiency is likely due to the inability of RANS models to replace viscous 
dissipation of turbulent energy with transfer to internal waves under conditions of strong 
stratification.  Within the limits of applicability, the modified k-ε model is used to derive 
predictors of flow which can be incorporated into simpler, layer-averaged models of turbidity 
currents. 
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3.1 Introduction 
 Turbidity currents are sediment-laden, gravity-driven underflows that occur in lakes and 
oceans. They are responsible for delivering sediment into these subaqueous environments, where 
they can shape the largest sedimentary features on the modern earth (Middleton, 1993). Complex 
interactions between turbidity currents and their surrounding environment take place as they 
travel and evolve. First of all, the difference in density between the turbidity current and the 
ambient fluid causes interfacial instability, which acts to entrain ambient fluid into the current 
body. As a result, the current thickens and becomes dilute. Secondly, these currents actively 
exchange sediment with the bed surface material by depositing sediment through downward 
settling and entrainment sediment through shear, creating depositional or erosional features in 
the process. These interactions are key to explaining the formation of important subaqueous 
morphologies such as submarine channels, levees and canyons.  
One of the most important factors associated with these interactions is the internal 
structure of the current. For example, the near-bed velocity gradient and the turbulent energy 
determine the erosive power of a current; the near bed sediment concentration determines 
settling flux onto the bed, etc. On the other hand, as the current evolves, the interactions with the 
ambient environment will in turn adjust its internal structure. Such a system can be further 
complicated when the dispersive component, sediment in our case, self-stratifies. Due to the 
tendency for sediment to settle, the concentration decreases upward within the current body. This 
stratification in density requires additional consumption of energy from the mean flow in order to 
mix the concentration against the density gradient. As turbulence dampens, the flow becomes 
less effective at mixing momentum, resulting in a velocity profile that varies more strongly in the 
vertical (Vanoni 1946, Einstein and Chien 1955, Coleman 1981, 1986, Lyn 1988).  
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Various efforts have been devoted to understanding the hydrodynamics as well as the 
morphodynamic response associated with turbidity currents through numerical modeling. These 
studies are often composed of a depth-averaged, three-equation model (Ellison and Turner 1959, 
Pantin 1979) for flow dynamics and an equation for bed movement. For example, Imran et al. 
(1998) examined the condition for self-channelization of turbidity currents on a submarine fan 
using a two-dimensional three-equation model; Kostic and Parker (2003) implemented the model 
as a submodel to study the depositional pattern of fine material beyond a prograding delta foreset; 
Bradford and Katopodes (1999) extended the model to include multiple grain sizes; Parker et al. 
(1986) included an additional equation for the balance of turbulent kinetic energy, resulting in a 
four-equation model, to restrain unrealistic self-acceleration of turbidity currents that appeared in 
the three equation model. While these depth-averaged models are more computationally efficient 
and are often applied to large scale simulations, various empirical relations and/or assumptions 
are required to close the problem, thus compromising the accuracy of the models. An example is 
the use of a specified, constant near-bed concentration ratio, 
0
/
b
r c C= , where 
b
c  and C  are the 
near bed and depth-averaged volumetric sediment concentration, respectively. Such an 
assumption is intuitively inaccurate since the value of 
0
r  should vary at least with the grain size 
in the flow. More specifically, for the same layer-averaged concentration, an increase in 
sediment size should result in a higher near-bed concentration as the particles become 
increasingly difficult to keep in suspension in the flow. Similar arguments can be made the use 
of a constant resistant coefficient fC  when computing the bed shear stress. 
 Finding suitable relations for these parameters, however, has been challenging. Field 
observations have recently become feasible (Xu et al., 2004, Xu 2010), but are nevertheless 
difficult to obtain due to the unpredictable nature of turbidity currents and the depth at which 
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they often occur. Often the evidence of an event is only retrieved from the resulting deposit, i.e. 
turbidites, as observed in surface expression cores or seismics (e.g. Babonneau et al., 2002; 
Fildani et al., 2006), or in outcrop (e.g. Ito and Saito, 2006). On the other hand, turbidity currents 
in the laboratory can be produced and recorded under more controlled conditions. However, due 
to scale effects, viscous effects tend to be over-emphasized in laboratory turbidity currents and 
hence limitations arise in regard to application of the results at field scale (Bradford and 
Katopodes 1999). 
Several numerical efforts have attempted to address this issue by using depth-resolving 
models to capture the vertical structure of the flow, and hence reduce empiricism (e.g. Huang et 
al. 2004, Khan and Imran 2008, Choi and Garcia 2002). A standard k-ε turbulence closure (Rodi, 
1993) is probably the most commonly used model to describe the turbulence field in such density 
underflow problems. These models usually can obtain good results compared to laboratory data 
after fine tuning of some parameters. However, due to restrictions in computational efficiency, 
they are often difficult to apply at field scales, or to irregular domains. Moreover, while these 
models give us better understanding of the evolution of the vertical structure of the mean flow 
characteristics, the results obtains are usually problem-specific, varying according to boundary 
and initial conditions. Hence, they do not easily generate physically-based rules which work to 
enhance our basic knowledge on the nature of the flow, or to improve modeling efficiency in 
large scale simulations.  
The concept of a turbidity current with a roof (TCR) proposed by Cantero et al. (2009, 
hereinafter noted as C09) is designed to provide this basic insight. A recapitulation their work is 
given as follows. The configuration for TCR is shown in Fig. 3.1. The tank is filled with fresh 
water and, in the absence of sediment, the ambient fluid in the channel is still and the local 
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pressure is hydrostatic. Upon the release of the sediment at the upstream end of the channel, 
gravity drives the sediment to form a turbidity current which travels down the slope. The 
sediment and water are free to mix, but only within the channel. The roof of the channel prevents 
further entrainment of the ambient water into the channel, and hence sets a maximum thickness 
of the flow (i.e. roof height). Under appropriate conditions, the near-bed downward (depositional) 
sediment flux associated with sediment fall velocity can be fully compensated for by 
resuspension into the flow by turbulence, yielding zero net sediment deposition on the channel 
bed. 
 
 
Fig. 3.1 Configuration for turbidity current with a roof (TCR). The diagram has been redrawn from Cantero et al. 
(2009). 
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In C09, the details of a rough boundary are not modeled.  The details of the region at the 
interface between the bed and the flow are replaced with a thin molecular sublayer, in which 
sediment can be sequestered.  This is achieved by introducing an artificial “molecular” 
diffusivity of sediment concentration.  In this configuration, sediment is deposited into, and 
entrained by turbulence from, this thin “molecular” layer rather than the bed itself. 
In such a configuration, the turbidity current in the channel can eventually reach normal 
(steady and streamwise-uniform when averaged over turbulence) conditions either sufficiently 
far downstream or after a sufficient period of time has passed. By focusing on this normal flow 
condition, which is made possible by the presence of a roof, we can understand the behavior, and 
in particular that associated with sediment stratification effects, of turbidity currents in a way that 
allows extraction of useful generalities and information/rules. Due to the presence of the roof, 
TCR does not give a precise model of what may be found in natural turbidity currents.  The 
results of TCR are, however not problem-specific, but rather dependent only on physically-based 
dimensionless parameters. 
In this study, we investigate the performance and limitations of RANS models in 
characterizing turbidity currents under the setting of TCR. Three of most widely implemented 
turbulence closures for stratified flows are used in this study: standard k-ε (Rodi 1993), Mellor-
Yamada (Mellor and Yamada (1974,1982) and quasi-equilibrium k-ε (Burchard et al. 1998, 
referred to as QE k-ε hereinafter). We examine the capability of these models to reproduce the 
mean flow and turbulence fields given by the DNS results from C09. It is found that all three 
models can capture the stratification effects, but only up to a certain threshold. Two failings 
common to the RANS models used in this study are identified. First of all, the “fish-trap” effect 
manifested in the sharp density gradient near the velocity maximum which separates the 
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sediment concentration into two distinct regions. Such a phenomenon is associated with the 
overemphasized reduction of the eddy diffusivity caused by the structure of the closures. The 
artificial sequestration of the sediment in the near bed region also implies errors when using 
these models for large scale flow and morphodynamic predictions. 
If the flow is stratified, a portion of the energy is also transferred to and dissipated in the 
form of the internal waves. Such a process is typically described by wave-wave theory (Gregg 
1989, Müller et al. 1986), which is fully independent from the classical turbulence energy 
cascade theory. For weakly stratified shear flows like most natural turbidity currents, turbulence 
dominates and the presence of internal waves has rarely been considered in the literature as an 
additional energy sink. Under strongly stratified conditions, however, a treatment of the wave 
energy has to be incorporated to account for the additional energy loss. This leads to the second 
failing of the RANS models. It is found that beyond a criterion where flow relaminarization 
occurs, significant errors arise in all RANS model predictions, due to both inappropriate 
specification of boundary conditions and the inability of RANS closures to capture the level of 
turbulence damping. By examining the various length scales associated with turbulence and 
buoyancy, we relate such failure to the inability of the RANS models to describe energy 
dissipation due to internal waves. 
The rest of the paper is laid out as follows. In Section 3.2 we introduce the governing 
equations and turbulence closures. We also derive and examine the boundary conditions in our 
models in detail. In Section 3.3 we review some of the conditions and important findings of C09 
which set the foundation for our model comparison. In Section 3.4, numerical methods and 
model validation using two special cases are presented. Results for regime I (below the threshold 
for the failure of RANS models) and regime II flow conditions (above this threshold, as defined 
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in Section 3.3) are presented and discussed in Sections 3.5 and 3.6, respectively; In Section 3.7, 
we apply the model to examine the sensitivity in flow characteristics to variation in two 
important dimensionless parameter, the dimensionless settling velocity and shear Richardson 
number. The effect of multiple grain sizes on the mean flow and turbulent field is also examined. 
A summary and the conclusions of this study are given in Section 3.8.  
3.2 Problem formulation 
3.2.1 Governing equations 
 The problem can be described in terms of standard Reynolds-averaged Navier-
Stokes (RANS) equations for incompressible flow, with an additional consideration for the 
change in density due to suspended sediment. For flows with dilute suspensions, this effect can 
be approximated with additional gravity terms in the momentum equations associated with the 
Boussinesq approximation. In the cross-channel direction y , we assume all flow characteristics 
are uniform, i.e. ( ) / 0y∂ ∂ = , and the Reynolds-average velocity 0v = . The simplified RANS 
equations are given by  
0a a
u w
t x z
ρ
ρ
∂ ∂ ∂ + + = ∂ ∂ ∂ 
         (3.1a) 
22 2
2 2
( ) ( )1 1
( (1 )a a
a a
u u wu u u p u u
u w Rc gS
t x z x x z x z
ρ ρ
ν
ρ ρ
 ′ ′ ′  ∂ ∂∂ ∂ ∂ ∂ ∂ ∂
+ + = − + + − + + +    ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂   
 (3.1b) 
22 2
2 2
1 1
(1 )a a
a a
u w ww w w p w w
u w Rc g
t x z z x z x z
ρ ρ
ν
ρ ρ
 ′ ′ ′  ∂ ∂∂ ∂ ∂ ∂ ∂ ∂
+ + = − + + − + + +    ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂   
 (3.1c) 
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where t  is time; ( , )x z  are the streamwise and upward normal coordinates, respectively; ( , )u w  
are the Reynolds-averaged velocities in the ( , )x z  direction; aρ  and sρ  are densities of the  
ambient fluid and sediment, respectively; p  is Reynolds-averaged total pressure; 2
auρ ′− , 
2
awρ ′−  and auwρ ′ ′−  are Reynolds stresses associated with instantaneous fluctuations in 
streamwise and upward normal velocities ( , )u w′ ′ ; c  is Reynolds-averaged total sediment 
volume concentration; ( ) /s a aR ρ ρ ρ= −  (= 1.65 for quartz), g  is gravitational acceleration and 
S  is channel slope. In the case where the suspension contains N  size fraction ranges, 
1
N
ii
c c
=
= ∑  where ic  denotes the volume concentration in the ith fraction range.  
 Under steady, uniform flow and no-slip boundary conditions, Eq. (3.1a) gives 0w = . As 
a result, the momentum equations simplify to  
2
2
( )1 a
a
u wu u
RcgS
t z z
ρ
ν
ρ
′ ′∂∂ ∂
= − +
∂ ∂ ∂
       (3.2a) 
2
( )
h
a f
z
p g z z R cdzρ= − + ∫         (3.2b) 
where ( )f fz z x=  is the free surface elevation and 2h  is the gap height of the roof, as shown in 
Fig. 3.1. Eq. (3.2b) describes the total pressure as the sum of the hydrostatic pressure and an 
added pressure due to the overlying submerged weight of the suspended sediment. The 
hydrostatic part of the total pressure, when introduced into Eq. (3.1b), results in a pressure 
gradient which balances out the streamwise gravitational force induced by the ambient fluid, and 
the remaining pressure gradient associated with suspended sediment vanishes under the uniform 
flow assumption. The sediment concentration in this study is considered to be dilute and the 
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particles in suspension are assumed to be sufficiently small that they follow closely the water 
movement up to a settling velocity. Under these assumptions, the sediment concentration is 
governed by the following conservation equation; 
2
2
i i i i
si
c c c w c
v
t z Sc z z
ν ′ ′∂ ∂ ∂ ∂
− = −
∂ ∂ ∂ ∂
, 1 ~i N=      (3.3) 
where siv  is the settling velocity for that range, ′ic  is the instantaneous fluctuating part of 
concentration and iw c′ ′  is the Reynolds flux of the i
th
 size fraction. The Schmidt number is 
defined as / cSc ν ν= , cν  being the artificial molecular diffusivity of suspended sediment as 
explained above.  
 Now let bτ  denote the mean shear stress on the bed ( 0z = ) and tτ  define the 
corresponding shear stress on the roof ( 2z h= ), both signed so that they act to resist the 
downslope pull of gravity.  Integration of Eq. (3.2a) in z  for steady, uniform flow yields the 
following result for mean shear stress τ ; 
2h
a t
z
du
u w RgS cdz
dz
τ ρ ν τ ′ ′≡ − = − + 
  ∫
      (3.4) 
Evaluating Eq. (3.4) at 0z =  gives 
*,avgu RCghS=          (3.5) 
where C  is the concentration averaged over 2h , *,avgu
 
is a nominal shear velocity given as 
2 2 2
*, *, *,
1
( )
2
avg t bu u u= +          (3.6) 
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where the shear velocities *,bu  and *,tu  the bed and roof are related to the corresponding shear 
stresses bτ  and tτ   as 
2
*,b a buτ ρ=  ,   
2
*,t a tuτ ρ=         (3.7) 
 The governing equations (3.2a) and (3.3) are made dimensionless using h  and *,avgu ; in 
addition, concentration is normalized such that ˆ /i ic c C= , giving  
ˆ ˆ1
ˆ( )
ˆ ˆ ˆ
u u
u w c
t z Re zτ
∂ ∂ ∂
′ ′= − +
∂ ∂ ∂
        (3.8a) 
ˆ ˆ ˆ1
ˆ ( )
ˆ ˆ ˆ ˆ
i i i
si i
c c c
v w c
t z z Re Sc zτ
∂ ∂ ∂∂
′ ′− = − +
∂ ∂ ∂ ∂
,     1~i N=     (3.8b) 
where the hats denote dimensionless parameters and  
*,avgu h
Reτ ν
=           (3.9) 
denotes the shear Reynolds number.  This parameter characterizes the state of development of 
the turbulence of the flow. 
3.2.2 Turbulence closures 
 The Reynolds stress and flux terms are modeled using eddy diffusivities. In 
dimensionless forms, these are given by 
 ˆ
ˆ' '
ˆ
t
u
u w
z
ν
∂
= −
∂
,            (3.10a) 
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 ˆ
ˆ' '
ˆ
i
i tc
c
w c
z
ν
∂
= −
∂
,  1~i N= .      (3.10b) 
where tˆν  and tˆcν  are the eddy viscosity (eddy diffusivity of momentum) and eddy diffusivity of 
sediment concentration, respectively. Summing over all N size fractions, the total Reynolds flux 
is given by 
 
1
ˆ
ˆ' ' ' '
ˆ
N
i tci
c
w c w c
z
ν
=
∂
= = −
∂∑         (3.10c) 
 In this study, we model tˆν  and tˆcν  using three differential models: standard k-ε (Rodi 
1993), level 2-1/2 Mellor-Yamada (M-Y) (1974, 1982) and quasi-equilibrium k-ε (Burchard et al. 
1998). The formulation and detailed description can be found in the corresponding literature. In 
the following, we present the basic equations involved in these models and the choice of 
coefficients.  
Mellor-Yamada (M-Y) 
 At level 2-1/2, the M-Y model assumes local equilibrium for all turbulent characteristics 
except for turbulent kinetic energy k. It also introduces an empirically-based equation to govern 
the variation of a master length scale used in the relation for eddy viscosity. In dimensionless 
form, these read 
2 2ˆ ˆ1ˆ ˆ ˆ ˆˆ( ) 2 2 2
ˆ ˆ ˆ
q
q q
S ql P B
t z Re zτ
ε
 ∂ ∂ ∂
= + + + − 
∂ ∂ ∂ 
      (3.11) 
2 2 3
2
1 3 2
1
ˆ ˆ ˆˆ ˆ ˆ1ˆ ˆˆ( ) ( ) 1 ( )
ˆˆ ˆ ˆ
l
q l q l q l
S ql l E P E B E
t z Re z B Lτ κ
   ∂ ∂ ∂
= + + + − +      ∂ ∂ ∂   
    (3.12) 
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where 
  2 2 2 2qˆ u v w′ ′ ′= + + is twice the turbulent kinetic energy per unit mass; lˆ  is the master 
length scale; and Lˆ  is a measure of the distance from the wall which takes the form  
ˆ ˆ ˆmax( ,2 )L z z= −  for the configuration in question. In addition, qS , lS , 1E , 2E , 3E  and 1B  are 
empirical coefficients given in Table 3.1, and κ  denotes the von Kármán constant. At steady 
state, Eq. (3.11) describes the balance of energy as governed by, beginning from the leftmost 
term, the diffusive transport rate, energy production rate P, buoyancy production rate B and 
energy dissipation rate ε . The last three terms are given by  
 ˆˆ ' '
ˆ
u
P u w
z
∂ = −  ∂ 
 , 
ˆ ' 'B Ri w cτ= −  , 
3
1
ˆ
ˆ
q
B l
ε = ,            (3.13a-c) 
where 
 
2
*,ave
RCgh
Ri
u
τ =           (3.14) 
is the shear Richardson number, which characterizes the degree of stratification. In stably 
stratified flows, ˆ 0B < , indicating that the turbulent kinetic energy is consumed in order to mix 
suspended sediment against the density gradient.  
For specified values of qˆ  and lˆ , the eddy viscosity and eddy diffusivity are calculated using the 
relations 
ˆˆ ˆ
t MlqSν =  ,  and  ˆˆ ˆtc HlqSν =                    (3.15a,b) 
where 
MS and HS  are stability functions given by (Galperin et al. 1988) 
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( )
1 1
1 2 2 2 1 1 2
1 1
1
1 2 2 1 2
6 6
1 3 3 ( 3 )(1 ) 3 (6 )
(1 9 ) 1 3 (6 )
H
M
H H
A A
C A G B A C A B
B B
S A
G A A A A B G
   
− − − − − − +   
   = ⋅
− − +
 ,  (3.16a) 
1
2
1
2 1 2
6
1
1 3 (6 )
H
H
A
A
B
S
A G A B
 
− 
 =
− +
 ,         (3.16b)  
and  
  
2
ˆ ˆ
ˆ ˆ
H
l c
G Ri
q z
τ
  ∂
=    ∂ 
,         (3.17) 
In the above relations, 1A , 2A  and 2B  are empirical constants given in Table 3.1 
The flow is stably stratified when ˆ ˆ/ 0c z∂ ∂ ≤ . In applying M-Y to stable stratification, 
however, the constraint 0.28HG > −  is imposed. For values of HG  below this threshold, 
turbulent energy is converted to the energy of internal gravity waves, a process not described by 
M-Y.   
As noted above, the values of the coefficients used in this study are listed in Table 3.1. 
The only difference from those given by Mellor and Yamada (1982) is the value of 3E , which 
they set equal to 1E . Their choice, however, has been shown in previous studies to prevent 
homogeneous shear flows from reaching steady state (Baumert and Peters 2000, Burchard 2001). 
Here we adopt the value derived by Burchard (2001) under the above constraint and set 
3 5.093E = . The dimensionless parameter tSc  in 2A , is the turbulent counterpart of the Schmidt 
number, defined as ˆ ˆ/
t t tc
Sc v v= . It can be shown that under neutral conditions, the ratio of ˆtν  to 
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tˆcν  from Eqs. (3.16) is equal to tSc  and is independent from zˆ . Such invariance, however, does 
not hold when the flow becomes stratified. 
 
 
Table 3.1 Coefficients for the M-Y model 
1A  0.92 
2A  1 1 1 1( )( )tA C Scγ γ−  
1B  16.6 
2B  10.1 
1C  0.08 
1E  1.8 
2E  1.33 
3E  5.093 
1γ  0.22 
qS  0.2 
lS  0.2 
 
 
Standard k-ε 
 This model consists of two additional equations beyond mass and momentum balance, 
which correspond to the conservation of the turbulent kinetic energy k and energy dissipation ε : 
 
ˆ ˆˆ ˆ1
ˆ( ) ' ' ' '
ˆ ˆ ˆ ˆ
t
k
k k u
u w Ri w c
t z Re z z
τ
τ
ν
ε
σ
 ∂ ∂ ∂ ∂ = + − − −    ∂ ∂ ∂ ∂  
     (3.18) 
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 
2
1 3 2
ˆˆ ˆ ˆ ˆˆ1
( ) ' '( ) ' '
ˆ ˆˆ ˆ ˆ ˆ
t uC u w C Ri w c C
t z Re z zk k
ε ε τ ε
ε τ
νε ε ε ε
σ
 ∂ ∂ ∂ ∂ = + − + −   ∂ ∂ ∂ ∂  
   (3.19) 
The eddy viscosity and eddy diffusivity are calculated by 
2ˆ
ˆ
ˆ
t
k
Cµν ε
=  , and  
2ˆ
ˆ
ˆ
tc c
k
Cµν ε
= .              (3.20a,b) 
In the standard k-ε model, the values for empirical coefficients kσ , εσ , 1Cε , 2Cε  and Cµ  
(listed in Table 3.2) are pure constants calibrated from flows under neutral conditions (Rodi, 
1993) and /c tC C Scµ µ=  . Rodi (1993) suggested that the value of 3Cε  ranges between 0 and 1 
where 0 corresponds to a horizontal flow.  
Quasi-equilibrium k-ε (QE k-ε) 
 Following Burchard et al. (1998), we express Eqs. (3.20) in alternative forms using the 
Kolmogorov-Prandtl relation 
1/2ˆ ˆ
tˆv c k lµ= ,  and  
1/2ˆ ˆˆ
tc cv c k lµ=        (3.21) 
where cµ  are ccµ  stability functions resembling MS  and HS , respectively, in the M-Y model. 
The full dependency of cµ  are ccµ  on dimensionless turbulent shear number and turbulent 
buoyancy number can be found in Burchard and Baumert (1995) and Luyten et al. (1996). For 
the sake of simplicity and consistency, we assume these functions directly relate to 
MS  and HS  
according to the relations 2 Mc Sµ = and 2c Hc Sµ = . Under the Kolmogorov hypothesis of 
local, small-scale isotropy, the energy dissipation rate is modeled by  
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3/2
0 3
ˆ
ˆ ( )
ˆ
k
c
l
µε =           (3.22) 
where 0cµ  is pure constant equal to cµ  in the absence of stratification effect, i.e. 
0
1 1 13 2 ( ) 0.5465c A Cµ γ= − ≈ . Substituting Eq. (3.22) into (3.21), and comparing with Eqs. (3.20), 
we get 
0 3( )C c cµ µ µ=    
0 3( )c cC c cµ µ µ=         (3.23) 
It can be shown that in the absence of stratification effects, 0 4( ) 0.09C cµ µ= ≈ , a value identical 
to that in the standard k-ε model.  
Table 3.2 Coefficients for the k-ε model 
 Standard Quasi-equlibrium 
1
Cε  1.44 
2
Cε  1.92 
3
Cε  0 -1.4 
k
σ  1.0 
εσ  1.3 1.08 
0cµ  --- 0.5465 
Cµ  0.09 
0 3( )c cµ µ  
cCµ  / tC Scµ  
0 3( ) cc cµ µ  
 
3.2.3 Boundary conditions 
 The first question regarding the boundary conditions is where they should be applied. For 
most of the existing RANS models, the closures do not describe the turbulence field well into the 
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viscous sublayer at the vicinity of the wall. Instead, these models usually choose a reference 
distance b away from the wall and apply boundary conditions according to, for example, the 
logarithmic law. In order to minimize contamination from the viscous sublayer, this reference 
distance should be sufficiently far away from the wall. For typical wall flows, at least under 
neutral conditions, the criterion ˆ( ) 50z Re bτ
+ = > , where ˆ /b b h= , diminishes the viscous 
influence down to less than 10% (Pope 2000) and can used for specifying bˆ . However, this 
criterion is inappropriate in the context of comparing with the DNS results from C09. Due to the 
low Reτ  used in C09 (a constraint imposed by the limitations of DNS), applying the criterion 
would compromise a significant portion of the computational domain (more than 25%). More 
importantly, as more sediment suspension concentrates toward the bed with increasing value of 
ˆ
s
v , the choice of large bˆ  cannot capture the sediment concentration in that region and hence the 
driving force of the flow within it. It should be noted that the choice of large bˆ  is much less 
problematic in open channel flows carrying dilute suspensions, because the gravitational force 
acting on the fluid, rather than the sediment, comprises the dominant driving force. In this study, 
we set bˆ  to twice the thickness of the viscous sublayer, i.e. ˆ 23.2 / 0.129b Reτ= ≈ .  
 The boundary conditions for the flow velocity are given by the logarithmic law as 
*,
ˆ *, *,ˆ
ˆ
ˆˆ ˆ ˆ ˆln( ) 5.5
b
b b bz b
u
u u Re u b uτκ=
= = + ,       (3.24a) 
*,
ˆ *, *,ˆ 2
ˆ
ˆˆ ˆ ˆ ˆln( ) 5.5
t
t t tz b
u
u u Re u b uτκ= −
= = +       (3.24b) 
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where *, *, *,ˆ /b b avgu u u=  and *, *, *,ˆ /t t avgu u u=  are the dimensionless shear velocity at the bed and 
roof, respectively. From the momentum balance described by Eqs. (3.5) and (3.6), it is clear that 
the sum of the two shear stresses should be equivalent to the total driving force, i.e. 
2 2 2
*, *, *,2 2b t avgu u RCghS u+ = = , or in dimensionless form, 
2 2
*, *,
ˆ ˆ 2b tu u+ =           (3.25) 
The velocities at the boundaries remain indeterminate without additional relations for *,ˆ bu  and 
*,
ˆ
tu . To derive these relations, we rewrite Eq. (3.2a) at steady state, substituting the Reynolds 
stress using relation (3.10a), at the two boundaries, to get 
  
ˆ
2 2
* *
0
ˆˆ
ˆ1 ˆˆ ˆ ˆ ˆˆ( )( )
ˆ
b
t b b
z b
u
u cdz u b
Re zτ
ν
=
∂
+ = − ≈ −
∂ ∫
      (3.26a) 
 
2
2 2
* *ˆ2
ˆˆ 2
ˆ1 ˆˆ ˆ ˆ ˆˆ( )( )
ˆ
t t t
b
z b
u
u cdz u b
Re zτ
ν
−
= −
∂
+ = − + ≈ − +
∂ ∫
     (3.26b) 
The approximations made above are necessitated by the fact that we do not have prior 
knowledge on the values of the integrals, but justified as long as bˆ  is sufficiently small. This 
treatment allows precise prediction of shear stress under neutral conditions, but displays 
increasing error as ˆ
sv  increases. Fig. 3.2 shows the difference in the dimensionless total shear 
stresses at the bed ( ˆzˆ b= ) and the roof ( ˆˆ 2z b= − ) between those obtained from the above 
approximations and that using DNS. At the roof, where stratification effects are small in almost 
all cases (see Section 3.3), approximation (3.26b) works well. On the other hand, near the bed 
where the stratification effects are much more significant, the approximated values increasingly 
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deviate from DNS with increasing ˆ
sv . However, it can be argued that under moderate 
stratification effects, these approximations are fairly reasonable. At sufficiently large Reynolds 
number, the error can be reduced by specifying a smaller bˆ .  
 
Fig. 3.2 Comparison of total roof and bed shear stresses as functions of dimensionless 
fall velocity at distance bˆ away from the boundaries.  
 
With boundary condition (3.26a), we integrate the steady version of Eq. (3.2a) without 
the time derivative twice in zˆ  and substitute boundary condition (3.26b) to obtain 
ˆ ˆ ˆ2 2
2
* ˆ ˆ ˆ
1 1ˆˆ ˆ ˆ ˆˆ ˆ ˆ( ) ( )
1 1
ˆ ˆ
b b z
t b b
b b b
t t
u u u b dz cdz dz
Re Reτ τ
ν ν
′− −
′′ ′= + − −
   
+ +   
   
∫ ∫ ∫  ,   (3.27) 
which, along with conditions (3.24a,b) and (3.25), can be solved iteratively for *,ˆ bu  and *,ˆ tu .  
 The condition of zero net sediment flux is imposed at both boundaries: 
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
ˆˆ ˆˆ
ˆ ˆ
si i iz b
z b
v c w c
=
=
′ ′= ,  ˆˆ 2 ˆˆ 2
ˆ ˆ
si i iz b
z b
v c w c
= −
= −
′ ′= , 1 ~i N=             (3.28a,b) 
These conditions alone, however, do not ensure a unique solution. The condition of conservation 
of total sediment concentration must also be implemented. This is given as 
  
ˆ2
ˆ
ˆˆ ˆ (2 2 )
b
wc
i i
b
c dz p b
−
= −∫ , 1 ~i N=       (3.29)  
where 
wc
ip  is the volumetric proportion of the sediment in the i
th
 fraction range in the water 
column. For flows containing single particle size, 1 1
wcp = .  
 The boundary conditions for the equations governing the turbulence are obtained by 
assuming a near-wall balance between energy production and dissipation. These are given by  
 3 2 2 *ˆ1 1 * 2ˆ ˆˆ
ˆˆ *
ˆˆˆ ˆ1ˆ ˆ ˆˆˆ ˆ( ) ( )[ ( ) ]( )
ˆˆ ˆ ˆ
b b
t b z bz b
z b b
u Bu u
q B l B b u b
z Re z ubτ
α
ν κ
κ== =
∂ ∂ = = − − − ∂ ∂ 
 ;  (3.30a) 
 3 2 2 *ˆ1 1 * 2ˆ ˆ 2ˆ 2 ˆˆ 2 *
ˆˆˆ ˆ1ˆ ˆ ˆˆˆ ˆ( ) ( )[ ( ) ]( )
ˆˆ ˆ ˆ
t t
t t z bz b
z b t
u Bu u
q B l B b u b
z Re z ubτ
α
ν κ
κ= −= − = −
∂ ∂ = = − + − − + ∂ ∂ 
 ; (3.30b) 
 2 2 *ˆ ˆ* 2ˆ ˆ
ˆˆ *
ˆˆˆ ˆ1ˆˆ ˆ ˆ( ) [ ( ) ]( )
ˆˆ ˆ ˆ
b b
t bz b z b
z b b
u Bu u
u b
z Re z ubτ
α
ε ν
κ= ==
∂ ∂ = = − − − ∂ ∂ 
 ;    (3.31a) 
 2 2 *ˆ ˆ* 2ˆ ˆ2 2
ˆˆ 2 *
ˆˆˆ ˆ1ˆˆ ˆ ˆ( ) [ ( ) ]( )
ˆˆ ˆ ˆ
t t
t tz b z b
z b t
u Bu u
u b
z Re z ubτ
α
ε ν
κ= − = −= −
∂ ∂ = = − + − − + ∂ ∂ 
;   (3.31b) 
2 2 2
ˆ* ˆˆˆ
ˆˆ
ˆ ˆ ˆ1 1ˆ ˆˆ[ ( ) ]
ˆ
t
b z bz b
z b
u
k u b
C C Re zµ µ τ
ν ε
==
=
  ∂
= = − − 
∂  
 ;     (3.32a) 
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2 2 2
ˆ* ˆ 2ˆˆ 2
ˆˆ 2
ˆ ˆ ˆ1 1ˆ ˆˆ[ ( ) ]
ˆ
t
t z bz b
z b
u
k u b
C C Re zµ µ τ
ν ε
= −= −
= −
  ∂
= = − + − 
∂  
     (3.32b) 
where ˆ ˆ ˆ
b si bi
i
B Ri v cτ= − ∑ and ˆ ˆ ˆt si ti
i
B Ri v cτ= − ∑ are buoyancy production at the bed and roof, 
respectively; α  is an empirical constant. In various geophysical flows as well as sediment-laden 
flows, it has been observed that stratification effects tend to increase the velocity gradients at the 
near wall region (e.g., Monin and Obukhov 1954, Turner 1973, Einstein and Chien 1955, Vanoni 
1946). Here we include such effects in the boundary conditions by introducing a correction 
(
2
*
ˆ ˆ/b bB uα−   at the bed and 
2
*
ˆ ˆ/t tB uα  at the roof) to the velocity gradients under neutral conditions. 
In other words, the velocity gradients can be expressed in the form of  
2
* *
ˆ ˆ? / /b b bu b B uκ α−  at the 
bed and 
2
* *
ˆ ˆ? / /b b bu b B uκ α−  at the roof (Turner 1973, Yeh and Parker 2012). Note that in stably 
stratified flows, both ˆbB  and 
ˆ
tB  are negative. This results in an increase in the magnitude of the 
velocity gradients at both boundaries.  
 Finally, the boundary conditions for the master length scale are given by 
 ˆ ˆˆ ˆ 2
ˆ
z b z b
l l bκ
= = −
=  .                  (3.33a,b) 
 The dimensionless governing equations and boundary conditions presented above 
indicate that the solutions are dependent on the set of dimensionless parameters ( Reτ , Riτ  , ˆsv , bˆ , 
tSc  , Sc ). However, the reference height bˆ  only appears in the boundary conditions and does 
not have a strong influence on the stratification effects in the current body. The Schmidt number 
Sc  and turbulent Schmidt number tSc  denote the efficiency of the flow in mixing momentum 
versus sediment mass at a molecular and turbulent level, respectively. For sediment laden flows, 
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commonly used values for tSc  range between 0.7 and 1.3 (Cellino and Graf 1999, Bombardelli 
and Jha 2009, Huang et al. 2004). Here we match the value used in C09, i.e. 1tSc Sc= = . The 
dependency of the solutions on Reτ  becomes rather weak when the value is sufficiently large. 
Such Reynolds invariance is similar to those found in pipe flows and open channels, and is likely 
true in sustained turbidity currents in nature. 
It can therefore be concluded that ˆ
s
v  and Riτ  are the dominant parameters in the present 
problem. The dimensionless settling velocity ˆ
sv  is a function of, among other things the grain 
size, and thus encapsulates the tendency for the sediment to settle. Higher values of ˆ
sv  create 
concentration profiles that are more biased toward the bed, so yielding higher stratification 
effects. 
Eqs. (3.5) and (3.14) can be used to show that the shear Richardson number Riτ  is equal 
to the inverse of slope: 
 
1
Ri
S
τ =           (3.34) 
It can be seen, after some algebraic substitutions, that the appearance of Riτ is always 
accompanied by the concentration gradient. For example, a reduction of (3.13b) with (3.10c) 
yields the result 
 
ˆˆ ˆ
ˆ
tc
c
B Ri
z
τν
∂
= −
∂
         (3.35) 
In other words, in the absence of an internal density gradient (associated with e.g. thermohaline 
effects or suspended sediment), Riτ  would exert no influence on density stratification regardless 
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of its value. If the flow is stratified even just slightly, increasing values of Riτ  serve to magnify 
the importance of stratification effects up to several orders. In short, the role of ˆ
s
v  is to create a 
density gradient and associated stratification effects; increasing value of Riτ  act to amplify them.  
It should be noted that the depth-averaged concentration C in and of itself plays no role in 
the dimensionless solutions, but rather is absorbed into Riτ  according to Eq. (3.14). Instead its 
influence is reflected in *,avgu , and is revealed only after conversion to dimensioned variables.  
3.3 Revisiting the DNS simulations 
 Direct numerical simulations (DNS) were implemented by C09 to investigate 
stratification effects and the associated internal structure of turbidity currents under the setting of 
TCR. The value of Reτ  was set to 180 in all runs, a value chosen to reflect computational costs. 
Although this value appears relatively low in comparison to field or laboratory scales, C09 
demonstrate  that the resulting Reynolds number, defined as /Re Uh ν=  where U is the depth-
averaged velocity, reaches the low end of the Reynolds invariance in the case of unstratified flow. 
Based on this, they argue that their results for both unstratified and stratified flow can be 
extrapolated in more realistic scales. In both C09 and the present work, the value of Riτ  has been 
set equal set to 11.43, which according to Eq. (3.34) corresponds to a 5° slope. The effects of 
stratification on the mean flow and turbulent characteristics were then examined by varying ˆ
s
v  
from 0 (neutral condition) to 0.05 (extreme stratification). The value of ˆ
s
v  for each case, as well 
assome key results explained below, are summarized in Table 3.3.  
Several key findings were reported by C09. The flows modeled therein can be divided 
into two regimes. i.e. Regime I, for which ˆ
s
v  is less than about 0.022 (corresponding to cases 1 – 
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5 in Table 3.3), and Regime II, for which ˆ
sv  is greater than about 0.022 (cases 6 – 10 in Table 
3.3). The value ˆ
s
v  = 0.022 corresponds to a threshold, beyond which turbulence in the lower half 
of the flow is not only damped, but nearly extinguished over a region.  More specifically, within 
Regime II, turbulence is so strongly damped in the lower half that a zone with near-vanishing 
Reynolds stress and Reynolds flux appears. The only reason that sediment is maintained in 
suspension at all in this range is the effect of the artificial molecular diffusivity, which confines 
the suspended to a thin layer near the bed. C09 argue that this condition effectively corresponds 
to a turbidity current that has dropped its sediment out and died. 
 
Table 3.3 Settings and partial results from Cantero et al. (2009) 
Case ˆsv  ˆbc  ,maxˆuz  fC  
0 0 1 1 0.0085 
1 0.005 1.06 0.97 0.0082 
2 0.010 1.16 0.93 0.0079 
3 0.0175 1.44 0.8 0.0074 
4 0.02 1.59 0.74 0.0069 
5 0.02125 1.71 0.71 0.0065 
6 0.023 2.59 0.42 0.0061 
7 0.025 2.75 0.42 0.0063 
8 0.03 3.22 0.37 0.0068 
9 0.035 3.61 0.32 0.0074 
10 0.05 4.38 0.25 0.0102 
 
As ˆ
sv  increases from 0 up to this threshold value (Regime I, corresponding to cases 1-5), 
the sediment concentration profile gradually becomes biased toward the bed, as compared to the 
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uniform profile prevailing for neutral conditions (i.e. case 0, corresponding to a finite 
concentration of suspended sediment with vanishing fall velocity). The uneven driving force 
throughout the water column results in an asymmetry of the velocity profile relative to the 
centerline, with point of maximum velocity biased toward the bed.  The velocity profile in below 
the maximum can be fitted to a logarithmic law, but the effect of stratification is reflected in a 
reduced value of effective Karman κ  computed from the velocity gradient. The r.m.s of the 
velocity fluctuations, which indicates the level of turbulence, decreases with increasing ˆ
s
v  within 
the lower half of the channel, due to damping of turbulence caused by stratification effects. 
Within the upper part of the channel, however, the turbulent kinetic energy increases due to the 
deficit in both sediment concentration and concentration relative to the lower part of the channel. 
This deficit results in less stratification effects. Within this regime, however, turbulence is 
maintained throughout the water column. 
The flow changes dramatically as ˆ
s
v  increases into the range of Regime II (case 6-10). In 
this regime, the above tendencies for the mean flow characteristics are further enhanced, but 
even an adjusted version of the conventional logarithmic law is no longer capable of describing 
the near-bed velocity distribution. Moreover, a significant and sudden drop in turbulent kinetic 
energy is observed in a zone near the bed as the threshold is crossed. This phenomenon, which 
may be referred to as flow relaminarization, is reflected in the negligible contribution of the 
Reynolds stress to the total shear stress, and the Reynolds flux of suspended sediment to the total 
flux. The extent of the region of nearly extinct is found to increase with increasing ˆ
sv . This 
sudden collapse of turbulence as the threshold in ˆ
s
v
 
is crossed has important implications for 
sedimentology. Once the near-bed turbulence has collapsed, no mechanism is available to 
resuspend sediment when it settles on the bed.  The result would be the gradual extinction of the 
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current itself, along with the emplacement of a “massive,” i.e. structureless deposit that is not 
reworked by bedload (Cantero et al., 2011).  
The results from DNS provide a basis for validating and understanding the limits of 
RANS models in predicting flow stratification effects and the internal structure of turbidity 
currents. The comparisons below follow closely the study cases of C09 unless indicated 
otherwise.  
3.4 Numerical method and validation 
 The terms corresponding to temporal change have been retained in the conservation 
equations, i.e. Eqs. (3.8a,b). (3.11), (3.12), (3.18) and (3.19), describing the three RANS models 
used here. Steady state solutions are obtained numerically by allowing the flow to evolve in time 
until convergence to steady state is attained. Discretization is done using a fully-implicit finite 
volume method with a second order accurate TVD scheme (Versteeg and Malalasekera 2007). 
Yeh and Parker (2012) have tested this scheme to the investigation of stratification effects due to 
suspended sediment in open channel flows.  It is shown there that the accuracy of the model 
depends on the both level of stratification and the dimensionless grid size ˆdz . In other words, the 
stronger the stratification effects, the smaller is the grid size required to achieve the same 
accuracy. With this in mind, a fine grid of 801 points uniformly distributed over the 
computational domain is used in all simulations in this study. We use the time interval  ˆ 0.01dt = . 
 The model performance is tested with two limiting cases: a fully turbulent flow under 
neutral conditions, and a fully “relaminarized” flow in the presence of strong stratification. The 
latter case may seem somewhat idealized for self-stratified flows, since the density gradient far 
away from the bed is almost always too small to create stratification effects strong enough to 
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relaminarize the flow therein. Such strong stratification effects throughout the whole water 
column can be achieved, however, in the case of flows with externally forced density gradients 
(e.g. imposed temperature gradient over a Poiseulle flow). Here this case is tested for the sake of 
model validation. 
 
Fig. 3.3 Comparison of the model results versus DNS for neutrally stratified flow. a) velocity 
profile; b) TKE profile. 
  
The comparison for the neutral case (case 0) is shown in Fig. 3.3. It can be seen that all 
the RANS models predict velocity profiles which agree well with DNS results. The turbulent 
kinetic energy (TKE) profiles predicted by RANS are overall in satisfactory agreement with 
DNS, but show deviation from DNS near the boundaries due to viscous effects. For fully 
relaminarized flows, the model results are compared with analytical solutions (see Appendix C). 
In the simulations, fully relaminarized conditions are achieved by setting the eddy viscosity to 
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zero throughout the run. Fig. 3.4 shows that the RANS models with turbulence turned off 
reproduce precisely the analytical solutions in the absence of turbulence. While the outcome of 
this numerical experiment may seem obvious, it demonstrates the potential of the RANS models 
to deal with possible spatial transition from a turbulent regime to a fully laminar regime in the 
presence of strong stratification. 
 
 
 
Fig. 3.4 Comparison of the model results versus analytical solutions for fully relaminarized flow. a) velocity profile; 
b) concentration profile. All lines collapse onto the analytical solutions, indicating that the models 
replicate the laminar solutions when the flow fully relaminarizes. 
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3.5 Regime I stratification 
 The variation in the flow velocity and sediment concentration for cases 1, 3 and 5 are 
shown in Figs. 3.5 and 3.6, respectively. The previously-described flow characteristics are 
clearly seen in the DNS solutions. With increasing settling velocity, the sediment concentration 
profile becomes more biased toward the bed, with an increase in the near bed concentration ˆ
b
c  
from unity to approximately 1.7 for case 5. The shift of driving force toward the lower part of the 
channel is also reflected in the increasing asymmetry exhibited by the velocity profiles. Based on 
the DNS results, the location for the velocity maximum is found to drop below the channel 
centerline to ˆ 0.71z =  for case 5.  
For weakly stratified flows, the mean flow characteristics predicted by DNS are captured 
reasonably well by all three RANS models. The difference between the standard and QE k-ε 
models at this level of stratification is mainly due to the choice of the 3Cε  and εσ , since the 
density gradient is small enough so that 0c cµ µ≈ . However, as stratification effects increase, the 
choice of the stability function becomes significant. In case 3, both M-Y and QE k-ε capture the 
magnitude as well as the location of the velocity maximum. On the other hand, the standard k-ε 
model fails to accurately capture the level of stratification. Such a lukewarm performance 
extends through Case 5 where the model predicts a drop only to ˆ 0.9z =  in the location of the 
velocity maximum as opposed a drop to approximately ˆ 0.75z =   predicted by both M-Y and QE 
k-ε (Fig. 3.5c).  
 Similar results are found in the concentration profiles. The standard k-ε model tends to 
overestimate the eddy diffusivity, and hence the degree of homogenization of sediment 
concentration in the flow. As shown in Fig. 3.6, this results in underestimation of the near-bed 
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concentration. It should be noted that while M-Y and QE k-ε give predictions of near bed 
concentration the more closely reflect DNS, the concentration profiles are not particularly well 
represented by any of the RANS models. This is especially true under strongly stratified 
conditions. 
 Under such conditions, the RANS models tend to produce two distinct concentration 
layers separated by a large density gradient (although this is not apparent for the standard k-ε 
model due to the relatively weak stratification effects). Unlike the formation of a lutocline in 
oceanic or limnological flows, this results from underestimation of the Reynolds stress and flux 
by the RANS models in the vicinity of the velocity maximum. This phenomenon, which may be 
termed the ‘fish-trap effect’, inhibits the upward mixing of sediment from the near-bed region. 
Due to the form of the closure relations (3.10a,b), the location for zero Reynolds stress and flux 
inevitably coincides with that of velocity maximum. This is inconsistent with the findings from 
C09, in which it is shown (Fig. 16a therein) that such a coincidence occurs only under neutral 
conditions. As the flow becomes stratified, the locations of zero Reynolds stress and zero 
velocity gradient become displaced. This indicates that both mass and momentum are still being 
mixed by turbulence at the velocity maximum. The RANS turbulence closures used here 
completely shut off such processes.  
 Comparisons of the TKE and eddy viscosity profiles for case 1 and case 5 are shown in 
Fig. 3.7 and 3.8, respectively. The DNS estimate of the eddy viscosity is computed from Eqs. 
(3.10a,b) as 

ˆ ˆ ˆ' ' / ( / )t u w u zν = − ∂ ∂ , a definition which perforce results in discontinuity at the 
velocity maximum. It can be seen that all RANS model results are generally in good agreement  
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Fig. 3.5 Comparison of velocity profiles predicted by DNS against the RANS results predicted from three models; 
k-ε, QE k-ε and Mellor-Yamada. a) case 1, b) case 3, c) case 5. 
 
Fig. 3.6 Model comparisons for concentration profiles. a) case 1, b) case 3, c) case 5. 
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with those from DNS when stratification effects are weak. Close to the boundary, deviation from 
DNS is observed due to the choice of bˆ , as discussed in the previous section. In addition, the 
standard k-ε model tends to overestimate TKE relative to DNS in the mid-channel region, so 
resulting in an eddy viscosity profile that significantly differs from the others. Such results can 
be improved by fine-tuning the coefficients. However, as shown in the comparison for the mean 
flow profiles, these errors in the turbulence characteristics do not significantly affect the 
predictions in the flow velocity or sediment concentration, since the deviation from neutral 
conditions is rather weak. At case 5, just before the flow transition to Regime II, all RANS 
models tend to underestimate TKE and the eddy viscosity above the discontinuity. Below the 
discontinuity, it is intriguing to find that the RANS models predict lower TKE but higher eddy 
viscosity compared to DNS. This suggests that for the same energy level, energy is more 
efficiently dissipated when the local density gradient is large. These turbulence closures may 
thus become less suitable in describing the energy balance therein under such conditions. 
 To quantify the level of stratification represented by the models, two dimensionless 
parameters are introduced: the gradient Richardson number and the damping efficiency.  The 
gradient Richardson number is defined as  
2
ˆ
ˆ
ˆ
ˆ
g
c
zRi Ri
u
z
τ
∂
∂= −
∂ 
 ∂ 
  .        (3.36) 
This parameter can be viewed as an alternative form for the related flux Richardson number  


' '
ˆ
' '
ˆ
f
Ri w c
Ri
u
u w
z
τ= −
∂ 
 ∂ 
  .        (3.37) 
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Fig. 3.7 Model comparisons for TKE profiles. a) case 1, b) case 5. 
 
Fig. 3.8 Model comparison for eddy viscosity profiles. a) case 1, b) case 5. 
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which represents a ratio between the buoyancy and energy production. In the RANS modeling 
presented here, Eqs. (3.10a,b) and the assumption 1tSc =  ensure that the two are equal to each 
other.  
 The damping efficiency is defined as 
0
ˆ ˆ/t tDE v v=  where 0tˆv  is the eddy viscosity under 
neutral conditions. The relation between of gRi  and DE near the lower boundary is shown in Fig. 
3.9. In case 1, the damping efficiency predicted by the MY and modified k-ε models resemble 
that from DNS up to ˆ 0.5z = . Toward the velocity maximum, gRi  rapidly increases toward 
infinity and significant deviation of the damping efficiency from DNS can be expected. In the 
strongly stratified condition of case 5, however, these models are able to capture the damping 
effect only above ˆ 0.5z = . As seen in Fig. 3.8b, substantial error relative to DNS is observed 
below ˆ 0.5z =  due to the failure of these models to account for the loss of energy under strongly 
stratified conditions. One may argue that such discrepancy originates from inappropriate 
boundary conditions specified for the RANS models.  Further numerical tests showed, however, 
that forcing the boundary conditions used in RANS to match the DNS results does not improve 
the discrepancy.  Indeed, the RANS predictions resulting from this forcing are clearly erroneous, 
in that the sediment concentration is substantially overestimated in the lower part of the channel 
and TKE is substantially underestimated in the upper part of the mid-channel. It is hence 
concluded that the turbulence closures themselves, rather than the boundary conditions, are 
responsible for failure of the RANS models to reproduce the DNS results under strongly 
stratified conditions. 
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Fig. 3.9 Model comparisons for damping efficiency as a function of gradient Richardson number. a) case 1. Circles 
indicate the values at ˆ 0.75z = . The inset shows the values in the near-bed region. The leftmost cross on 
each line indicates the value at ˆ 0.2z = . Every cross marks an increment of ˆ 0.1dz = ; b) case 5. 
Circles indicate the values at ˆ 0.5z = . 
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3.6 Regime II stratification 
With further increase in ˆ
s
v , the flow enters Regime II.  Comparisons between case 5 
(highest value of ˆ
s
v
 
within Regime I) and case 6 (lowest value of ˆ
s
v  within Regime II) are 
shown in Figs. 3.10 and 3.11. In Regime II, the flow obtained from DNS are characterized by 
near- or complete local relaminarization near the bed, where the TKE is highly (or sometimes 
completely) damped (compare Figs. 3.7b and 3.10c). In addition, the local TKE maximum in the 
lower part of the channel characteristic of Regime 1 (seen in Fig. 3.7) vanishes (Fig. 3.10). As 
the flow is no longer able to suspend sediment by turbulence, suspended sediment collapses to a 
thin near-bed layer, where suspension is maintained by the effect of the artificial molecular 
diffusivity. A highly skewed, nose-like velocity profile with ,maxˆuz  very close to the bed is thus 
created.  
Fig. 3.10 shows a comparison of the DNS and RANS results for mean flow and turbulent 
characteristics associated with case 6. One finds that beyond the point where the flow begins to 
relaminarize, the model predictions become somewhat unresponsive to the increase in ˆ
sv . The 
velocity profile shows that a weak drop of 0.02-0.03 in ,maxuˆz  from ˆ 0.02125sv =  to ˆ 0.23sv =  is 
predicted using the M-Y and QE k-ε models, whereas DNS predicts a drop that is approximately 
10 times larger. Similar findings are obtained for the TKE profile, where the models are 
incapable of reproducing the damping of TKE below the velocity maximum. (It should be kept in 
mind, however, that it was shown in Fig. 3.2 that the boundary conditions are partially 
responsible for failure in this case).  
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The ratio between the Reynolds flux ReF w c′ ′= −  and viscous flux ˆ ˆ/cF dc dzν ν=  of 
suspended sediment are shown in Fig. 3.11 for cases 5 and 6. The DNS results show that just 
before relaminarization occurs, the near-bed sediment flux due to turbulence, although highly 
damped, maintains values that are larger than that associated with the artificial molecular 
viscosity. When the flow relaminarizes, the dominance of Fν  is seen for values of zˆ  up to 0.4, 
indicating the sediment in that region is no longer suspended by turbulence. 
We emphasize that the molecular flux is indeed artificial.  The appropriate interpretation 
of the DNS results is that for a given value of Riτ , sufficiently large values of ˆsv  result in such 
strong stratification that the near-bed turbulence is extinguished.  In real flows, sediment would 
settle out not into the thin layer dictated by the artificial molecular viscosity, but instead to the 
bed itself, never to be re-entrained.  That is, within Regime II a self-sustaining turbidity current 
is no longer possible (Cantero at al, 2011). It is clear from Figs. 3.10c and 3.11b that the RANS 
models are unable to capture the phenomenon of collapse of near-bed turbulence under 
conditions of strong self-stratification.  As a result, they fail to capture a phenomenon that should 
result in a) rainout of suspended sediment from the current without reworking or resuspension, b) 
emplacement of a structureless (massive) deposit and c) the eventual extinction of the turbidity 
current itself.  
A perusal of Figs. 3.6, 3.7, 3.8 and 3.11 reveals that even before the flow makes the 
transition to regime II, the RANS turbulence closures used here fail to fully describe the 
turbulence field under strongly stratified conditions,. This failure is likely due to their inability to 
capture to the transition of turbulence to internal waves under strong stratification, a 
phenomenon which has been observed in various geophysical flows. 
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Fig. 3.10 Model comparisons for case 6. a) velocity profile; b) concentration profile; c) TKE profile. 
 
Fig. 3.11 Model comparisons for FRe/Fν  profiles. a) case 5, b) case 6. 
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Under non-stratified conditions, all energy-containing eddies eventually lose their energy 
to viscous dissipation at a length scale characterized by the Kolmogorov scale
 
3 1/4( )kl ν ε= . 
However, in the presence of density stratification, the movement of the fluid particles is limited 
not only by the largest scales possible (e.g. flow scale) but also by the available energy to mix 
the excess density against the density gradient. In other words, the maximum excursion of a fluid 
particle is set by converting all its (vertical) TKE to potential energy. This length scale is 
characterized by the buoyancy scale 2 1/2( ) /bl w N′=  where 
1/2( ( / ))N Rg c z= − ∂ ∂  is the Brunt-
Väisälä frequency. the scaling 3 /l q ε∼  allowsthe buoyancy length scale to be expressed 
alternatively in terms of the Ozmidov scale 
3 1/2( / )ol Nε= .  
For turbulent length scales below this threshold, energy is dissipated in a fashion similar 
to a non-stratified flow. With the increase in the level of stratification, the larger scales are 
suppressed by the buoyancy force, whereas the scales still below the buoyancy scale limit follow 
classical turbulent behavior and dissipate energy through viscosity. In the limiting case where the 
buoyancy scale becomes comparable to the Kolmogorov scale, the latter scaling fails and energy 
is completely transferred to internal waves through wave interactions. The dimensionless forms 
of the relevant length scales can be written as 
1/4
3
1ˆ ( )
ˆ
kl
Reτ ε
= ,  
2 1/2ˆ ˆ( ) /bl w N′= ,  
3 1/2ˆ ˆˆ( / )ol Nε=      (32a-c) 
and  
 1/2
ˆˆ ( )
ˆ
c
N Ri
z
τ
∂
= −
∂
         (32d) 
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In order to examine possibility of scaling failure of the RANS models, we adopt the 
criteria proposed in the experimental studies of Stillinger et al. (1983). In their grid turbulence 
experiment in a salt-stratified flow, they determined the onset of the transition from a fully 
turbulent field to internal waves by a break in the r.m.s. value of the density fluctuation (
2 0ρ′ = ) 
from non-stratified growth patterns.  Complete transition is determined by zero Reynolds flux 
( 0wρ′ ′ = ) since wave are capable of transporting momentum but not mass. Using these 
characterizations, they proposed three ranges describing energy dissipation: ˆ ˆ1.4 ol l>
 
corresponding to partial influence or complete dominance of internal waves; ˆ ˆ ˆ1.4 15.4o kl l l> >
 
corresponding to active turbulence but with stratification effects, and ˆ ˆ ˆ1.4 15.4o kl l l> >
corresponding to dominance of energy dissipation by viscosity. 
In Fig. 3.12, we plot for cases 1, 5 and 6 the bounding length scales and the 
corresponding three ranges, as computed using the results of DNS. It can be seen in case 1 that 
ˆ ˆ1.4 15.4o kl l>
 
is satisfied almost everywhere except very close to the walls. However, as 
stratification effects increase, the buoyancy-related scale takes values below ˆ15.4 kl  in a 
significant portion of the flow. Note that this breakdown already occurs in case 5, before flow 
relaminarization is even observed. Comparison with Figs. 3.5c and 3.6c further suggest that the 
turbulence models perform reasonably well in the region where the condition ˆ ˆ1.4 15.4o kl l>
 
 is 
satisfied. In the example of case 5, overall agreement between RANS and DNS is found in the 
velocity profile (Fig. 3.5c), but RANS predictions deviate from DNS below the velocity 
maximum, a region where this condition  is no longer satisfied.  
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 It can hence be inferred that separate models are required to describe these two types of 
flows (D’Asaro and Lien 2000): a) stratified turbulence models such as the RANS models 
presented in this study, which adequately describe the turbulent field under weakly stratified 
conditions, and b) wave-wave interaction models (Müller et al. 1986) which account for internal 
wave motion for strongly stratified flows. Recently, efforts have been made to bridge the gap 
between the two types of models, in order to describe the flow as well as the turbulent 
characteristics over a wide range of stratified conditions in oceanic settings. The reader is 
referred to D’Asaro and Lien (2000) and Baumert and Peters (2009) for more details. 
 
Fig. 3.12 Comparison of the bounding length scales for active turbulence. a) case 1; b) case 5; c) case 6. 
 
The analysis presented here of the DNS results of C09 shows that that the flow makes the 
transition from viscous dissipation to transfer of energy to internal waves as ˆ
s
v increases beyond 
a value of 0.022.  More specifically, flows in Regime II are characterized by the complete 
dominance by internal waves in the lower water column results, so resulting in the failure of the 
RANSmodel predictions. It should be noted, however, that the criteria proposed by Stillinger et 
al. (1983) and several similar studies (Dickey and Mellor 1980) are based on homogeneous flows. 
0 1 2 3 4 5
0
0.5
1
1.5
2
z/h
 
 
(a)
1.4l
o
/h
15.4l
k
/h
0 1 2 3
0
0.5
1
1.5
2
(b)
0 1 2 3
0
0.5
1
1.5
2
(c)
84 
 
For the present problem, the criteria must be further examined to account for the regions near the 
boundaries. Such an analysis is, however, beyond the scope of this work. 
 
3.7 Effect of stratification on flow characteristics of turbidity currents 
 An important factor in modeling large scale turbidity currents and the resulting 
morphodynamics using layer-averaged models is the characterization of several key flow 
parameters such as the ratio of near-bed concentration to layer-averaged concentration 0r  and the 
bed resistance coefficient fC . Empirical documentation of these parameters is lacking, mainly 
due to the previously described difficulties in the measurement of real-time events and scale 
effects in laboratory experiments. In practice, applications of layer-averaged formulations for 
turbidity currents often invoke values for these parameters based on open channel flows under 
carrying suspended sediment under uniform conditions. However, it is clear that we cannot apply 
these values with confidence, since the two types of flows differ significantly in their internal 
structure. 
In this section, we provide a turbidity-current based analysis on two of the most 
important flow parameters, i.e. 0r  and fC , using results from the configuration of TCR. We 
assume that the threshold settling velocity for flow to relaminarize is universal at ˆ 0.022sv ≈ . (It 
should be noted, however, that results obtained later by the authors of C09 show that this value 
increases weakly with increasing shear Reynolds number and decreasing shear Richardson 
number.) For comparison purposes, we also retain the value of Reτ  of 180. We have performed 
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the computations necessary to quantify 0r  and fC  using the QE k-ε closure model, and limited 
them to values of ˆ
s
v  below the threshold value.  
The dependency of 0r  and fC  on ˆsv  and Riτ  is examined in Fig. 3.13. Fig. 3.13a shows 
that the value of 0r  
increases with both ˆ
s
v  and Riτ . This demonstrates that both parameters 
increase the effect of density stratification and cause the concentration profile to become less 
uniform. Increase in the value of ˆ
s
v , which directly describes the tendency for the sediment to 
settle, is found to be more effective in biasing the profile than increase in Riτ . On the other hand, 
the change in fC  
with increasing ˆ
s
v  is not monotonic (Fig. 3.13b). At lower values of ˆ
s
v , 
increasing in the stratification effects tend to reduce fC , and thus enhance the flow velocity due 
to the higher driving force in the lower part of the channel. As ˆ
s
v
 
increases and the sediment 
concentration becomes more and more biased toward the bed, fC   increases due to the loss of 
the driving force in major part of the channel. The values of fC  
are found to be lower than those 
reported fin C09. This discrepancy is mainly due to omission of the low velocity region in the 
calculation of the bulk velocity, a problem which can be avoided for sufficiently large Reτ  
and 
small bˆ .  
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Fig. 3.13 Variation of a) 0r  and b) fC  as functions of sˆv  and Riτ . The QE k-ε model has been 
applied in all simulations.  
 
For turbidity currents in nature, the internal structure is also affected by the composition of 
the grain sizes in the flow. Fine material which requires a significant time to settle in still water 
tends to lead to a relatively uniform concentration profile, so reducing the overall density 
gradient and stratification effects compared to coarser material. Here we examine these effects 
using a mixture of two grain sizes. The dimensionless settling velocity ˆ
sv  is set to 0.02 for the 
coarse material and 0.0001 for the fine material. The value of Riτ  is set to 100 to accentuate the 
differences among different ratios of coarse to fine material. The calculations were again done 
with the QE k-ε closure model. 
Fig. 3.14 shows velocity and total (including both sizes) volume suspended sediment 
concentration profiles for ratios of coarse to total sediment varying from 0 to 1. The figure shows 
that the velocity and concentration profiles differ significantly as the ratio changes. With increase 
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of the finer material in the flow, stratification effects weaken and the mean flow characteristics 
approach those under neutral conditions. Such a transition is accompanied by decrease in the 
near bed concentration and increase in the resistance coefficient. The results shown here have 
demonstrate, along with previous results due to Salaheldin et al. (2000), that fine material plays 
an important role in sustaining turbulence. This turbulence in turn keeps the coarse as well as 
fine material in suspension. Therefore, a current with a sediment mixture is likely to travel a 
much farther distance than that with only coarser part of that mixture. Owing to this reason,  
 
Fig. 3.14 Variation in a) velocity profile and b) concentration profile due to different ratios of coarse 
and fine material. The numbers indicate the ratio of coarse total material. The dotted lines 
indicate neutral conditions. The QE k-ε model has been applied in all simulations. 
 
natural turbidity currents containing a sufficiently large fraction of mud can travel 100’s of 
kilometers into the submarine environment before dissipating, so emplacing long submarine 
channels (Babonneau et al., 2002; Spinewine et al., 2011).  
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3.8 Conclusion 
 Using the configuration of a turbidity current with a roof (TCR), we examined the 
capability of Reynolds-averaged Navier-Stokes (RANS) models to capture the internal structure 
of turbidity currents under conditions of self-stratification by suspended sediment. Three 
turbulence closures, i.e. the Mellor-Yamada (M-Y) scheme, the standard k-ε scheme and the 
quasi-equilibrium k-ε (QE k-ε) scheme, were implemented and compared with the results of 
Direct Numerical Simulation (DNS) using the cases studied by  C09.  
 The DNS results of C09 studied the case flow in the TCR configuration, for which the the 
shear Richardson number Riτ  is held constant at 11.4 but dimensionless fall velocity ˆsv  is 
increased.  They found that for a dimensionless fall velocity below about 0.022, increasing ˆ
s
v  
resulted in increasing stratification effects, with gradual damping of the turbulence in the lower 
part of the flow.  Here this regime is called Regime I.  Values of ˆ
s
v  in excess of 0.022, i.e. 
Regime II, corresponded to a radical modification of the flow, with stratification effects so strong 
turbulence is nearly or completely extinguished in a substantial region near the bed. Cantero et al. 
(2011) argue that such flows are unsustainable in nature.  This is because suspended sediment 
would rain out without resuspension.  The flow would thus lose its driving force and die.  
Cantero et al. (2011) showed that the abrupt transition from Regime I to Regime II can be 
mediated by either declining slope or increasing width in the downstream direction. 
We show that for Regime I flow, both M-Y and QE k-ε perform reasonably well in 
describing the mean flow and turbulent characteristics computed from DNS. As the level of 
stratification increases, however, increasing deviation from DNS is found in the region below the 
velocity maximum. The standard k-ε model, on the other hand, consistently underestimates 
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stratification effects. This result implies that the choice of the stability functions may play a more 
important role than the choice of the closure equations used in these two-equation models. 
In fact, the structural similarity inherent to the most commonly used two-equation models 
has been demonstrated in previous studies (Umlauf and Burchard 2003, Kantha 2004). It has 
been shown that all these models belong to a family with a generic structure consisting of a TKE 
equation and a length scale equation. While the comparison and selection of the optimal two-
equation model for the present problem is not the main purpose of this study, the similarity in 
structure is at the root of two failings of the DNS models; the “fish trap” effect within Regime I 
and the collapse of near-bed turbulence within Regime II. 
The fish trap effect predicted by the RANS models is manifested in terms of an upward 
normal profile of suspended sediment which shows two regions, i.e. a region of relatively high 
suspended sediment concentration below the velocity maximum and a region of relatively low 
concentration above it. These regions are separated by a relatively thin zone of rapidly declining 
concentration.  Although this zone gives the appearance of a lutocline, comparison with DNS 
reveals that it is an artifact of the generic structure of all three RANS, which force the Reynolds 
stress to vanish precisely at the point of velocity maximum.  Neither this coincidence nor the 
apparent lutocline were observed in the DNS simulations. 
The appearance of the fish trap effect in the RANS models places limitations on their 
application to field-scale turbidity currents.  Under conditions of zero net sediment entrainment 
from the bed, the fish trap effect tends to sequester the suspended sediment below the velocity 
maximum.  This incomplete mixing can be expected to affect the downstream evolution of the 
current.  It may be possible to overcome this limitation by using a more advanced closure 
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scheme, by using Large Eddy Simulation (LES, Armenio and Sarkar 2002, Taylor et al. 2005) , 
or by considering convective flows with a vertical component that are likely to occur in the field 
(Straub et al., 2011). 
 Within Regime II, i.e. beyond the threshold ˆ 0.022
s
v =  , all three RANS models fail to 
capture the internal structure of the flow.  In particular, they fail to capture the phenomenon of 
near- or complete extinction of near-bed turbulence. This failure is due in part to the inability of 
the boundary conditions classically used in such models to accurately describe the flow.  But the 
result that the failure is not remedied by forcing the flow to obey boundary conditions obtained 
from DNS indicates that the models themselves are insufficient to describe strong stratification 
effects. 
 The RANS models used here are then further limited in field applicability, in that they 
can be used neither to describe the fate of a flow when near-bed turbulence collapses nor to 
characterize the type of sediment deposit they would emplace.  We relate this failure to the 
inability of the RANS models to describe a transition from turbulence to internal waves under 
conditions of strong stratification. 
 The standard hypothesis of RANS models is that energy is dissipated by the eddies at the 
fine scale of the turbulence, and that stratification effects simply modify this process.  Under 
conditions of sufficiently high stratification, however, the vertical density gradient is so strong 
that vertical turbulent fluctuations are greatly suppressed.  Near-horizontal fluctuations then 
transfer energy to internal waves.  We show that a) the DNS predictions in Regime II are in the 
range for transfer to internal waves, and b) the RANS models do not capture this transfer.   We 
suggest that a model which can describe the transition of energy dissipation from the classical 
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cascade model to full wave interaction is required to capture the flow characteristics under 
extreme stratified conditions, and in particular the phenomenon of collapse of near-bed 
turbulence 
 While the TCR configuration involves several assumptions and simplifications, it allows 
for a focused study of the effect of stratification on the effect of stratification on the internal 
structure and flow characteristics of turbidity currents. Moreover, the use of the TCR 
configuration using both RANS and DNS yields valuable insight on the limitations of RANS 
turbulence closures in modeling stratified flows. Although the results obtained here cannot be 
directly translated to turbidity currents in nature, they provide the basis for future studies on 
more refined parameterization for field-scale modeling of turbidity currents.  
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Symbols 
α   empirical constant 
ε   energy dissipation rate     [L2/T3] 
εˆ   dimensionless energy dissipation rate  
κ    von Kármán constant 
ν   kinematic viscosity     [L2/T] 
c
ν   molecular diffusivity     [L2/T] 
ˆ
t
ν   dimensionless eddy viscosity    
0
ˆ
t
ν   dimensionless eddy viscosity under neutral conditions 
tˆc
ν   dimensionless eddy diffusivity 
0
ˆ
tc
ν   dimensionless eddy diffusivity under neutral conditions 
aρ   density of ambient fluid     [M/L
3] 
sρ   density of sediment     [M/L
3] 
εσ , kσ   model coefficients 
τ   total mean shear stress     [M/L/T2] 
ντ   viscous stress     [M/L/T
2
] 
Reτ   Reynolds stress     [M/L/T
2] 
bτ   total mean shear stress on the bed     [M/L/T
2
] 
t
τ   total mean shear stress on the roof     [M/L/T2] 
1
A ,
2
A   model coefficients 
Bˆ   dimensionless buoyancy production rate  
1
B ,
2
B   model coefficients 
ˆ
bB   near-bed buoyancy production rate 
ˆ
tB   near-roof buoyancy production rate 
b   reference height     [L] 
bˆ   dimensionless reference height     
C   depth-averaged sediment volume concentration 
1
Cε , 2Cε , 3Cε   model coefficients 
93 
 
Cµ , cCµ  model coefficients  
fC   resistance coefficient 
c   Reynolds-averaged total sediment volume concentration   
cˆ   normalized Reynolds-averaged total sediment volume concentration  
cµ , ccµ   stability functions 
0cµ   empirical constant  
b
c   near-bed sediment volume concentration   
ˆ
b
c   normalized near-bed sediment volume concentration   
i
c   sediment volume concentration in the i
th
 size fraction 
iˆ
c   normalized sediment volume concentration  in the i
th
 size fraction 
DE   damping efficiency 
ˆdt   dimensionless time step 
ˆdz   dimensionless grid size 
1
E ,
2
E ,
3
E  model coefficients 
Fν   viscous flux     [L/T] 
Re
F   Reynolds flux     [L/T] 
g   gravitational acceleration     [L/T
2] 
h   half roof height     [L] 
k   turbulent kinetic energy     [L
2
/T
2
] 
kˆ   dimensionless turbulent kinetic energy 
Lˆ   measure of distance from the wall ( )ˆ ˆmax( ,2 )z z= −  
lˆ    dimensionless master length scale 
b
l   buoyancy length scale     [L] 
ˆ
bl   dimensionless buoyancy length scale 
kl   Kolmogorov length scale     [L] 
ˆ
kl   dimensionless Kolmogorov length scale 
ol   Ozmidov length scale     [L] 
ˆ
ol   dimensionless Ozmidov length scale 
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ˆ
tl   dimensionless wavelength for turbulent motions 
N   total number of sediment size fractions  
BVN   Brunt-Väisälä frequency     [1/T] 
ˆ
BVN   dimensionless Brunt-Väisälä frequency 
Pˆ   dimensionless energy production rate  
p   Reynolds-averaged total pressure     [M/L/T2]  
wc
ip    volumetric proportion of the sediment in the i
th
 fraction range 
qˆ   measure of dimensionless turbulent kinetic energy per unit mass ( )ˆ2k=  
R   submerged specific gravity  
Reτ   shear Reynolds number 
Riτ   shear Richardson number 
0
r   near-bed sediment volume concentration ratio 
0
S   channel slope  
HS , MS  stability functions  
lS , qS   model coefficients 
Sc   Schmidt number 
tSc   turbulent Schmidt number 
t   time     [T]  
tˆ   dimensionless time    
U   depth-averaged streamwise velocity    [L/T] 
u   Reynolds-averaged streamwise velocity    [L/T] 
uˆ   dimensionless streamwise velocity 
u′   streamwise velocity fluctuation    [L/T] 
2u ′   streamwise Reynolds normal stress ( 1)× −      [L2/T2] 
*,avgu   nominal shear velocity     [L/T] 
*,bu   shear velocity at the bed     [L/T] 
*,
ˆ
bu   dimensionless shear velocity at the bed 
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*,tu   shear velocity at the roof     [L/T] 
*,
ˆ
tu   dimensionless shear velocity at the roof  
ˆ
bu   dimensionless velocity at the bed  
ˆ
tu   dimensionless velocity at the roof   
u w′ ′   Reynolds shear stress ( 1)× −      [L2/T2] 

u w′ ′   dimensionless Reynolds shear stress ( 1)× −  
v   Reynolds-averaged transverse velocity    [L/T] 
si
v    settling velocity of the i
th
 size fraction     [L/T] 
ˆ
si
v    dimensionless settling velocity of the i
th
 size fraction  
w   Reynolds-averaged upward normal velocity     [L/T] 
w′   upward normal velocity fluctuation    [L/T] 
2w′   upward normal Reynolds normal stress ( 1)× −      [L2/T2] 
iw c′ ′   Reynolds flux ( 1)× −  of the i
th
 size fraction     [L/T] 

iw c′ ′   dimensionless Reynolds flux ( 1)× −  of the i
th size fraction   

' 'w c   dimensionless total Reynolds flux ( 1)× −  
x   streamwise coordinate     [L] 
y   transverse coordinate     [L] 
z   upward normal coordinate     [L] 
zˆ   dimensionless upward normal coordinate  
z+   wall unit 
fz   free surface elevation     [L] 
,max
ˆ
uz   dimensionless elevation for velocity maximum 
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CHAPTER 4 
SIMILARITY SOLUTIONS FOR VERTICAL STRUCTURE OF 
VELOCITY AND EXCESS DENSITY PROFILES OF SALINE 
UNDERFLOWS AND BYPASSING TURBIDITY CURRENTS 
 
 
 
Abstract 
Saline underflows and turbidity currents are among the most important density 
underflows found in nature. Due to gravity acting on the density excess caused by salt (for saline 
underflows) or sediment (for turbidity currents), these flows travel and evolve along the bed 
below a layer of a lighter fluid. The vertical structure of the streamwise velocity of these flows 
has typically been described to be similar to that of a wall bounded jet, in which two distinct 
regions, i.e. the near-wall region and the jet region, separated by a velocity maximum, can be 
identified. However, density underflows show a more complex structure due to the presence of a 
density gradient within the current body, which results in non-uniformly distributed driving force 
and stratification effects. In this study we investigate the variability of the vertical structure of 
streamwise velocity and density variation in saline and turbidity currents under different flow 
conditions. We consider the possibility of similarity solutions for which spatial variation 
collapses into a single profile, appropriately defined dimensionless upward normal coordinate, 
and is otherwise dependent on a set of dimensionless parameters. The similarity solutions are 
solved using three different closures: a constant eddy viscosity model, the standard k-ε model 
and the quasi-equilibrum (QE) k-ε model. Under the constant eddy viscosity approximation, the 
flow structure is found to resemble that of a wall jet, despite the difference in their driving 
mechanisms. However, such an approximation fails to incorporate stratification effects and 
yields unrealistic solutions particularly under Froude-subcritical conditions. The choice of 
turbulence closure is crucial in capturing stratification effects and their influence on flow 
structure. Only more sophisticated turbulent closure models such as the standard k-ε model or 
the QE k-ε model are able to describe the variability of flow structure as flow conditions change. 
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Sensitivity analysis reveals slope to be the most important parameter affecting the vertical 
structure. As the slope decreases, the flow becomes more subcritical and the location of the 
velocity maximum is displaced farther away from the bed. Finally, the flow structure shows 
approximate Reynolds invariance a field scale, but high Reynolds dependency at laboratory scale. 
It is speculated that the discrepancy between the experimental observation and the model 
predictions may in part be caused by the strong viscous effects commonly prevailing under 
laboratory scales.  
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4.1 Introduction 
 Saline underflows and turbidity currents are two types of density currents which occur in 
the subaqueous environments. Due to excess density caused by dissolved salt (saline current) or 
sediment (turbidity current), a current driven by gravity forms and travels along the bottom of a 
lake or an ocean beneath a body of lighter ambient water. Strong interactions between 
saline/turbidity currents and the lighter ambient fluid take place as the current evolves. In the 
vicinity of the interface between the flowing and ambient fluid, differences in the fluid density 
and velocity cause instability, which results in the entrainment of the lighter ambient fluid into 
the current body. The rate of entrainment influences the level of stratification in the lower water 
column, and has an important implication for the efficiency of mixing between the two fluid 
regions. At the lower boundary (bed), currents may impose high shear on the solid boundary and 
cause bed erosion. On the other hand, the tendency for particles to settle results in sediment 
detrainment from turbidity currents, and causes bed aggradation. In fact, turbidity currents are 
one of the most important agents for the transport of sediment in the subaqueous environment 
(e.g. Meiburg and Kneller 2010, Middleton 1993), and are also believed to have carved out many 
of the submarine canyons found on the continental shelf (e.g. Parker 1982).  
 In order to have a better understanding of the interactions between these currents and 
their surrounding environment, it is important to understand their internal structure. The velocity 
structure of a current body is typically described as consisting of two parts which are separated 
by a velocity maximum (Altinakar et al 1996, Kneller et al. 1999, Kneller and Buckee 2000). 
The lower part of the flow (also known as the inner layer or the wall region) resembles a free 
surface shear flow, and is often approximated with a logarithmic distribution (e.g. Sequeiros et al. 
2010), whereas in the upper part of the flow (also known as the outer layer or the jet region) the  
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Fig. 4.1 Definition sketch for a sustained quasi-steady saline/turbidity current on a slope. 
 
velocity is approximated with a Gaussian distribution (Fig. 4.1). Based on the observed velocity 
structure, Altinakar et al (1996) also proposed a composite relation for the vertical structure of 
the concentration using a Rouse-Vanoni distribution and a near-Gaussian distribution for the wall 
and jet regions, respectively. While good agreement was reported in their experimental study 
with both saline and turbidity currents, it is likely that such a relation does not apply for a wide 
range of conditions. 
For natural density currents, variability in the flow conditions such as total concentration, 
grain size distributions and their interactions with the boundaries alter the vertical structure. 
Generalizing the vertical profile of a density current remains challenging (Kneller and Buckee, 
2000). Several experimental studies have attempted to characterize these flow structures by 
looking into the turbulence behavior and associated internal correlations (Best et al. 2001, 
Eggenhuisen and McCaffrey 2012, Islam and Imran 2010, Kneller et al. 1999, Kneller and 
Buckee 2000). These studies all recognized very similar turbulence structures for density 
currents: a turbulence kinetic energy (TKE) minimum near the velocity maximum and two TKE 
S 
x 
z 
u 
Fe 
still ambient fluid 
current body 
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peaks, one close to the bottom boundary and one at the interface between the current and the 
ambient fluid. For flows with large shear at the interface (e.g. supercritical currents, lock-
exchange currents) the larger TKE peak has been found close to the interface in several 
experiments (Kneller et al. 1999, Kneller and Buckee 2000, Buckee et al. 2001). However, larger 
peaks near the bottom boundary have also been observed in the body of the current and in 
currents downstream of a break in bed slope (from high to low) (Best et al. 2001, Islam and 
Imran 2010) while still remaining supercritical. Whereas the relative magnitude of the two TKE 
peaks should indeed be correlated to the flow conditions, experimental results to date are 
insufficient to clarify this correlation.  
 For well-developed, fully turbulent density currents, experimental evidence has indicated 
that the vertical structures at various downstream locations collapse, as least approximately, onto 
a single profile given appropriate rescaling (Parker et al. 1987, Altinakar et al 1996, Sequeiros et 
al. 2010, Kneller and Buckee 2000, Buckee et al. 2001). To demonstrate this, we first define the 
characteristic current height h , velocity U
 
and excess density φ  using the method of moment 
integrals (Ellison and Turner 1959): 
 
0
Uh udz
∞
= ∫  ,          (4.1a) 
 2 2
0
U h u dz
∞
= ∫  ,          (4.1b) 
 
0
e
U h uF dzφ
∞
= ∫           (4.1c) 
where u  is the Reynolds-averaged velocities in the x  direction,   
 
0 0( ) /eF ρ ρ ρ= −  ,          (4.2) 
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ρ  is the total density of the fluid and 0ρ  is the density of the ambient fluid. In the case of 
turbidity currents, 
eF  is often expressed as eF Rc= , where 0 0( ) /sR ρ ρ ρ= −  (=1.65 for quartz) 
is submerged specific gravity and c  is the volumetric concentration of the suspended particles. 
We also define the densimetric Froude number as 
d
U
Fr
ghφ
=  .         (4.3) 
where g  is gravity. Under Froude-supercritical conditions (i.e. 1dFr > ), the abovementioned 
experimental studies consistently observed the maximum velocity to be located at 0.2-0.3 times 
h , with a magnitude ranging from 1.3 to 1.6 times U . Self-similar behavior is also seen in field 
data from Monterey Canyon (Xu 2010) and several numerical experiments using vertical 2D 
models (Huang et al. 2004, Choi and Garcia 2002). Felix (2002) used a vertical 2D numerical 
model to demonstrate the temporal and spatial variations in the vertical flow structure as 
responses to changes in grain size distribution and concentration. He claimed that for coarse-
grained flows, rapid fallout of the sediment causes the flow to thicken and decelerate quickly. As 
a result, the flow is less steady and uniform. While similar behavior is found in the experiments 
of Islam and Imran (2010), where they compared the differences between saline and turbidity 
currents, a high level of similarity in the velocity and TKE structures is still maintained in their 
experiments. It is reasonable to argue that, for saline and turbidity currents under fully bypass 
conditions, i.e., conditions for which there is no net sediment entrainment from or settling to the 
bed, the vertical structures can as a first approximation be reasonably well described by 
similarity solutions.  
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Although the vertical 2D numerical models mentioned above can predict a wealth of 
details, understanding and solving similarity solutions which collapse 2D behavior into 1D 
formulations are still of great interest for various reasons. First of all, 2D models are 
computationally costly. Secondly, 1D models can be easily applied to investigate the effects of 
different flow conditions on the vertical structure. Furthermore, the rules/relations generated 
from 1D models can be used to improve several important internal relations used in layer-
averaged models of density underflows, and hence aid efficient long-term, large-scale 
simulations. However, owing to the complex nature of density currents such as the entrainment 
of ambient fluid and stratification effects, the solutions to the vertical structures are often 
obtained by imposing several constraints that are not necessarily of general validity. 
For example, Cantero et al. (2009) and Yeh et al. (submitted to Journal of Geophysical 
Research, hereinafter as Y12) used a simplified turbidity current configuration (i.e. turbidity 
current with a roof) to study the effect of density stratification in turbidity currents. The former 
study showed that this effect plays an important role in the internal structures of turbidity 
currents. Under extreme conditions, the near-bed turbulence may be completely damped, 
resulting in flow relaminarization. In addition, the near-wall logarithmic law no longer applies. 
Y12 examined the performance of three turbulence closures and showed that the Reynolds-
averaged Navier-Stokes (RANS) models can reasonably describe stratification effects in 
turbidity currents only under relatively weakly-stratified conditions. The literature on solving for 
the vertical structures of natural density currents is relatively limited (Eidsvik and Brørs 1989, 
Brørs and Eidsvik 1992, Stacy and Bowen 1988a,b). All of these models are based on 2D 
boundary layer equations where the x-dependency is further eliminated by assuming negligible 
longitudinal gradient and convective terms. Stacy and Bowen (1988a) pointed out that such a 
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model cannot achieve a realistic steady-state solution, since a positive velocity gradient 
everywhere in the vertical direction results in a monotonically upward increase in velocity. This 
contradicts the findings from the fully vertical 2D model by Huang et al. (2004), where they 
showed that a quasi-steady state condition can be achieved with a realistic velocity structure 
similar to that observed in the laboratory. Moreover, these 1D models inevitably predict a 
uniform distribution for the density excess for saline currents (i.e. flows with vanishing settling 
velocity) at large time regardless of the flow conditions. Typical experimental observations for 
saline underflows (e.g. Sequeiros et al. 2010) indicate that the body of the current can be 
stratified under Froude-supercritical conditions, for which the rate of entrainment of the ambient 
fluid is relatively high. To sum up, the existing 1D models are suitable only to describe the 
temporal variation of turbidity currents, and cannot be readily applied as a predictive tool. A 
complete model for quasi-steady and normal (i.e. x-independent) similarity solutions is yet to be 
developed. 
 The purpose of this study is to present such a model. In order to avoid the problem caused 
by vanishing streamwise (hereby denoted as the x direction) gradients, we eliminate the x -
dependency of the solutions by assuming all flow variables to vary in the longitudinal direction 
according to a power law. This treatment results in two additional effects which were omitted in 
previous models: a vertical convective velocity and gradient-induced forcing. The quasi-steady 
and normal similarity solutions obtained here are found to be realistic. The solutions are sensitive 
to an appropriately defined set of dimensionless parameters. In the case of turbidity currents, it is 
crucial to incorporate the effects of sediment settling velocity and multiple grain sizes in order to 
capture the level of stratification and the vertical structure of the flow. These effects have been 
investigated in detail in Y12. For the sake of simplicity, we limit our analyses in this study to 
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saline currents and turbidity currents with vanishing settling velocity under complete bypass 
conditions (i.e. zero net bed aggradation/degradation). The model presented here, however, can 
be readily modified to account for these effects. 
 The rest of the paper is organized as follows. In Section 4.2 we introduce the governing 
equations, and the dimensionless parameters governing the similarity solutions. In Section 4.3 
we solve for the similarity solutions using the constant eddy viscosity approximation. It is shown 
that such a simplified turbulence closure is able to capture several important flow features not 
captured by existing 1D models. However, due to the inability of the closure to incorporate the 
effect of density stratification, these solutions are insensitive to a wide range of dimensionless 
parameters and therefore unrealistic. 
In order to address this issue, a more sophisticated turbulence closure, i.e. the quasi-
equilibrium k-ε model (QE k-ε hereinafter) is proposed in Section 4.4. In Section 4.5, the role of 
the dimensionless parameters and the choice of their values for our numerical experiments are 
presented. We also briefly describe several numerical aspects of the model. Model results are 
presented in Section 4.6. In Section 4.7, the dependency of the similarity solutions on an 
appropriately defined characteristic Reynolds number is discussed. A summary and the 
conclusions of this study are given in Section 4.8. 
4.2 Problem formulation   
The flow configuration in question is shown in Fig. 4.1. A steady, sustained current with 
a density excess relative to the overlying still, ambient fluid travels down the slope due to 
gravitational pull. The velocity and density differences between the current and the still fluid 
generate instability at the interface, which causes the entrainment of the ambient fluid into the 
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current body. As a result, the current thickens, and the density difference between the current and 
the ambient fluid decreases as the current evolves downstream. Within the current body, an 
internal structure for u  and 
eF  can be observed. Due to the entrainment of low-density ambient 
fluid, the density excess within the flow itself is lowest at the interface and largest at the bed. 
This creates a driving force that is non-uniform in the upward normal direction, which is in turn 
reflected in the position of the velocity maximum within the flow. Here we consider the 
possibility of similarity solutions describing the vertical structure of flow velocity and density 
variation. That is, while the mean flow characteristics (e.g. the current thickness or the mean 
density excess) may change as the flow evolves downstream, appropriately renormalized 
distributions of velocity and the density excess in the upward normal direction remain 
approximately invariant in the downstream direction. 
For saline or turbidity currents in deep water, the thickness of the current is typically 
several orders less than that of the ambient fluid.  Hence it is appropriate to describe the flow 
structures using the 2D boundary layer equations. Under the Boussinesq approximations, these 
are given by  
 0
u w
x z
∂ ∂
+ =
∂ ∂
           (4.4) 
 ( )
2
e e t
z
u u uw u
g F dz gSF
t x z x z z
ν
∞∂ ∂ ∂ ∂ ∂ ∂ ′+ + = − + +  ∂ ∂ ∂ ∂ ∂ ∂ ∫  
   (4.5) 
 
0d e
z
p g F dzρ
∞
= − ∫          (4.6) 
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where t  is time; ( , )x z  are the streamwise and vertical coordinates, respectively; w  is the 
Reynolds-averaged velocities in the z  direction; 
tν  is the eddy viscosity and S  is channel slope. 
The deviatoric pressure 
dp  describes the pressure due to the total overlying excess density. The 
longitudinal gradient of this pressure, along with the gravity forces, constitute the two main 
driving forces of density underflows.  
 The variation in density excess 
eF  results from a consideration of mass balance of 
dissolved salt or suspended sediment; 
 
( )e e s e e
tc
F uF w v F F
t x z z z
ν
∂ ∂ ∂ − ∂∂  + + =  ∂ ∂ ∂ ∂ ∂   
     (4.7) 
where 
tcν  is the eddy diffusivity of dissolved salt or suspended sediment concentration and sv  is 
the settling velocity of a suspended particle. Here we retain 
sv  
in the equation for the sake of 
completeness. In this study, 0sv =  is used. In the case of a turbidity current, this corresponds to 
very fine sediment, e.g. clay-sized particles. 
  The governing equations are made dimensionless using a characteristic current height 
ch , 
velocity 
cU  
and excess density 
cφ . We assume here that these characteristic scales fully 
encompass the x-dependency of the solutions, so that the flow structure can be expressed as  
ˆ ˆ( , ) ( ) ( )cu x z U x u z= ⋅ ,  ˆ ˆ( , ) ( ) ( )e c eF x z x F zφ= ⋅ ,     (4.8a,b) 
 ˆ ˆ( , ) ( ) ( ) ( )t c c tx z U x h x zν ν= ⋅ ,  ˆ ˆ( , ) ( ) ( ) ( )tc c c tcx z U x h x zν ν= ⋅     (4.8c,d) 
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ˆ( ) / ( )c ct h x U x t= ⋅          (4.8e) 
where the hat denotes a dimensionless variable, and zˆ  is the dimensionless upward normal 
coordinate rescaled with local current height, i.e.  
ˆ / ( )cz z h x=           (4.8f) 
We note that the characteristic parameters adopted here to renormalize the variables are 
different from those defined using the method of moment integrals (i.e. Eqs. (4.1a-c)). Although 
the definition from the latter is easy to be incorporate into depth-averaged models (e.g. Parker et 
al. 1986, Bradford and Katopodes 1999) and has been widely used to examine the internal 
structure under different flow conditions, it adds to analytical and computational complexity in 
this study because the current height cannot be determined without previous knowledge of the 
velocity profile. However, for the sake of comparison, it is sometimes desirable to renormalize 
the variables using the characteristic values defined by Eqs. (4.1a-c). In order to do this, we first 
solve for the dimensionless vertical structure for ˆ ˆ( )u z , ˆ ˆ( )eF z , ˆ ˆ( )t zν  and ˆ ˆ( )tc zν . Transformations 
to the dimensionless vertical structures based on h , U
 
and φ  can then be computed as  
 
( )
2
0
2
0
ˆˆ ˆ
ˆ ˆ
z u dzz
h
udz
∞
∞
= ∫
∫
, 0
2
0
ˆ ˆ
ˆ
ˆ ˆ
udzu
u
U u dz
∞
∞=
∫
∫
,  0
0
ˆ ˆ
ˆ
ˆˆ ˆ
e
e
e
udzF
F
uF dzφ
∞
∞=
∫
∫
,   (4.9a-c) 
For the sake of brevity, we refer to ( , , )c c ch U φ   as c-scales and ( , , )h U φ as m-scales below.  
In order to eliminate the x-dependency of Eqs. (4.4), (4.5) and (4.7), we assume that the 
variation of the characteristic values 
ch , cU  and cφ  in the longitudinal direction follows simple 
power laws, i.e. 
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 ( ) hc hh x A x
α= ,   ( ) uc uU x A x
α= ,  ( ) fc fx A x
αφ =   (4.10a-c) 
where 
hA , uA  and fA  are dimensioned constants whose values depend on the flow conditions. 
 Eq. (4.4) integrates under the condition of an impermeable bed to yield 
 
0
z
w udz
x
∂
′= −
∂ ∫  ,         (4.11) 
Using the above relation in conjunction with relations (4.8a-d) and (4.10a-c), Eqs. (4.5) and (4.7) 
reduce upon manipulation to the forms 
 
( ){ }ˆ 2 2 11 2 ˆ0ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ ˆ( ) ( )ˆ ˆ h u fh
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u u
x A u A udz x Ri A F dz zF
t z
α α αα α α α α α α
∞− + −−∂ ∂ ′ ′+ − + ⋅ ⋅ + + + 
∂ ∂ ∫ ∫
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x Ri SF
z z
α α α ν− +
∂ ∂ = +  ∂ ∂ 
    (4.12) 
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ˆ ˆ ˆ
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x A uF A udz uF
t z z
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 ∂ ∂ ∂ ′+ + + − + ⋅ + − 
∂ ∂ ∂  
∫  
ˆ
ˆ
ˆ ˆ
e
tc
F
z z
ν
 ∂∂
=  
∂ ∂ 
       (4.13) 
where 
cRi  is a characteristic Richardson number defined as  
 
2 2
h fc c
c
c u
gA Agh
Ri
U A
φ
= =          (4.14) 
For self-similar behavior, the dependence in x in both Eqs. (4.11) and (4.12) must drop out. This 
results in the constraints 1hα =  and 2 1u fα α− = . In order to obtain specific values for uα  and 
fα , we consider complete bypass conditions for which the buoyancy discharge is conserved, i.e. 
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0
s e
q uF dz const
∞
′= =∫          (4.15) 
This requires 1h u fα α α+ + = , so that uα  and fα  must take the respective values 0 and -1, and 
0
ˆˆ ˆ
e
uF dz const
∞
′ =∫ . In so far as the parameters uA , fA , and hA  are as yet unconstrained, we are 
free set the value of the constant to unity, i.e. 
0
ˆˆ ˆ 1
e
uF dz
∞
′ =∫           (4.16) 
We show below that Eq. (4.16) must be imposed in addition to the boundary conditions for the 
excess density to ensure a unique set of solutions (Section 4.3). So far we have obtained  
  1hα = , 0uα = , 1fα = −        (4.17a-c) 
The corresponding dimensions for the coefficients are thus 
hA  [1], uA  [L/T] and fA  
[L]. The 
scalings from Eqs. (4.17a-c) indicate that, under complete bypass conditions, the characteristic 
height 
ch  increases linearly with the downstream location, the excess density cφ  is inversely 
proportional to the downstream location and the characteristic velocity 
cU  remains constant. 
Using the values from Eq. (4.17a-c), Eqs. (4.12) and (4.13) simplify to 
ˆ
20
ˆ ˆˆ( )ˆ ˆ ˆ ˆˆ ˆ ˆ
ˆ ˆ ˆ ˆ
z
h
t c e h h c e
A udz uu u
SRi F A u A Ri zF
t z z z
ν
′∂ − ⋅∂ ∂ ∂ + = ⋅ + − − ∂ ∂ ∂ ∂ 
∫
   (4.18) 
ˆ
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ˆˆ ˆˆ( )ˆ ˆ
ˆ
ˆ ˆ ˆ ˆ
z
h s e
e e
tc
A udz v FF F
t z z z
ν
′∂ − + ⋅  ∂ ∂∂
+ = ⋅ 
∂ ∂ ∂ ∂ 
∫
 
     (4.19) 
It should be noted that the choice of the scaling to achieve flow similarity is not unique. 
Alternatively, x-independency of the system can also be achieved with the choice of 
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0h u fα α α= = = , albeit under the constraint of a solid roof above the flow rather than an 
interface at which ambient water is entrained. Such a scaling is the key concept behind the 
turbidity current with a roof configuration (TCR, Cantero et al. 2009, Y12), in which similarity 
solutions are obtained under fully uniform conditions, i.e. for which 
ch , cU  and cφ  are all 
constants. Such a configuration allows isolation of the effect of density stratification on a density 
current. 
The flow configuration described by TCR, however, neglects the effects of the pressure 
gradient as well as flow entrainment, and thus cannot be directly implemented to describe the 
internal structure of natural turbidity currents. In addition to the distinction between the present 
model and TCR, the present model also distinguishes itself from existing 1D models in terms of 
two important factors. The first factor is the convective velocity associated with the velocity 
integral 
ˆ
0
ˆ ˆ
z
h
A udz′∫ . This term describes the role of the flow entrainment on the flow structure, the 
effect of which is not felt at the bed, but monotonically increases toward the interface of the 
current. In terms of mass balance for density excess, this term also takes the form of an added 
settling velocity, as mass follows the downward movement of fluid entrained from above. For 
flows with high entrainment rates, this term become large and the flow remains stratified even 
when ˆ 0sv = . The second factor can be described as gradient-induced forcing, which consists of 
the longitudinal gradient of the deviatoric pressure ( ˆˆc eRi zF ) and the inertia terms (
2uˆ ). Due to the 
negative contribution of this additional forcing, the source term in Eq. (4.18) (i.e. the sum of the 
last three terms) is no longer always positive. We show in Section 4.3 that this effect is partially 
responsible for the transition of the shear stress from positive to negative values as zˆ  increases, 
resulting in a velocity maximum within the body of the current.  
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 Eqs. (4.18) and (4.19) can be solved for similarity solutions given appropriate closure 
relations for the eddy viscosity and eddy diffusivity, as well as appropriate boundary conditions. 
The time terms in these equations, as well as those which appear in related equations below, are 
simply included because time is used as a surrogate parameter to allow iteration to a steady-state 
solution (as described in detail in Section 4.5). Note here that in the formulation of the governing 
equations, we have neglected the viscous terms, which is typically reflected in the form of a 
characteristic Reynolds number, defined here as  
 c cc
U h
Re
ν
=              (4.20) 
The value of 
cRe  describes the state of development of the turbulence. A higher value of cRe  
indicates stronger turbulence and relatively weaker viscous influence. From Eqs. (4.10a,b) and 
(4.17a,b), we see that 
cRe x∝ . This indicates that over a certain range in the longitudinal 
direction, the flow will be influenced by viscous effects and the flow structures will vary in the x 
direction.  
A set of fully x-independent similarity solutions is possible only far enough downstream 
for the Reynolds number to be sufficiently large, and the the effect of viscosity to be negligible. 
Eqs. (4.18) and (4.19) presented here are thus suitable to describe the flow structures only in a 
region where such conditions are satisfied. The effect of the Reynolds number on the flow 
structures will be discussed in detail in Section 4.7.   
In the following sections, we will, as a first approximation, examine the model behavior 
under vanishing settling velocity, constant eddy viscosity and constant eddy diffusivity in the 
upward normal direction. We will show that the solutions capture the effects of the convective 
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velocity and gradient-induced forcing but are nevertheless unrealistic owing to an insufficient 
description of the turbulence field. The model is then improved by incorporating a more 
sophisticated turbulence closure, i.e. the QE k-ε closure mentioned above. 
4.3 Constant eddy viscosity/diffusivity model 
 Under the approximation of constant eddy viscosity and eddy diffusivity, the model can 
be further simplified by defining a stream function 
ˆ
0
ˆˆ ˆ( )
z
F z udz′≡ ∫   and an excess density 
function ˆˆ( ) c eG z Ri F≡ . Under steady state conditions and assuming vanishing settling velocity, 
we can rewrite Eqs. (4.18) and (4.19) as 
ˆ 0tF FF zG SGν ′′′ ′′+ − + =ɶɶ         (4.21) 
( ) 0tcG FGν ′′ ′+ =ɶ
 
        (4.22) 
where ˆ /t t hAν ν=ɶ , ˆ /tc tc hAν ν=ɶ , and / hS S A=ɶ  are renormalized eddy viscosity, eddy diffusivity 
and slope, respectively.  
 The boundary conditions for the flow can be directly applied at the solid boundary. Here 
they are given by no-slip and impermeable conditions at the bed. In addition, streamwise velocity 
vanishes at infinity, i.e.  
 (0) 0F = ,  (0) 0F ′ = ,  ( ) 0F ′ ∞ =                (4.23a-c) 
For density excess, the conditions of zero net flux at the bed and vanishing density excess at 
infinity are imposed, i.e. 
 (0) 0G ′ = ,  ( ) 0G ∞ =                  (4.24a,b) 
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Several observations can be made on the system described by Eqs. (4.21)-(4.24). First of all, Eqs. 
(4.21) and (4.22) are homogeneous equations, and the solutions are non-unique: if 
0 0
ˆ ˆ( ( ), ( ))F z G z  
is a solution set, so is 4
0 0
ˆ ˆ( ( ), ( ))AF Az A G Az . In order to obtain a unique set of solutions, Eq. 
(4.16) must be imposed as an additional constraint to Eqs. (4.24a,b). If we integrate Eq. (4.21) 
over the entire domain and apply Eqs. (4.23b,c) and vanishing shear stress at infinity (i.e. 
( ) 0F ′′ ∞ = ), we find 
2
0 0
ˆ ˆ ˆ(0) ( )
t
F S Gdz F zG dzν
∞ ∞
′′ ′= − +∫ ∫ɶɶ        (4.25) 
Eq. (4.25) delineates the balance among, from the leftmost term, the bed shear stress, the total 
gravitational force and total gradient-induced force. Since the bed shear stress must remain 
positive for a realistic solution, a solvability condition must hold,  
2
0 0
? ?( )S Gdz F zG dz
∞ ∞
′> +∫ ∫ɶ .        (4.26) 
In other words, the total gravitational force needs to exceed the total gradient-induced force, 
which acts as a resisting force, in order to allow flow similarity. If this condition is not satisfied, 
the scaling of Eqs. (4.17a-c) fails. This constraint must apply regardless the choice of turbulence 
closure.  
 The velocity structure for a quasi-steady saline/turbidity current schematized in Fig. 4.1 is 
similar in overall shape to a horizontal planar turbulent wall jet (Glauert 1956, Schwarz and 
Cosart 1960, Rajaratnam 1976). The analysis of Glauert (1956) showed that, under the 
approximation of constant eddy viscosity, the characteristic height and velocity of a planar wall 
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jet varies in the longitudinal direction as 
ch x∝ , 
2/3
cU x
−∝ . Based on their scaling, the 
governing equation for a wall jet, as the counterpart of Eq. (4.21), is given by  
2( ) 0F FF F′′′ ′ ′ ′+ + =          (4.27) 
Glauert (1956) solved this equation analytically using the same set of boundary conditions 
(4.23a-c). On the other hand, we can rearrange Eq. (4.19) to the form 
2 ˆ( ) 0tF FF SG F zGν ′′′ ′ ′ ′+ + − − =ɶɶ        (4.28) 
It is now clear that the governing equations for the two types of flows are similar in form, with 
the only difference being in the driving mechanism. In the case of a wall jet, the flow is driven 
by inertia (i.e. 2F ′ ) while for density currents, the ‘net gravity force’, i.e. the gravity force minus 
the gradient-induced forcing (i.e. 2 ˆSG F zG′− −ɶ ) drives the flow. 
The flow structures for the two types of flows are shown in Fig. 4.2. Fig. 4.2a shows the 
upward normal variation of F  and F ′  for the cases of a wall jet and saline/density current. Fig. 
4.2b shows the variation of F ′′  for both cases and Fig. 4.2c shows the variation of G for the case 
of the saline/density current only. For the sake of comparison, we set 1t tcν ν= =ɶ ɶ  and 5S =ɶ  for 
the density current. One can see that the constant eddy viscosity model captures several 
important flow characteristics described in previous sections. The velocity profile (indicated by 
F ′ ) is separated into two layers by a velocity maximum. The distribution of F  reflects a 
downward velocity which represents the effect of fluid entrainment. This effect is felt most 
strongly at the interface between the current and the ambient fluid, but monotonically decreases 
toward the bed. In the case of the wall jet, an additional criterion is also required due to the non-
uniqueness of the solutions. In principle, this consists of a specified momentum discharge. Here  
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Fig. 4.2 Similarity solutions for wall jet and saline/turbidity currents under the condition of constant eddy viscosity: 
(a) ,F F ′  (b) F ′′  and (c) G   
 
we equivalently specify this by imposing the condition that the downward velocity at the 
interface (i.e. ( )F ∞ ) is equal to that computed from the case of the  density/turbidity current.  
It can be seen that the two types of flow share very similar flow structures despite the 
difference in the driving mechanisms. The distribution of F ′′ , which is representative of the 
shear stress, is shown in Fig. 4.2b. For both flows, F ′′  is positive near the bed and crosses over 
to negative values as zˆ  increases. This location where the crossover ( 0F ′′ = ) occurs 
corresponds to a local maximum for F ′ , or in other words, to a velocity maximum. We note here 
that the existence of the velocity maximum within a density current is only possible when the 
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terms associated with the velocity in the upward normal direction and/or the gradient-induced 
forcing are retained in the momentum equations.  
In order to explain this, we first consider the case of a wall jet. Integrating Eq. (4.27) in 
the absence of the second term, which corresponds to the neglect of the upward normal velocity 
v, and applying the condition of vanishing shear stress at infinity, we obtain   
2
ˆ
ˆ
z
F F dz
∞
′′ ′= ∫           (4.29) 
The integrand on the RHS of Eq. (4.29) is positive for all zˆ . This indicates that F ′′ is zero at 
infinity and increases toward the bed. In other words, the neglect of the upward normal velocity  
implies that a velocity maximum does not exist within the current.  
 Similarly, integrating Eq. (4.28) without the convective term gives  
2
?
? ?( )t
z z
F S Gdz F z G dzν
∞ ∞
′′ ′ ′ ′ ′= − +∫ ∫ɶɶ        (4.30) 
While the solvability condition, i.e. Eq. (4.26), must hold in order to achieve flow similarity, it is 
possible that, at a certain value of zˆ , the RHS of Eq. (4.30) becomes negative. Under such 
circumstances, F ′′  must vanish somewhere within the current, and hence a velocity maximum is 
ensured. If the RHS of Eq. (4.30) is positive for all zˆ , then no velocity maximum exists within 
the body of the current, for the same reason as in the case of a wall jet. To sum up, in order to 
obtain a velocity maximum within a density current, one or more of the following condition must 
be satisfied: 1) the velocity in the upward normal direction must be included,; 2) the gradient-
induced forcing term must be included, and at the same time the RHS of Eq. (4.30) must be 
negative for some value of zˆ . 
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 While the constant eddy viscosity model is able to capture several important flow 
characteristics as shown in Fig. 4.2, it fails to account for two important factors, i.e. the effect of 
the wall and stratification effects, both of which alter the flow structure. For both wall jets and 
saline/turbidity currents, friction is exerted on the flow due to the presence of the wall. In 
addition, the effect of viscosity increases as the distance from the wall decreases. Within a near-
wall region which is sufficiently far away from the direct influence of viscosity, the velocity 
distribution is typically described by the logarithmic law (see e.g. Pope 2000); the velocity 
gradient under neutrally stratified conditions is given by  
*,
ˆˆ
ˆ ˆ
cudu
dz zκ
=           (4.31) 
where 0.41κ =  is the von Kármán constant, 
 *, 2
0
ˆ b
c
c
u
U
τ
ρ
≡           (4.32) 
is the dimensionless shear velocity and bτ  is the bed shear stress. In the case of a wall jet, 
however, the solutions to Eq. (4.27) under the constant eddy viscosity approximation tend to 
underestimate the velocity gradient at the near-wall region, and thus do not adequately describe 
wall effects (Glauert 1956).   
 In the case of a density current, the constant eddy viscosity model fails to account for the 
effects of density stratification on the turbulence as well as the mean flow characteristics. When 
the flow is stratified, additional energy from the mean flow is consumed in order to perform 
mixing against the density gradient. The resulting reduction in the total energy consequently 
reduces the efficiency of the flow in mixing momentum and dissolved salt or suspended 
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sediment. As a result, both the velocity and density excess profiles become less uniform. This 
phenomenon of enhanced near-bed velocity gradient is one of the main features commonly found 
in sediment-laden flows, where the flow is self-stratified due to the tendency for the particles to 
settle. For example, velocity profiles in open-channel flows carrying suspended sediment are 
found to have larger streamwise velocity gradients than those under neutral conditions (Einstein 
and Chien 1955, Vanoni 1946, Coleman 1981, 1986, Wright and Parker 2004a). 
 In the investigation of turbidity currents using the configuration of TCR, Cantero et al. 
(2009) used direct numerical simulation (DNS) to demonstrate that turbulence is strongly 
modulated by the level of stratification. Using a dimensionless particle settling velocity (denoted 
by Vɶ  therein) as an index for the level of stratification effects, they showed that the level of 
turbulence decreases with increasing Vɶ . As the level of turbulence damping increases, both the 
density excess (or sediment concentration) profile and the location of velocity maximum become 
increasingly biased toward the bed. Under the same flow configuration, Y12 implemented 
Reynolds-averaged-Navier-Stokes (RANS) models with three different turbulence closures to 
investigate their capability to account for stratification effects. They showed that the choice of 
turbulence closure is crucial in order to capture the level of stratification and the flow structures 
predicted by DNS.  
 In natural density currents, it is also important to account for the effect of density 
stratification in order to describe the flow structure at the interface of the current and the ambient 
fluid under varied flow conditions. For example, an early study by French (1976) investigated 
the stability of the interface in the absence of shear. He demonstrated that the stratification 
effects manifested in maintaining the stability can be characterized by the Keulegan number 
(Keulegan 1949), defined as  
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=
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          (4.33) 
where /Re Uh ν= is the bulk Reynolds number. More recent laboratory studies for density 
underflows by Sequeiros et al. (2010) have shown that the flow structure at the interface varies 
with flow regime as mainly characterized by dFr , or alternatively the bulk Richardson number, 
defined as 
2 2
1
d
gh
Ri
Fr U
φ
= =          (4.34) 
Note that here dFr  and Ri  are defined using m-scales. Sequeiros et al. (2010) found that at 
higher slopes, supercritical flows ( 1dFr > , 1Ri < ) are formed, and strong entrainment occurs at 
the interface. As a result, smooth transitions in both the velocity and the density excess structures 
from the inner (lower) current body to the outer (upper) ambient fluids observed. On the other 
hand, subcritical flows ( 1dFr < , 1Ri > ) form at lower slopes. Very weak, sometimes negligible 
flow entrainment is found and a sharp, clearly defined interface is observed. Below the interface, 
a relatively uniform density excess profile is found. Both excess density and streamwise velocity 
decrease sharply across the interface and rapidly reach the vanishing value characterizing the 
ambient flow.  
 It can be speculated that, under the constant eddy viscosity approximation, the current 
model is better able to capture the flow structure associated with supercritical conditions, which 
are characterized by a smooth transition from the inner flow to the outer ambient flow (Fig. 4.2), 
than subcritical flows. For subcritical flows, a strong density gradient manifested as a sharp 
decrease in density over the interface significantly damps turbulence. Such a strong modulation 
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of turbulence, and consequently eddy viscosity, cannot be described in terms of a constant eddy 
viscosity. This is further illustrated below. 
We use the original form of the governing equations, i.e. Eqs. (4.18) and (4.19), and 
similar parameters settings similar to those used in Fig. 4.2, to examine the variation in flow 
structure for different choices of S (0.03, 0.05 and 0.07). Fig. 4.3 shows that increasing S  
increases the normalized flow. In accordance with Eq. (4.16), the density excess is concomitantly 
decreased. A better understanding of the performance of the constant eddy viscosity model can 
be obtained by renormalizing the solutions using the m-scales. 
After rescaling, it can be seen in Fig. 4.4 that both the velocity and density excess profiles 
are rather insensitive to variation in S. Due to the failure of the constant eddy viscosity model to 
capture stratification effects, the solutions obtained here cannot be used to describe the flow 
structure over a wide range of flow conditions. In the following section, we address this issue 
with a more sophisticated QE k-ε turbulence closure. 
4.4 Quasi-equilibrium k-ε model 
 The 2D boundary layer approximated forms of the standard equations for the k-ε 
turbulence closure are given as (Rodi 1993) 
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where k is turbulent kinetic energy (TKE) and ε  is energy dissipation. The eddy viscosity and 
eddy diffusivity are calculated as 
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Fig. 4.3 Variation of (a) dimensionless velocity and (b) dimensionless density excess as functions of S. Variables 
normalized with c-scales. 
 
Fig. 4.4 Variation of (a) dimensionless velocity and (b) dimensionless density excess as functions of S. Variables 
normalized with m-scales. 
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In a standard k-ε model, 
1 2 3( , , , , , , )k cC C C C Cε ε ε ε µ µσ σ are model coefficients/constants whose 
values have been calibrated since Rodi (1993) to adapt for modeling stratified flows (Baumert 
and Peters 2000, Burchard and Bolding 2001, Kantha 2004). However, it has been found in 
several studies that the use of constant values for Cµ  and cCµ  in a standard k-ε model tends to 
underestimate the effect of density stratification (Burchard and Baumert 1995, Burchard et al. 
1998, Luyten et al. 1996). In these studies, the values of Cµ  and cCµ  
were modified based on the 
full Reynolds-transport equations so as to explicitly include the effect of density gradient. These 
models are referred to as quasi-equilibrium models. Y12 examined the performance of the quasi-
equilibrium k-ε model (QE k-ε) and the standard k-ε model in the TCR configuration. They 
showed that, at least under weakly stratified conditions, the former model more accurately 
describes stratification effects and the vertical variation of streamwise velocity and density 
excess predicted by DNS (Cantero et al. 2009). The results presented in this study are based on 
the QE k-ε model unless stated otherwise.  
 Again, we separate out the x-dependency of the variables and write 
 2 ˆ ˆ( , ) ( ) ( )ck x z U x k z= ,   
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ˆ ˆ( , ) ( )
( )
c
c
U x
x z z
h x
ε ε= ⋅             (4.38a,b) 
 The dimensionless forms of Eqs. (4.35) and (4.36) are  
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The relations for Cµ  and cCµ  used in this study are identical to those in Y12. For the sake of 
brevity, we summarize the complete closure equations in Appendix D. A complete list of the 
values of the constants/coefficients adopted from Y12 is given in Table 1. The values for the 
standard k-ε model are also listed for comparison.  
 The flow structures are obtained by solving Eqs. (4.18), (4.19), (4.39) and (4.40) with a 
set of boundary conditions. Following Y12, the boundary conditions for uˆ , kˆ  and εˆ  at the 
lower boundary are specified using the logarithmic law, whereas at zˆ → ∞ , vanishing velocity 
and zero flux conditions for kˆ  and εˆ  are imposed. That is, 
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where ˆ
sk  is a roughness height, ˆˆb z b
C Cµ µ =
=  and the dimensionless characteristic shear velocity 
*,
ˆ
cu  is given by  
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Table 4.1 Coefficients for the k-ε models (adopted from Y12) 
 Standard Quasi-equlibrium 
Cε1 1.44 
Cε2 1.92 
Cε3 0 -1.4 
σk 1.0 
σe 1.3 1.08 
c
0
µ --- 0.5465 
Cµ 0.09 (c0µ)3cµ 
Cµc Cµ (c
0
µ)
3
cµc 
 
Again, the solvability condition 
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′ ′ ′⋅ > +∫ ∫ ∫       (4.46) 
must be satisfied to ensure realistic solutions. 
 Two remarks should be made here regarding the boundary conditions (4.42)-(4.44). First 
of all, in contrast to the case of constant eddy viscosity, the lower boundary conditions here are 
applied at a near-bed reference height bˆ  rather at the solid boundary. The value of bˆ  is typically 
chosen to represent a height below which the QE k-ε turbulence closure is inadequate to describe 
the turbulence characteristics, but within which the flow can be assumed to follow the 
logarithmic law. Secondly, Eq. (4.42a) delineates a hydraulically rough boundary condition, 
where the effect of roughness is embodied in the parameter ˆsk . 
In order to eliminate the x-dependency of the boundary conditions, fixed values for bˆ  
and ˆ
sk  
are used in all simulations. Note that since both parameters are length scales renormalized 
125 
 
by ch , they do not specify  physical distances from the bed that remain fixed as the flow evolves 
downstream. Instead they increase linearly as ch  increases. For a physical reference height that is 
relatively small compared to ch  and sufficiently close to the bed, it is appropriate to assume that 
the logarithmic law holds, and the use of constant values in the boundary conditions can be 
justified. On the other hand, the physical (or dimensional) value of the roughness height in the 
absence of bedforms is mainly associated with skin friction, which is in turn dependent on the 
grain size of the bed surface material. Typical choices for its value over a granular bed include, 
for example, 503D  or 902D , where 50D  and 90D  represents grain sizes for which 50% and 90% 
of the bed material is finer, respectively (Garcia, 2008). This indicates that, as the current 
evolves downstream, the value of ˆ
sk  
decreases as ch  
increases. The use of a constant value of ˆ
sk  
herein is hence only an assumption necessary to achieve x-dependency. Having said this, we note 
that the inaccuracy introduced in this way is relatively small compared to the change in ch . For a 
typical choice of ˆ 0.05b =  and ˆ 0.01sk = , Eq. (4.42a) shows that the use of a constant ˆsk  results 
in a 14% discrepancy from a fixed physical roughness height when ch  
is doubled. Therefore, the 
similarity solutions obtained here can reasonably describe the flow structure over a fairly wide 
flow domain.  
By assuming constant values for bˆ  and ˆ
sk , the boundary conditions are fully 
independent of x and therefore compatible with Eq. (4.18). However, the same argument cannot 
be said about flows over smooth boundaries. For smooth boundaries, the counterpart of Eq. 
(4.42a) is typically given by 
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Recall 
cRe x∝  from the Section 4.2; this indicates that, the near-bed velocity must increase in 
the downstream direction due to increasing 
cRe . In other words, no similarity solutions can be 
obtained for flows over smooth boundaries. This type of flow is therefore excluded from our 
study.  
 For the density excess, the same boundary conditions as in the case of constant eddy 
viscosity model apply, i.e. 
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Now the time-invariant form of Eq. (4.19) can be integrated once with the aid of boundary 
condition (4.48a) to yield  
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where ˆˆ ( )eF b  is the near-bed density excess. Note that for zˆ → ∞ , boundary condition (4.48b) is 
automatically satisfied. Therefore, the additional constraint given by Eq. (4.16) is again required 
in the present turbulence closure to obtain ˆˆ ( )eF b  and so ensure a unique set of solutions.   
4.5 Dimensionless parameters and model specifications 
 The vertical structure of density currents and turbidity currents varies over a wide range 
of flow conditions. In the present model, these flow conditions are represented through 
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dimensionless parameters 
cRi , S  and hA . In this section, we set the ranges for cRi , S  and hA  
for our sensitivity analysis. 
 The parameter range for 
cRi  
and 
hA  is chosen based on the laboratory study by Islam 
and Imran (2010) and the field study by Xu (2011). Both studies contain measurements at 
different downstream locations for at least one sustained event. The experiments by Islam and 
Imran (2010) took place in a 12.2 m long, 6.1m wide and 1.52m deep flume. Two experiments, 
one saline and one sediment-laden current were conducted. In both experiments, a higher density 
fluid was released from upstream, and traveled down a 5 m long, 8% slope before entering a 6.6 
m long horizontal section. Velocity measurements were taken at four different downstream 
locations (Sec 1-4 therein) in the sloping section. Data taken at Sec 1 (2.61 m downstream of the 
inlet) and 4 (4.6 m downstream of the inlet) are used in our analysis. Density excess 
measurements were taken at fewer sections in their study. Here we approximate the density 
excess at Sec 1 and Sec 4 using the measurements from Sec 3 and Sec 5, respectively. The field 
observations from Xu (2010) were taken from the Monterey Canyon during 2002-2003. Three 
moorings were deployed at water depth 820 m (R1), 1020 m (R2) and 1445 m (R3) to collect 
velocity measurements using ADCPs. Here we use data from events which were observed in two 
adjacent sites, i.e. R1-R2 and R2-R3.  
Table 4.2a summarizes some of the parameters obtained or inferred from the 
documentation in Islam and Imran (2010) and Xu (2010). The flow characteristics at the 
upstream and downstream sections in Xu’s R1-R2 section, for example, refer to those observed 
at stations R1 and R2, respectively. Note that the current height h , velocity U  and density 
excess φ  used here are in m-scales. In the case of Xu’s data, multiple measurements were 
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reported for multiple events at one station. The values for h  and U in Table 4.2a are averaged 
over all available measurements in all events. Moreover, the sediment concentration was not 
directly measured by Xu. Instead, estimations of the densimetric Froude number as a function of 
slope were made based on Middleton’s (1966) relation. Here we use these estimates, i.e. : 
1.78dFr = at R1, 1.78dFr = at R2 and 2.31dFr =  at R3, and then compute φ  using Eq. (4.3).  
 
Table 4.2a Data from Xu (2011) and Islam and Imran (2010) 
  
Flow 
Type
*
 
 
Section 
 
S
**
 
 
Distance L 
(m) 
Upstream station (x = 0) Downstream station (x = L) 
h  
(m) 
U 
(m/s) 
φ (x10
4
) h  
(m) 
U 
(m/s) 
φ (x104) 
Xu TC R1-R2 0.03 6000 39.56 0.51 2.12 41.13 0.56 2.42 
TC R2-R3 0.04 10000 44.73 0.52 1.93 48.30 0.46 0.85 
Islam  SC 1-4 0.08 1.99 0.10 0.13 57.63 0.11 0.13 57.57 
TC 1-4 0.08 1.99 0.16 0.10 55.40 0.18 0.10 43.94 
*
 TC: turbidity current, SC: saline current. 
**
 Reach-averaged slope 
Table 4.2b Flow parameters computed from Table 4.2a. 
 Flow  
Type 
Section x0  
(m) 
Ah Au  
(m/s) 
Af  
(1/m) 
Ric 
Xu TC R1-R2 238 0.0069 0.53 1.51 0.36 
TC R2-R3 798 0.0044 0.49 0.91 0.17 
Islam  SC 1-4 0.22 0.0513 0.13 0.13 0.38 
TC 1-4 0.31 0.0785 0.10 0.01 0.79 
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Following Eq. (4.10a), we assume h varies with x according to the form 
 
1
0( )hh A x x= +            (4.50) 
where 
0x  is an offset, 0x = is the coordinate of the upstream station and L  is the distance 
between the two stations. Using values of h  in Table 4.2a, the values of 
0x  and hA  can be 
computed for all cases. Similarly, we assume  
 
1
0( )fA x xφ
−= +            (4.51) 
The value of 
fA  is then computed using the 0x  determined in the above way, in conjunction with 
the value of φ  at x L= . Finally, recall that the characteristic velocity does not vary with x in the 
present scaling. Thus, uA  is approximated simply by averaging the values of U at the upstream 
and downstream sections. Once we obtain hA , uA  and fA , the value of cRi  can be computed by 
Eq. (4.14). The computed values are summarized in Table 4.2b.  Based on these results, we 
choose hA = 0.005, 0.01, 0.05, 0.1 and cRi  = 0.1, 0.5 and 1 for the purpose of our sensitivity 
analysis. We note that, although the ranges for hA  and cRi  set here are based only on two 
specific studies, they covers a substantial range that encompasses several other experiments (e.g. 
Parker et al. 1987, Altinakar et al 1996, Sequeiros et al. 2010). In these experiments, as a crude 
estimate, values of h ~ 20 – 30 cm are typically observed at around 5 m downstream of the inlet 
at the point where the flow reaches quasi-equilibrium conditions (e.g. where bed aggradation due 
to settling suspended sediment can be neglected). The density excess observed at similar values 
of x  typically range from 0.005 – 0.05. This gives the ranges hA ≈  0.02-0.04 and cRi ≈  0.05-
2.45. Hence the choices for hA  and cRi made here are adequate for the purpose of understanding 
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the way in which the similarity solutions vary with the relevant dimensionless parameters. In the 
case of slope, however, both examples adopted here are on the high end of the slope range for 
laboratory and field turbidity currents, so favoring the formation of supercritical flows. This 
relation between slope and flow regime has also been observed in other similar experimental 
studies. For example, among the 74 runs conducted by Sequeiros et al. (2010), only 16 runs were 
subcritical, and all of these were generated on slopes less than 1%. In order to examine the flow 
structures under both supercritical and subcritical conditions, we vary slope between 0.001 and 
0.1. 
The full set of governing equations, i.e. Eq. (4.18), (4.39), (4.40) and (4.49), are solved 
for the flow structure. The algorithm used in this study is primarily based on Yeh and Parker 
(2012) and Y12. A set of dimensionless parameters (i.e. 
cRi , S , hA  , ˆsv , and 
ˆ
sk ) need to be 
specified as model inputs. We set ˆ 0sv =  and ˆ 0.001sk =  as the base case. For a given set of 
initial guesses, the model sequentially iterates through Eqs. (4.49), (4.18), (4.39) and (4.40) until 
the solutions converge to a steady-state. At the end of each iteration, ˆˆ ( )eF b  and *,ˆ cu are updated 
using Eq. (4.16) and (4.45), respectively. In a numerical simulation, it is not possible to set the 
upper boundary condition at zˆ→∞ . In each simulation presented here, the upper boundary of 
the simulation domain is chosen such that the solutions remain unaltered when upper boundary is 
raised to a higher level.  
Under certain flow settings (i.e. for very low slopes), stratification effects may become so 
strong that the turbulence is fully damped over a region. Such a phenomenon is most likely to 
occur near the velocity maximum, where the energy production (second term on the RHS of Eq. 
(4.39)) becomes zero. This results in a vanishing eddy viscosity, so that the flow is unable to 
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accomplish turbulent mixing across this region. In the present model, this is avoided by imposing 
a sufficiently small (10
-6
) lower bound for tˆν  and tˆcν .  
 
4.6 Results 
 The effects of cRi , S , and hA  on the variability of the flow structures is first examined 
using c-scaled results (Fig. 4.5). The values for the base case (shown with a solid line in each 
plot) are set to 0.05hA = , 0.5cRi =  and 0.05S = . As indicated in Eq. (4.49), a reduction in hA
attenuates the effect of the upward normal velocity. This yields a more uniform yet wider 
distribution for the density excess. As a result, a larger magnitude and a wider range for the 
velocity distribution are obtained. The characteristic Richardson number cRi  
and slope S  both 
appear in the main source term in Eq. (4.18). This indicates that a current gains a stronger driving 
force with increasing density excess and slope. Figs. (4.5c) and (4.5e) show that increases in cRi  
and S  both enhance the velocity and reduce the density excess. It can be seen, however, by 
comparing Figs. (4.5c) and (4.5e) that an increase in S  tends to enhance the range of the velocity 
distribution, whereas an increase in cRi  does not result in an increase in range. In the case of 
varied cRi , both the velocity and the density excess profiles show shapes that are very similar to 
each other, as seen in Figs. (4.5c) and (4.5d).  
 
132 
 
 
 
 
Fig. 4.5 Variation of the flow structures in c-scales as functions of 
hA : (a)(b), cRi : (c)(d),  and S : (e)(f). Left column: 
dimensionless velocity profiles; Right column: dimensionless density excess profiles. The solid line in each 
plot corresponds to the base case ( 0.05hA = 0.5cRi = , 0.05S = ).  
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In order to examine the behavior of the similarity solutions in further detail, we again 
renormalize the variables in m-scales (Fig. 4.6). The results reveal several important features of 
the flow structures. First of all, a step-like pattern is found in the density excess profile near the 
velocity maximum, particularly when the slope is high (Figs. 4.6b, d, f). Due to high damping of 
local turbulent kinetic energy and reduction in eddy viscosity/diffusivity, sharp changes both in 
the velocity and density excess profiles are found in the vicinity of the velocity maximum (Figs. 
4.6a,c,e). Below the sharp interface, the wall-generated turbulence maintains mixing efficiency, 
resulting in a fairly uniform distribution of density excess. 
The pointed velocity peaks and sharp density gradients seen in Fig. 4.6 are to some extent 
artifacts associated with the underestimation of the Reynolds stresses and Reynolds fluxes in this 
region. This defect, which Y12 refer to as the “fish-trap effect”, is characteristic of two-equation 
RANS models. Similar numerical observations have been found in other studies. Brørs and 
Eidsvik (1992) treated this problem using a full Reynolds stress dynamic modeling to more 
realistically capture the turbulence characteristics. A simpler treatment by Stacy and Bowen 
(1988a) involved the construction of a “bridge” for the eddy viscosity over a region where the 
turbulence is strongly damped. However, the physics behind their method is not fully justified. 
Y12 showed that, in spite of the existence of the fish-trap effect, the QE k-ε model is able to 
capture several important flow characteristics predicted by DNS (Cantero et al. 2009) under 
weakly stratified conditions. In this study, no further model treatment is included other than the 
lower bounds for 
tˆν  and tˆcν  imposed for numerical purposes (Section 4.5).  
 
134 
 
 
 
 
Fig. 4.6 Variation of the flow structures in m-scales as functions of 
hA : (a)(b), cRi : (c)(d),  and S (e)(f). Left column: 
dimensionless velocity profiles; Right column: dimensionless density excess profiles. The solid line in each 
plot corresponds to the base case ( 0.05hA = 0.5cRi =  0.05S = ).  
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The velocity and density excess profiles shown in Fig. 6 indicate that the flow structure, at least 
within the chosen parameter range, is most sensitive to the variation in S and least to cRi . Table 
4.3 summarizes the changes in several flow characteristics as cRi , S , or hA  
varies. Reduction in 
S yields the most prominent changes in these flow characteristics, including an upward shift in 
the location of the velocity maximum (denoted by max( / )z h ) and a decrease in the dimensionless 
near-bed density excess (denoted by 
, /e bF φ ). Moreover, as the slope decreases, the range of the 
region of uniform excess density below the step in the profile increases, and the distance from 
the step to upward to the point vanishing density excess decreases. In other words, at lower 
slopes, the density excess profile can be said to be uniform below the step (which approximately 
corresponds to the point of velocity maximum) and decay rapidly above the step. Such results are 
in agreement with the observation by Sequeiros et al. (2010), as already described in Section 4.3.  
 
Table 4.3 Change in flow characteristics due to variation of hA , cRi , and S  
Variable Range 
Change in 
max( / )z h
*
 , /e bF φ
 
**
 Ri  
hA  0.005-0.1 0.10 – 0.19 3.37 – 4.52 0.25 – 0.41 
Ri  0.1-1 0.146 – 0.151 3.77 – 4.00 0.35 – 0.37 
S  0.005-0.05 0.15 – 0.55 1.75 – 4.00 0.37 – 0.97 
* 
max( / )z h : location for peak velocity 
**
,e bF : near-bed density excess ( )eF z b= =   
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 Comparisons for the velocity, density excess and eddy viscosity profiles predicted by 
three turbulence closure schemes are shown in Fig. 4.7 and Fig. 4.8 for the high slope ( 0.05S = ) 
case and the low slope ( 0.005S = ) case, respectively. The values for the constant eddy viscosity 
have in both cases been set equal to the depth-averaged (defined as depth above which 10ˆ 10u −< ) 
eddy viscosity obtained from the QE k-ε model. From the density excess profiles and the eddy 
viscosity profiles shown in both cases, we can see that the QE k-ε model yields the strongest 
damping effect, creating a step-like density gradient and a pointed velocity peak. The constant 
eddy viscosity model, on the other hand, fails to predict either effect. Generally speaking, 
although the stratification effects predicted by the standard k-ε and the QE k-ε model differ, the 
two models predict similar patterns for all three variables, all of which differ significantly from 
those given by the constant eddy viscosity model. 
The difference in max( / )z h  between the case of low slope ( S = 0.005; Fig. 4.8a) and the 
case of high slope ( S  = 0.05; Fig. 4.7a) is approximately 0.4 for QE k-ε , 0.3 for standard k-ε 
and 0.06 for the constant eddy viscosity model The difference in 
, /e bF φ  between the case of 
high slope (Fig. 4.7a) and low slope (Fig. 4.8a) is approximately 2.25 for QE k-ε, 0.82 for 
standard k-ε and 0.01 for the constant eddy viscosity model. In comparing results for the two 
slopes, the largest discrepancies are seen with the QE k-ε model, whereas almost negligible 
changes in the flow structures are obtained from the constant eddy viscosity model. Hence, it is 
clear that the incorporation of stratification effects is crucial in capturing the vertical structure of 
density currents.  
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Fig. 4.7 Comparison of (a) dimensionless velocity, (b) dimensionless density excess and (c) dimensionless eddy 
viscosity profiles at high slope (S=0.05) under three turbulent closure schemes.  
 
Fig. 4.8 Comparison of (a) dimensionless velocity, (b) dimensionless density excess and (c) dimensionless eddy 
viscosity profiles at low slope (S=0.005) under three different turbulent closure schemes.  
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The velocity profile at the vicinity the velocity maximum is highly influenced by the 
magnitude of the driving force relative to the energy-damping stratification effects (Fig 4.7a and 
4.8a). At high slopes, the eddy viscosity is generally high except near the velocity maximum. A 
local yet likely somewhat artificial fish-trap effect prevails in that region, where a highly pointed 
velocity profile is observed. For flows over low slopes, both the concentration and the magnitude 
of the driving force above the velocity maximum are so low that a small and roughly uniform 
eddy viscosity profile results. The transition of the eddy viscosity to a uniform distribution 
results in a discontinuity in its gradient. This is reflected in a reverse in curvature of the velocity 
profile somewhat below the velocity maximum as seen in Fig. 4.8a.  
 In addition to the bulk Richardson number Ri  as described in Section 4.3, the 
entrainment rate of the ambient fluid, denoted by we , is also often used to characterize the flow. 
Under steady-state conditions, the relation for the entrainment rate is typically delineated by the 
relation ( ) /we U d Uh dx= , where we U w ∞= −  is referred to as the entrainment velocity, or the 
downward moving velocity at the interface of the current body and the ambient fluid. Setting the 
upper limit of the integral in Eq. (4.11) to infinity and introducing Eq. (4.8a,b) and (4.10a,b), we 
find that we  
can be related to the depth coefficient hA  as follows: 
 
2
0
2
0
ˆ ˆ( )
ˆ ˆ
w h
udz
e A
u dz
∞
∞=
∫
∫
         (4.52) 
Similarly,using Eq. (4.34) and (4.9a-c), Ri  can be related to cRi  as follows: 
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( )
( )
3
0
3
2
0
ˆ ˆ
ˆ ˆ
c
udz
Ri Ri
u dz
∞
∞
= ⋅
∫
∫
         (4.53) 
Hence, for a given set of dimensionless parameters, we can compute the corresponding values of 
Ri  and we  
based on Eq. (4.52) and (4.53) once the relevant integrals are obtained from the 
solutions. We note here that due to the constraint set by Eq. (4.16) and the variability in the depth 
integrals for different parameter settings, an increase/decrease in hA  and cRi  does not 
necessarily correspond to increase/decrease in we  and Ri . In fact, as already seen in Fig. 4.6, the 
parameter which most substantially affects the flow structure is the slope S , with less affect due 
to varied  depth coefficient hA , and even less due to variation in the characteristic Richardson 
number cRi . The degree of influence of these dimensionless parameters on we and Ri  can also 
be expected to follow the same order.  
Due to the dependency of both Ri  and 
we  on the depth integral (or more precisely, the 
velocity profile), a correlation exists between the two dimensionless parameters. Such a relation 
been observed in several studies (e.g. Ellison and Turner 1959, Parker et al. 1987). For example, 
the empirical relation of Parker et al. (1987)  
 
2.4
0.075
1 718
we
Ri
=
+
         (4.54) 
describes the tendency of the  entrainment rate to decrease as the flow becomes increasingly 
subcritical (i.e. Ri  increases). Fig. 4.9 shows examples of the relation between Ri  and we  
predicted using the QE k-ε model, along with Eq. (4.54). A representative value of 0.5cRi =  is  
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Fig. 4.9 Relations between bulk Richardson number Ri  and flow entrainment rate ew. The markers on each line 
represent, from upper left to lower right, S = 0.1, 0.08, 0.05, 0.03, 0.01, 0.008, 0.005, 0.003 and 0.001. 
 
used in all simulations since the variation of flow structure in  
cRi  is relatively weak (Fig. 
4.5c,d). In order to avoid clutter, only results for 0.1hA =  and 0.005hA =  are shown in Fig. 9. 
The line for each value of hA  was computed using 9 different slopes ranging from 0.001 to 0.1. 
The predicted flow entrainment rate in general decreases with increasing Ri  in a pattern that is 
similar to that of the Garcia-Parker relation. The magnitude of the entrainment rate predicted 
from the QE k-ε model is noticeably weaker than that computed from the Garcia-Parker relation 
for both choices of 
hA . Less discrepancy is found between model prediction and Eq. (4.54), 
however, for the case of 0.1hA = , which is more representative of flow conditions at laboratory 
scale (Table 4.2a). Toward low slopes ( 0.01S ≤ ), a clear distinction in the relation between Ri  
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and 
we  is observed between the two cases. For 0.005hA = , the same trend at high slopes 
continues through down to low slopes. The entrainment rate at S = 0.001 reduces to 
approximately 0.0002. On the on other hand, for 0.1hA = , a sharp turn in the Ri - we  correlation 
is found at 0.01S ≈ . For slope below 0.01, the dependency of we  on Ri  becomes rather weak 
and maintains a value of approximately 0.0009. This discrepancy between the results from 
different values of hA  is mainly associated with the gradient-induced forcing. It can be seen from 
Eq. (4.18) that for lower values of hA ,  the gravitational driving force (second term on right-hand 
side) is more likely to remain larger than the gradient-induced resistive forcing (third and fourth 
terms on right-hand side) throughout the current body. Hence, the eddy viscosity and the mixing 
efficiency are sustained even at a relatively low slope.  
Fig. 4.10 shows how the profile of eddy viscosity varies as a function of slope for the two 
cases hA  = 0.1 and hA  = 0.005. As noted previously, in order to avoid numerical problems, tˆν  
was not allowed to drop below the very small value lower bound 1x10
-6
 (c-scaled value). The 
regions of constant, low eddy viscosity seen for the cases S  = 0.0. 0.005 and 0.001 in m-scaled 
Fig. 4.10a and the case S  = 0.001 in the m-scaled Fig. 4.10b correspond to this limit.  As 
expected, these are also regions of very low TKE. 
For 0.005hA =  (Fig. 4.10b), the eddy viscosity decreases with decreasing slope, but 
remains above the lower bound throughout the current body for 0.005S ≥ . At 0.001S = , the 
eddy viscosity still remains everywhere above the lower bound except very near the bed and in 
the zone ˆ 0.35 0.55z = − , where the low slope and the effect of turbulence damping eventually 
reduces the eddy viscosity to the lower bound.  For 0.1hA = , the magnitude of the gradient-
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induced resistive forcing is enhanced, and a region with uniform eddy viscosity at the lower 
bound can already be observed at 0.01S = . As the slope decreases, the extent of this region 
increases. This is the reason why we  shows little variation in Ri  for the case 0.1hA =  in Fig. 4.9.  
 
Fig. 4.10 Comparison of dimensionless eddy viscosity profiles for (a) 
hA =0.1 and (b) hA =0.005 as functions of S. 
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 The similarity solutions derived in this study are based on the scalings 1hα = , 0uα = , 
1fα = − . Such scalings do not guarantee similarity if the system contains x-dependent 
parameters, as we have already shown for the case of a smooth boundary. Away from the 
boundaries, the flow regime also influences the applicability of the solutions. For flows that are 
not fully turbulent, mixing takes place in part at the less-efficient molecular level. The relative 
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importance of molecular diffusion is again associated with cRe , which varies as the flow travels 
downstream.  
In order to account for viscous effects, it is necessary to incorporate the viscous shear 
stress into the governing equations. This can be done by substituting ˆ ˆ ˆ ˆ( , , / , / )t tc t k t εν ν ν σ ν σ in the 
diffusion terms in Eqs. (4.18), (4.19), (4.39) and (4.40), by ˆ ˆ( 1/ , 1/ ,t c tc cRe Reν ν+ +
ˆ / 1/ ,t cReεν σ + ˆ / 1/ )t k cReν σ + , respectively. The results from calculations based on this 
substitution indicate that for sufficiently large 
cRe , the effect of viscous shear stress becomes 
negligible compared to the Reynolds shear stress, with mixing dominated by the latter. In this 
case, it is appropriate to approximate the full system with Eqs. (4.18), (4.19), (4.39) and (4.40). 
Moreover, since cRe  increases with x, this also implies that the model is most suitable for 
describing the flow structure in a sustained event beyond some point located sufficiently far 
downstream.  
Figs. 4.11 and 4.12 illustrate the influence of 
cRe  on the flow structure over a high slope 
( S  = 0.05) and a low slope ( S  = 0.005), respectively. It can be observed in both cases that, as 
the molecular viscosity becomes more dominant (i.e. cRe  decreases), the total viscosity 
(molecular plus eddy viscosity) becomes more uniform and the vertical profiles become more 
similar to those from the constant eddy viscosity model. More specifically, the velocity profile 
for the case 410cRe =  in Fig. 4.11 approximates well that corresponding to constant eddy 
viscosity in Fig. 4.7a, with both profiles having a velocity maximum near /z h  = 0.3. The level 
of turbulence at which viscous effects can be neglected, however, varies with slope. At a slope of 
0.05, the eddy viscosity approaches a value comparable to the molecular viscosity at 410cRe =   
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Fig. 4.11 Comparison of (a) dimensionless velocity, (b) dimensionless density excess and (c) ratio of eddy viscosity 
to molecular viscosity profiles at high slope ( S =0.05) as functions of 
cRe .  
 
Fig. 4.12 Comparison of (a) dimensionless velocity, (b) dimensionless density excess and (c) ratio of eddy viscosity 
to molecular viscosity profiles at low slope (S =0.005) as functions of 
cRe .  
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(Fig 4.11c). Fig. 4.12c indicates, however, that the value of cRe  at which /tν ν  becomes close to 
unity through most of the flow is near 43 10cRe = × .  This increase is due to the tendency for 
driving force and mixing efficiency to decrease with decreasing slope. As shown in Fig. 4.12, 
both the velocity and the density excess profiles are still significantly different from the non-
viscous case for cRe  as high as 10
5
. For both the cases of Fig. 4.11 and 4.12, we can claim that 
the Reynolds-independency is achieved when 610cRe ≥ .  
With this criterion in mind, we now examine the possible influence due to viscosity for 
the two sets of data presented in Table 2a. First, we rewrite Eq. (4.20) in the form of  
 h uc
A A x
Re
ν
= .          (4.55) 
Consider the saline experiment from Islam and Imran (2010), for which 0.0513hA = , 0.13uA =  
(m/s) and 610ν −= (m2/s). In order to satisfy the constraining 610cRe ≥ , x  must be greater than 
150 (m). In other words, under the same experimental conditions, flow similarity would be 
achieved beyond 150 m downstream of the inlet. Hence, the experimental domain studied by 
Islam and Imran (and most likely all aforementioned experimental studies as well) is clearly in 
the region where viscosity exerts a non-negligible influence. It is also interesting to note that at 
0 2.21x L x= + = , which corresponds to Section 4 in the same experiment, cRe  is approximately 
41.47 10× . Therefore the velocity and the density excess profiles obtained in the experiment are 
expected to resemble the solid lines in Fig. 4.11a,b. In fact, observations from several 
experimental studies (e.g. Parker et al. 1987, Altinakar et al 1996, Sequeiros et al. 2010) have 
indicated that under supercritical conditions, the dimensionless location of the velocity maximum 
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(i.e. 
max( / )z h ) ranges between 0.2-0.3, and the dimensionless near-bed density excess (i.e. 
, /e bF φ ) is around 2. At field scale, Xu (2011) found that the location for the velocity maximum 
may drop to as low as 0.1. It is speculated that the discrepancy between the experimental 
observation and the results given by the present model may in large part be caused by the strong 
viscous effects at laboratory scale.  
 
4.8 Summary and Conclusion 
 
  In this study, we present for the first time a semi-analytical model for similarity solutions 
of saline or very fine-grained turbidity currents under quasi-steady, bypass conditions. By 
assuming power laws for the downstream variation in mean flow characteristics, similarity in the 
flow structure can be achieved under the constraints that characteristic flow thickness ch  
increases linearly with x, excess density cφ  is inversely proportional to x and characteristic 
velocity cU  remains constant. Furthermore, the equations governing the similarity solutions 
derived here retains two important terms, i.e. a) the upward normal flow velocity driving upward 
normal convection of momentum and excess density, and b) gradient-induced resistive forcing. 
Both these terms were intentionally discarded in several earlier studies in order to achieve 
solutions for the vertical variation of the flow that are independent of the streamwise (x) 
coordinate. We have shown in our analysis that these two terms are key to producing a transition 
of shear stress from positive to negative value in the upward normal direction, and thus 
maintaining a velocity maximum within the current under steady-state conditions.  
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 Stratification effects play a significant role in damping the turbulent kinetic energy and 
modifying the vertical structure of the flow. Our results show that the assumption of constant 
eddy diffusivity is insufficient to characterize stratified flows. Only more sophisticated 
turbulence closure schemes such as the standard k-ε or QE k-ε  models are able to capture such 
effects, as well as reproduce several important flow features observed in the laboratory. However, 
the present model inherits a problem which is common to all two-equation RANS models – 
overdamping of turbulent kinetic energy in the vicinity of the velocity maximum. Such a 
problem cannot be avoided in the current framework, but can be mitigated using a higher level of 
Reynolds transport model. Having said this, the study by Y12 has shown that the RANS models 
are able to capture several key flow characteristics obtained from DNS under a simplified flow 
configuration. We can hence infer that the present model can be applied for saline/turbidity 
currents subjected to relatively modest stratification effects.  
 Sensitivity analysis shows that the slope S  is the most influential dimensionless 
parameter in modifying the flow structures. It is followed in importance by the depth coefficient 
hA , and then the characteristic Richardson number cRi . As the slope decreases, the flow 
becomes more subcritical (larger Ri ), and the location of the velocity maximum is shifted 
upward. These finding are consistent with experimental observations. In addition, the relation 
between the bulk Richardson number Ri  and the flow entrainment rate we  
predicted by the 
model is also found to have follow a tendency similar to the empirical relation by Parker et al. 
(1987) but with values of entrainment coefficient 
we  shifted downward. 
 The similarity solutions in this study are based on the assumption that the streamwise 
coordinate x can be scaled out of the governing equation by the use of appropriate power laws. of 
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the system. Owing to this, the model is inappropriate for certain flow conditions such as flows 
over smooth boundaries or flows with 610cRe ≤ . The more likely range at field scale is, however, 
fully turbulent flow over a rough boundary with a high Reynolds number. Therefore the model 
presented here is likely applicable to a wide range of natural saline and fine-grained currents. 
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Chapter 5 
CONCLUSIONS AND FUTURE WORK 
 
 
5.1 Conclusions  
5.1.1 Performance of turbulence closures 
 In this study we used three different flow configurations to examine the performance of 
various turbulence closures. We demonstrated that the choice of turbulence closures is crucial in 
capturing the stratification effects and flow structure in these flows. Results showed that closures 
that incorporate the dependency of density gradients in the stability functions, such as QE k-ε 
and Mellor-Yamada models, yield better performance than the standard k-ε and constant eddy 
viscosity models in capturing stratification effects. In stratified open channel flows, the Mellor-
Yamada model and the empirically-based Smith-Mclean model predict similar results, both of 
which agree with the experimental data. Under the TCR configuration, both QE k-ε or Mellor-
Yamada are able to adequately capture the characteristics of the flow predicted by DNS under 
conditions of relatively weak stratification. The results from Chapter 2 have also shown that the 
choice of the stability functions may play a more important role than the choice of the closure 
equations in these two-equation RANS models. Such observation is consistent with the analyses 
by several earlier studies, which suggested that most of these two-equation RANS models share 
structural similarity (Umlauf and Burchard 2003, Kantha 2004).  
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  However, the capability of these models (including Mellor-Yamada and QE k-ε) in 
predicting the flow structure is limited to weakly stratified flows. In highly stratified flows 
(indicated by ˆ 0.023
s
v > in TCR), the model results deviate significantly from benchmarks, 
particularly in the near-bed regions, as complex effects such as flow relaminarization and 
internal waves become important.   
5.2.2 Dimensionless parameters 
 The internal flow structures of subaqueous density underflows and stratified open 
channel flows are sensitive to different flow conditions that can be characterized by a set of 
dimensionless parameters. For open channel flow under equilibrium conditions and turbidity 
currents under the setting of TCR, we showed that the dimensionless settling velocity ˆ
s
v  and 
shear Richardson number 
c
Ri  are the most dominant dimensionless parameters in causing 
stratification and modifying the flow structures. However, the responses of flow structure to 
these two parameters differ substantially. The role of ˆ
s
v  is to initiate density gradient and 
stratification effects whereas increasing value of Riτ  act to amplify these effects.  
 In order to characterize the flow structures of natural saline and turbidity currents, it is 
also important to include the effect of flow entrainment from the lighter ambient fluid. Due to 
such a process, the body of the current is stratified even in the absence of suspended particles. 
Results showed that the entrainment rate 
w
e  is most sensitive to the variation in slope S . As the 
slope decreases, the flow becomes more subcritical and the entrainment rate decreases. As a 
result, the density excess profile becomes more uniform and location of the velocity maximum is 
displaced farther away from the bed. In addition, the flow structure is particularly sensitive to 
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slope when the depth coefficient 
h
A  is large. This indicates that in a laboratory setting, more 
prominent changes in the flow structure may be observed.   
5.2 Future Work 
5.2.1 Application of StratSedOC on large low slope rivers 
 As we pointed out in Chapter 2, the sediment entrainment relation of Garcia and Parker 
(1991) implemented in StratSedOC is largely for illustrative and educational purposes. 
Application of such a relation in large, low slope rivers tends to overestimate the near bed 
sediment concentration and stratification effects. In order to implement the model for this type of 
flow settings, form drag needs to be subtracted from the total resistive force before implementing 
the Garcia-Parker relation. This can be done by implementing the method of Wright and Parker 
(2004b) to decompose bed resistance into form drag and skin friction. The preliminary 
implementation of this relation in StratSedOC can be found in the supplementary material for the 
software (Section A.6).  
5.2.2 Model treatment for fish trap effects 
 The fish trap effects are associated with high turbulence damping near the vicinity of the 
velocity maximum. They tend to reduce effective mixing and sequester suspended sediment 
below the velocity maximum. Such a phenomenon is observed in the model results for both 
natural turbidity currents and turbidity currents under the TCR configuration. In the latter case, 
comparison with DNS reveals that the flow features associated with such effects are unrealistic 
and are artifacts of the generic structure of the two-equation RANS models, which force the 
Reynolds stress to vanish precisely at the point of velocity maximum. In order to improve model 
performance, higher order RANS models such as the full Reynolds stress dynamic modeling 
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(Brørs and Eidsvik 1992) or the level 4 Mellor-Yamada model (Mellor and Yamada 1974) 
should be implement for a more detailed turbulence characterization.  
5.2.3 Transition from cascade model to wave interaction models 
 In Chapter 3, we proposed the possibility of energy dissipation in the form of internal 
waves. Such a phenomenon occurs under conditions of sufficiently high stratification where 
vertical turbulent fluctuations are greatly suppressed. Typical RANS models which describe 
energy dissipation through classical cascade model clearly do not apply in these cases. In order 
to use of conventional RANS models to describe the energy leakage from TKE to internal waves, 
re-parameterization and special turbulence closures which consider the wave mechanism must be 
devised and incorporated (e.g. Baumert and Peters, 2004).  
 An alternative point of view by Baumert and Peters (2004) and Baumert (2012b) suggests 
that the key issue behind the conventional RANS models may be the standard two-way split 
approach of Reynolds decomposition, which does not isolate the periodic wave oscillation from 
the fluctuation term. By including a wave component in the decomposition and treating both 
vortices and waves as colliding particles (Baumert 2012a), Baumert (2012b) proposed a three-
equation model which describes the energy balance in the coexistence of mean flow, turbulence 
and internal waves. Such a model, though still requiring further validation, may serve to bridge 
the gap between the two mechanisms and enhance our progress toward a unified theory. 
 
153 
 
 
REFERENCES 
 
Altinakar, M.S., Graf, W.H., Hopfinger, E.J., 1996. Flow structure in turbidity currents. Journal 
of Hydraulic Research 34 (5), 713-718. 
Armenio, V., Sarkar, S., 2002. An investigation of stably stratified turbulent channel flow using 
large-eddy simulation.  Journal of Fluid Mechanics 459, 1-42. doi: 10.1017/S0022112002007851. 
Babonneau, N., Savoye, B., Cremer, M., Klein, B., 2002. Morphology and architecture of the 
present canyon and channel system of the Zaire deep‐sea fan, Marine and Petroleum Geology, 19, 
445–467, doi:10.1016/S0264-8172 (02)00009-0. 
Bagnold, R.A., 1966. An approach to the sediment transport problem from general physics. 
United States Geological Survey Professional Paper 9, 970-1073. 
Bass, J.H., Best, J.L., 2002. Turbulence modulation in clay-rich sediment-laden flows and some 
implications for sediment deposition, Journal of Sedimentary Research, 72 (3), 336-340. 
Bass, J.H., Best, J.L., Peakall, J., Wang, M., 2009. A phase diagram for turbulent, transitional, 
and laminar clay suspension flows, Journal of Sedimentary Research, 79, 162-183, 
doi:10.2110/jsr.2009.025. 
Baumert, H., 2012a. Universal equations and constants of turbulent  motion, arXiv:1203.5042v2. 
Baumert, H., 2012b. Turbulent mixing driven by mean-flow shear and internal gravity waves in 
oceans and atmospheres, arXiv:1207.1633v1. 
Baumert, H., Peters, H., 2000. Second-moment closures and length scales for weakly stratified 
turbulent shear flows. Journal of Geophysical Research 105 (C3), 6453-6468.  
Baumert, H., and Peters, H., 2004. Turbulence closure, steady state, and collapse into waves. 
Journal of Physical Oceanography 34, 505-512 
Baumert, H., Peters, H., 2009. Turbulence closure: turbulence, waves and the wave-turbulence 
transition. Part 1: Vanishing mean shear. Ocean Science 5, 47-58.  
Best, J.L, Kirkbride, A.D., Peakall, J., 2001. Mean flow and turbulence structure of sediment-
laden gravity currents: new insights using ultrasonic Doppler velocity profiling. In : Sediment 
Transport and Deposition by Particulate Gravity Currents, Ed. By B.C. Kneller, W.D. McCaffrey, 
J. Peakall and T. Druitt, Spec Publ. Int. Assoc. Sediment. 
154 
 
Bombardelli, F.A., Jha, S.K., 2009. Hierarchical modeling of the dilute transport of suspended 
sediment in open channels. Environmental Fluid Mechanics 9, 207-235. doi: 10.1007/s10652-
008-9091-6. 
Bradford, S.F., Katopodes, N.D., 1999. Hydrodynamics of turbidity underflows. I: Formulation 
and numerical analysis. Journal of Hydraulic Engineering 125 (10), 1006-1015. 
Brørs, B., Eidsvik, K.J., 1992. Dynamic Reynolds stress modeling of turbidity currents. Journal 
of Geophysical Research 97 (C6), 9645-9652.  
Buckee, C.M., Kneller, B.C., Peakall, J., 2001. Turbulence structure in steady, solute-driven 
gravity currents. In : Sediment Transport and Deposition by Particulate Gravity Currents, Ed. By 
B.C. Kneller, W.D. McCaffrey, J. Peakall and T. Druitt, Spec Publ. Int. Assoc. Sediment.  
Burchard, H, 2001, On the q2l equation by Mellor and Yamada (1982). Journal of Physical 
Oceanography 31 (5) , 1377-1387. 
Burchard, H., Baumert, H., 1995. On the performance of a mixed-layer model based on the k-
ε turbulence closure. Journal of Geophysical Research 100 (C5), 8523-8540. doi: 
10.1029/94JC03229 
Burchard, H., Bolding, K., 2001. Comparative analysis of four second-moment turbulence 
closure models for the oceanic mixed layer. Journal of Physical Oceanography 31, 1943-1968, 
doi: 10.1175/1520-0485(2001)031<1943:CAOFSM>2.0.CO;2 
Burchard, H., Petersen, O., Rippeth, T.P., 1998. Comparing the performance of the Mello-
Yamada and the k-ε two-equation turbulence models. Journal of Geophysical Research 103 (C5), 
10543-10554. doi:10.1029/98JC00261 
Businger, J.A., Wyngaard, J.C., Izumi, Y., Bradley, E.F., 1971. Flux profile relationships in the 
atmospheric surface layer. Journal of the Atmospheric Sciences 28 (2), 181-189. doi: 
10.1175/1520-0469(1971)028<0181:FPRITA>2.0.CO;2 
Cantero, M.I., Balachandar, S., Cantelli, A., Primez, C., Parker, G., 2009. Turbidity current with 
a roof: Direct numerical simulation of self-stratified turbulent channel flow driven by suspended 
sediment. Journal of Geophysical Research 114, C03008, doi:10.1029/2008JC004978. 
Cantero, M.I., Cantelli, A., Pirmez, C., Balachandar, S., Mohrig, D., Hickson, T.A., Yeh, T., 
Naruse, H., Parker, G., 2011. Emplacement of massive turbidites linked to extinction of 
turbulence in turbidity currents. Nature Geosciences, 2011. doi:10.1038/ngeo1320  
Cellino, M., Graf, W.H., 1999. Sediment-laden flow in open-channels under noncapacity and 
capacity conditions. Journal of Hydraulic Engineering 125 (5) 455-462. 
155 
 
Choi, S.U., Garcia, M.H., 2002. k-ε turbulence modeling of turbidity currents developing two 
dimensionally on a slope. Journal of Hydraulic Engineering 128 (1), 55-63. doi: 
10.1061/(ASCE)0733-9429(2002)128:1(55) 
Coleman, N.L., 1981. Velocity profiles with suspended sediment. Journal of Hydraulic Research 
19 (3), 211-229. doi: 10.1080/00221688109499516 
Coleman, N.L., 1986. Effects of suspended sediment on the open-channel velocity distribution. 
Water Resources Research 22 (10), 1377-1384. doi:10.1029/WR022i010p01377 
D’Asaro, E. A., Lien, R.C., 2000. The wave-turbulence transition for stratified flows. Journal of 
Physical Oceanography 30, 1669-1678. 
Dickey, T.D., Mellor, G.L., 1980. Decaying turbulence in neutral and stratified fluids. Journal of 
Fluid Mechanics 99 (1), 13-31.  
Dietrich, W.E., 1982. Settling velocity of natural particles. Water Resources Research 18 (6), 
1615-1626. doi:10.1029/WR018i006p01615 
Eggenhuisen, J.T. and McCaffrey, W.D., 2012. The vertical turbulence structure of experimental 
turbidity currents encountering basal obstructions: implications for vertical suspended sediment 
distribution in non-equilibrium currents. Sedimentology 59, 1101–1120. doi: 10.1111/j.1365-
3091.2011.01297.x  
Einstein, H. A., Chien, N., 1955. Effects of heavy sediment concentration near the bed on 
velocity and sediment distribution. MRD Sediment Series No. 8, University of California at 
Berkeley, Institute of Engineering Research, Berkeley, CA, 76pp. 
Ellison, T.H., Turner, J.S., 1959. Turbulence entrainment in stratified flows. Journal of Fluid 
Mechanics 6, 423-448. 
Eidsvik, K.J., Brørs, B., 1989. Self-accelerated turbidity currents prediction based upon (k-ε) 
turbulence. Continental Shelf Research 9 (7), 617-627.  
Felix, M., 2001. Two-Dimensional Turbidity Current Model. Ph.D. Dissertation, Stanford 
University, CA, USA, 195pp.  
Felix, M., 2002. Flow structure of turbidity currents. Sedimentology 49, 397-419.  
Fildani, A., Normark, W.R., Kostic, S., Parker, G., 2006. Channel formation by flow stripping: 
Large‐scale scour features along the Monterey East Channel and their relation to sediment waves, 
Sedimentology, 53, 1265–1287, doi:10.1111/j.1365-3091.2006.00812.x. 
French, R., 1976. Interfacial instability in stratified flow. Coastal Engineering Proceedings 1 (15), 
3124-3137.  
156 
 
Galperin, B., Kantha, L.H., Hassid, S., Rosati, A., 1988. A quasi-equilibrium turbulent energy 
model for geophysical flows. Journal of the Atmospheric Sciences 45 (1), 55-62. DOI: 
10.1175/1520-0469(1988)045<0055:AQETEM>2.0.CO;2 
Garcia, M.H., 2008. Sedimentation engineering. Processes, measurements, modeling and 
practice. American Society of Civil Engineers, VA, 1132pp. 
Garcia, M.H., Parker, G., 1991. Entrainment of bed sediment into suspension. Journal of 
Hydraulic Engineering 117 (4), 414-435. doi:10.1061/(ASCE)0733-9429(1991)117:4(414) 
Gelfenbaum, G., Smith, J.D., 1986. Experimental evaluation of a generalized suspended-
sediment transport theory. In: Knight, R.J., McLean, J. R. (Ed.) Shelf Sands and Sandstones, 
Canadian Society of Petroleum Geologists, Memoir II, Canada, 133-144. 
Glauert, M.B., 1956. The wall jet. Journal of Fluid Mechanics 1, 625-643. doi: 
10.1017/S002211205600041X 
Gore, R.A., Crowe C.T., 1991. Modulation of turbulence by a dispersed phase, Journal of Fluids 
Engineering, 113 (2), 304-307, doi: 10.1115/1.2909497 
Gregg, M. C., 1989. Scaling of turbulent dissipation in the thermocline. Journal of Geophysical 
Research 94 (C7), 9686-9698, doi:10.1029/JC094iC07p09686 
Herrmann, M.J., Madsen, O.S., 2007. Effects of stratification due to suspended sand on velocity 
and concentration distribution in unidirectional flows. Journal of Geophysical Research 112 
(C02006). doi:10.1029/2006JC003569. 
Huang, H., Imran, J., Pirmez, C., 2004. Numerical model of turbidity currents with a deforming 
bottom boundary. Journal of Hydraulic Engineering 131(4), 283-293. 
Hsu, T.J., Ozdemir, C.E., Traykovski, P.A., 2009. High-resolution numerical modeling of wave-
supported gravity-driven mudflows. Journal of Geophysical Research 114 (C05014). 
doi:10.1029/2008JC005006. 
Imran, J., Parker, G., Katopodes, N., 1998. A numerical model of channel inception on 
submarine fans. Journal of Geophysical Research 103, 1219-1238. 
Islam, M.A., Imran, J., 2010. Vertical structure of continuous release saline and turbidity 
currents. Journal of Geophysical Research 115 (C08025). doi:10.1029/2009JC005365 
Ito, M. and Saito, T., 2006. Gravel waves in an ancient canyon: analogous features and formative 
processes of coarse-grained bedforms in a submarine-fan system, the lower Pleistocene of the 
Boso Peninsula, Japan. Journal of Sedimentary Research 76, 1274–1283, doi: 
10.2110/jsr.2006.093. 
157 
 
Kantha, L.H., 2004. The length scale equation in turbulence models. Nolinear Processes in 
Geophysics 11, 83-97. 
Keulegan, G.H., 1949. Interfacial instability and mixing in stratified flows. Journal of Research 
of National Bereau of Standards 43, 487-500.  
Khan, S. M., Imran, J., 2008. Numerical investigation of turbidity currents flowing through 
minibasins on the continental slope.  Journal of Sedimentary Research 78, 245-257. doi: 
10.2110/jsr.2008.031 
Kneller, B.C., Bennett, S.J., McCaffrey, W.D., 1999. Velocity structure, turbulence and fluid 
stresses in experimental gravity currents. Journal of Geophysical Research 104 (C3), 5381-5391.  
Kneller, B., Buckee, C., 2000. The structure and fluid mechanics of turbidity currents: a review 
of some recent studies and their geological implications. Sedimentology 47, 62-94, 
doi: 10.1046/j.1365-3091.2000.047s1062.x 
Kostic, S., Parker, G., 2003. Progradational sand-mud deltas in lakes and reservoirs. Part 1. 
Theory and numerical modeling. Journal of Hydraulic Research 41, 127-140.  
Luyten, P.J., Deleersnijder, E., Ozer, J., Ruddick, K. G., 1996. Presentation of a family of 
turbulence closure models for stratified shallow water flows and preliminary application to the 
Rhine outflow region. Continental Shelf Research 16 (1), 101-130/  
Lyn, D.A., 1988. A similarity approach to turbulent sediment-laden flows in open channels. 
Journal of Fluid Mechanics 193, 1-26. doi: 10.1017/S0022112088002034 
McLean, S.R., 1991. Depth-integrated suspended-load calculations. Journal of Hydraulic 
Engineering 117 (11), 1440-1458. doi: 10.1061/(ASCE)0733-9429(1991)117:11(1440) 
Meiburg, E., Kneller, B., 2010. Turbidity currents and their deposits. Annual Review of Fluid 
Mechanics 42, 135-156, doi: 10.1146/annurev-fluid-121108-145618 
Mellor, G.L., 1973. Analytic prediction of the properties of stratified planetary surface layers. 
Journal of the Atmospheric Sciences 30 (6), 1061-1069. doi: 10.1175/1520-
0469(1973)030<1061:APOTPO>2.0.CO;2 
Mellor, G.L., Yamada, T., 1974. A hierarchy of turbulence closure models for planetary 
boundary layers. Journal of the Atmospheric Sciences 31 (7), 1791-1806. doi: 10.1175/1520-
0469(1974)031<1791:AHOTCM>2.0.CO;2 
Mellor, G.L., Yamada, T., 1982. Development of a turbulence closure model for geophysical 
fluid problems. Reviews of Geophysics and Space Physics 20 (4), 851-875. doi: 
10.1029/RG020i004p00851 
Middleton, G.V., 1966. Experiments on density and turbidity currents, II: Uniform flow of 
density currents. Canadian Journal of Earth Sciences 3, 627-637. 
158 
 
Middleton, G.V., 1993. Sediment deposition from turbidity currents. Annual Review of Earth 
and Planetary Sciences 21, 89-114. doi: 10.1146/annurev.ea.21.050193.000513. 
Monin, A. S., Obukhov, A. M., 1954. Osnovnye zakonomernosti turbulentnogo peremeshivanija 
v prizemnom sloe atmosfery (Basic laws of turbulent mixing in the atmosphere near the ground), 
Trudy Geofiz Inst. AN SSSR 24(151), 163–187. 
Müller, P., Olbers, D.J., Willebrand, J., Holloway, G., Henyey, F., Ponphrey, N. 1986. Nonlinear 
interactions among internal gravity waves. Reviews of Geophysics 24, 493-536.  
Muste, M., Yu, K., Fujita, I., Ettema, R., 2005. Two-phase versus mixed-flow perspective on 
suspended sediment transport in turbulent channel flows. Water Resources Research, 41 
(W10402). doi:10.1029/2004WR003595. 
Nezu, I., Rodi, W., 1986. Open-channel flow measurements with a Laser Doppler Anemometer. 
Journal of Hydraulic Engineering 112 (5), 335-355. doi:10.1061/(ASCE)0733-
9429(1986)112:5(335) 
Nino, Y., Garcia, M.H., 1998. Engelund’s analysis of turbulent energy and suspended load. 
Journal of Engineering Mechanics 124 (4), 480-483. doi:10.1061/(ASCE)0733-
9399(1998)124:4(480) 
Ozdemir, C.E., Hsu, T.J., Balachandar, S., 2010. A numerical investigation of fine particle laden 
flow in an oscillatory channel: the role of particle-induced density stratification. Journal of Fluid 
Mechanics 665, 1-45. doi:10.1017/S0022112010003769. 
Pantin, H.M., 1979. Interaction between velocity and effective density in turbidity flow: Phase-
plane analysis with criteria for autosuspension. Marine Geology, 31, 59-99. 
Parker, G, 1982. Conditions for the ignition of catastrophically erosive turbidity currents. Marine 
Geology, 46, 307-327 
Parker, G., Fukushima, Y., Pantin, H.M., 1986. Self-accelerating turbidity currents. Journal of 
Fluid Mechanic 171, 125-181. 
Parker, G., Garcia, M., Fukushima, Y., Yu, W., 1987. Experiments on turbidity currents over and 
erodible bed. Journal of Hydraulic Research, 25 (1), 123-147.  
Pope, S.B., 2000. Turbulent flows, Cambridge University Press, NY, 771pp. 
Rajaratnam, N. Turbulent jets, Elsevier Scientific Publishing Company, Amsterdam, NL, 304 pp. 
Rodi, W., 1993. Turbulence models and their application in hydraulics – A state-of-the-art 
review 3rd Ed., A. A. Balkema Publishers, VT, 104pp.  
159 
 
Salaheldin, T.M., Imran, J., Chaudhry, M.H., Reed, C., 2000. Role of fine-grained sediment in 
turbidity current flow dynamics and resulting deposits.  Marine Geology 171, 21-38. 
Schwarz, W.H., Cosart, W.P., 1960. The two-dimensional turbulent wall-jet. Journal of Fluid 
Mechanics 10, 481-495. doi: 10.1017/S0022112061000299Smith, J.D., McLean, S.R., 1977. 
Spatially averaged flow over a wavy surface. Journal of Geophysical Research 82 (12), 1735-
1746. doi:10.1029/JC082i012p01735 
Sequeiros, O.E., Spinewine, B., Beaubouef, R.T., Sun, T., Garcia, M.H., Parker, G., 2010. 
Characteristics of velocity and excess density profiles of saline underflows and turbidity currents 
flowing over a mobile bed. Journal of Hydraulic Engineering 136 (7), 412-433. doi: 
10.1061/(ASCE)HY.1943-7900.0000200 
Simpson, J.E, 1997. Gravity Currents in the Environments and the Laboratory, Cambridge 
University Press, NY, 244pp. 
Smith, J.D., McLean, S.R., 1977. Spatially averaged flow over a wavy surface. Journal of 
Geophysical Research 82 (12), 1735-1746. doi:10.1029/JC082i012p01735 
Spinewine, B., Sun, T., Babonneau, N., Parker, G., 2011. Self-similar long profiles of aggrading 
submarine leveed channels: analytical solution and its application to the Amazon Channel. 
Journal of Geophysical Research Earth Surface, 116, F03004, doi:10.1029/2010JF001937, 15 p. 
Stacy, M.W., Bowen, A.J., 1988a. The vertical structure of density and turbidity currents: Theory 
and observations. Journal of Geophysical Research 93 (C4), 3528-3542.  
Stacy, M.W., Bowen, A.J., 1988b. The vertical structure of density and turbidity currents and 
necessary condition for self-maintenance. Journal of Geophysical Research 93 (C4), 3543-3553.  
Stillinger, D.C., Helland, K. N., van Atta, C.W., 1983. Experiments on the transition of 
homogeneous turbulence to internal waves in a stratified fluid. Journal of Fluid Mechanics 131, 
91-122. 
Straub, K.M., Mohrig, D., Buttles, J., McElroy, B., McElroy, B., Pirmez, C., 2011. Quantifying 
the influence of channel sinuosity on the depositional mechanics of channelized turbidity 
currents: A laboratory study.  Marine and Petroleum Geology  28, 744-760 
Taylor, J.R., Sarkar, S., Armenio, V., 2005. Large eddy simulation of stably stratified open 
channel flow. Physics of Fluids 17, 116602, doi: 10.1063/1.2130747. 
Turner, J.S., 1973. Buoyancy Effects in Fluids. Cambridge University Press, NY, 367pp. 
Uittenbogaard, R.E., 1994. Physics of turbulence: technical report on subtask 5.2, Rep. Z649, 
MAST VERIPARSE Project, De;ft Hydraul., Delft, NL.  
160 
 
Umlauf, L., Burchard, H. 2003. A generic length-scale equation for geophysical 959 turbulence 
models. Journal of Marine Research 61 (2), 235-265, doi: 10.1357/002224003322005087 
Vanoni, V.A., 1946. Transportation of suspended sediment by water. American Society of Civil 
Engineers Transactions 111, 67-133. 
Versteeg H.K., Malalasekera,W, 2007. An Introduction to Computational Fluid Dynamics The 
Finite Volume Method 2
nd
 Ed., Pearson Education Limited, England, 503pp. 
Villaret, C., Trowbridge, J.H., 1991. Effects of stratification by suspended sediments on 
turbulent shear flows. Journal of Geophysical Research 96 (C6), 10659-10680. 
doi:10.1029/91JC01025 
Winterwerp, J.C., 2001. Stratification effects by cohesive and noncohesive sediment. Journal of 
Geophysical Research 106 (C10), 22559-22574. doi:10.1029/2000JC000435 
Wright. S., Parker, G., 2004a. Density stratification effects in sand-bed rivers. Journal of 
Hydraulic Engineering 130 (8), 783-795. doi:10.1061/(ASCE)0733-9429(2004)130:8(783) 
Wright. S., Parker, G., 2004b. Flow resistance and suspended load in sand-bed rivers: Simplified 
stratification model. Journal of Hydraulic Engineering 130 (8), 796-805. 
doi:10.1061/(ASCE)0733-9429(2004) 130:8(796) 
Xu, J. P., Noble, M. A., and Rosenfeld, L. K., 2004. In-situ measurements of velocity structure 
within turbidity currents. Geophysical Research Letters 31, L09311, 4 p, doi:10.1029/2004 
GL019718 
Xu, J. P., 2010. Normalized velocity profiles of field-measured turbidity currents. Geology, 
38(6), 563-566, doi: 10.1130/G30582.1 
Yalin, M.S., 1992. River Mechanics, Pergamon Press, NY. 
Yeh, T. and Parker, G. 2012. Software for evaluating sediment-induced stratification in open-
channel flows. Computers and Geosciences, doi:10.1016/j.cageo.2011.12.004, 11 p. 
Yeh, T., Cantero, M., Cantelli, A., Pirmez, C, Parker, G., Submitted. Turbidity current with a 
roof: success and failure of RANS modeling for turbidity currents under strongly stratified 
conditions. Journal of Geophysical Research. 
 
161 
 
 
APPENDIX A 
STRATSEDOC USER GUIDE 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
      
 A1. Layout 
 The layout of StratSedO
output panel. The input panel 
sediment condition and compu
specified in the “Filename” bo
view the velocity, concentration
for post-processing purposes. F
test_run.mat, test_run_bulk.txt
 
  
   Refresh button: convert
button a
   Run button: starts a run. D
   Restart button: unlocks
special c
when a 
section 5
   Info button: opens this do
Input
162 
C is shown below. The software consists of a
includes three tabs for the entries pertainin
tational settings. Before each simulation, a
x. Upon completion of a run, users can use
 and eddy viscosity profiles. In addition, thr
or the filename “test_run” used in this exa
 and test_run_var.txt. 
s the dimensionless or the physical paramet
llows you to check the parameter space befo
uring a run, the icon changes to  and the
 the run button to set a new run. This butto
ircumstances when users want to force term
run button is disabled but the solutions fa
 for more detail.  
cument. 
 panel Output pane
Filena
n input panel and an 
g to flow condition, 
 filename should be 
 the output panel to 
ee files are generated 
mple, these files are 
 
ers to the other. This 
re starting a run. 
 button is disabled.  
n is only used under 
ination of a run or 
il to converge. See 
l 
me box 
163 
 
A2. Model input 
 Three forms should be filled regarding the model input. We recommend that these be 
filled in the order of “Flow”, “Size Fraction” and “Computation” since the dimensionless settling 
velocity in “Size Fraction” depends on the flow parameters obtained from the “Flow” page. 
Based on the selection chosen from the dropdown menu or the box checked/unchecked, the 
parameters which need to be specified may vary. The boxes below/next to these parameters 
would then be enabled (in white). To ensure the simulation is performed under the right settings, 
carefully check the values in all white boxes. The definition of the parameters/variables used in 
the forms is given in the original paper and will not be repeated here. In the following, we 
present some model details omitted in the original paper but may be of interest to some users. 
A2.1 Conversion for “Size Fraction” tables 
 The dimension settling velocity ˆsv  needs to be specified as a model input. In the case 
where multiple grain sizes is considered, multiple entries for ˆsv  are required for all size fractions. 
For practical purposes, users may prefer to input known grain size distribution from experimental 
or field data. This can be done by clicking the “grain size distribution” button under the “Size 
Fraction” tab and entering the percent-finer size distribution. The first entry of the percentage 
finer column should always be 0 and the last entry should be 100. Hence, for multiple grain sizes 
with n size fractions, n+1 entries should be made in the table. Conversion to ˆsv  based on the 
input data is made prior to each simulation. This is done using the following calculations. 
We first denote the i
th
 entry in the first column as ,f iD , in the second column as ,f ip  and 
1 1i N= +∼ . The geometric mean diameter and the volumetric fraction of the ith size are given 
by  
, , 1 /1000i f i f iD D D +=         (A.1) 
, 1 ,( ) /100i f i f ip p p+= −         (A.2) 
where iD  is in meters. Define dimensionless parameter  
 ,
i i
ep i
gRD D
R
ν
=          (A.3) 
where g  is gravity, R  is submerged specific gravity and ν  is kinetic viscosity. The settling 
velocity is computed as  
, ,s i f i i
v R gRD=          (A.4) 
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where ,f iR  is computed using Dietrich’s (1982) formula  
 2 3 4, 1 2 , 3 , 4 , 5 ,exp{ ln( ) [ln( )] [ln( )] [ln( )] }f i ep i ep i ep i ep iR b b R b R b R b R= − + − − +   (A.5) 
and 1 2.891394b = , 2 0.95296b = , 3 0.056835b = , 4 0.002892b = , 5 0.000245b = . The 
dimensionless settling velocity is then given by  
 
,
,
*
ˆ s i
s i
v
v
u
=           (A.6) 
where *u  is obtained from the parameters entered in the “Flow” page. The geometric mean and 
standard deviation are given by  
 2
1
2^ ( log )
N
g i i
i
D p D
=
= ∑         (A.7) 
 2
2 2
1
2 ^ ( ( (log log ) )
N
g i i g
i
p D Dσ
=
= −∑       (A.8) 
 
A2.2 Numerical schemes  
Five numerical schemes: UD (upwind differencing), CD (central differencing), LUD (linear 
upwind differencing), QUICK (quadratic interpolation for convective kinetics) and TVD (total 
variation diminishing), are among the options in StratSedOC. They can be found in the 
dropdown menu under the “Computation” page. The discretization schemes can be illustrated 
using the figure below 
 
Letters with in upper case denote the computation nodes: P for point in question, W for point to 
the west, WW for point to the west of W, E for point to the east and EE for point to the east of E. 
Small letters denote the borders of a cell where flux is being exchanged: e for the east border and 
w for west border of point P. The distinctions among the schemes are mainly in that different 
relations are used to compute the border values. Here we assume the variable of interest is T and 
the convective velocity is toward the east. Given values of TWW, TW, TP, TE, and TEE, the value on 
the east border can be expressed in a general form as 
P EWWW EEw e
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1
( )( )
2
e P E PT T r T Tψ= + −        (A.9)  
where  
  
( )
( )
P W
E P
T T
r
T T
−
=
−
          (A.10) 
The relations for ( )rψ  is summarized below. The Min-Mod limiter is used for the TVD scheme 
in StratSedOC. 
Scheme ( )rψ  
UD 0 
CD 1 
LUD r  
QUICK max[0,min(2 , (3 ) / 4, 2)]r r+  
TVD 
min( ,1)r        if 0r >  
0                     if 0r ≤  
 
More options and details on the schemes can be referred to Versteeg and Malalaseker (2007) 
 
 
A3. Example 
 In this section we use a simple example to demonstrate the procedures to perform a 
simulation. The parameters used here are due to Coleman’s (1986) experimental settings 
described in the original paper and can be found in Table 2 therein.  
1. Change the directory to the software folder. In the Matlab command window, type 
  >> StratSedOC; 
to open the interface. 
166 
 
 
2. Type in filename in the “Filename” box. Here we use “test_run”. 
3. In the “Flow” page, choose “Specified concentration” under in the “Suspension” panel. Click 
on the first button in the same panel which allows us to specify the depth averaged mean 
concentration. Using the values from Table 2, set Cmean =0.0026, ˆ 0.0045sk = , ˆ 0.05b = . Click 
on the button to set dimensionless parameter, then set Re 7801τ = , Ri 4.28τ = , 
610ν −= and 
Sc 1t = . Click on the refresh button on the lower right, the page should look like the 
following. 
 
167 
 
4. Click on the “Size Fraction” tab. The first line in the page indicates that the information 
provided by the user in this page will be recognized as the properties in the water column. 
This is due to our choice of specifying Cmean rather than cbed in the “Flow” page. Set number 
of fractions to 1. The number of rows should change with the number we specify. In this case, 
there should be one row in the first table and two rows in the second. Here we will specify the 
dimensionless settling velocity rather than the actual grain size distribution. Click on the 
“dimensionless settling velocity” button and set v_s to 0.22 and fraction to 1. Click on the 
refresh button on the lower right, the page should look like the following. 
 
5. Click on the “Computation” tab. From the dropdown menus, choose Mellor-Yamada 
turbulence closure scheme and TVD numerical scheme. For demonstration purposes, set the 
number of spatial intervals to 100. The page should look like the following. 
 
6. Click on the run button to start the simulation.  
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A4. Reading output 
A4.1 Vertical profiles  
The velocity, concentration and eddy viscosity profiles can be directly viewed from the 
output panels of StratSedOC.  
 
 Scales can be interchanged between linear and logarithmic by clicking the lower right 
button (horizontal axis) or the upper left button (vertical axis). In the case of multiple grain sizes, 
under the “Concentration” tab, check the box “Show all size fractions” to see the vertical profile 
of individual size fractions.  
 In addition to the vertical profiles, some flow parameters may be updated after the run. 
These parameters can be viewed by clicking the “Flow” tab. The update values are accompanied 
by red arrows. 
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A4.2 Output files 
 Loading output file in Matlab is the most straightforward approach to post-process the 
data. To do this, under the command window, type 
  >> load test_run 
Alternatively, double click on the test_run.mat file to load.  
 An alternative to post-processing the data is to use the .txt files. Two .txt files are 
generated from the above example. The first file “test_run_bulk.txt” contains several flow 
characteristics obtained from the calculation.  
 
• U_mean: dimensionless depth averaged 
1
ˆ
*
1
ˆ ˆ
ˆ1 b
U
udz
u b
= =
− ∫
 
• C_mean: C  in the original paper 
• C_bed_mean: ˆb bC c C=  in the original paper 
• Re: *
uUh
ν
=  
• Ri: 
2
RgCh
U
=  
• Ri_tau: 
2
*
RgCh
u
=  
• fricoeff: 2*8( )
u
U
=  
• B_b: Bˆ  in the original paper 
• i: total number of iterations  
• C_frac: wcip  in the original paper 
• C_bed_frac: nbip  in the original paper 
The model also generates an error code in case the run fails to complete due to 
inappropriate parameter or numerical settings. This is the last output in the “test_run_bulk.txt” 
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file. ErrorCode = 0 means that no error occurred and the simulation is successful; ErrorCode = 1 
means that complete damping of turbulence occurred at one time and molecular eddy 
viscosity/diffusivity (under “Computation” tab) has been turned off; ErrorCode = 2 means that 
the maximum number of iteration has been reached before the solutions converge. See next 
section for possible solutions. 
The second file “test_run_bulk.txt” contains the vertical profile data. Depending on the 
turbulence closure used, the output variables may differ.  
 
 From left to right, the columns represent: 
Smith-McLean - zˆ , uˆ , cˆ , 1ˆc , 2cˆ ,⋯, ˆNc , tˆν , tˆcν , 
ˆ
ˆ
du
dz
,
ˆ
ˆ
dc
dz
 
k-↑ - zˆ , uˆ , cˆ , 1ˆc , 2cˆ ,⋯, ˆNc , kˆ , εˆ , tˆν , tˆcν , 
ˆ
ˆ
du
dz
,
ˆ
ˆ
dc
dz
 
Mellor-Yamada - zˆ , uˆ , cˆ , 1ˆc , 2cˆ ,⋯, ˆNc , qˆ , lˆ , tˆν , tˆcν , 
ˆ
ˆ
du
dz
,
ˆ
ˆ
dc
dz
 
where N is the total number of size fractions. 
A5. Tips and remarks 
 In this final section, we present some tips and comments on run StratSedOC.  
• During a run, intermediate results will be printed out on the Matlab command window.  
 
The tendency for the convergence of the solutions can be monitored through the last 
column (i.e. err). If the error does not decrease over the iterations, it is likely that the 
simulation would not converge. A smaller time step may be desired. 
 • When ErrorCode = 1 oc
the cases of k-↑ and M
This is done by checkin
“Computation” tab. 
• When ErroCode = 2 o
iterations without conve
see if error tends to redu
iterations under “Compu
• In the “Flow” page, 
concentration obtained 
relation under the same 
sign will appear in the 
model. 
• Under extreme stratifi
significant part of the
unsuccessful simulation
button will be locked. T
next run. 
• To force abort during a
the process is comple
Manager. Click on “Pro
running.  If yes, selec
StratSedOC and click th
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curs, turbulence is completely damped at one
-Y closures, molecular viscosity/diffusivit
g the “including molecular viscosity/diffus
ccurs, the simulation has gone through si
rging. In this case, first check the Matlab c
ce over iterations. If yes, then increase the 
tation” tab; otherwise, reduce the time step.
if “Specified concentration” is chosen, 
from the model will be compared to that usi
flow conditions. If the former value exceeds
output panel. However, this does not affect
 
ed conditions, turbulence may be compl
 flow. This may results in an ill-conditio
. In this case, the program will not return n
o unlock the run button, click the restart b
 run, press Ctrl+C in the Matlab command 
tely terminated, press Ctrl+Alt+Del to o
cess” tab and under “Image Name”, check
t the process and click the “End Process
e restart button   to set the next run  
 or more location. In 
y must be included. 
ivity” box under the 
gnificant number of 
ommand window to 
maximum number of 
 
the final near bed 
ng the Garcia-Parker 
 the latter, a warning 
 the accuracy of the 
etely damped in a 
ned matrix and an 
ormally and the run 
utton   to set the 
window. To check if 
pen Windows Task 
 if “OC.exe” is still 
” button. Return to 
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A6. Software updates 
 In this update, the Wright-Parker (Wright and Parker 2004) relation for sediment 
entrainment is included in addition to the existing Garcia-Parker (Garcia and Parker 1991) 
relation. The former relation is based on the latter but considers the partitioning of skin and form 
friction from the total friction. Therefore, the algorithm implemented here is very similar to that 
of Garcia-Parker but requires an additional iteration to satisfy the relation between total and skin 
frictions. For given total water depth h, channel slope S and mean grain size Dg, the model 
proceeds as follows: 
1. Compute the shear velocity *u ghS=  and total Shields number 
2
* * / gu RgDτ = . 
2. Compute the near bed concentration for each size fraction using  
5
,
,
5
,
( )
1 ( )
0.3
m i
s i
m i
A Z
E
A
Z
λ
λ
=
+
,  0.6 0.08 0.2*, ,
ˆ
(Re ) ( )
ˆ
sk i
m i p i
si g
u D
Z S
v D
= , 1 ~i N=  (A.11a,b) 
where 77.8 10A −= ×  and * * *ˆ /sk sku u u= . For the first iteration, take *ˆ 1sku = . 
3. Compute from the model results the depth averaged velocity U and Fr /U gh= . 
4. Compute new skin friction 
0.7 0.8
* *
0.05 0.7( Fr )skτ τ= +  and * *sk sk gu RgDτ= . 
5. Iterate step 2-5 until solutions converge. 
 To run StratSedOC using the Wright-Parker relation, simply select the Wright-Parker 
option from the dropdown menu in the Suspension sub-panel.  
 
 Additional information is also included in the “test_run_bulk.txt” file after each 
simulation.  
173 
 
 
• Fr: 
U
gh
=  
• u_star_sk: *,
*
sku
u
=  
• q_w: dimensionless unit flow discharge 
1
ˆ
*
ˆ ˆw
b
q
udz
u h
= = ∫  
• q_s: dimensionless unit sediment discharge 
1
ˆ
*
ˆ ˆ ˆs
b
q
ucdz
u hC
= = ∫  
• u_star_n: 
*u ghS= =  
• q_w_non, q_s_non, U_mean_non, and fricoeff_non corresponds to q_w, q_s, 
U_mean, and fricoeff respectively in the absence of stratification effects. 
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APPENDIX B 
MODEL ACCURACY AND GRID DEPENDENCY 
 
In this section we demonstrate the performance of the model in terms of accuracy and 
grid dependency. The key dimensionless parameters selected in this example are 1000Reτ = , 
10Riτ =  and ˆ 0.2sv = , which correspond to strong stratification effects. The S-M turbulence 
closure is used here to facilitate comparison, since that model should predict precisely the 
logarithmic profile for velocity and the Rousean profile for sediment concentration in the 
absence of stratification effects. The number of intervals tested here are 10, 20, 40, 80 and 160, 
which correspond to dimensionless grid size ˆdz
 
of 0.095, 0.0475, 0.0238, 0.0119 and 0.00595, 
respectively. The errors of the numerical solutions relative to the analytical solutions are shown 
in Fig. B.1, where the relative error is defined as  
max( 1~num exact p
exact i
Error i N
φ φ
φ
 − 
= = 
  
      (B.1) 
 In Eq. (B.1), φnum and φexact are the numerical and exact values of the variables in question, i.e. 
velocity and concentration; and Np = 11 corresponds to the number of points common to all five 
sets of grid points. In the absence of stratification effects, the results show that both velocity and 
concentration predictions approach the exact solutions as the grid size decreases. The relative 
error is proportional to ˆ( ) ^1.83dz  for flow velocity and ˆ( ) ^1.82dz  for sediment concentration. 
When stratification effects are considered, φexact is set for convenience to the solutions obtained 
from a relatively fine grid, ˆ 0.0003711dz = . It is shown that the solutions converge to this 
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nominal exact solution in a similar way, with the relative error proportional to ˆ( ) ^1.84dz . 
However, in order to maintain a specified error tolerance, a finer grid is required when 
stratification effects are taken into account.  
 
Fig. B.1 Relative model error as a function of dimensionless grid size ˆdz . The solid lines are 
obtained from linear regression. ( 1000Reτ = , 10Riτ = , ˆ 0.2sv =
 , ˆ 0.01sk = ,
ˆ 0.05b = ). 
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APPENDIX C 
LAMINAR FLOW SOLUTIONS FOR TCR 
 
 Under fully relaminarized flow conditions, analytical solutions can be derived using the 
same approach described in Cantero et al. (2009), but with the boundary conditions as given in 
Section 3.3. The results are summarized below.  
 The dimensionless velocity and sediment concentration profiles are given by  
  
1 2 3
ˆ ˆ ˆ ˆ(exp( ( 1)) )
s
u p v Re Sc z p z pτ= − − + +        (C.1) 
 
ˆˆ (1 )
ˆ ˆ ˆexp( ( 1))
ˆˆsinh( (1 ))
s
s
s
v Re Sc b
c v Re Sc z
v Re Sc b
τ
τ
τ
− −
= − −
− −
     (C.2) 
where 
1
ˆ(1 )
ˆˆ ˆsinh( (1 ))s s
Re b
p
v Re Sc v Re Sc b
τ
τ τ
−
=
− −
       (C.3) 
1
2
ˆˆ ˆ ˆ2sinh( (1 )) ( ) /
ˆ2(1 )
s t bv Re Sc b u u pp
b
τ− − − + −=
−
      (C.4) 
 
3 2
1
ˆ ˆ ˆˆexp( ( 1))b s
u
p v Re Sc b p b
p
τ= − − − −        (C.5) 
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APPENDIX D 
CLOSURE RELATIONS FOR STABILITY FUNCTIONS 
 
Here we summarize the closure relations for Cµ  and cCµ . The original equations can 
also be found in Yeh et al. (submitted). 
Continuing from Eq. (4.40.a,b), Cµ  and cCµ  are given by 
0 3( )C c cµ µ µ=    
0 3( )c cC c cµ µ µ=                  (D.1a,b) 
where 0 0.5465cµ ≈  is a pure constant equal to cµ  in the absence of stratification effects. In Eqs. 
(D.1), cµ  are ccµ  stability functions given by  
1 1
1 2 2 2 1 1 2
1 1
1
1 2 2 1 2
6 6
(1 3 ) 3 [( 3 )(1 ) 3 (6 )]
2 [ ]
(1 9 )(1 3 (6 ) )
H
H H
A A
C A G B A C A B
B B
c A
G A A A A B G
µ
− − − − − − +
=
− − +
 ,  (D.2a) 
1
2
1
2 1 2
6
2 (1 )
1 3 (6 )
c
H
A
A
B
c
A G A B
µ
−
=
− +
         (D.2b) 
where  
  
2
ˆ ˆ
( )
ˆ ˆ
H c
l c
G Ri
q z
∂
=
∂
,         (D.3) 
  
3/2
0 3
ˆ
ˆ ( )
ˆ
k
l cµ ε
= ,         (D.4) 
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and ˆˆ 2q k= . The values of the empirical constants 1A , 2A , 1B , 2B  and 1C  are summarized in 
Table 4.1.  
