Mechanistic Modeling of Photocatalytic Water Disinfection by Dalrymple, Omatoyo Kofi
University of South Florida
Scholar Commons
Graduate Theses and Dissertations Graduate School
2011
Mechanistic Modeling of Photocatalytic Water
Disinfection
Omatoyo Kofi Dalrymple
University of South Florida, odalrymp@mail.usf.edu
Follow this and additional works at: http://scholarcommons.usf.edu/etd
Part of the American Studies Commons, Environmental Engineering Commons, and the
Microbiology Commons
This Dissertation is brought to you for free and open access by the Graduate School at Scholar Commons. It has been accepted for inclusion in
Graduate Theses and Dissertations by an authorized administrator of Scholar Commons. For more information, please contact
scholarcommons@usf.edu.
Scholar Commons Citation
Dalrymple, Omatoyo Kofi, "Mechanistic Modeling of Photocatalytic Water Disinfection" (2011). Graduate Theses and Dissertations.
http://scholarcommons.usf.edu/etd/3057
 
 
Mechanistic Modeling of Photocatalytic Water Disinfection 
 
 
 
by 
 
 
 
Omatoyo Kofi Dalrymple 
 
 
 
 
 
A dissertation submitted in partial fulfillment 
of the requirements for the degree of 
Doctor of Philosophy 
Department of Civil & Environmental Engineering 
College of Engineering 
University of South Florida 
 
 
 
Co-Major Professor: Yogi Goswami, Ph.D. 
Co-Major Professor: Maya Trotz, Ph.D. 
Elias Stefanakos, Ph.D. 
Vicki Luna, Ph.D. 
Vinay Gupta, Ph.D. 
Jeffrey Cunningham, Ph.D. 
 
 
Date of Approval: 
March 8, 2011 
 
 
 
Keywords: Drinking Water, Double Layer, E. coli, Solar Applications, Titanium Dioxide 
 
Copyright© 2011, Omatoyo Kofi Dalrymple 
 
 
DEDICATION 
To my wife, Rhonda, and son, Jaden; my father, Norman Dalrymple, and mother, Agnes 
Dalrymple; my siblings, Najuma, Olatunde, Kojo, Palesa, Monifa, Ayodele, and Kayode; 
my nieces, Palesa, Ticisa, Jenncia, and Takiyah; and nephews, Randy, Akintunde, 
Rashad, Keyondre, Raydon, and Azriel 
 
 
ACKNOWLEDGEMENTS 
Research, particularly of this magnitude, can never be accomplished by one 
person. The work contained herein was conducted under the auspices of the Clean Energy 
Research Center (CERC) at the University of South Florida with financial support from 
the Florida Energy Systems Consortium (FESC). Special thanks to my research 
committee and my co-major professors, Dr. Yogi Goswami and Dr. Maya Trotz. Special 
thanks to Dr. Elias Stefanakos, the Director of the CERC. I also want to thank Dr. Vinay 
Gupta for allowing the use of his dynamic light scattering equipment, and Dr. Norma 
Alcantar and her graduate student, Eva Williams, for teaching me to make lipid vesicles 
in their lab. A special “thank you” to Mr. Charles Garretson, our exceptional lab manager 
and a truly brilliant engineer who can build almost anything that can be conceived. I also 
want to thank Mr. Ed Haller for his patience in teaching me to use the transmission 
electron microscope. I am indebted to my colleagues, who offered their assistance when I 
needed it the most; Dru Latchman, Ray Morris, Matthew Cutter, Russell Ferlita, 
Mohammad Abutayeh, Ken Thomas, Ricardo Vasquez, Ana Lucia Prieto, Gokman 
Demirkaya, and Yangyang Zhang. 
i 
 
TABLE OF CONTENTS 
LIST OF TABLES ........................................................................................................... vi 
LIST OF FIGURES ........................................................................................................ vii 
LIST OF SYMBOLS ...................................................................................................... xii 
ABSTRACT ..................................................................................................................... xx 
CHAPTER 1: INTRODUCTION .................................................................................... 1 
1.1 The global water crisis ...................................................................................... 1 
1.2 Traditional and low-cost disinfection options ................................................... 1 
1.3 Advanced treatment processes .......................................................................... 2 
1.4 The case for photocatalytic disinfection ........................................................... 3 
1.5 Problem statement ............................................................................................. 6 
1.6 Research objective ............................................................................................ 7 
CHAPTER 2: PHOTOCATALYSIS .............................................................................. 8 
2.1 Definition .......................................................................................................... 8 
2.2 Semiconductor band structure........................................................................... 8 
2.3 Electronic excitation and formation of charge carriers ................................... 10 
2.4 Titanium dioxide photocatalyst ....................................................................... 11 
2.5 Aqueous phase photocatalysis ........................................................................ 13 
CHAPTER 3: MICROBIOLOGICAL CONTAMINATION OF WATER .............. 18 
3.1 Pathogenic agents of waterborne diseases ...................................................... 18 
3.1.1 Bacteria .............................................................................................18 
ii 
 
3.1.2 Viruses ..............................................................................................19 
3.1.3 Protozoa ............................................................................................19 
3.2 The model organism: E. coli ........................................................................... 20 
3.3 E. coli as an indicator of biological contamination......................................... 20 
3.4 Standards for microbial contamination ........................................................... 22 
CHAPTER 4: MICROBE-CATALYST INTERACTIONS ....................................... 24 
4.1 Introduction ..................................................................................................... 24 
4.2 Catalyst surface electrochemistry ................................................................... 24 
4.3 Bacterial cell surface electrochemistry ........................................................... 29 
4.3.1 Structural composition of bacterial surface ......................................30 
4.3.2 Surface charges and ionizable functional groups ..............................34 
4.3.3 Electric double layer at bacterial surface ..........................................36 
4.4 Microbe-catalyst electrical double layer interactions ..................................... 39 
CHAPTER 5: REVIEW OF WATER DISINFECTION MODELING .................... 43 
5.1 Introduction ..................................................................................................... 43 
5.2 Empirical models ............................................................................................ 45 
5.2.1 Chick-Watson model ........................................................................45 
5.2.2 Delayed Chick-Watson model ..........................................................46 
5.2.3 Hom model........................................................................................47 
5.2.4 Kinetic power law models ................................................................48 
5.2.5 Probabilistic models ..........................................................................48 
5.3 Mechanistic models ........................................................................................ 50 
5.3.1 Series-event model ............................................................................50 
5.3.2 Multi-target model ............................................................................52 
5.3.3 Haas model........................................................................................52 
5.3.4 Marugán model .................................................................................53 
CHAPTER 6: CONCEPTUAL MODEL FOR PHOTOCATALYSIS ...................... 55 
6.1 Introduction ..................................................................................................... 55 
6.2 Theoretical model formulation ....................................................................... 56 
6.3 Adsorption kinetics of catalysts and cells ....................................................... 58 
iii 
 
6.3.1 Adsorption in the absence of mechanical mixing .............................60 
6.3.2 Adsorption in the presence of mechanical mixing ............................61 
6.4 Surface coverage of catalyst on bacteria ......................................................... 61 
6.4.1 Surface coverage with low catalyst concentration ............................61 
6.4.2 Surface coverage with high catalyst concentrations .........................62 
6.5 Kinetics of hydroxyl radicals at interface ....................................................... 65 
6.5.1 Generation rate ..................................................................................65 
6.5.2 Nature of OH radicals at the bacterial membrane .............................66 
6.6 Microbial survival ........................................................................................... 67 
6.7 Kinetics of byproduct evolution ...................................................................... 68 
6.8 Adsorption and inhibition kinetics of inorganic ions ...................................... 71 
6.9 Model for overall inactivation kinetics ........................................................... 74 
6.9.1 Mass balance of live cells .................................................................74 
6.9.2 Mass balance of byproducts ..............................................................75 
6.9.3 Mass balance of OH radicals ............................................................75 
CHAPTER 7: EXPERIMENTAL DESIGN AND PROTOCOLS ............................. 77 
7.1 Selection of experimental factors .................................................................... 77 
7.2 Method of data analysis .................................................................................. 78 
7.2.1 Statistical analysis .............................................................................78 
7.2.2 Numerical analysis ............................................................................79 
7.3 Microbiological methods ................................................................................ 79 
7.3.1 Preparation of E. coli culture ............................................................79 
7.3.2 Cell harvesting and enumeration ......................................................80 
7.3.3 Preparation and storage of growth media .........................................81 
7.3.4 Preparation and storage of agar plates ..............................................82 
7.4 Photocatalytic experiments ............................................................................. 82 
7.4.1 Reactor design and setup ..................................................................82 
7.4.2 Catalyst stock solution preparation and storage ................................83 
7.4.3 Light source ......................................................................................84 
7.4.4 Light intensity measurements ...........................................................85 
7.4.5 Preparation of working reaction solutions ........................................87 
7.4.6 Sampling and error analysis ..............................................................88 
7.5 Fatty acid modification and analysis ............................................................... 90 
iv 
 
7.6 Preparation and characterization of model cell membranes ........................... 91 
7.6.1 Preparation of lipid film ....................................................................91 
7.6.2 Lipid film hydration and extrusion ...................................................92 
7.6.3 Size distribution measurement ..........................................................93 
7.6.4 Transmission electron microscopy ...................................................93 
7.7 Measurement and analysis of byproducts ....................................................... 93 
7.7.1 MDA assay........................................................................................93 
7.7.2 Derivative spectroscopy analysis ......................................................94 
7.7.3 LOOH assay ......................................................................................94 
CHAPTER 8: RESULTS AND DISCUSSION ............................................................ 95 
8.1 Fatty acid modification and analysis ............................................................... 95 
8.2 Factorial analysis: Main effects ...................................................................... 96 
8.2.1 Light intensity ...................................................................................98 
8.2.2 TiO2 concentration ..........................................................................100 
8.2.3 Fatty acid modification ...................................................................103 
8.3 Interaction effects: Light intensity and TiO2 concentration .......................... 103 
8.4 Model validation ........................................................................................... 114 
8.4.1 Inputs and fitting parameters ..........................................................114 
8.4.2 Survival curve predictions ..............................................................121 
8.4.3 Influence of light intensity and catalyst concentration ...................125 
8.5 Particle interaction effects and colloidal stability ......................................... 125 
8.5.1 Influence of ionic strength on disinfection .....................................127 
8.5.2 Influence of pH ...............................................................................132 
8.6 Byproduct evolution and peroxidation kinetics ............................................ 136 
8.6.1 Lipid peroxidation as proof of membrane damage .........................136 
8.6.2 Lipid vesicle composition and size distribution ..............................137 
8.6.3 MDA production during photocatalytic experiments .....................139 
8.6.4 Effect of supplemental fatty acid on MDA production in cells ......140 
8.6.5 Correlation between peroxidation and disinfection ........................143 
8.6.6 LOOH production during disinfection ............................................144 
CHAPTER 9: CONCLUSIONS .................................................................................. 146 
v 
 
CHAPTER 10: RECOMMENDATIONS ................................................................... 148 
REFERENCES .............................................................................................................. 149 
APPENDICES ............................................................................................................... 174 
Appendix A: Computer Codes ............................................................................ 175 
Appendix B: Fatty Acid Spectra ......................................................................... 188 
ABOUT THE AUTHOR .............................................................................................. 195 
vi 
 
LIST OF TABLES 
Table 1: Ionizable functional groups located on the surface of E. coli and 
the associated acidity constants (𝑝𝐾𝑎) for zero salt effects at 25ºC. 
Data compiled from Martinez et al [109] and Jiang et al [111]. 
34 
Table 2: Adsorption equilibrium constants for some common anions on the 
surface of TiO2 
72 
Table 3 Incident light intensity in reactors according to lamp combinations 88 
Table 4: Composition of working reaction solutions 89 
Table 5: Composition of electrolytes in final solution 89 
Table 6: Steps in FAME analysis 91 
Table 7: Percent distribution of major fatty acids 96 
Table 8: Rate constants and reaction order as predicted by the model for 
unmodified and C16:1 modified organisms 
117 
Table 9: Rate constants and reaction order as predicted by the model for 
C18:1 and C18:3 modified organisms 
118 
 
 
vii 
 
LIST OF FIGURES 
Figure 1: (a) View of a solar collector field and (b) catalyst recovery system 
(Courtesy of Plataforma Solar de Almería, Spain) 
5 
Figure 2: Typical layout of photocatalytic plant for the treatment of water 6 
Figure 3: Simplified energy band diagram of semiconductors 9 
Figure 4: Schematic of photocatalytic processes on the surface of TiO2. A 
semiconductor with a band gap of 3.1 eV, TiO2 requires photons 
with wavelength less than 400 nm [50]. 
11 
Figure 5: Band positions of several semiconductors in contact with aqueous 
electrolyte at pH 1.  
13 
Figure 6: Interface of semiconductor and aqueous solution showing band 
bending for an n-type semiconductor 
15 
Figure 7: E. coli grown on mF-Endo plates in the lab 21 
Figure 8: TiO2 surface in water: (a) water layer [80]; (b) hydroxylated 
surface [80]; and (c) schematic of double layer according to Stern-
Grahame model [87] 
25 
Figure 9: Surface hydroxylated species of TiO2 a function of pH calculated 
according to equations (8) and (9) using 𝑝𝐾𝑎1𝑆 = 2.4 and 𝑝𝐾𝑎2𝑆 = 8 as 
determined by Korman et al [86] for Degussa P25 at 25ºC 
26 
Figure 10: Typical bacterial cell structure (not to scale) [70] 30 
Figure 11: Outer layers of bacteria.  32 
Figure 12: Schematic of bacteria-water interface [113] 38 
   
viii 
 
Figure 13: Proposed model for the interaction between a bacterium and a 
catalyst particle of radii a1 and a2 respectively, separated by X 
between their surfaces 
40 
Figure 14: Typical bacterial inactivation curves: (a) lag-survival followed by 
exponential decay; (b) sigmoidal; (c) exponential (log-linear); and 
(d) concave downward 
45 
Figure 15: Surface coverage of catalyst particles on bacterial cell 57 
Figure 16: Plot of integrated absorption fraction Fs for TiO2 concentration 66 
Figure 17: Schematic of lipid peroxidation 70 
Figure 18: E. coli growth curve fitted with a continuous logistic function 80 
Figure 19: Standard plot for the correlation of cell density and optical density 81 
Figure 20: Reactor apparatus 83 
Figure 21: Schematic of UVA fluorescent lamp used in experiments 84 
Figure 22: Spectral power distribution of PL-S 9W/08 lamp (source: 
manufacturer) 
85 
Figure 23: Lamp locations on reactor 86 
Figure 24: Typical plots used to determine incident light intensity by 
actinometry for pair-wise combination of lamps 1 and 2 [(a)-(c)], 
and 3 and 4 [(d)-(f)] 
87 
Figure 25: Schematic of serial dilution of sample 90 
Figure 26: Probability distribution of survival data for E. coli 97 
Figure 27: The main effects plots for (a) TiO2 concentration; (b) fatty acid 
modification; and (c) light intensity on mean survival data at 20 
min 
98 
   
ix 
 
Figure 28: Effect of light intensity on disinfection for control organisms at 
0.01 g L-1 Degussa P25 TiO2 
99 
Figure 29: Relationship between intensity and average survival at 20 min 100 
Figure 30: Log-linear relationship between relatively high catalyst 
concentration (0.10-0.50 g L-1) and E. coli survival 
101 
Figure 31: Instantaneous formation and settling of TiO2-cell aggregates; 
stable solution of 0.10 g L-1 TiO2 with 1×106 CFU mL-1 cells 
(left); highly unstable suspension of 1 g L-1 TiO2 with 1×109 CFU 
mL-1 cells; and unstable suspension of 1 g L-1 with 1×106 CFU 
mL-1 cells 
102 
Figure 32: Interaction plots for the three independent factors at 20 min: (a) 
fatty acid modification vs. TiO2 concentration; (b) light intensity 
vs. TiO2 concentration; and (c) fatty acid modification vs. light 
intensity. 
104 
Figure 33: Relationship between survival and TiO2 concentration at high light 
intensity 
105 
Figure 34: Particle interaction and light transmission in TiO2 suspensions 106 
Figure 35: TEM image of TiO2 particles (dark spots) attached to E. coli. 
Images courtesy of Integrative Biology Microscopy Core Facility, 
University of South Florida. 
107 
Figure 36: Dependence of limiting catalyst concentration and catalyst 
diameter 
108 
Figure 37: Theoretical adsorption kinetics of TiO2 particles (25 nm dia.) unto 
E. coli surface under hydrodynamic conditions (stir speed was 600 
rpm in test tube reactor) 
109 
Figure 38: Light transmission through reactor at high light intensity 111 
Figure 39: OH radical generation rate in TiO2 suspension at pH 7 in 
deionized water; (a) high intensity I0 = 4.37×10-5 E L-1 s-1, (b) mid 
intensity I0=2.40×10-5 E L-1 s-1 and (c) low intensity I0=1.35×10-5 
E L-1 s-1 
113 
x 
 
Figure 40: Dependence of normalized OH radical generation rate on catalyst 
concentration  
114 
Figure 41: Box plot of the disinfection rate constant kdis obtained from the 
model 
119 
Figure 42: Typical sigmoidal survival of E. coli at low intensity illumination 121 
Figure 43: Survival curve for E. coli treated at low light intensity 123 
Figure 44: Effect of concentration loading on residual survival of E. coli at 
high light intensity 
124 
Figure 45: ζ-potential of P25 TiO2 particles and E. coli cells as a function of 
pH in 0.01 M (open and filled circles) and 0.10 M (open and filled 
squares) ionic strength respectively. Data modified Liu et al [236], 
Fernandez-Ibanez et al [149], and Suttiponparnit et al [237]. 
127 
Figure 46: Influence of salt content on the disinfection process at pH 7 (light 
intensity = 2.4×10-5 E L-1 s-1, TiO2 = 0.50 g L-1) 
128 
Figure 47: Model simulation of the effect of salt content with previously 
determined rate constants (kdis = 3.32x105 pM-1.5s-1; n = 1.5; kOH = 
1 L1.5 CFU-1 s-1 pM0.5) 
129 
Figure 48: Simulated results for effect of salt concentration on disinfection 
(light intensity = 2.4×10-5 E L-1 s-1, TiO2 = 0.50 g L-1) 
130 
Figure 49: Settling of TiO2-cell colloids (0.5 g L-1 and 1×106 CFU L-1 
respectively) in 0.01 M (left), 0.10 M (center), and 0.20 M (right) 
ionic solutions at pH 7 and 25ºC. 
131 
Figure 50: Total interaction energy (VT) as a function of separation distance 
between E. coli (1000 nm dia.) and P25 TiO2 at pH 7 and 25ºC: 
a(1) 0.01 M TiO2 1000 nm dia.; a(2) 0.01 M TiO2 25 nm dia.; b(1) 
0.10 M TiO2 1000 nm dia.; b(2) 0.10 M TiO2 25 nm dia. 
133 
Figure 51: The effect of pH simulated by the model (unmodified cells treated 
at mid light intensity with 0.01 g L-1 TiO2) 
134 
   
xi 
 
Figure 52: Long-term (24 hrs) settling of TiO2-cell colloids in solutions of pH 
3 (left), pH 7 (center), and pH 11 (right) 
135 
Figure 53: Total interaction energy (VT) as a function of separation distance 
between E. coli (1000 nm dia.) and P25 TiO2 (1000 nm dia.) at 
different pH values 
136 
Figure 54: Size distribution by volume based on photon correlation 
spectroscopy of the lipids vesicles in 1×PBS solution (molar ratio 
1:1 PE to PG) 
138 
   
Figure 55: TEM images of PE/PG lipid vesicles. Images courtesy of 
Integrative Biology Microscopy Core Facility, University of South 
Florida 
138 
Figure 56: MDA production during photocatalytic experiments with P25 
TiO2: I0 = 4.85×10-5 E L-1s-1, N0 ≈ 2.8×1011 CFU L-1: (a) 
unmodified cells; (b) E. coli PE/PG vesicles; (c) cells 
supplemented with oleic acid; (d) cells supplemented with 
linolenic acid. The data are fitted with a fourth order polynomial 
142 
Figure 57: Typical curve for the simulation of byproducts from the model 143 
Figure 58: Time characteristics of lipid hydroperoxide detection during 
photocatalytic treatment: (○) E. coli cells; (□) vesicles prepared 
with E. coli phospholipids 
145 
 
 
xii 
 
LIST OF SYMBOLS 
𝐴 Hammaker constant J 
𝑎1 radius of bacterial cell m 
𝑎2 radius of catalyst particle m 
𝑎𝑖 inactivation rate around the inflection point  ar ratio of catalyst particle radius to bacterial cell 
radius 𝑎2/𝑎1  
𝑏1 Weibull probability distribution scale parameter  
𝑏2 Weibull probability distribution shape parameter  
𝑐 disinfectant concentration mg·L−1 
C concentration and the of specifically adsorbing 
ions 
mol·L−1 
CAn concentration of anion mol·L−1 
𝐶𝐴𝑛,𝑖 concentration of the specific anion species in 
solution 
mol·L−1 
ccat mass concentration of catalyst  
𝐶𝐵𝑃 concentration of byproducts mol·L
−1·g−1·s−1 
𝐶𝑖
𝑏𝑢𝑙𝑘 concentration of electrolytes in the bulk solution mol·L−1 
   
xiii 
 
𝐶𝑖
𝑚𝑒𝑚 concentration of electrolytes in the ion penetrable 
layer 
mol·L−1 
𝑑 coefficient of dilution  D particle diffusivity tensor  Db diffusion coefficient in the bulk m2·s Dbac diffusion coefficient of the bacteria m2·s Dcat catalyst particle diffusion coefficient m2·s Drel relative diffusion coefficient m2·s 
𝑒 electron charge C  𝑒cb−  conduction band electron  
𝐸 exposure to disinfectant  
𝐸𝑐,𝑖 characteristic lethal exposure dose for the 
particular organism 
 
𝐹 Faraday constant C·mol−1 Fs  integrated absorption fraction  G∙OH rate of OH radical generation mol·L−1·s−1 G′∙OH normalized rate of OH radical generation  
ℎvb
+  valence band hole  H∗ dimensionless parameter that defines the effective 
interaction range 
 
Ia absorbed photon flux E·L−1·s−1 
xiv 
 
I0  incident photon flux E·L−1·s−1 It transmitted light flux E·L−1·s−1 
j vector function describing the flows (flux) of np m−2·s−1 
ȷ ̅ normalized flux m−2·s−1 
ȷ0̅ normalized stationary adsorption flux m
−2·s−1 
𝑘 generic disinfection rate constant  
𝑘 ′ product of disinfection rate constant and 
disinfection concentration (𝑘𝑐)  
𝑘𝐵 Boltzmann constant J·K
−1 
𝑘𝐵𝑃 reaction rate constant for byproduct oxidation mol·L
−1·s−1 
𝑘𝑑 diffusion-controlled rate constant  
𝑘𝑑′   rate constant for dissociation or organism-radical 
complex and radical quenching and repair 
 
𝑘𝑑𝑖𝑠 observed rate constant for disinfection mol·L
−1·s−1 
𝑘𝑖𝑛𝑣 rate constant of inactivation  
𝑘∙OH OH radical consumption rate constant L
n·Mn-1· CFU-1·s-1 
𝐾𝑎 generic acid dissociation constant  
𝐾𝑎
𝑆 surface acidity constant  
𝐾𝑎
𝑏𝑢𝑙𝑘 acidity constant in bulk solution  
𝐾𝐴𝑛
𝑠  Langmuir adsorption rate constant for anion on 
surface of metal oxide 
 
xv 
 
𝐾𝐵𝑃
𝑎𝑑𝑠 Langmuir adsorption rate constant for 
disinfection byproducts on surface of metal oxide 
 
𝐾[cell∙(OH)m] equilibrium constant for the formation of the cell-
radical complex 
 
𝐾𝐷 empirical constant of the Haas model  
𝐾𝑝𝑠𝑒𝑢𝑑𝑜 Langmuir parameter for Marugán model  Le dimensionless double layer thickness given by 
κ𝑎2
−1 
 
𝐿𝑇𝐴 total concentration of acidic sites on bacterial 
surface 
mol·m−2 
𝐿𝑇𝐵 total concentration of basic sites on bacterial 
surface 
mol·m−2 
𝑛 reaction order with respect to concentration of 
OH radicals 
 
nb number concentration of catalyst particles in bulk 
solution 
L−1 
np number concentration of catalyst particles on 
surface of bacteria 
L−1 
ns number of particles collected on an element of 
area 
 
𝑁 bacteria concentration CFU·L−1 
𝑁0 initial concentration of bacteria CFU·L
−1 
𝑁𝐴 Avogadro’s number  
𝑁𝑎𝑑𝑠 number of adsorption sites per unit area m
−2 
   
xvi 
 
𝑁𝑑𝑎𝑚 concentration of damaged cells in the Marugán 
model 
CFU·L −1 
𝑁𝑢𝑛𝑑𝑎𝑚 concentration of undamaged cells in the Marugán 
model 
CFU·L−1 
𝑄𝑒 total surface charge  
𝑅𝐵𝑃 rate of byproduct oxidation mol·L
−1·g−1·s−1 
𝑅𝑑 overall disinfection reaction rate for bimolecular 
reaction 
CFU·L−1·s−1 
𝑟𝑑𝑖𝑠 observed rate of disinfection CFU·L
−1 ·s−1 
𝑅𝑞,𝑖 rate of inhibition due to quenching of radicals by 
anions 
mol·L−1·s−1 
s sink terms in continuity equation  
𝑆 microbial survival 𝑁
𝑁0
  
𝑡 time s 
𝑇 absolute temperature K 
𝑡𝑙𝑎𝑔 time lag parameter for initial lag phase in the 
disinfection process 
s 
tr relaxation time s U particle translation velocity vector  
𝑉𝑒(𝑥) potential energy of double layer interaction 
between the two spheres at distance 𝑥 
J 
𝑉𝑝𝑙(𝑥) potential energy of the electrostatic interactions 
per unit area between two plates at separation 𝑥 
J 
xvii 
 
𝑉𝑇(𝑥) total potential energy  of interaction between two 
spherical particles separated by a distance 𝑥 
J 
𝑉𝑣(𝑥) potential energy for van der Waal interaction 
between the two particles at distance 𝑥 
J 
𝑣x(x) fluid velocity component directly perpendicular 
to the interface 
m·s−2 
xd thickness of the organism’s diffusive boundary 
layer 
m 
𝑦 reaction order with respect to cell concentration  
𝑧 valence of electrolyte ion  
Greek symbols 
α coefficient of attenuation per mass concentration 
of catalyst 
L·g-1·cm-1 
𝛽 empirical constant of the Haas model  
Δ𝐺𝑎𝑑𝑠 Gibbs energy of adsorption per molecule J 
Δ𝐺𝑠𝑝𝑒𝑐 Gibbs energy of specific interaction J 
∆𝜙𝑖 fraction of the population with a critical exposure 
of 𝐸𝑐,𝑖  
𝜀𝑚 dielectric constant within the cell membrane layer F·m
−1 
𝜀𝑜 electric constant F·m
−1 
𝜀𝑟 relative permittivity  
𝜀𝑠 relative dielectric constants of the solution  
ξ dimensionless interaction energy  
xviii 
 
ζ zeta potential V 
𝜂 dynamic viscosity Pa·s 
θ dimensionless surface coverage  
𝜃𝐴𝑛 surface coverage of anion species on metal oxide  
𝜃𝐵𝑃 surface coverage of byproducts  
𝜃𝑇 total surface coverage  
θt surface concentration of particles adsorbed during 
the transient conditions 
 
θ∞ maximum theoretical surface coverage for an 
RSA model 
 
𝜅 Debye-Huckel parameter m−1 
λ concentration-time product constant mg·s·L−1 
µe electrophoretic mobility m
2·s−1·V−1 
𝜌𝑒 surface charge density C·m
−3 
𝜌𝑒𝑙 charge density contribution of the ions in the ion-
penetrable layer 
C·m−3 
𝜌𝑓𝑖𝑥 fixed surface charge C·m
−2 
𝜎𝑎𝑑𝑠 specifically adsorbed charge per unit area C·m
−2 
𝜎𝑑 charge density in the double layer C·m
−3 
τd ratio of time to relaxation time t/tr  
φ∙OH quantum yield of radical generation  
xix 
 
𝜓 electrostatic potential of the double layer V 
𝜓0 electrostatic surface potential V 
𝜓1 electrostatic potential at bacterial cell surface V 
𝜓2 electrostatic potential at catalyst surface V 
𝜓𝑑 potential difference across the diffuse part of the 
double layer 
V 
𝜓𝐷𝑂𝑁 Donnan potential V 
 
xx 
 
ABSTRACT 
 
The main goal of this research was to develop a mechanism-based model for 
photocatalytic disinfection of bacteria in water using suspended catalyst particles in batch 
reactors. The photocatalytic disinfection process occurs as a semiconductor photocatalyst, 
most commonly titanium dioxide (TiO2), is irradiated with light of wavelength less than 
380 nm to produce hydroxyl radicals and other highly reactive oxidants which can 
inactivate microorganisms. Photocatalytic disinfection involves a complex interaction of 
many fundamental mechanisms such as light absorption and scattering by semiconductor 
particles, electrochemical surface reactions, and heterogeneous colloidal stability. Current 
models, based largely on chemical reacting systems, do not adequately account for these 
fundamental mechanisms. Even the Langmuir model developed for heterogeneous 
systems cannot describe the interactions of such large colloidal particles. As a result, it is 
difficult to assess the combined effects of many important factors which go into the 
design of a photocatalytic disinfection system.  
A mechanistic modeling approach is desirable because it provides a framework to 
understand the influence of many important parameters on the disinfection process. It 
requires a description of the physical properties of the catalyst, the nature of the 
suspending electrolyte solution, the physical and chemical properties of the cell surface, 
and the energetic aspects that influence the interaction of the particles. All these aspects 
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are interrelated. While it is customary to envision the adsorption of reactants unto a 
catalyst surface, for photocatalytic disinfection involving suspended catalyst particles, 
multiple catalyst particles adhere to the bacterial surface. 
In this work a mechanistic model has been developed that simulates the effect of 
light intensity and catalyst concentration on the disinfection process. The simulations 
show good agreement with the experimental data for stable colloidal suspensions, that is, 
suspensions in which rapid aggregation of cells and TiO2 do not occur. Increased 
disinfection rates and high levels of inactivation can be achieved by maintaining a 
relatively low catalyst-to-microbe ratio while maximizing the light intensity. The 
influence of pH and ionic strength on the disinfection process have been included in the 
model, but these are only expected to be accurately predicted when the solution remains 
stable. 
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CHAPTER 1: INTRODUCTION 
1.1 The global water crisis 
Waterborne pathogens, including viruses, bacteria, and protozoa, are responsible 
for 3.5 billion cases of diarrhea each year and 1.8 million deaths as a result of 
contaminated drinking water. The majority of those affected are children under the age of 
5 years [1]. Even though there have been outbreaks in developed nations, waterborne 
diseases are much more prevalent in developing countries, particularly among the poor. 
In general, access to clean water and basic sanitation is a major problem in many poor 
communities. According to the United Nations, as much as 50% of the developing world 
is affected by the main diseases or infections associated with inadequate water supply and 
sanitation. These include diarrhea, intestinal helminth infections, dracunculiasis, 
schistosomiasis, and trachoma [2]. 
1.2 Traditional and low-cost disinfection options 
In addition to being chemically nontoxic, water must also be biologically safe to 
consume; that means the potential to cause infection must be removed. In many poor 
communities, boiling water before consumption is the only effective option available for 
disinfection. However, boiling can be energy intensive, especially to meet the needs of 
large families. Solar disinfection is a low-cost alternative in which water in transparent 
plastic or glass bottles is exposed to direct sunlight. The dual action of solar infrared 
heating and ultraviolet irradiation inactivates a range of microorganisms [3-5]. 
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Nevertheless, solar disinfection is limited to small volumes of clear water which must be 
consumed soon after treatment because of the potential for re-growth of pathogens.  
By far the most common method to disinfect drinking water for the last 100 years 
is chlorination. In the United States, about 98% of municipal water treatment facilities 
use chlorine, and about 200 million residents receive chlorinated drinking water at home 
[6]. Chlorine is a powerful oxidant and does not only kill pathogens, it also reacts with 
dissolved natural organic compounds to form many chlorinated byproducts (DBPs). 
Studies show that some classes of DBPs such as trihalomethanes (THMs) and haloacetic 
acids (HAAs) are potentially mutagenic and carcinogenic [7, 8]. The control of DBPs has 
become important in water treatment adding another level of difficulty to the process. 
Recent Environmental Protection Agency (EPA) regulations have further limited THMs, 
HAAs and other DBPs (including chlorite and bromate) in drinking water [9]. As a result, 
many water systems now limit the use of chlorine to high-quality groundwater or reduce 
total organic carbon prior to disinfection. Another concern of chlorine disinfection is that 
some organisms tend to develop resistance to chlorine or require higher than normal 
doses for complete inactivation [10, 11]. Relatively high residual chlorine concentration 
can make drinking water taste and smell unpleasant. Nonetheless, chlorination remains an 
important disinfection method. 
1.3 Advanced treatment processes 
Many advanced alternative disinfection processes are now available. These 
include the use of ozone gas, chlorine dioxide, advanced membrane processes, and 
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germicidal ultraviolet (UV) irradiation. Most of these advanced methods are very 
effective against a wide range of harmful pathogens. However, the cost may be 
prohibitive since expensive chemicals and costly equipment are required to generate the 
disinfectant onsite. They are often associated with increased process complexity and 
safety requirements as well.  
Moreover, ozonation produces harmful byproducts including bromate and other 
brominated DBPs formed in waters with elevated bromide [12, 13]. Chlorine dioxide 
produces less harmful disinfection byproducts than chlorine, but the formation of chlorite 
and chlorate may be a problem for dialysis patients. Also, chlorine dioxide is less 
effective against rotaviruses and E. coli bacteria. UV disinfection makes use of DNA-
damaging shortwave radiation (less than 280 nm), which requires the set up of expensive 
lighting equipment and is associated with increased energy utilization.  
1.4 The case for photocatalytic disinfection 
In general, these advanced techniques are out of reach and often not suited for the 
local circumstances of developing countries where contaminated water is a real issue. 
However, heterogeneous photocatalysis may be a suitable alternative because it is 
capable of utilizing sunlight directly so it can be used in remote areas, and titanium 
dioxide (TiO2) is widely available. The reactor setup can also be simple either as a 
suspended-catalyst application or the catalyst may be affixed to the reactor walls. The 
actual disinfection of the pathogens occurs as a result of the highly reactive hydroxyl 
radical generated during the process, placing the technique among advanced oxidation 
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processes (AOP). Hydroxyl radicals are among the strongest oxidants and are capable of 
degrading a wide variety of organic and inorganic pollutants [14-18].  
The first reported killing of microorganisms, including L. acidophilus, S. 
cerevisiae and E. coli, was by Matsunaga et al [19]. Many other researchers have since 
reported on the use of photocatalysis for water disinfection with much attention given to 
E. coli, largely because it is an indicator of fecal contamination in water systems; see for 
example [14, 20-29]. Even the more chemically-resistant organisms, such as 
Cryptosporidium and Giardia, have been effectively inactivated by photocatalysis [3, 5, 
30-32].  
Heterogeneous photocatalysis is particularly adaptable for applications in 
developing countries, especially in remote and rural areas where energy supply may be 
prohibitive [33]. In addition, TiO2 is abundant in most countries and relatively cheap, and 
photocatalysis is not known to produce the potentially harmful byproducts associated 
with other disinfection processes. The potential for solar application was previously 
explored for oxidation of chemicals, but Block et al [34] were among the first researchers 
to explore the use of solar illumination to drive the disinfection process. In addition, the 
engineering and economic feasibility of these systems were explored in detail by 
Goswami [35] and Goswami et al. [36]. Although they are not currently in widespread 
use, solar photocatalytic systems have been used with much success in pilot facilities [17, 
37, 38]. Figure 1 and Figure 2 show a solar photocatalytic system operated in Spain [18] 
and a simplified system layout for flat plate solar reactors. 
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Nonetheless, as with most treatment options, photocatalytic treatment has its 
challenges. Firstly, TiO2 has shown the most promise and has become the most widely 
used photocatalyst, but it is only sensitized by near UV radiation or photons with greater 
energy. This means that only a very small fraction of sunlight (<5%) can be used for 
solar applications.  However, the modification of TiO2 through doping with metals and 
non-metals to enhance its visible light capability has shown tremendous promise [39-45]. 
Secondly, slurry reactors are usually more effective than thin films, but they require an 
additional post-treatment step to separate the catalyst (Figure 1b), adding a level of 
complexity and increased cost. Thirdly, the rate of disinfection is relatively slow 
compared to other processes, and like UV and ozone, there is no residual protection in a 
drinking water distribution system.   
 
Figure 1: (a) View of a solar collector field and (b) catalyst recovery system 
(Courtesy of Plataforma Solar de Almería, Spain) 
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Figure 2: Typical layout of photocatalytic plant for the treatment of water 
1.5 Problem statement 
The design of a disinfection system relies substantially on the knowledge of the 
inactivation rate of a target or indicator organism(s) by the disinfectant. For 
photocatalysis, the synergistic effect of catalyst concentration and light intensity on the 
rate of the process determines the most efficient combination of contact time and dose to 
employ. Currently, most of this information is obtained from bench-scale studies and 
extrapolated with a series of empirical models which do not adequately describe 
photocatalytic disinfection. The most common application is the Chick-Watson model 
used primarily to fit inactivation data with first order decay or modified for data with an 
initial lag.  
However, frequent deviations from such models have been reported in the literature 
[21, 46]. These models do not allow designers to explicitly determine the overall influence of 
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important parameters such as catalyst concentration, light intensity, ionic strength, and pH on 
the disinfection process. It is difficult to account for many of the complex interactions which 
occur during photocatalytic inactivation without over-fitting data with numerous empirical 
parameters. No study to date has proposed a comprehensive mechanistic model to describe 
the photocatalytic disinfection which can be used to optimize the design of such systems. A 
major benefit of a mechanistic model is the significant cost reduction associated with 
performing fewer preliminary experiments to determine the effectiveness of various 
combinations of catalyst concentration and light intensity for a given organism. 
1.6 Research objective 
The objective of this research was to develop and apply a mechanistic modeling 
approach to describe the kinetics of photocatalytic inactivation for batch reactor systems 
utilizing suspended TiO2 particles. The overall goal was to build a model which could 
account for the influence of catalyst concentration, light intensity, ionic strength, and cell 
membrane fatty acid distribution on the disinfection process. The aim is that the model 
will serve as a predictive tool to design disinfection systems, so that water can be 
disinfected quickly, efficiently and inexpensively.  
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CHAPTER 2: PHOTOCATALYSIS 
2.1 Definition 
Heterogeneous photocatalysis is the chemical transformation of a substrate at the 
interfacial boundary of a solid light-absorbing catalyst (photocatalyst) and a water or gas 
phase. In this form of photocatalysis, the role of light is to produce active sites on the 
surface of the photocatalyst so that subsequent chemical reactions may occur [47]. As in 
catalysis, the catalyst remains unchanged at the end of the cycle [47, 48]. 
𝑐𝑎𝑡𝑎𝑙𝑦𝑠𝑡 + ℎ𝜈 ⇌ 𝑐𝑎𝑡𝑎𝑙𝑦𝑠𝑡∗ (1) 
𝑐𝑎𝑡𝑎𝑙𝑦𝑠𝑡∗ + 𝐴 ⟶ 𝑐𝑎𝑡𝑎𝑙𝑦𝑠𝑡 + 𝐵 
(2) 
2.2 Semiconductor band structure 
The energy band structure of semiconductors allows the absorption of light and 
generation of charge carriers (electron and hole) which participate in photocatalysis. 
Semiconductor photocatalysts include TiO2, tungsten oxide (WO3), tungsten sulfide 
(WS2), cadmium sulfide (CdS), zinc oxide (ZnO), and zinc sulfide (ZnS) among others. 
The electrons in the atoms of a semiconductor crystal occupy different energy levels 
which tend to overlap with those of electrons confined to neighboring atoms. According 
to the Pauli Exclusion Principle, electron energy levels cannot be the same, the electronic 
structure becomes characterized by a set of closely spaced energy levels, forming an 
energy band. When the band structure is analyzed, a series of allowed and forbidden 
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energies are obtained resulting in energy bands separated by energy band gaps [49]. 
Although the energy band diagrams of semiconductors are rather complex, they can be 
simplified since only the electrons in the highest almost-filled band and the lowest 
almost-empty band dominate the behavior of the semiconductor (Figure 3).  
 
Figure 3: Simplified energy band diagram of semiconductors [49] 
The almost-empty conduction band is identified by a set of horizontal lines, the 
bottom edge of which is labeled Ec. Similarly, the top of the valence band is indicated by 
a horizontal line labeled Ev. The energy bandgap, Eg, is located between the two bands. 
The energy of a free electron outside the crystal is called the vacuum level labeled Evacuum 
[49]. 
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2.3 Electronic excitation and formation of charge carriers 
At absolute zero temperature, the valence band is completely filled with electrons 
while the conduction band is empty. At room temperature, increased thermal energy 
reduces the band gap slightly as the atomic vibrations increase. This thermal excitation 
causes some adjustment to the energy distribution of the electrons, such that a few have 
enough energy to cross the energy band gap into the conduction band [50]. Another 
process through which electrons can gain energy to cross the band gap is through 
photoexcitation. In this case, electrons in the valence band absorb the energy from a 
photon. This is the initiating step in photocatalysis [48, 50]. The photon must provide 
energy greater than or equal to the band gap for the electron to cross the barrier (Figure 
4).  
The electrons which break free from bonds between neighboring atoms in the 
solid and enter the conduction band are free to move around, and hence can conduct 
charge or participate in chemical reactions. The bonds from which these excited electrons 
originated are left with electron vacancies, or holes. The holes are considered positive 
charge carriers which appear to move around freely as neighboring electrons move in and 
out of the vacancy [49]. The free electron may migrate to a surface site on the 
semiconductor and participate in a reduction reaction. Similarly, a suitable electron donor 
at the surface of the material can be oxidized by the valance band hole (Figure 4). If the 
conduction band electron returns to the valence band and fills the vacancy, the process is 
called recombination and is accompanied by a release of heat and or fluorescence. 
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Figure 4: Schematic of photocatalytic processes on the surface of TiO2. A 
semiconductor with a band gap of 3.1 eV, TiO2 requires photons with wavelength 
less than 400 nm [50]. 
2.4 Titanium dioxide photocatalyst 
TiO2 is a model photocatalyst because it is non-toxic, stable (does not self-
oxidize), and highly active [51]. The conduction and valence bands lie in energetically 
favorable positions to both reduce and oxidize adsorbed species (Figure 5). A compound 
is oxidized on the catalyst surface when its oxidation potential is above the valence band 
position of the catalyst (dark gray rectangle). Similarly, reduction takes place when the 
redox potential of the acceptor is below the conduction band position (light gray 
rectangle). According to Figure 5, TiO2 not only has the oxidation potential to degrade 
pollutants, but also the reduction potential necessary for splitting water molecules to 
create hydrogen gas [52].  
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There are three crystalline phases of TiO2; anatase, rutile, and brookite.  The 
anatase and brookite phases are known to be thermodynamically less stable than the rutile 
phase and are generally converted to rutile at high temperature [53-56]. Band structure 
calculations revealed that rutile and anatase TiO2 have direct and indirect band gaps, 
respectively [53]. In a direct band gap semiconductor the conduction band minimum is 
directly above the valence band maximum, that is, they occur at the same wavenumber 
[49]. This makes rutile much more efficient at absorbing light than anatase, but charge 
carriers generated in the anatase phase have longer lifetimes making it more 
photocatalytically active than rutile. However, anatase is commonly mixed with rutile to 
help reduce the rate of recombination [48, 51]. The band gap energy of anatase is 3.2 eV 
and hence absorbs photons of 380 nm or less. Rutile has a slightly lower band gap at 3.1 
eV and absorbs into the visible range 418 nm [53, 57].  
There is a wide range of photoreactivity within mixtures containing variable 
contents of anatase and rutile. However, Degussa P25 TiO2 has set the standard for 
photoreactivity in environmental applications [50, 58]. It is a non-porous 70% to 30% 
anatase to rutile mixture [51, 58]. P25 is available as high surface area (50±15 m2g-1) 
nanoparticles with an average individual particle size of 20-30 nm, even though particle 
agglomeration in solution can reach 300-500 nm [51, 59]. The small size of the 
nanoparticles provides high efficiency of surface trapping of the photogenerated electron 
and hole, thus increasing the probability of a photocatalytic process on the surface of the 
catalyst. 
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Figure 5: Band positions of several semiconductors in contact with aqueous 
electrolyte at pH 1. Adapted by permission from Macmillan Publishers Ltd [60]. 
2.5 Aqueous phase photocatalysis 
When a semiconductor is in contact with an aqueous solution, bond formations 
with water molecules and other ions occur instantaneously. There is a movement of 
charge between the semiconductor and the solution to create the conditions of 
equilibrium at the interface of the two phases. This is achieved when the electrochemical 
potentials of the two phases are equal [49]. The electrochemical potential of the solution 
is determined by its redox potential, while in semiconductors the electrochemical 
potential of the electrons is determined by the Fermi level. The Fermi level is the energy 
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level occupied by electrons at absolute zero temperature or the level at which the 
probability of occupation of an electron is 50% [49]. On an energy band diagram, the 
Fermi level would be located at the mid-point of the band gap for intrinsic 
semiconductors, and just below the conduction band for n-type semiconductors such as 
TiO2.  
The redistribution of charges at the interface produces the space charge region 
which extends at a considerable distance (100-10,000 Angstroms) below the surface of 
the semiconductor [49]. Likewise, solute and solvent ions with counter charges are 
distributed from the surface towards the bulk solution. The exchange of charges also 
induces changes to the bulk energy levels in the localized area resulting in a curvature to 
the energy band near the junction. For an n-type semiconductor, the Fermi level is 
typically higher than the redox potential of the aqueous solution, and hence electrons are 
transferred from the semiconductor into the solution. Therefore, there is a positive charge 
associated with the space charge region, and this is reflected in an upward bending of the 
band edges (Figure 6). 
Since most of the charge carriers have been removed from the space charge 
region, electron transfer reactions occur slowly, if at all. However, if the semiconductor is 
exposed to radiation of sufficient energy, electrons can now be promoted to the 
conduction band.  Electron-hole pairs generated in the region of the electric field, i.e., the 
space-charge region, are separated efficiently rather than undergoing immediate 
recombination. This forces the photogenerated electron towards the bulk of the 
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semiconductor, where it can be transferred through a surface site to a point where an 
electron acceptor can be reduced. The photogenerated hole, under the influence of the 
electric field, migrates towards the interface to a site where it can oxidize a suitable 
electron donor in the solution [50].  
 
Figure 6: Interface of semiconductor and aqueous solution showing band bending 
for an n-type semiconductor [49] 
The absorption of energy and the subsequent generation of the electron-hole pair 
are the initiating steps in the photocatalytic process which may be represented as follows 
[61, 62]: 
TiO2 + hν ⇆ 𝑒cb− (TiO2) + ℎvb+ (TiO2) (3) 
where 𝑒cb−   is the conduction band electron and ℎvb+  is the valence band hole. 
The interaction of the hole with a water molecule or hydroxide ion produces the 
very reactive hydroxyl radical (∙OH). These radicals are bound or diffuse from the surface 
of the semiconductor and act as the primary oxidants in the photocatalytic system [61, 
63]. The formation of the radicals is illustrated below: 
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H2O + ℎvb+ → ∙OH + H+ (4) OH− + ℎvb+ → ∙OH 
(5) 
A typical reaction of the bound radical with an organic compound such as glucose 
may be illustrated as in Equation (6). Bacterial cells are predominantly water and the 
major cellular constituents, such as polysaccharides, lipids, proteins and nucleic acids are 
mostly organic. They react with the hydroxyl radical in a similar way and this 
subsequently leads to cell death. 
1
24
C6H12O6 + 14H2O + ∙OH → 14CO2 + H2O (6) 
  
Oxidation of compounds may also occur directly via the valence band hole before 
it is trapped either within the particle or at the particle’s surface. Nevertheless, the 
presence of hydroxyl radicals in aqueous solutions of illuminated TiO2 has been 
confirmed by researchers and many intermediates are consistent with those found when 
organic compounds react with a known source of hydroxyl radicals [64-67]. The 
chemical properties pollutant and the reaction conditions largely determine which 
mechanism will dominate. However, the presence of hydroxyl radicals is very important 
for the complete photocatalytic destruction of many organic compounds and the 
inactivation of pathogens. Cho et al. [68] found a linear correlation between hydroxyl 
radicals and the inactivation of E. coli in water disinfection studies. 
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The photogenerated conduction band electrons are trapped at the surface by TiIV 
sites and result in TiIII sites. Oxygen adsorbed at TiIII sites may result in the superoxide 
radical from a charge transfer reaction as shown below: 
𝑒cb
− (TiIII) + O2 → (TiIV) + O2∙− (7) 
The superoxide radical is also relatively reactive and capable of oxidizing cellular 
constituents. Since all these processes occur simultaneously, photocatalysis may proceed 
via different pathways depending on the reaction conditions and oxidizable substrates. 
However, for oxidation of a compound to occur, the presence of oxygen or another 
suitable electron acceptor (such as hydrogen peroxide) is necessary.  
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CHAPTER 3: MICROBIOLOGICAL CONTAMINATION OF WATER 
3.1 Pathogenic agents of waterborne diseases 
Pathogens are a class of microorganisms, including bacteria, viruses, and 
protozoa, able to cause disease in humans (also plants and animals). The majority of 
waterborne diseases and infections are caused by bacteria, viruses, and protozoa. 
Pathogens have genetic, biochemical or structural features which allow them to overcome 
the defense mechanism of the host, and invade and colonize tissues, or produce toxins. 
They are transmitted through the direct consumption of contaminated water. In some 
cases, the consumption of food prepared with contaminated water results in the same 
infections and diseases [69]. In general, microorganisms are ubiquitous, but pathogens 
tend to enter water sources particularly through contact with human and animal fecal 
matter. 
3.1.1 Bacteria 
Bacterial pathogens include members of the genus Salmonella and Shigella, 
cholera-causing Vibrio cholera, and some strains of E. coli. They are mostly rod-shaped 
organisms which infect the gastrointestinal tract and are excreted in the feces of infected 
humans and other animals [70]. However, there are also some waterborne bacterial 
pathogens, such as Legionella, Burkholderia pseudomallei and atypical mycobacteria, 
which can grow in water and soil [69]. Escherichia, Salmonella, and Shigella are 
genetically closely related [70]. However, while many strains of Escherichia are 
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harmless, members of the Salmonella and Shigella genus are usually pathogenic. 
Escherichia are almost universal inhabitants of the intestinal tract of humans and warm 
blooded animals and many species play a nutritional role by synthesizing vitamins, 
particularly vitamin K [70].  
3.1.2 Viruses 
Viruses are microorganisms that lack many of the attributes of cells, the most 
important of which is, they can only reproduce within a living host cell [70]. They are 
much smaller than bacteria (can range from 10-100 nm), but unlike bacteria, they do not 
have metabolic abilities of their own. They are also known to infect microbial cells. 
Waterborne viral pathogens include the hepatitis A virus, poliovirus, adenovirus, and 
rotavirus among others [1, 69, 71]. Many are excreted in the feces of infected individuals 
and may contaminate water intended for drinking. Waterborne viral infections often 
affect the gastrointestinal tract, and among other symptoms, result in severe diarrhea, 
nausea, and abdominal pain. 
3.1.3 Protozoa 
Protozoa are eukaryotic cells which are generally larger and structurally more 
complex than bacteria and viruses. Cryptosporidium parvum and Giardia duodenalis 
(previously known as Giardia lamblia) belong to this group of pathogens. They live in 
the intestines of humans and large mammals and pose significant threat to public health 
[72]. These two organisms are difficult to disinfect because they are transmitted through 
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water in dormant, resistant forms, known as cysts and oocysts [11, 73]. However, they 
may be removed through filtration and other advanced treatment techniques [11, 74, 75]. 
3.2 The model organism: E. coli 
E. coli is the name given to a group of rod-shaped Gram-negative bacteria which 
usually inhabit the intestines of humans and warm-blooded animals. Gram-negative 
bacteria are cells whose membrane thickness and composition do not allow them to retain 
the gram stain. On the other hand, Gram-positive bacteria easily retain the gram stain. On 
average, an E. coli bacterium measures about 0.5 microns in diameter and 1 micron in 
length. It is a facultative anaerobe, which can switch from aerobic respiration to 
fermentation to meet its energy needs.  
E. coli is the most studied microorganism in the world. It has found extensive use 
as a model organism in molecular genetics and molecular biology. However, it is also an 
excellent model for bacterial pathogens for three important reasons. Firstly, there is a 
wealth of biological data available for E. coli. Secondly, other important pathogens such 
as Salmonella and Shigella are genetically very similar to E. coli. Salmonella shares 
about 50% of its genome with E. coli, while Shigella shares about 70% [70]. Thirdly, it is 
easy to culture in the lab and there are many non-pathogenic strains to work with.   
3.3 E. coli as an indicator of biological contamination 
E. coli, along with a number of other similar enteric bacterial species, constitutes 
the total coliform group. A specific subgroup of this collection is the fecal coliform 
bacteria, the most common member being E. coli. These organisms may be distinguished 
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from the others by their ability to ferment lactose at 44±0.5°C in the fecal coliform test. 
In addition, when cultured on a specific plate (e.g. mF Endo) a positive result for E. coli 
is metallic green colonies on a dark purple media (Figure 7). 
The presence of fecal coliform bacteria in water is usually an indication that fecal 
matter from humans or other animals is present. It also suggests that other 
microorganisms associated with fecal matter, and of more significant virulence, possibly 
exist. In this way, E. coli is used as an indicator organism for the biological 
contamination of water.  
 
Figure 7: E. coli grown on mF-Endo plates in the lab 
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3.4 Standards for microbial contamination 
In the United States (US), the EPA sets the rules and establishes the guidelines for 
drinking water quality. The Safe Drinking Water Act is the primary federal law that 
governs the provision of potable water to the public [9]. Under the Act, the EPA has the 
power to set water quality standards. The Agency uses the Total Coliform Rule, 
published in 1989, to establish microbiological standards for public water systems 
[76]. The rule sets both non-enforceable maximum contaminant level goals (MCLG) and 
legal maximum contaminant limits (MCL) for the presence of total coliform in drinking 
water. The MCLG for total coliform, which includes E. coli, is set at zero. The MCL is 
based on the presence/absence of total coliforms in samples rather than actual counts of 
bacteria. For water systems which take less than 40 routine samples per month, 39 must 
be negative for total coliform. For water systems taking more than 40 samples per month, 
95% must be negative for total coliform. The number of routine samples per month is 
determined by the number of consumers that the water system serves. Currently, the EPA 
is proposing the elimination of the MCLG and MCL provisions for total coliforms and 
fecal coliforms, and the inclusion of an MCLG and MCL for E. coli and a treatment 
technique for total coliforms [77]. 
The World Health Organization (WHO) provides guidelines to assist countries in 
verifying drinking water quality. The guidelines are very similar to the US EPA 
requirements in that E. coli is the indicator organism of choice and the overall goal is to 
have no indicator organisms present in drinking water. However, WHO suggests that 
thermo-tolerant coliforms may be used as an alternative to the test for E. coli in many 
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circumstances. The WHO guideline value for microbial quality is the absence of an 
indicator organism in 100-ml samples [71].  
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CHAPTER 4: MICROBE-CATALYST INTERACTIONS 
4.1 Introduction 
For photocatalytic disinfection to occur, microbes must be in close proximity or 
make contact with the surface of the semiconductor to allow for the exchange of electrons 
and subsequent chemical reactions. Although TiO2 has been studied extensively to 
disinfect microorganisms, most of what is known about microbe-catalyst interactions in 
aqueous suspensions is qualitative. No study has quantitatively assessed the significance 
of these interactions on the disinfection process. The important concepts which are 
related to microbe-catalyst interactions are discussed in this section. Since E. coli is the 
subject of the investigation, the scope of the discussion has been limited to bacteria. 
4.2 Catalyst surface electrochemistry 
The surface of a metal oxide particle in an electrolyte solution is almost always 
electrically charged. Upon exposure to water, there is a spontaneous formation of an 
adsorbed water layer of oriented water dipoles [78, 79]. The terminal oxygen atoms at the 
surface react with water to produce hydroxylated sites (Figure 8), which are involved in 
proton exchange reactions imparting a pH-dependent surface charge [80-82]. In the case 
of TiO2, the hydroxyl groups on the surface are known to undergo the following acid-base 
reactions [50]: 
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≡TiOH2+  𝐾𝑎1𝑆  ��  ≡TiOH + H+ (8) 
≡TiOH 𝐾𝑎2𝑆  ��  ≡TiO− + H+
 
(9) 
where 𝐾𝑎1𝑆  and 𝐾𝑎2𝑆  are the surface acidity constants, which are related to the acidity 
constant in the bulk solution as [50, 83]: 
𝐾𝑎1
𝑆 = 𝐾𝑎1𝑏𝑢𝑙𝑘 �𝑒𝜓0𝑘𝐵𝑇� (10) 
𝐾𝑎2
𝑆 = 𝐾𝑎2𝑏𝑢𝑙𝑘 �𝑒𝜓0𝑘𝐵𝑇� (11) 
where 𝜓0 is the surface potential, e is electron charge, 𝑘𝐵 is the Boltzmann constant and 
𝑇 is absolute temperature. The pH-dependence of the dominant surface species for TiO2 
is shown in Figure 9. The surface is known to have a net surface charge of zero close to 
pH 6 when the neutral TiOH species covers most of the surface sites [84-86].  
 
Figure 8: TiO2 surface in water: (a) water layer [80]; (b) hydroxylated surface [80]; 
and (c) schematic of double layer according to Stern-Grahame model [87] 
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Figure 9: Surface hydroxylated species of TiO2 a function of pH calculated 
according to equations (8) and (9) using 𝒑𝑲𝒂𝟏𝑺 = 2.4 and 𝒑𝑲𝒂𝟐𝑺 = 8 as determined by 
Korman et al [86] for Degussa P25 at 25ºC 
The adsorption of organic molecules or surface-active ions may also occur at the 
surface. The distribution of the electrolyte ions at the interface and the electric potential 
play a key role in the stability of catalyst suspensions during photocatalysis [88-91], as 
well as their post-treatment recovery [92, 93]. Figure 8 schematically shows the electric 
double layer at the TiO2 surface in contact with a solution according to the Stern-
Grahame model [94, 95]. Species are attracted to localized surface sites via electrostatic 
or hydrophobic effects and displace the primary adsorbed water layer, becoming 
specifically adsorbed on the oxide surface [96-98]. This type of short-range interaction is 
generally called specific adsorption and the ions lose a portion of their hydration shell to 
become part of the monolayer at the surface. This is particularly the case for anions, since 
the hydration energies are generally higher for cations [99]. The specific adsorption of 
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chloride, sulfate, and phosphate ions has been observed on the surface of TiO2 [100, 101]. 
The plane of mean charge of the specifically adsorbed ions defines the inner Helmholtz 
layer (IHL). The amount of specifically adsorbed charge per unit area 𝜎𝑎𝑑𝑠 can be 
expressed using a modified Langmuir isotherm [50]: 
𝜎𝑎𝑑𝑠 = 𝑧𝑒𝐶𝑁𝑎𝑑𝑠exp �−Δ𝐺𝑎𝑑𝑠𝑘𝐵𝑇 �1 + exp �−Δ𝐺𝑎𝑑𝑠𝑘𝐵𝑇 �  (12) 
in which Δ𝐺𝑎𝑑𝑠 is the Gibbs energy of adsorption per molecule according to, 
Δ𝐺𝑎𝑑𝑠 = 𝑧𝑒𝜓0 + Δ𝐺𝑠𝑝𝑒𝑐
 
(13) 
where 𝑧𝑒𝜓0 represents the electrostatic interaction energy and Δ𝐺𝑠𝑝𝑒𝑐 is the Gibbs energy 
of specific interaction. 𝑁𝑎𝑑𝑠 is the number of adsorption sites per unit area. C and z are 
the bulk concentration and the valence of specifically adsorbing ions, respectively. 
 
Some ions are adsorbed to the surface through long-range coulombic interactions. 
They tend to retain their hydration layer and are therefore restricted in their approach to 
the surface. The mean geometric location of their charge centers defines the outer 
Helmholtz layer (OHL). The IHL and OHL together constitute the Stern layer. Beyond 
this region lies the so-called diffuse layer in which ions are fully mobile, and whose 
spacing from one another is a function of the total ionic concentration in bulk solution. 
The concentration of ions in this layer is governed by the need to maintain overall charge 
neutrality, including those species adsorbed at the surface of the metal oxide. The 
concentration of ions in the diffuse layer is described by the Boltzmann distribution, 
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𝐶𝑖(𝑥) = 𝐶𝑖𝑏𝑢𝑙𝑘exp �− 𝑧𝑖𝑒𝜓(𝑥)𝑘𝑇 � (14) 
where 𝐶𝑖 is molar concentration (mol L-1) of the ion in the double and 𝐶𝑖𝑏𝑢𝑙𝑘 is the 
concentration in the bulk solution. The electrostatic potential of the double layer is given 
by the Poisson distribution: 
∇2𝜓 = −𝜌𝑒
𝜀  
(15) 
where 𝜌𝑒 is the charge density given as, 
𝜌𝑒 = �𝐶𝑖𝑧𝑖𝑒𝑁
𝑖=1  
(16) 
and 𝜀 is the dielectric permittivity of the solution. Using equations (15) and (16), the 
Poisson-Boltzmann equation for the electric potential profile is derived as, 
∇2𝜓 = −𝑒
𝜀
�𝐶𝑖
𝑏𝑢𝑙𝑘𝑧𝑖exp �−𝑧𝑖𝑒𝜓𝑘𝑇 �𝑁
𝑖=1  
(17) 
Equation (17) is restricted to low electrolyte solutions because the ions are treated as 
point charges. Using the Debye-Huckel approximation for low potential, i.e., 𝑧𝑒𝜓 ≪ 𝑘𝑇, 
the electric potential profile is given as, 
∇2𝜓 = 𝜅2𝜓
 
(18) 
where 𝜅 is the Debye-Huckel parameter and is given by, 
𝜅 = � 𝑒2
𝜀𝑘𝑇
�𝐶𝑖
𝑏𝑢𝑙𝑘𝑧𝑖2
𝑁
𝑖=1  
(19) 
The solution for equation (18) for a double layer around a spherical particle of radius a is 
given as [102], 
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𝜓 = 𝜓𝑑 𝑎𝑥 exp� −𝜅(𝑥 − 𝑎)� (20) 
in which the potential 𝜓𝑑 is the potential difference across the diffuse part of the double 
layer, which is related to the charge density 𝜎𝑑 in the double layer through, 
𝜎𝑑 = 𝜀 1 + 𝜅𝑎𝑎 𝜓𝑑 (21) 
The total surface charge 𝑄𝑒 is given as, 
𝑄𝑒 = 4𝜋𝜀𝑎(1 + 𝜅𝑎)𝜓𝑑
 
(22) 
The total surface charge and electrostatic potential of the surface are determining factors 
for behavior of the colloids in suspension. Particles of similar charge tend to be stabilized 
as they repel each other. If particles have no charge, there is usually no force to prevent 
their agglomeration. 
4.3 Bacterial cell surface electrochemistry 
The surface of a bacterium is much more complex than the surface of 
impenetrable solid colloids. A bacterial surface is a heterogeneous three-dimensional 
arrangement of various biomolecules. The surface properties may vary at specific 
locations as a result of the presence of certain structures. Some cells also have structures 
that protrude from the surface such as fimbriae, pili, and flagella. Fimbriae and pili are 
thought to be involved in cell attachment to environmental surfaces, while flagella are 
special structures used for cell locomotion [70]. To understand cell electrochemistry, a 
brief description of the cell surface is necessary. 
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4.3.1 Structural composition of bacterial surface 
The outer surface of a bacterial cell is made up of a cell wall and cytoplasmic 
membrane which encircles the fluid cytoplasm (Figure 10). The cytoplasm is a complex 
mixture of substances and structures including deoxyribonucleic acid (DNA), ribonucleic 
acid (RNA), ribosomes, and other dissolved and suspended materials. The cell wall and 
cell membrane act as barriers to prevent unwanted materials from entering the cell, while 
also holding the internal contents together. Only water and a few other small, uncharged 
molecules like oxygen and carbon dioxide diffuse freely across the membrane. All other 
substances enter through active transport or diffuse through trans-membrane proteins, 
whose channels open and close according to the needs of the cell. 
 
Figure 10: Typical bacterial cell structure (not to scale) [70] 
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These outer layers are the primary means through which an organism interacts 
with the environment. Most species of bacteria can be divided into two broad groups 
based on their cell wall by the Gram-staining method simply as Gram-positive and Gram-
negative [70]. Figure 11 shows the structure of bacterial cell surfaces. The cell wall of 
both groups is composed of peptidoglycan, a peptide-cross-linked polysaccharide matrix 
layer. The peptidoglycan layer is made up sheets formed from individual strands of 
peptidoglycan lying adjacent to one another. It accounts for as much as 90% of the Gram-
positive cell wall with several (up to 25) sheets stacked upon each other to height of 15-
80 nm. In Gram-negative bacteria, it makes up only about 10% of the cell wall (1-2 nm) 
and is located between the two phospholipid layers; the outer membrane and the 
cytoplasmic membrane. Peptidoglycan confers rigidity to maintain shape and internal 
pressure. In both Gram-negative and Gram-positive bacteria, peptidoglycan is very 
porous and allows particles of approximately 2 nm to pass through [103].  
Approximately 45% of the surface of Gram-negative bacteria may be covered 
with lipopolysaccharide (LPS), which are anchored in the lipids of the outer membrane. It 
is made up of three distinct regions covalently linked together; a hydrophobic lipid 
component (lipid A), a core polysaccharide, and O-antigen. Some bacterial strains may 
not possess the O-antigen side chain. The LPS core polysaccharide consists of five to ten 
negatively charged sugar units, which often carry phosphate and carboxylic acid groups. 
The O-antigen consists of 20 to 70 repeating units of three to five sugars, which protrude 
up to 30 nm or more from the cell surface. It is very likely that the O-antigen plays a 
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major role in polymer interactions with surfaces reported for Gram-negative bacteria 
[104]. 
 
Figure 11: Outer layers of bacteria. Adapted by permission from Pearson 
Education, Inc. [70] 
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Similar to the LPS in Gram-negative bacteria, the cell wall of Gram-positive 
bacteria may contain teichoic acids which are attached, directly or indirectly by way of 
phosphodiester bonds, to carbon 6 of N-acetylmuramic residues of the peptidoglycan, or 
anchored in the underlying lipid bilayer. In the latter case, these are called lipoteichoic 
acids and are covalently bound to the lipid bilayer via a glyceride. In general, teichoic 
acids include all wall, membrane, or capsular polymers of either ribitol phosphate or 
glycerophosphate residues. They are connected via phosphodiester bonds and usually 
have other sugars and D-alanine attached. 
Both Gram-negative and Gram-positive bacteria have a cytoplasmic membrane 
composed almost entirely of lipids and proteins. In Gram-negative bacteria, a second 
phospholipid bilayer is present in the outer cell membrane. Phospholipid bilayers are 
composed of conventional glycerol-phospholipids, mainly phosphatidylethanolamine 
(PE), phosphatidylglycerol (PG), and cardiolipin [105-107].  Phospholipids have a 
hydrophobic head and two hydrophobic tails and are arranged in a two-layer sheet with 
the tails pointing towards the center of the layer. The head of the lipid is generally made 
up of a negatively charged phosphate group and glycerol. The tail is usually a long chain 
of fatty acid hydrocarbons. 
Finally, the cell wall and cytoplasmic membrane are populated with proteins 
which are either firmly embedded (integral proteins) or associate firmly with one of the 
membrane structures (peripheral proteins). Some proteins bind substrates or process large 
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molecules for transport into the cell, while lipoproteins are involved in energy 
metabolism and other important cellular functions. 
4.3.2 Surface charges and ionizable functional groups 
Much of the charge on a bacterial cell surface is derived from functional groups 
associated with the surface structures. Bioassay studies suggest that the charge on the cell 
wall results predominantly from proton exchange reactions involving carboxylic, 
phosphate, and amino moieties [108-111]. The reactions for the dominant functional 
groups in E. coli and the range of their associated acidity constants (𝑝𝐾𝑎) are shown in 
Table 1. 
Table 1: Ionizable functional groups located on the surface of E. coli and the 
associated acidity constants (𝒑𝑲𝒂) for zero salt effects at 25ºC. Data compiled from 
Martinez et al [109] and Jiang et al [111]. 
Reaction Location 𝑝𝐾𝑎 R-COOH ⟷ R-COO− + H+  Proteins, sugars and LPS 2.0 - 6.0 R-NH3+ ⟷ R-NH2 + H+  Proteins and phospholipids 9.0 - 11.0 R-HPO4 ⟷ R-PO4- + H+  Phospholipids 3.2 - 3.5 R-H2PO4 ⟷ R-HPO4− + H+
  
LPS 3.2 - 3.5 R-HPO4− ⟷ R-PO42− + H+  LPS 5.6 - 7.2 
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Considering that the site density of carboxyl and phosphate groups is generally 
greater than amines, the cell surface of E. coli, like most bacterial cells, is negatively 
charged at neutral pH [109, 112]. In the absence of other ions, the surface charge density 
resulting from the ionizable functional groups at the bacterial surface may be derived by 
considering the generic proton exchange reactions, 
LH 𝐾𝑎𝑎𝑐𝑖𝑑�⎯� L− + H+
 
(23) 
LH+ 𝐾𝑎𝑏𝑎𝑠𝑒�⎯⎯� L + H+ (24) 
where L is the proton-binding site on the cell surface for acidic and basic moieties 
respectively. The apparent equilibrium constants (𝐾𝑎) for equations (23) and (24) are 
defined as, 
𝐾𝑎
𝑎𝑐𝑖𝑑 = [H+][L−][LH]  (25) 
𝐾𝑎
𝑏𝑎𝑠𝑒 = [H+][L][LH+]  (26) 
The fixed surface charge 𝜌𝑓𝑖𝑥 associated with the various sites is given by, 
𝜌𝑓𝑖𝑥 = 𝑒�� 𝐿𝑇𝐵,𝑖[H+]𝐾𝑎,𝑖𝑏𝑎𝑠𝑒 + [H+]�𝑚𝑖=1 − 𝑒�� 𝐿𝑇𝐴,𝑖𝐾𝑎,𝑗𝐾𝑎,𝑗𝑎𝑐𝑖𝑑 + [H+]�𝑛𝑗=1  (27) 
where 𝐿𝑇𝐵 and 𝐿𝑇𝐴 are the total concentrations of basic and acidic sites, respectively. The 
acidity constants associated with each site must be adjusted according to Equations (10) 
and (11) to account for the electrostatic influence of the surface. 
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4.3.3 Electric double layer at bacterial surface 
Since a bacterial surface has a three-dimensional configuration into which ions 
and solvent molecules are able to penetrate, the bacteria-water interface may best be 
described as an ion-penetrable layer with volume spread electric charge [113-117]. Figure 
12 schematically shows the distribution of ions at the bacterial surface according to the 
ion-penetrable model. The charges associated with the ionizable functional groups attract 
counter ions, but there is no definite boundary at the molecular level. Polymers and 
surface appendages may also change conformation depending on the ionic character of 
the microscopic local environment [112, 118]. Unlike a hard colloidal particle, the 
bacterial surface has a finite thickness which restricts the charges within the ion-
penetrable layer. Surface charge density may be deduced from proton titration 
experiments [110]. However, since it is difficult to determine the spatial distribution of 
the charge through the cell membrane, it is usually assumed to be uniformed. 
The electric potential of the ion-penetrable layer is made up of the fixed charges 
associated with functional groups, as well as the charge density of the ions which have 
diffused into the layer [117]. To derive the electric potential within the layer, Equation 
(15) may be adjusted appropriately as follows 
∇2𝜓 = −𝜌𝑓𝑖𝑥(𝑥) + 𝜌𝑒𝑙(𝑥)
𝜀𝑚  
(28) 
where 𝜌𝑒𝑙 is the charge density contribution of the ions in the ion-penetrable layer and 𝜀𝑚 
is the dielectric constant within the membrane layer. The ions in the membrane have an 
energy which is equal to 𝑧𝑒𝜓 and follow the Boltzman distribution. Therefore, the 
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concentration of ions in the ion-penetrable membrane is given by Equation (14). The 
semi-permeable cytoplasmic membrane maintains an unequal distribution of ions on 
either side of the membrane. At equilibrium, the electrostatic potential across the 
membrane is called the Donnan potential, 𝜓𝐷𝑂𝑁. Equation (14) may therefore be 
rewritten as, 
𝐶𝑖
𝑚𝑒𝑚 = 𝐶𝑖𝑏𝑢𝑙𝑘exp �−𝑧𝑖𝑒𝜓𝐷𝑂𝑁𝑘𝑇 � (29) 
To satisfy conditions of charge neutrality in the membrane, the following is true 
𝜌𝑓𝑖𝑥 + 𝑒𝑁𝐴�𝐶𝑖𝑏𝑢𝑙𝑘𝑧𝑖exp �− 𝑧𝑖𝑒𝜓𝐷𝑂𝑁𝑘𝑇 �𝑁
𝑖=1
= 0 (30) 
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Figure 12: Schematic of bacteria-water interface [113] 
 
A particular solution for Equation (30) gives the Donnan potential for a membrane in 
contact with a 1-1 electrolytic solution as [116], 
𝜓𝐷𝑂𝑁 = 𝑘𝑇𝑒 arcsinh � 𝜌𝑓𝑖𝑥2𝑛𝑏𝑢𝑙𝑘𝐹� (31) 
where F is the Faraday constant. 
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Various approaches have been taken to derive the electric potential across the cell 
membrane. A useful approach is to assume infinite thickness of the membrane, even 
though the solution indicates that the electric field only exists within a finite thickness of 
the membrane [119]. However, the origin (𝑥 = 0) is located at a hypothetical boundary 
between the membrane and the electrolyte solution such that 𝑥 < 0 represents the 
membrane, and 𝑥 > 0 is the electrolyte solution. The Poisson-Boltzmann equation for 
this model is given as, 
𝑑2𝜓
𝑑𝑥2
= − 1
𝜀𝑠𝜀𝑜
�𝜌𝑓𝑖𝑥 + 𝑒𝑁𝐴�𝑛𝑖𝑏𝑢𝑙𝑘𝑧𝑖exp �−𝑧𝑖𝑒𝜓𝑘𝑇 �𝑁
𝑖=1
�  for 𝑥 < 0 (32) 
𝑑2𝜓
𝑑𝑥2
= − 1
𝜀𝑠𝜀𝑜
�𝑒𝑁𝐴�𝑛𝑖
𝑏𝑢𝑙𝑘𝑧𝑖exp �−𝑧𝑖𝑒𝜓𝑘𝑇 �𝑁
𝑖=1
�  for 𝑥 > 0 (33) 
where εm and εs are the relative dielectric constants of the membrane and the solution 
respectively. Equations (32) and (33) can be solved numerically after applying the 
appropriate boundary conditions [117, 119, 120] to yield the electric potential profile 
across a cell membrane.  
4.4 Microbe-catalyst electrical double layer interactions 
Since contact between the catalyst and the microbe is a prerequisite for 
photocatalysis, interactions which enhance contact without destabilizing the suspension 
should result in more effective disinfection. The interaction between the two colloids, as 
described by classical DLVO theory [121], is governed by the balance of repulsive and 
attractive forces, usually summed up in electrostatic and van der Waals forces. 
Electrostatic forces can be both repulsive and attractive depending on the overall charge 
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of the colloids, while van der Waals interactions are usually attractive. Bacterial surface 
polymers may also play a major role during the interaction [112, 113, 122-124].  
For simplicity, it may be assumed that both catalyst and microbes are spherical 
particles (even though E. coli is rod-shaped). It is likely that given the relative size of a 
bacterium to an individual TiO2 particle, that the system may best be described as a hard 
spherical particle interacting with an ion-penetrable plate. However, for generality, both 
particles will be considered spheres (Figure 13). Taguchi et al [125] calculated the 
potential energy for the interaction between a sphere covered with an ion-penetrable 
membrane and a solid spherical particle. Many other cases can be found in the literature 
which describes specific interactions [126-129], particularly the interaction of a spherical 
particle covered with an ion-penetrable layer and a flat solid plate [129]. The latter may 
be applicable to thin film photocatalysis systems.  
 
Figure 13: Proposed model for the interaction between a bacterium and a catalyst 
particle of radii a1 and a2 respectively, separated by X between their surfaces 
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The total potential energy 𝑉𝑇 of two spherical particles is given by the sum of 
their van der Waals and electrostatic interaction energies [125, 127], 
𝑉𝑇(𝑋) = 𝑉𝑣(𝑋) + 𝑉𝑒(𝑋) (34) 
Consider two spheres of radii a1 and a2 separated at a distance X (Figure 13). The 
potential energy for van der Waal interaction between the two particles is given as, 
𝑉𝑣(𝑋) = 𝑎1𝑎2𝑎1+𝑎2 𝐴6𝑋 (35) 
where A is the Hammaker constant. The potential energy of double layer interaction 
between the two spheres is 
𝑉𝑒(𝑋) = 2𝜋𝑎1𝑎2𝑎1+𝑎2 � 𝑉𝑝𝑙(𝑥) 𝑑𝑥∞
𝑋
 (36) 
where Vpl(x) is the potential energy of the electrostatic interactions per unit area between 
two plates at separation x. During the interaction of the double layers, two cases are 
introduced for the solid particle [125, 127, 129]; (1) constant surface potential; and (2) 
constant surface charge. The potential inside the organism may be assumed to remain 
constant at the Donnan potential. Terui et al [126] derived Vpl for solid particles under 
assumptions (1) and (2) above interacting with an ion-penetrable particle, respectively, 
𝑉𝑝𝑙(𝑥) = 2𝜀𝑟𝜀𝑜𝜅 �𝜓1𝑒−𝜅𝑥𝜓2 − 12 (𝜓1)2𝑒−2𝜅𝑥� (37) 
𝑉𝑝𝑙(𝑥) = 2𝜀𝑟𝜀𝑜𝜅 �𝜓1𝑒−𝜅𝑥𝜓2 + 12 (𝜓1)2𝑒−2𝜅𝑥� (38) 
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By substituting equations (37) and (38) into (36), the potential energy of double layer 
interaction for a bacterium with TiO2 particle under the constant potential assumption is, 
𝑉𝑒(𝑋) = 4𝜋𝑎1𝑎2𝑎1 + 𝑎2 𝜀𝑟𝜀𝑜 �𝜓1𝑒−𝜅𝑥𝜓2 − 14 (𝜓1)2𝑒−2𝜅𝑥� (39) 
and under the constant surface charge assumption is, 
𝑉𝑒(𝑋) = 4𝜋𝑎1𝑎2𝑎1 + 𝑎2 𝜀𝑟𝜀𝑜 �𝜓1𝑒−𝜅𝑥𝜓2 + 14 (𝜓1)2𝑒−2𝜅𝑥� (40) 
These reactions are important as they define the potential energy of interaction 
between the suspended colloids. The net interaction energy gives an indication of the 
colloidal suspension. If the interaction is dominated by van der Waals, then 
overwhelming attractive forces can lead to irreversible coagulation. If the electrostatic 
forces dominate, then the particles should be stabilized. 
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CHAPTER 5: REVIEW OF WATER DISINFECTION MODELING 
5.1 Introduction 
There have been few attempts to define specific models for photocatalytic 
disinfection, with most of the current applications based primarily on chemical 
disinfection. The modeling of water disinfection is important to establish the process 
kinetics of a specific disinfectant with particular microorganisms. In general, water 
disinfection modeling began as a purely empirical science based on the principles 
expressed in Chick’s law [130]. Chick observed that under certain conditions, the 
inactivation kinetics of microorganisms closely mirrored chemical reactions. Therefore, 
the fundamental laws governing chemical reaction kinetics were applied to reactions 
involving microorganisms and a chemical disinfectant. For a constant disinfection 
concentration, Chick concluded that the rate of disinfection is proportional to the 
concentration of microorganisms, thus: 
 𝑟 = −𝑘𝑁 (41) 
where 𝑟 is the rate of disinfection given as the number of microbes per volume 
per unit time, N is the concentration of organisms (cells per unit volume), while k is a rate 
constant, which varies with the nature and concentration of the disinfectant. In a simple 
batch reactor, the solution of Equation (41) is an exponential decay curve, where N0 is the 
initial count of bacteria. 
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𝑁
𝑁0
= exp (−𝑘𝑡) (42) 
Chick’s model is a very simplistic formulation, but it has found extensive 
application where chemical disinfectants such as chlorine, ozone, hydrogen peroxide and 
chloramines are used [131]. In addition to its simplicity, it is restricted to first order 
kinetics, which is just one, and very often, a seldom case in practical disinfection [132]. 
Even though it is based on homogeneous reactions, some researchers have applied 
Chick’s formulation to calculate disinfection rate constants for photocatalytic inactivation 
of viruses and coliform bacteria [27].  
Disinfection models can be classified into two broad groups, empirical and 
mechanistic. Empirical models are mathematical expressions aimed at replicating the 
observed behavior of inactivation curves. Such curves can take a variety of shapes as 
shown in Figure 14. The combination of a number of factors may be responsible for 
producing each curve, but empirical models are not concerned with the underlying 
mechanisms. They are applied in areas where the kinetics of a disinfectant is well 
established. On the other hand, in the mechanistic approach a specific inactivation 
mechanism is first defined and then the model is developed. These models tend to be 
more robust than empirical models, which often cannot be extended beyond the data with 
which they are calibrated. Mechanistic models can be more flexible and allow the 
incorporation of many variables. However, microbial inactivation is extremely complex 
and depends on a wide range of defined and undefined variables [133]. This means that 
even mechanistic models are simplifications and often require empirical approaches to 
complete them.  
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Figure 14: Typical bacterial inactivation curves: (a) lag-survival followed by 
exponential decay; (b) sigmoidal; (c) exponential (log-linear); and (d) concave 
downward 
5.2 Empirical models 
5.2.1 Chick-Watson model 
Watson [134] found that under first order kinetics the relationship between the 
concentration of a chemical disinfectant and the time of exposure was a constant that 
produced a specific level of inactivation. Thus, 
𝑐𝑑𝑡 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 = λ (43) 
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In the above equation, d is the coefficient of dilution and c is the disinfectant 
concentration. This led to the development of CT values, which allow practitioners to 
calculate how much disinfectant is required to adequately disinfect water, given certain 
microorganisms and under specified conditions [135]. Assuming no disinfectant demand 
(i.e., c and n are constants), then the Chick-Watson model for a batch system is given by: 
𝑁
𝑁0
= exp (−𝑘𝑐𝑑𝑡) (44) 
Rincón et al [136] demonstrated that the model can sometimes fit observed data 
for photocatalytic inactivation. The inherent assumption is that the disinfectant 
concentration during photocatalysis is constant and inactivation is first order. In this case, 
Equation (44) is reduced to, 
𝑁
𝑁0
= exp (−𝑘′𝑡) 
(45) 
However, it is difficult to make far-reaching conclusions and compare different studies 
based on the Chick-Watson model, especially when the studies are conducted under 
dissimilar conditions.  
5.2.2 Delayed Chick-Watson model 
The delayed Chick-Watson model [74] is a modification in which a time lag 
parameter (𝑡𝑙𝑎𝑔) is introduced to approximate an initial lag phase in the disinfection 
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process (Figure 14a). For 𝑡 < 𝑡𝑙𝑎𝑔 the pseudo-first order loss of viability is replicated. 
The model may be represented as shown below, 
𝑁
𝑁0
= �1                                    for 𝑡 < 𝑡𝑙𝑎𝑔exp (−𝑘′�𝑡 − 𝑡𝑙𝑎𝑔�   for 𝑡 > 𝑡𝑙𝑎𝑔� (46) 
The delayed Chick-Watson model has been used by researchers to estimate CT 
values for the photocatalytic inactivation of E. coli [68] and Cryptosporidium [30]. The 
hydroxyl radical was assumed to be the dominant disinfectant in these reactions. 
5.2.3 Hom model 
The Hom model [137] presented a generalized differential equation for the time-
concentration relationships for the effect of a disinfectant on microbes. The expression is 
given as, 
𝑑𝑁
𝑑𝑡
= −𝑘𝑁𝑐𝑑𝑡𝑚 (47) 
In the case where the reaction is zero-order with respect to time and disinfectant 
concentration, it reduces to the first-order relationship of Chick’s law. Under condition 
where m = 0 and d ≠ 0, it reduces to the Chick-Watson model. However, in the case 
where m ≠ 0 and n ≠ 0 and 𝑐𝑑  =  𝜆
𝑡
, then the following expression may be derived, 
𝑁
𝑁0
= exp �−𝑘𝜆𝑡𝑚
𝑚
� (48) 
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The Hom model is useful for fitting disinfection curves with either an initial lag (when m 
> 1) or trailing curve (when m < 1). It cannot replicate both conditions simultaneously.  
5.2.4 Kinetic power law models 
Kinetic power law models do not make assumptions about the reaction rate order 
with respect to microbial concentration. The general form is 
𝑟 = −𝑘𝑁𝑦𝑐𝑛 (49) 
The integration of Equation (49) gives the following for the survival ratio of organisms: 
𝑁
𝑁0
= 𝑒𝑥𝑝 � −1
𝑦 − 1 𝑙𝑛�1 + (𝑦 + 1)𝑘𝑐𝑛𝑡𝑁0𝑦−1�� (50) 
Similar to the Hom model, Equation (50) can fit observed data displaying shoulders (y < 
1) or tailing off behavior (y > 1).  
Chang et al [138] used a kinetic power law model  and reported a reaction order 
of x = 1.06 for the inactivation of E. coli with TiO2. They also found that the disinfection 
rate was proportional to the square root of TiO2 concentration and proportional to 
incident light intensity within a range of 180-1660 µE s-1m-2. 
5.2.5 Probabilistic models 
An alternative modeling approach to disinfection used extensively in food 
microbiology includes the use of probability functions to determine the distribution of 
inactivation times for a population of organisms exposed to a disinfectant [139]. The 
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approach is to consider each cell with a specific sensitivity to a certain level of 
disinfectant exposure. The survival 𝑆 of an organism 𝑖 during a certain exposure 𝐸 can be 
described as either alive (𝑆 = 1) or dead (𝑆 = 0). This may be written as [140], 
𝐸 <  𝐸𝑐,𝑖  𝑆 = 1 (51) 
𝐸 ≥  𝐸𝑐,𝑖  𝑆 = 0 (52) 
where 𝐸𝑐,𝑖 is the characteristic lethal exposure dose for the particular organism. The 
survival of this organism is essentially a step function and can be approximated by a 
sigmoid decay function [140-143], 
𝑆𝑖 = 1�1 + exp ��𝐸 − 𝐸𝑐,𝑖�/𝑎𝑖�� (53) 
where 𝑎𝑖 is the inactivation rate around the inflection point. For the total population of 
organisms, the survival curve is given by, 
𝑆(𝐸) = �𝑆𝑖(𝐸)∆𝜙𝑖1
𝑖=0
 (54) 
where ∆𝜙𝑖 is the fraction of the population with a critical exposure of 𝐸𝑐,𝑖, such that 
∑∆𝜙𝑖 = 1. 
Like empirical models, probability-based models are not directly concerned with 
specific reaction kinetics. Instead, it is only important to define the probability 
distribution of the population’s sensitivity to certain levels of exposure. Peleg and Shetty 
[140] and van Boekel [144] used the Weibull distribution function to describe microbial 
population sensitivity because it is a flexible function able to account for symmetric and 
asymmetric distributions. The Weibull probability density function is given as 
50 
 
dϕd𝐸𝑐 = 𝑏1𝑏2𝐸𝑐𝑏2−1exp �−𝑏1𝐸c𝑏2� (55) 
where ϕ(𝐸𝑐) is the fraction of organisms having a critical exposure of 𝐸𝑐. Equation (55) 
can be algebraically transformed into the explicit function 
𝐸𝑐(ϕ) = � 1𝑏1[−ln (1 − 𝜙)]�1/𝑏2 (56) 
The survival curve 𝑆(𝐸) of the entire population, is obtained by integrating the curves of 
all the individual organisms, that is, 
𝑆(𝐸) = � 1{1 + exp [(𝐸 − 𝐸𝑐(ϕ))/𝑎]} dϕ (57) 
 
5.3 Mechanistic models 
5.3.1 Series-event model 
The series event model can be represented by Equation (58). The inactivation 
process is modeled as a progression of discrete damage levels. The organism is assumed 
to be inactivated at a threshold level of damage [145, 146].  
𝐷0
𝑘1
→ 𝐷1
𝑘2
→ 𝐷2
𝑘𝑖
→ 𝐷𝑖 …𝐷𝑛−1 𝑘𝑛� 𝐷𝑛 (58) 
Each step is characterized by first order kinetics with respect to a constant concentration 
of chemical disinfectant. Each damage level Di has a kinetic constant ki and n is the 
threshold level of damage. The concentration of the disinfectant is assumed constant, so 
that ki is really a pseudo-kinetic constant which can be represented by 𝑘𝑐. The 
disappearance of organisms at damage level D0 is given as, 
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𝑑𝑁𝐷0
𝑑𝑡
= −𝑘1𝑁0 
(59) 
and for level D1 the expression is, 
𝑑𝑁𝐷1
𝑑𝑡
= 𝑘1𝑁0 − 𝑘2𝑁𝐷1 (60) 
where 𝑁𝐷0 and 𝑁𝐷1 are the concentrations of the organisms at the two damage levels 
respectively. The total number of surviving organisms is therefore the summation of all 
organisms below the threshold damage level, i.e., up to Dn-1. 
The main limitations of this model are: (1) it requires a large number of damage 
levels to accurately describe inactivation, and (2) it is not flexible for analyzing 
disinfection data since it can only be used to analyze concave curves. In addition, it is 
unlikely that the underlying chemical reactions which lead to inactivation would proceed 
in the very same manner or would have the same effect in every cell. However, by 
assuming that the kinetic constant is the same at each level, the following generalized 
expression can be derived for the series-event model   
𝑁
𝑁0
= 𝑒𝑥𝑝 �−𝑘𝑡 + 𝑙𝑛 �1 + � (𝑘𝑡)𝑖
𝑖!𝑛
𝑖=1
�� (61) 
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5.3.2 Multi-target model 
The multi-target model is similar to the series-event model, but instead of damage 
levels, it assumes each organism contains a finite number of discrete critical targets (nc), 
each of which must be attacked for full inactivation of the organism. When derived for 
batch reactor conditions, the multi-target model takes the following form.  
𝑁
𝑁0
= 1 − (1 − 𝑒−𝑘𝑡)𝑛𝑐 (62) 
All the targets are assumed to be equivalent and the damage is randomly distributed 
among the targets. The probability of inactivating a specific target is given as (1 − 𝑒−𝑘𝑡). 
As a target is destroyed, the probability of hitting the remaining targets is reduced.  
5.3.3 Haas model 
Haas [147] developed a model which was applied for the inactivation of viruses 
by chlorine. However, the model has general applicability. The model was formulated on 
chemical reaction principles and assumes the existence of an intermediary organism-
disinfectant complex. 
𝐶 + 𝑂𝑟𝑔𝑙𝑖𝑣𝑒  𝑘1→ 𝐶-𝑂𝑟𝑔 𝑘2→ 𝑂𝑟𝑔𝑑𝑒𝑎𝑑 (63) 
With a constant disinfection concentration and first order assumption with regard 
to cell concentration, the survival of organisms has a Monod-type expression given by, 
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𝑁
𝑁0
= 𝑒𝑥𝑝 �−𝑘2𝐶𝛽
𝐶 + 𝐾𝐷 �𝑡 + exp[−𝑘1𝑡(𝐶 + 𝐾𝐷)] − 1𝑘1(𝐶 + 𝐾𝐷) �� (64) 
where 𝐾𝐷 and 𝛽 are empirical constants. 
5.3.4 Marugán model 
A mechanistic model was presented by Marugán et al [21] to describe 
photocatalytic disinfection based on Langmuir-type interactions between the microbes 
and catalyst particles. In this model, organisms are assumed to be undamaged, damaged 
and inactivated. The model takes the form of two different equations which are solved 
numerically for the adsorption interaction, inactivation, and reaction order constants. 
These are given as 
𝑑𝑁𝑢𝑛𝑑𝑎𝑚
𝑑𝑡
= −𝑘 𝐾𝑝𝑠𝑒𝑢𝑑𝑜𝑁𝑢𝑛𝑑𝑎𝑚𝑦1 + 𝐾𝑝𝑠𝑒𝑢𝑑𝑜𝑁𝑢𝑛𝑑𝑎𝑚𝑦 + 𝐾𝑝𝑠𝑒𝑢𝑑𝑜𝑁𝑑𝑎𝑚𝑦  (65) 
𝑑𝑁𝑑𝑎𝑚
𝑑𝑡
= 𝑘 𝐾𝑝𝑠𝑒𝑢𝑑𝑜𝑁𝑢𝑛𝑑𝑎𝑚𝑦 − 𝐾𝑝𝑠𝑒𝑢𝑑𝑜𝑁𝑑𝑎𝑚𝑦1 + 𝐾𝑝𝑠𝑒𝑢𝑑𝑜𝑁𝑢𝑛𝑑𝑎𝑚𝑦 + 𝐾𝑝𝑠𝑒𝑢𝑑𝑜𝑁𝑑𝑎𝑚𝑦  (66) 
where 𝑁𝑢𝑛𝑑𝑎𝑚
𝜂  and 𝑁𝑑𝑎𝑚
𝜂  are the concentrations of undamaged and damaged cells, the 
sum of which gives the total cells surviving the disinfection process; 𝐾𝑝𝑠𝑒𝑢𝑑𝑜 and 𝑘 are 
the pseudo Langmuir parameters for adsorption and reaction rate, respectively. The main 
challenge of this model is that the application of Langmuir-type interactions may not be 
appropriate to describe colloids, especially those as large as TiO2 particles and microbes 
[148]. 
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With the exception of the Marugán model, no other model has been developed 
around the mechanisms of photocatalytic disinfection. While a straightforward approach 
to modeling may be desirable, simplistic formulations tend to neglect many important 
factors that influence the process. For example, it is impossible to deduce the influence of 
catalyst concentration and light intensity from the foregoing models. Therefore, a 
comprehensive model is needed and should consider the most important mechanisms of 
the process. It would appear that microbe-catalyst particle interactions should be an 
integral part of such a model, as well as light absorption and scattering, OH radical 
generation, and inhibition processes. 
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CHAPTER 6: CONCEPTUAL MODEL FOR PHOTOCATALYSIS 
6.1 Introduction 
In this chapter, a theoretical model for photocatalytic disinfection is presented, 
taking into account the factors influencing bacterial and catalyst particle interaction. The 
main goal is to derive the reaction rate parameters and show how they can be measured 
from experiment. A quantitative analysis of colloidal adsorption and the subsequent 
chemical reactions of photocatalytic disinfection is important to the overall process 
kinetics. Previous attempts to apply models developed for molecular adsorption 
phenomena and reaction kinetics have proven to be inadequate, because colloidal 
adsorption proceeds via more complex pathways. In addition, reactions confined to the 
interface are influenced by the properties of the micro-environment of the double layer. 
As indicated in Chapter 4, double layer interactions have considerable influence on the 
absorption process. The adsorption of colloids is a kinetic process that involves diffusion 
across the double layer, charge readjustment, and ion exchange processes, each with a 
characteristic time constant. Due to the fundamental differences between these processes 
and molecular dynamics, colloidal interaction cannot always be treated with classical 
statistical-mechanic theories [148].  
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6.2 Theoretical model formulation 
Consider a reaction suspension containing catalyst particles and bacterial cells. 
The catalyst is assumed to be Degussa P25 TiO2 with an average particle diameter of 25 
nm. On the other hand, the bacterial cells are much larger having a length of 1000 nm and 
diameter of 500 nm. Due to the relative size relationship, it is expected that multiple 
catalyst particles will adsorb to a cell. The electrostatic surface potential of the catalyst is 
defined by Equation (20). In like manner, the surface potential profile of the cells is 
defined by Equations (32) and (33). Under the pH conditions of interest (6 to 8, i.e., 
mostly neutral) and low electrolyte concentration, the TiO2 surface is dominated by non-
charged surface hydroxylated species, while the cell surface is mostly negative. The 
potential energy of interaction between the particles can be described mathematically 
according to Equations (34) to (40). However, it is easy to see that under the given 
conditions TiO2 particles would not experience significant repulsion from the bacterial 
surface because the particles are close to the point of zero charge. Therefore, adsorption 
of TiO2 to the bacterial cells will mostly be governed by short-range van der Waal, 
hydrophilic, and hydrophobic forces.  
For simplicity, it is assumed that the bacterial cell can be represented as a sphere 
of diameter 1000 nm. Therefore, imagine a situation where the small spherical catalyst 
particles surround the much larger bacterial cell as shown in Figure 15. However, it 
should be noted that catalyst particles in suspension can agglomerate to sizes comparable 
with cells [149]. Since the repulsive forces are low, the catalyst particles are able to 
approach the cell at very close separation distances (possibly on the order of angstroms). 
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In some cases, specific bonding may occur with bacterial surface appendages and 
polymers.  
 
Figure 15: Surface coverage of catalyst particles on bacterial cell 
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Hence, with time, TiO2 particles are immobilized at the cell surface. Under 
illuminated conditions, free radicals, mostly hydroxyl radicals, are formed on the surface 
of the TiO2 and begin to react with bacterial surface sites. The reaction produces 
byproducts which diffuse away from the interface towards the bulk, but in the process 
they also react with radicals within the interface. With sufficient time, the cell would 
have experienced significant radical attack which eventually results in the inactivation of 
the bacterium. 
6.3 Adsorption kinetics of catalysts and cells 
It is important to analyze the amount of TiO2 particles reaching the bacterial 
surface, since only these particles are really involved in the photocatalytic process. The 
analysis would also provide insight into the expected dependence of the process on 
catalyst concentration. The transport of catalyst particles from the bulk solution to the 
bacterial surface can be described by the general continuity equation, 
∂np
∂t + ∇ ∙ j = s (67) 
where np is the number concentration of catalyst particles and, t is time, j is a vector 
function describing the flows (flux) of np, and s is the sink function describing, for 
example, bulk aggregation of the particles. The flux function involves particle diffusion 
and convection functions and may be defined as j = −D ∙ ∇np + Unp (68) 
where D is the particle diffusivity tensor and U is the particle translation velocity vector. 
The terms described in Equations (67) and (68) can be determined by considering the 
specific particle-particle interactions as presented in the Chapter 4. 
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However, if the system shown previously in Figure 13 is considered in which 
catalyst particles are approaching the bacterial surface in a dilute colloidal suspension 
(i.e., n ≪ 1012 mL-1), then the initial adsorption flux can be considered independent of the 
concentration of particles at the interface [148]. The particle concentration varies only 
along coordinate axis indicated by X, i.e., perpendicular to the bacterial surface. 
Assuming that there is no bulk aggregation of particles, Equation (67) may then be 
adopted in a one-dimensional form as 
∂np
∂t − Db ∂2np∂x2 + 𝑣x(x) ∂np∂x = 0 (69) 
where Db is the diffusion coefficient in the bulk and 𝑣x(x) is the fluid velocity component 
directly perpendicular to the interface. If it is assumed that there is a primary minimum 
distance x𝑚 at the interface where particles approach and are irreversibly adsorbed [102], 
then the boundary condition at the bacterial interface is given as np = 0 𝑎𝑡 x = x𝑚 (70) 
and away from the surface np → nb (71) 
where nb is the concentration of particles away from the surface (i.e., in the bulk 
solution). After applying the boundary conditions, the uniform flux of particles towards 
the bacterial surface can be obtained as [148] 
j0 = �Db 𝜕np𝜕x �
x=x𝑚
= Dbxd nb (72) 
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where xd is the thickness of the organism’s diffusive boundary layer, which for small 
organisms is of a similar magnitude with the characteristic length, a1 in this case, the 
organism’s radius. 
6.3.1 Adsorption in the absence of mechanical mixing 
It is not uncommon during experiments to have a standing suspension of catalyst 
and bacteria in which the colloids are neutrally buoyant. The one-dimensional transport 
equation for the condition in which 𝑣x(x) = 0 is given as [148]: 
∂np
∂t − Drel 1r2 ∂∂r�r2 ∂np∂r � = 0 (73) 
where r = 𝑋 + 𝑎1 + 𝑎2 (see Figure 13) and Drel = Dbac + Dcat is the relative diffusion 
coefficient (Dbac is the diffusion coefficient of the bacteria and Dcat is the catalyst 
particle diffusion coefficient; when 𝑎2 ≪ 𝑎1 the bacterial diffusion can be neglected). 
After applying the same boundary conditions as before, the uniform adsorption flux of 
particles towards the bacterial surface under these conditions is given by [148]; 
j0(t) = Drelnb𝑎1 � 1�𝜋τd + 11 + ar� (74) 
where ar = 𝑎2/𝑎1 and the dimensionless parameter τd = t/tr. Here tr = 𝑎12/Drel and is 
time required for the catalyst particle to get across the organism’s diffusive boundary 
layer. Therefore, the first term in the parentheses describes the transient adsorption flux 
which becomes negligible when τd ≫ 1 (that is, when t ≫ tr). It is then clear to see that 
a constant flux is achieved for times exceeding the relaxation time, hence 
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j0 = Drelnb𝑎1 � 11 + ar� (75) 
The relaxation time for a catalyst particle with Dcat = 10-12 m2 s-1 diffusing across a layer 
of 500 nm thickness would be 0.25 sec which is a negligible time compared to the 
exposure time required for disinfection (on the order of minutes).  
6.3.2 Adsorption in the presence of mechanical mixing 
Mechanical mixing of the suspension introduces hydrodynamic shearing forces, 
which maintains suspension uniformity, but reduces mass transfer for colloids. The 
quantitative analysis for the effects of hydrodynamic forces can be complicated, but 
approximations are available for simplified scenarios, including colloids in uniform flow 
in the absence of electrostatic forces. The flux of spherical particles towards a spherical 
surface can be approximated by [148], 
j0 = 0.89 Db2/3𝑣𝑏1/3𝑎1 nb (76) 
where 𝑣𝑏 is the velocity of the fluid flow in the bulk phase. 
6.4 Surface coverage of catalyst on bacteria 
6.4.1 Surface coverage with low catalyst concentration 
The dimensionless surface coverage is denoted by θ and is the ratio of the area 
covered by particles to the total surface area of the collector (in this case the bacterial 
surface). Mathematically, this may be expressed as, 
θ = nsπ𝑎22
ΔS  (77) 
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where ns is the number of particles with diameter 𝑎2 collected on an element of area ΔS. 
If the elemental area is defined by vector rs, then the rate of change of surface coverage 
with time is [148], dθdt = π𝑎22nbȷ(̅rs, t) (78) 
where ȷ(̅rs, t) is the normalized flux given by  j(rs, t)/nb. By integrating equation (78), 
the expression for θ(t) is obtained as, 
θ(t) = θt + π𝑎22nbȷ0̅(rs)t (79) 
where θt is the surface concentration of particles adsorbed during the transient conditions 
and ȷ0̅ is the normalized stationary adsorption flux previously defined. Equation (79) is 
only valid when the initial surface concentration is low so that already adsorbed particles 
do not have a significant influence (blocking) on the adsorption of new particles. This 
condition is true when θt ≪ 1 and can be determined from [148], 
θt = π𝑎22nbȷ0̅τd (80) 
For a suspension of spheres not subject to mechanical agitation, θt can be approximated 
as, 
θt = π𝑎22𝑎1nb (81) 
Similarly, for spherical particles in a uniform flow, 
θt = 0.55π𝑎22𝑎12/3nb𝑣x−1/3Db1/3 (82) 
6.4.2 Surface coverage with high catalyst concentrations 
The kinetics of adsorption differs for systems with high colloid concentrations 
[148, 150]. Catalyst particles already adsorbed at the surface of the bacteria essentially 
preclude or block other particles from adsorbing within an exclusion zone. Therefore, the 
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time evolution of the surface coverage is affected by existing coverage. A number of 
other models can be employed to model these systems (see, for example, reference 
[148]). One of the simplest, but powerful approach is the random sequential adsorption 
(RSA) model [151]. In an RSA simulation, particles are randomly placed at the surface at 
a constant rate. Once the particle is placed, it is permanently affixed to the surface. 
Particles are not allowed to overlap, so a surface saturation is eventually reached when 
there are no more available spaces to fit particles. With this model, the surface is never 
completely covered. Even though spaces remain, they are not large enough to allow the 
positioning of other particles. Hence, the saturation level is commonly referred to as the 
“jamming” limit and has a value of 54.7% for monodispersed spheres when only steric 
effects are considered [151]. RSA models have been developed to incorporate short-range 
interactions between particles [150]. Even though these assumptions are straightforward, 
the RSA configuration for high surface concentration, especially in three dimensions can 
usually only be predicted by numerical simulation [150, 152]. 
However, the kinetic curves describing the dependence of surface coverage θ on 
the adsorption time have been extensively calculated for hard and soft spheres by other 
authors under many different scenarios including no mixing conditions, electrostatic 
interactions, and hydrodynamic flows [148, 152, 153]. Adamczyk et al [148] provide 
approximations which can be used in place of complex numerical simulations. The RSA 
derived expression for the time evolution of surface coverage can be approximated by, 
θ(τ) = θ∞(1 + H∗)2 �1 − 0.432� 1�π𝑎22j0nbt�� (83) 
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where H∗ is a dimensionless parameter that defines the effective interaction range and 
depends on the energy of interaction and the double layer thickness as indicated by 𝜅𝑎-1. 
H* may be approximated from, 
H∗ = Lelnξ − Leln �1 + 12 Lelnξ� (84) 
where Le is the dimensionless double layer thickness give by κ𝑎−1 and ξ is the 
dimensionless interaction energy [148]. 
For colloidal particles affected by hydrodynamic shear forces, the surface 
coverage can be approximated by, 
θ(t) = 1
θh
�1 − exp �− θ
θh
𝜏�� (85) 
where θh is given as 
θh = 1[4(1 + H∗)2 + ChG�] (86) 
and 
G� = G𝑎22Db ≫ 1 (87) 
where G is the shear rate at a given point on the interface and Ch is a 
dimensionless ﬁtting parameters which must be determined by simulations. 
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6.5 Kinetics of hydroxyl radicals at interface 
6.5.1 Generation rate 
During the illumination of TiO2 particles hydroxyl radicals are produced at the 
catalyst-water interface according to equations (3) and (5). The generation of the radicals 
is central to the overall photocatalytic process. At steady state conditions, it is the 
difference between the rate of light absorption and the recombination rate. As can be 
imagined, the latter process would be nearly impractical to measure in a real system. The 
rate of light absorption is more amenable to experimentation, but intense light scattering 
effects still makes this a difficult task. However, the incident photon flux I0 in a solution 
can be determined by use of actinometry [154-157], and the absorbed flux Ia can be 
estimated for a sample by determining its integrated absorption fraction Fs  from 
spectrophotometric methods. Hence, Ia = I0Fs (88) 
Fs has been previously determined for a range of TiO2 concentrations [158]. The chart in 
Figure 16 has been reconstructed based on interpolation and extrapolation of the literature 
data. Once the rate of adsorbed photon flux is determined, the rate of OH radical 
generation can be estimated by [159], G∙OH = Iaφ∙OH (89) 
where φ∙OH is the quantum yield of radical generation. The rate of generation of OH 
radicals and quantum yields for TiO2 in chemical photocatalytic reaction systems were 
determined by Sun and Bolton [158] according to the method described above. The 
radical generation rate is a function of catalyst concentration, the physical and chemical 
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properties of the catalyst, light intensity, and dissolved oxygen concentration. Also 
important to note is that the addition of hydrogen peroxide has a positive effect on the 
generation rate [63, 158, 160-162].  
 
Figure 16: Plot of integrated absorption fraction Fs for TiO2 concentration 
6.5.2 Nature of OH radicals at the bacterial membrane 
In general, there are two theories concerning the nature of radicals at the catalyst 
surface; (1) radicals remain surface-bound to the catalyst during reaction with adsorbed 
species [19, 48, 64]; and (2) radicals diffuse away from the surface to react with 
compounds in solution or on the catalyst surface [64, 163-165]. It would be very difficult 
to distinguish between these two possibilities in the overall kinetics of the process. 
However, in the latter case, it is recognized that hydroxyl radicals, in particular, are 
diffusion limited owing to their high reactivity. Depending on the concentration of 
oxidizable species, hydroxyl radicals have been found to diffuse up to a distance of 10 
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nm away from the site of generation [166, 167]. Therefore, it is possible that radicals can 
diffuse into a bacterial membrane during very close approach with a catalyst surface. The 
diffusion coefficient of hydroxyl radicals in water has been estimated to be on the order 
of 10-9 m2s-1 at 25°C [168-170]. If the nearest substrate is 10-100 nm away from the site 
of generation, it would take a radical much less than a fraction of a second to move across 
this range of distance. However, a number of factors may hinder diffusion near the 
vicinity of the cell membrane, including electrolyte ions, hydrophobic zones, and the 
solvation shell around the radical [168, 171, 172]. 
6.6 Microbial survival 
The model presented by Haas [147] may be adopted for the reaction of hydroxyl 
radicals with cells in a simple bimolecular reaction,  
𝑚[∙OH] + [cell]𝑙  𝑘𝑑𝑖𝑠 �⎯� [cell]𝑑 + 𝑚OH− (90) 
where the subscripts l and d denote live and dead cells respectively, and 𝑘𝑑𝑖𝑠 is the 
observed rate constant for disinfection. The overall disinfection reaction rate for this 
bimolecular reaction is given as 
𝑅𝑑 =  −𝑘𝑑𝑖𝑠[∙OH]𝑛[cell]𝑙𝑦 (91) 
where 𝑛 and 𝑦 are the reaction orders related to radicals and cells respectively. The 
concentration units for hydroxyl radicals are moles per liter, but for the cell they are 
given as cell number density (cells per liter). The observed disinfection rate 𝑘𝑑𝑖𝑠 has 
contributions from (1) the diffusion-controlled rate constant 𝑘𝑑 at which the cell-radical 
complex [cell∙OH]𝑑 is formed, 
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𝑚[∙OH] + [cell]𝑙    𝑘𝑑   �⎯⎯⎯�  𝑘′𝑑  �⎯⎯⎯� [cell∙(OH)m]𝑑 (92) 
(2) the rate constant for dissociation (or radical quenching and repair) 𝑘𝑑′,  and (3) the 
rate constant 𝑘𝑖𝑛𝑣 at which the cell is eventually inactivated after being exposed to the 
radical.  [cell∙(OH)m] 𝑘𝑖𝑛𝑣�⎯� [cell]𝑑 + 𝑚OH− (93) 
It can be shown that the observed disinfection rate has the form 
𝑘𝑑𝑖𝑠 = 𝑘𝑑𝑘𝑖𝑛𝑣𝑘𝑖𝑛𝑣 + 𝑘′𝑑 (94) 
If the inactivation rate constant is much faster than the repair/radical quenching, that 
is, 𝑘𝑖𝑛𝑣 ≫ 𝑘′𝑑, then as radicals encounter the cell, it is rapidly inactivated without time 
for repair or quenching. In this case, the observed rate is equal to the diffusion rate 
constant (𝑘𝑑𝑖𝑠 = 𝑘𝑑) and the reaction depends on how fast radicals can encounter the 
cells. However, if the inactivation rate is much slower than the repair and quenching 
mechanisms, then the observed rate is given by 
𝑘𝑑𝑖𝑠 = 𝑘𝑑𝑘′𝑑 𝑘𝑖𝑛𝑣 = 𝐾[cell∙(OH)m]𝑘𝑖𝑛𝑣 (95) 
where 𝐾[cell∙(OH)m] is the equilibrium constant for the formation of the cell-radical 
complex. 
6.7 Kinetics of byproduct evolution 
The effect of free radicals on cellular molecules has long been reported (see for 
example [173, 174]). In particular, the hydroxyl radical is very reactive and is capable of 
injuring virtually all biological macromolecules. Free radicals associated with the 
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photocatalytic process can react with macromolecules on the bacterial surface, including 
proteins, polysaccharides, and lipids. Of these, lipids are known to be the most prone to 
oxidative damage, particularly lipids with unsaturated fatty acids. Proteins are also very 
susceptible to radical oxidation. The extent of the damage to particular targets depends on 
a number of factors, including the concentration of the target, the reaction rate constants, 
the relative locations of the target and oxidant, the occurrence of secondary damaging 
events, occurrence of transfer reactions, and repair and scavenging reactions [175-177]. 
In addition, the oxidation of intracellular constituents can occur through the generation of 
secondary oxidants, such as lipid radicals, hydrogen peroxide and superoxide [178-180]. 
Superoxide and hydrogen peroxide can also produce hydroxyl radicals in the intracellular 
environment through the Fenton reaction involving “free” iron [181, 182].  
For E. coli, most of the outer membrane is made up of phospholipids. In addition 
to their abundance, their ease of oxidizability makes this group of biomolecules prime 
targets for hydroxyl radical attack. Lipid peroxidation has been identified as a leading 
reaction mechanism during photocatalysis [20, 178, 183-185]. The peroxidation of lipids 
involves three distinct steps: initiation, propagation and termination. Figure 17 illustrates 
these processes schematically. The initiation reaction occurs when ∙OH abstracts an H 
atom from the unsaturated fatty acid, forming a carbon-centered radical. In the 
propagation reactions, the carbon-centered radical reacts with oxygen and yields a 
peroxyl radical. The peroxyl radical then abstracts an H atom from a second fatty acid 
forming a lipid hydroperoxide (LOOH) and leaving another carbon-centered free radical 
[173, 174]. The lipid hydroperoxide eventually degrades into malondialdehyde (MDA) 
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and other unsaturated aldehydes. Termination occurs when two radicals react together 
forming neutral products (Figure 17). The peroxidation of lipids can often result in 
damage to biomolecules at sites considerably distant from where the initial free radical 
reaction occurred [186]. Lipid peroxidation can be monitored by assessing the rate of 
oxygen uptake or the production of byproducts including MDA and lipid hydroperoxides 
[187, 188].  
 
Figure 17: Schematic of lipid peroxidation 
Most of the byproducts are formed within the interface where the hydroxyl 
radicals react with the cell surface. Since byproducts can be considered molecular 
fragments of disinfection, they diffuse throughout the solution and absorb to the catalyst 
surface. For simplicity, it is assumed that adsorption kinetics can be described by the 
Langmuir model. Hence, in the absence of other adsorbing molecules the rate of 
byproduct oxidation is given as 
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𝑅𝐵𝑃 =  −𝑘𝐵𝑃 𝐾𝐵𝑃𝑎𝑑𝑠𝐶𝐵𝑃1 + 𝐾𝐵𝑃𝑎𝑑𝑠𝐶𝐵𝑃 (96) 
where −𝑘𝐵𝑃 is the reaction rate constant, 𝐾𝐵𝑃𝑎𝑑𝑠 is the Langmuir adsorption rate constant, 
and 𝐶𝐵𝑃 the concentration of all byproducts. The OH radical is known to react very 
efficiently with biomolecules at a diffusion-controlled rate with a reaction rate constant 
on the order of 109 M-1 s-1 in homogeneous solutions [189-191].  
6.8 Adsorption and inhibition kinetics of inorganic ions 
Inorganic electrolyte ions, particularly anions such as chloride (Cl−), sulfate (SO42−), phosphate (HPO42−), bicarbonate (HCO3−), and nitrate (NO3−), are known to 
adsorb to the surface of TiO2 [100, 101] and inhibit the photocatalytic process [192-196]. 
However, there has never been any model to quantify the effect of these ions on 
photocatalytic disinfection efficiency. To include these effects in the current model, the 
formation of surface complexes is analyzed. The adsorption of inorganic ions to the 
surface of TiO2 can be described in terms of ligand exchange reactions with surface 
hydroxyl groups. This process is similar to complex formation in homogeneous solution, 
but the apparent equilibrium constants are adjusted to account for the electrostatic effects 
of the double layer [197]. The adsorption kinetics is governed by the properties of the 
adsorbing ion and the properties of the surface. The primary parameters for a quantitative 
description of ion adsorption are the acidity constants (𝐾𝑎) of the ionic species and the 
surface hydroxyl groups, and the constants for the formation of the complexes (𝐾𝐴𝑠). With 
these constants the surface speciation can be computed as a function of pH and concentration 
of ionic species. 
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However, for a given pH and low surface coverage, anion adsorption on metal 
oxide surfaces can be described by the Langmuir equation [101, 198], 
𝐾𝐴𝑛
𝑠 = [Ti-An][Ti-OH][CAn]�H+� (97) 
where [Ti-An] is the concentration of an adsorbed anion, �Ti-OH� is the activity of all 
protonated surface moieties that can be displaced by the anion, and [CAn] is the 
concentration of the anion in solution. Constants for the formation of complexes by 
common anions on the surface of TiO2 have been reported in the literature [50, 197, 199] 
and are given in Table 2. In the absence of other absorbing molecules, Equation (97) can 
be rearranged to give the Langmuir equation. 
𝜃𝐴𝑛,𝑖 = 𝐾𝐴𝑛,𝑖𝐶𝐴𝑛,𝑖[H+]1 + ∑ 𝐾𝐴𝑛,𝑖𝐶𝐴𝑛,𝑖[H+]𝑁𝑖=1  (98) 
where 𝜃𝐴𝑛,𝑖 is the surface coverage of the i-th anion species, 𝐶𝐴𝑛,𝑖 is the concentration of 
the specific anion species in solution.  
Table 2: Adsorption equilibrium constants for some common anions on the surface 
of TiO2 
Anion Equilibrium constant M-1 Cl− 1×105 [197] CO32− 6×104 [200] SO42− 2×108 [201] H2PO4− 8×106 [202] 
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In homogenous solutions inorganic ions react with hydroxyl radicals at diffusion-
controlled rates. The rate constants and mechanisms for these interactions have been 
reported [203, 204]. However, since the rate of generation (and by extension, the 
concentration) of hydroxyl radicals in TiO2 suspensions is significantly lower than the 
homogeneous diffusion-controlled rates, the overall reaction between the ions and the 
radicals is likely to be limited by the generation rate of radicals. The concentration of 
radicals during photocatalysis (≪1×10-8M) is usually much lower than the electrolyte 
concentration [205]. If it assumed that the generation of radicals is uniformed across the 
entire catalyst surface, then the rate of the inhibition reactions is directly proportional to 
the extent of coverage. The latter may be determined from the specific adsorption 
isotherms of the various ions in solution [194, 195]. Therefore, it is only important to 
determine the surface coverage of ions to understand the extent of inhibition on the 
disinfection process. 
Guillard et al [195] found that electrolyte ions form a salt layer at the surface of 
TiO2 which prevented the adsorption of organic substrate. In the same way, inorganic 
ions, due to their molecular size, can approach the catalyst surface and specifically adsorb 
in a much more efficient way than large micron-sized bacterial cells. However, at low salt 
concentration there is low screening of the cells and there are enough available hydroxyl 
sites to generate radicals. Under these conditions, the efficiency of disinfection is 
optimal. Conversely, at higher concentrations the opposite is true, that is, most of the 
radicals are consumed by inorganic ions and the cells are screened to a larger extent. 
Therefore, it can be argued that disinfection must occur as a result of the residual 
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hydroxyl radicals, which are able to escape the catalyst surface or interact directly 
through surface-to-surface contact. The residual hydroxyl radical generation is the 
difference between the photo-generation rate of radicals and the rate of inhibition. As 
before in the absence of other absorbing molecules, the rate of inhibition or radical 
quenching can be expressed as a factor of the ∙OH generation rate G∙OH as 
𝑅𝑞,𝑖 = −𝜃𝑇 × G∙OH = � 𝐾𝐴𝑛,𝑖𝐶𝐴𝑛,𝑖[H+]1 + ∑ 𝐾𝐴𝑛,𝑖𝐶𝐴𝑛,𝑖[H+]𝑁𝑖=1𝑁𝑖=1 G∙OH (99) 
As 𝐶 → ∞, 𝜃𝑇 → 1, all active sites for hydroxyl radical generation are blocked, then the 
rate of disinfection is at its lowest. 𝜃𝑇 is the total surface coverage found by summing the 
individual coverage of all ionic species.  
6.9 Model for overall inactivation kinetics 
Now that the important mechanisms for the photocatalytic disinfection process 
have been defined, the kinetics for the overall process may be determined by performing 
mass balances for specific variables. This analysis  
6.9.1 Mass balance of live cells 
The survival of cells is given by Equation (91). The differential form of the 
equation can be written as d[cell]𝑙dt =  −𝑘𝑑𝑖𝑠[∙OH]𝑛[cell]𝑙𝑦 (100) 
The disinfection reaction is peculiar in that it involves the reaction of molecules (usually 
given in mol L-1) and cells (given in CFU L-1). Therefore, it is important to recognize that 
Equation (91) can be expressed in two ways with respect to the reactants; (1) the rate of 
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disinfection (CFU L-1 s-1) as given in Equation (100), where the units of the disinfection 
rate constant 𝑘𝑑𝑖𝑠 are M-n s-1, and (2) the rate of consumption of hydroxyl radicals given 
in concentration per time (M s-1). To reconcile this irregularity, Equation (100) can also 
be expressed in terms of radical consumption, d[∙OH]dt =  −𝑘∙OH[∙OH]𝑛[cell]𝑙𝑦 (101) 
where 𝑘∙OH is the reaction rate constant given in units of Ln Mn-1 CFU-1 s-1.  
6.9.2 Mass balance of byproducts 
In order to account for the accumulation of byproduct, Equation (92) is rewritten 
as  
𝑚[∙OH] + [cell]𝑙 → [cell]𝑑 + 𝛾[BP] (102) 
One of the inherent difficulties of Equation (102) is that one radical can set off a chain of 
reactions resulting in numerous byproducts being formed. However, if it is assumed that 
most of the byproducts result from oxidation of lipids, then the reaction kinetics in the 
membrane would be very similar to OH radicals reacting with lipids in solution (i.e., 
outside of a bilayer formation) [206-209]. Therefore, if 𝛾 = 𝑚 the accumulation of by 
products is given by d𝐶𝐵𝑃dt = 𝑘∙OH[∙OH]𝑥[cell]𝑙𝑦 − 𝐺∙OH 𝐾𝐵𝑃𝑎𝑑𝑠𝐶𝐵𝑃1 + 𝐾𝐵𝑃𝑎𝑑𝑠𝐶𝐵𝑃 + ∑ 𝐾𝐴𝑛,𝑖𝐶𝐴𝑛,𝑖[H+]𝑁𝑖=1  (103) 
6.9.3 Mass balance of OH radicals 
The mass balance for OH radicals in the interface between a catalyst and the cell 
surface is given as 
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d[∙OH]dt = G∙OH(1 − 𝜃𝐴𝑛 − 𝜃𝐵𝑃)  − 𝑘∙OH[∙OH]𝑥[cell]𝑙𝑦 (104) 
where 𝜃𝐴𝑛and 𝜃𝐵𝑃 are the surface coverage of anions and byproducts, respectively. It is 
customary for researchers to assume that the concentration of OH radicals is constant 
during the reaction. However, that assumption is not applied here. Together, Equations 
(100) through (104) represent the overall kinetics of the photocatalytic disinfection 
process. 
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CHAPTER 7: EXPERIMENTAL DESIGN AND PROTOCOLS 
7.1 Selection of experimental factors 
The rate of inactivation of a target organism is the most important design variable 
for disinfection systems. For photocatalysis, the rate of disinfection depends on the 
synergistic effect of catalyst concentration and light intensity, which directly influences 
the rate of generation of OH radicals in the reactor. If the concentration of radicals can be 
significantly increased, it is clear to see that the disinfection rate would also increase. 
This effect has previously been observed when hydrogen peroxide was added to 
disinfection experiments with E. coli [160], and also in chemical photocatalysis studies 
[63, 161]. Likewise, sink terms such as byproducts or compounds that exert a demand on 
the OH radicals reduce the overall rate of the reaction [160]. The concentration of 
solution electrolytes (ionic strength) has also been studied and the effects can be 
explained based on the principles laid out in Chapters 4 and 6.  
Based on the analysis in the previous chapters, the most important operational 
variables to be tested were catalyst concentration and light intensity. The synergistic 
effect of these two factors will determine the most efficient combination of contact time 
and dose to employ. Light intensity was tested at 3 levels; high, medium, and low. Each 
level corresponded to a specific light intensity value measured in Einstein per volume per 
time (E L-1 s-1). Catalyst concentration was tested across 4 levels; 0.01, 0.10, 0.25, and 
0.50 g L-1.  
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In an attempt to account for biological variation in the model, one additional 
factor, fatty acid composition, was also selected. As previously discussed, unsaturated 
fatty acids have been identified as a major target during photocatalytic disinfection. By 
modifying the content of specific unsaturated fatty acids in the organism’s membrane, the 
effect of this variable could be investigated. A factorial experimental design was 
employed to study the effect of the three independent variables on the disinfection rate 
and dose-responsive behavior of the organism during photocatalysis. Experiments were 
conducted in triplicates.  
In addition to the response of microbial survival to various treatments, the 
evolution of byproducts was also monitored for a subset of experiments. MDA is a 
common biomarker for lipid peroxidation and was used in this study to evaluate the 
kinetics of byproduct formation [187, 210, 211]. Lipid hydroperoxides were also tested in 
some experiments. Both of these compounds are well known byproducts from membrane 
peroxidation resulting from a reaction with hydroxyl radicals [211-214]. The choice to 
focus on membrane fatty acids and the kinetics of byproduct evolution was validated by 
using model cellular membranes (liposomes) made from representative fractions of 
natural E. coli fatty acids.  
7.2 Method of data analysis 
7.2.1 Statistical analysis 
To test for differences among groups, a one-way ANOVA was performed on 
survival data from 144 experiments, which included all factors at all levels. The null 
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hypothesis for this test was that there were no differences among the groups. The Tukey 
test was used to compare groups and examine interaction effects of the factors. Different 
levels of interaction were examined including main effects, and 2-way and 3-way 
interactions. 
7.2.2 Numerical analysis 
Equations (100), (103), and (104) were solved numerically by a Runge-Kutta 
method in a MatLab algorithm and constrained to fit the survival data from the 144 
experiments using a non-linear least squares method (See Appendix A). From this 
procedure values for the disinfection rate constant and reaction order were obtained. 
7.3 Microbiological methods 
7.3.1 Preparation of E. coli culture 
Pure cultures of E. coli (ATCC 25922) were grown aerobically in 100 mL of 
Luria broth at 37°C on an incubator shaker (250 rpm). The growth kinetics of the 
organism was determined from experiment by monitoring the turbidity of the suspension 
with time (Figure 18). The turbidity was measured at 550 nm with a DR/2000 
spectrophotometer (HACH Company).  
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Figure 18: E. coli growth curve fitted with a continuous logistic function 
7.3.2 Cell harvesting and enumeration 
Bacteria are known to modify their fatty acid content depending on the growth 
phase [105, 215-217]. Therefore, it was important to select a standard time during growth 
to harvest the organisms since fatty acid content was an independent variable in the 
experiments. E. coli cells were always harvested after 6 hours of growth from an actively 
growing media broth by centrifugation at 1380 × g for 10 min in a 15-mL tube. The cell 
pellet was washed and re-suspended in sterile deionized water (resistivity >16 Mohm-
cm). This process was performed twice to ensure that most of the broth solution was 
removed. The turbidity of the suspension was determined as described before using 
visible light spectrophotometry. A standard curve was developed to correlate turbidity 
readings with cell density (CFU m L-1) by performing serial dilutions to obtain between 
30 and 300 CFU in 100 µL on TSA plates. The plates were incubated at 37ºC and the 
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viable cells which appeared after 24 hours were manually counted. The cell suspension 
was diluted to the required final concentration for all experiments. 
7.3.3 Preparation and storage of growth media  
Luria broth was obtained from US Biological (Swampscott, MA) as a dry powder 
and prepared according to the manufacturer’s instructions. The powder (7.75 g) was 
added in 450 mL of deionized water while being heated and gently stirred until it was 
completely dissolved. The pH of the media was adjusted to 7.0 with 1 N NaOH, brought 
to 500 mL, and finally autoclaved for 15 minutes at 121ºC and 15 psi. The solution was 
cooled to room temperature before use and the remainder stored at 4ºC in the refrigerator. 
Liquid media was used within 14 days. 
 
Figure 19: Standard plot for the correlation of cell density and optical density 
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7.3.4 Preparation and storage of agar plates 
Tryptic soy agar was obtained from MP Biomedicals (Solon, OH) as a dry powder 
and prepared according to the manufacturer’s instructions. The media was prepared with 
40 g of dry powder to 1 L of deionized water. The solution was stirred and heated until it 
boiled, and then sterilized for 15 minutes at 121ºC and 15 psi in an autoclave. Sterile 
media was chilled to 55ºC before pouring into 100-mm × 15-mm sterile polystyrene Petri 
plates. Agar plates not used immediately were stored at 4ºC in a refrigerator and used 
within 7 days. 
7.4 Photocatalytic experiments 
7.4.1 Reactor design and setup 
Experiments were conducted in 30-mL borosilicate test tubes (15.35 mm 
diameter) which were placed in the center of a reactor holder surrounded by lamps 
(Figure 20). The coefficient of transparency for a 10-mm thick borosilicate glass is within 
the range of 0.95-0.99 for wavelengths from 360-500 nm [218]. This provided a suitable 
economic alternative to the commonly used, but expensive quartz vessels. The reactor 
holder was fabricated with different slots for the lamps. This was done so that the light 
intensity could be varied by adjusting the distance of the lamps to the reactor vessel. Two 
lamps were always used and kept equidistant to the reactor. Three positions were used to 
achieve the range of high to low intensity. Lamps were turned on at least 15 minutes prior 
to experiments to allow them to warm up for stable output. The entire unit shown in 
Figure 20 was placed centered on a magnetic stir plate to continuously stir the solution 
with a mini-stir bar (12.7 cm long × 0.64 cm dia.)  
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7.4.2 Catalyst stock solution preparation and storage 
Degussa P25 TiO2 was used as the catalyst for all photocatalytic experiments. The 
formulation of this catalyst has been published extensively as containing 75% anatase and 
25% rutile with an average surface area of 50 m2 g-1 (see for example [51, 219-221]). A 
stock solution of 10 g L-1 was prepared by vigorously mixing the white-powdered 
catalyst with deionized water, autoclaving and storing the suspension at room 
temperature in a sealed container. 
 
Figure 20: Reactor apparatus 
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7.4.3 Light source 
Light for the photocatalytic experiments was provided by 9-W UVA lamps 
(model PL9W/08) from the Phillips Lighting company (Figure 21). They have overall 
dimensions of 167 mm × 28 mm. The lamps have a spectral maximum of 365 nm (Figure 
22) and the UVA radiation output is 1.7 W.  
 
Figure 21: Schematic of UVA fluorescent lamp used in experiments 
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Figure 22: Spectral power distribution of PL-S 9W/08 lamp (source: manufacturer) 
7.4.4 Light intensity measurements 
Since there were two reactors, light intensity measurements were done for two 
pairs of lamps at three different positions on the reactor holder. The lamps were 
numbered 1-4 and the positions were numbered 1-3 from the closest to the farthest 
(Figure 23). The incident light intensity in the reactor solution was determined by 
azoxybenzene actinometry [157]. The quantum yield Φ for azoxybenzene is about 0.02 
across the UV region 200-380 nm and is unreactive in the visible range. Azoxybenzene 
has a sharp absorption cut-off near 380 nm and this, combined with the low quantum 
yield, means that solutions of azoxybenzene are conveniently handled under ambient 
light. 
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Figure 23: Lamp locations on reactor 
The procedure included irradiating 20 mL of 4.89 mM azoxybenzene solution in 
ethanol in the same borosilicate reactor vessel used for photocatalytic disinfection 
experiments. During irradiation, 2-mL aliquots were sampled at one-minute intervals for 
5 minutes. Two drops of potassium hydroxide solution in ethanol (0.10 N) were added to 
convert the photoproduct (hydroxyazobenzene) to its anion form. The samples were 
analyzed for visible light absorption at 458 nm (ε = 7600). The relationship between 
photon dose and concentration is given as 
𝐴0 ln �1 − 𝑃𝐴0� = −ΦrI0t (105) 
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where 𝐴0 is the initial concentration of azoxybenzene (mol L
-1), P is the concentration of 
the photoproduct (mol L-1) at time t, and I0 is the incident light intensity (E L-1s-1). The 
slope of the plot ln �1 − 𝑃
𝐴0
� versus t was used to determine I0 (Figure 24).  
 
Figure 24: Typical plots used to determine incident light intensity by actinometry 
for pair-wise combination of lamps 1 and 2 [(a)-(c)], and 3 and 4 [(d)-(f)] 
The measurements were conducted periodically over the course of the study. The 
incident intensity for the pairs of lamps is given in Table 3. 
7.4.5 Preparation of working reaction solutions 
All liquids and vessels, including PBS solution, deionized water, reaction tube, 
and stir bar were autoclaved for 15 minutes at 121ºC and 15 psi prior to being used in 
experiments. The reaction pH was monitored over a series of preliminary experiments 
and found to be stable during the course of the experiments. Therefore, only initial pH 
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was recorded for final experiments. Three sets of control experiments were conducted; 
(1) solution of catalyst and microbes with no light (dark experiments); (2) irradiated 
solutions of microbes with no catalyst present (irradiated blank); and (3) non-irradiated 
solution of microbes only (organism control). The final composition of the reaction 
solution was made up by adding the appropriate volumes of stock solutions together and 
then pouring the mixture into the reaction vessel (Table 4). The final composition of 
electrolytes is shown in Table 5. 
Table 3: Incident light intensity in reactors according to lamp combinations 
Lamps Position Incident intensity, I0 (E L-1 s-1) 
1-2 1 4.37×10-5 ±5.19×10-6 
1-2 2 2.40×10-5 ±5.19×10-6 
1-2 3 1.35×10-5 ±2.30×10-6 
3-4 1 4.85×10-5 ±1.18×10-6 
3-4 2 2.59×10-5 ±2.00×10-6 
3-4 3 1.51×10-5 ±8.53×10-9 
 
7.4.6 Sampling and error analysis 
During the course of a typical photocatalytic experiment, samples were taken at 
specified time intervals using a pipette. The sample was serially diluted (Figure 25) and 
incubated as described in section 7.2.2 to determine the microbial survival. The 
appropriate dilution level for each time interval was plated in triplicate.  
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Table 4: Composition of working reaction solutions 
Working solution# 1 2 3 4 5 
Deionized water (mL) 18.60 18.58 18.40 18.10 17.60 
10 g L-1 of P25 (mL) 0.00 0.02 0.20 0.50 1.00 
5×1010 CFU  L-1 cells (mL) 0.40 0.40 0.40 0.40 0.40 
1×PBS (mL) 1.00  1.00 1.00 1.00 1.00 
pH measurement pH~7.3 pH~7.3 pH~7.3 pH~7.3 pH~7.3 
Solution filled to 20 mL with deionized water and poured into reaction vessel 
Total volume (mL) 20 20 20 20 20 
Final P25 conc. (g L-1) 0.00 0.01 0.10 0.25 0.50 
Final cell count (CFU L-1) 1×109 1×109 1×109 1×109 1×109 
Ionic strength (M) 0.01 0.01 0.01 0.01 0.01 
 
Table 5: Composition of electrolytes in final solution 
Constituent Concentration (mM) 
NaCl 6.85 
KCl 0.14 
Na2HPO4 0.50 
KH2PO4 0.09 
The standard deviation and standard error of viable counts for each sample were 
determined based on the Poisson distribution. The mean of triplicate experiments ?̅? was 
calculated in the usual way and relative error was determined according Equation (106).  
𝑒𝑟 = �1?̅? + �𝑒𝑖2𝑚
𝑖=1
 (106) 
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where 𝑒𝑟 is the overall relative error and 𝑒𝑖 is the error contribution from technical 
sources including volume measurements and dilutions. For the Poisson distribution, the 
mean ?̅? is equal to the variance σ2. Therefore, the standard deviation is given as the 
square root of the mean. 
 
Figure 25: Schematic of serial dilution of sample 
7.5 Fatty acid modification and analysis 
Lipid modification of the E. coli cells was achieved by supplementing the Luria 
broth growth media with 32 µM of palmitoleic (C16:1 n-7), oleic (C18:1 n-9), and α-
linolenic (C18:3 n-3) acids. These are long chain unsaturated fatty acids with the number 
of carbons, double bonds, and double bond location indicated in parenthesis respectively. 
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At least 20 mg of cells was harvested from an actively growing culture at 6 hours and 
twice pelletized by centrifugation at 1380 × g for 15 min in a 15-mL tube. The cell pellets 
were washed and suspended in sterile deionized water between centrifugation. The 
samples were sent frozen to Microbial ID (Newark, DE) to determine the fatty acid 
composition by fatty acid methyl ester (FAME) analysis. The general steps in a FAME 
analysis (Table 6) include extraction of the fatty acids by a procedure which consists of 
saponification in dilute sodium hydroxide/methanol solution, followed by derivatization 
with dilute hydrochloric acid/methanol solution to give respective methyl esters. The 
methyl esters are then extracted from the aqueous phase by the use of an organic solvent 
and the resulting extract was analyzed by gas chromatography (GC).  
Table 6: Steps in FAME analysis 
Step Purpose 
Harvesting Removal of cells from culture media 
Saponification Lysis of cells to liberate fatty acids from cellular lipids 
Methylation Formation of fatty acid methyl esters (FAME) 
Extraction Transfer of FAMES from the aqueous phase to the organic 
phase 
Base wash Aqueous wash of the organic extract prior to GC analysis 
  
 
7.6 Preparation and characterization of model cell membranes 
7.6.1 Preparation of lipid film 
The dominant phospholipids in the membrane of E. coli are 
phosphatidylethanolamine (PE) and phosphatidylglycerol (PG). These natural lipids were 
obtained from Avanti Polar Lipids (Alabaster, AL) dissolved in chloroform at a 
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concentration of 5 g L-1 each. The lipids were mixed in equal molar proportions. Higher 
ratios of PE to PG were initially used, but the stability of the liposomes was not 
consistent. The PE/PG solution was transferred to a clean and dry 100-mL round bottom 
flask and continuously rotated by hand in a water bath at 60°C until the solvent 
evaporated and a uniform thin lipid film was formed on the surface of the flask. A gentle 
stream of N2 gas was passed over the film to remove solvent vapor. The flask was left 
overnight in a chemical hood to allow complete evaporation of all the chloroform.  
7.6.2 Lipid film hydration and extrusion 
The lipid films were hydrated with 5 mL of 1×PBS solution by continuously 
rotating the flask in the water bath maintained at 60oC until all the film was completely 
dissolved (smooth milky white appearance). At this stage of the process, the lipids are 
present as sheets of hydrated lamellar films. In order to transform the films to the 
characteristic cell membrane structure, the solution was forced through 0.8-µm 
polycarbonate membrane. This size reduction step was performed using a mini extruder 
obtained from Avanti Polar Lipids (Alabaster, AL). It consisted of two 1-mL syringes 
inserted on opposite ends of a filter support assembly. The solution is passed from one 
syringe to the other across the filter. The entire assembly sits on a custom-fit heating 
block. The extruder was maintained at 60oC and the solution was passed 12 times across 
the membrane.  
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7.6.3 Size distribution measurement 
The size distribution of the liposomes was determined by photon correlation 
spectroscopy using a Malvern Zetasizer Nano series device. The liposome suspension 
was diluted with 1×PBS prior to measurement.  
7.6.4 Transmission electron microscopy 
A drop of the PE/PG solution was placed on a Formvar carbon film with 150 
square mesh copper grids and visually examined with a FEI Morgagni 268 TEM after 
staining with 0.50% uranyl acetate in water. The TEM was operated at 60kV and an 
Olympus Soft Imaging MegaView III camera was used to collect images. 
7.7 Measurement and analysis of byproducts 
7.7.1 MDA assay 
A thiobarbituric acid reactive species (TBARS) assay kit was obtained from 
Northwest Life Science Specialties (Vancouver, WA) and used to measure MDA in the 
samples. Aliquots of 250 µL sample solution were added to a micro-centrifuge vial 
containing 10 µL of butylated hydroxytoluene (BHT), an antioxidant. The acid reagent 
(250 µL) was added and the mixture was centrifuged at 11,000 × g for 35 min and then 
for an additional 20 min to remove solids. The supernatant was transferred to new vials 
and 250 µL of thiobarbituric acid (TBA) reagent was added. The mixture was vigorously 
shaken on a vortex for 5 counts and then incubated in a water bath at 60°C for 1 hour. 
After incubation, the solution was centrifuged at 10,000 × g for 3 minutes and absorbance 
of the supernatant was recorded from 400-700 nm on an Ocean Optic USB2000 
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spectrometer using the OOIBase 32 software and DH-2000-BAL UV-VIS light source. 
The spectrometer was calibrated with a standard mercury emission lamp according the 
manufacturer’s instructions prior to measurement. 
7.7.2 Derivative spectroscopy analysis 
Derivative spectroscopy analysis was performed on the absorbance spectra to 
negate the effects of non-linear baselines and enhance the spectral signals. A smoothing 
function was first applied to the spectra according to the method by Savitzky and Golay 
[222]. The second derivative was then selected and the absorbance evaluated at 511 nm. 
The technique was programmed into a computer code to ensure that the same treatment 
was performed on all the spectra.  
7.7.3 LOOH assay 
A lipid hydroperoxide analysis kit was obtained from Northwest Life Science 
Specialties (Vancouver, WA). The method is based on the fact that a hydroperoxide 
present in solution oxidizes ferrous iron (Fe2+) to ferric iron (Fe3+) under acidic 
conditions [188, 223].  The resulting ferric iron was detected using xylenol orange, which 
forms a Fe3+-xylenol orange complex. The complex was measured on a 
spectrophotometer at 560 nm. The manufacturer’s assay protocol was followed precisely, 
except for an additional final centrifugation step to remove solids in the samples. 
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CHAPTER 8: RESULTS AND DISCUSSION 
8.1 Fatty acid modification and analysis 
The fatty acid profile of the unmodified E. coli was a close match to published 
profiles of the organisms; see for example [105, 215, 224]. The distribution of the main 
fatty acids is shown in Table 7 (see Appendix B for full list). The predominant fatty acid 
was the saturated 16-carbon (palmitic acid). Palmitoleic (C16:1 n-7) and cis-vaccenic 
(C18:1 n-7) acids were present in equal proportions and accounted for most of the 
monounsaturated content. The total polyunsaturated fatty acid content was below 0.50%. 
Organisms supplemented with oleic acid (C18:1 n-9) had an enrichment of this fatty acid 
in their membrane, even though it was not detected in the control population. The 
enrichment of oleic acid was accompanied by a reduction in its positional isomer, cis-
vaccenic acid. 
The addition of 𝛼-linolenic acid (C18:1 n-3) had a pronounced effect on the fatty 
acid distribution. The presence of 𝛼-linolenic was not detected in the samples indicating 
that the supplemental fatty acid was converted by the organisms to other less unsaturated 
fatty acids. There were significant changes particularly in the C18:1 group of fatty acids 
and the appearance of a small fraction of C18:2 in the organism.  
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Table 7: Percent distribution of major fatty acids 
Fatty acids Unmodified 
cells1 
Fatty acid supplement Lipid 
Vesicles2 C16:1 
n-7 
C18:1 
n-9 
C18:3 
n-3 
Saturated      
C14 8.5 7.0 7.6 7.4 1.8 
C15 1.9 1.5 1.6 1.5 8.5 
C16 34.8 35.0 31.9 32.6 28.8 
C17 2.1 2.0 1.6 2.1 10.9 
C18 0.6 0.4 0.3 1.0 0.0 
Monounsaturated      
C16:1 n-7 12.5 19.9 5.2 9.5 7.1 
C18:1 n-7 12.6 8.6 6.7 17.3 17.1 
C18:1 n-9 0.0 0.0 22.2 2.8 4.5 
Polyunsaturated      
C18:2 n-6 0.4 0.4 0.0 2.7 0.0 
Cyclopropane      
C17 11.1 11.4 6.3 9.0 14.5 
C19 1.3 0.5 1.9 1.2 4.0 
Total saturated 73.2 70.3 63.6 66.6 68.5 
Total unsaturated  26.2 29.2 35.9 32.8 28.7 
Unsaturated/Saturated 0.4 0.4 0.6 0.5 0.4 
 1E. coli cells grown in Luria broth and harvested at 6 hours. Only major 
fatty acids are shown. Total fatty acids include all fatty acids detected in 
analysis. See supplemental information 
2Fatty acid spectra obtained from manufacturer 
 
8.2 Factorial analysis: Main effects 
In order to make fair comparisons across all groups, the log survival at 20 minutes 
was selected as the response variable to perform the factorial analysis. This corresponded 
with the shortest experimental time. Survival data are usually distributed log-normally 
and this was confirmed by conducting a probability plot as shown in Figure 26.  
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Figure 26: Probability distribution of survival data for E. coli 
The main effects are illustrated in Figure 27. The mean of the log of survival is 
plotted on the vertical axis against the levels of each factor. 
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Figure 27: The main effects plots for (a) TiO2 concentration; (b) fatty acid 
modification; and (c) light intensity on mean survival data at 20 min 
8.2.1 Light intensity 
In the study, light intensity was confirmed as the most significant effect on the 
disinfection process (Figure 27c). Figure 28 shows the variation in survival for the three 
different light intensity levels at the lowest TiO2 concentration. The trend is typical for 
other concentrations, except that the variation is greatest at concentration value shown. 
Many workers have found that the disinfection rate is usually proportional to the square 
root of light intensity at relatively high photon fluxes and linear at low flux [22, 23, 158, 
160, 225, 226]. The latter is true for this study. Compared to most literature values, the 
intensity levels used in this research would be classified as low fluxes. The results 
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indicate that disinfection response is linearly proportional to light intensity as illustrated 
in Figure 29. 
 
Figure 28: Effect of light intensity on disinfection for control organisms at 0.01 g L-1 
Degussa P25 TiO2 
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Figure 29: Relationship between intensity and average survival at 20 min 
This behavior is directly related to the generation of hydroxyl radicals that occurs 
as a result of the interaction of the catalyst and light energy. At high light intensity the 
recombination of the electron-hole pair is enhanced, while at low fluxes OH radical 
formation can compete with recombination [227-229]. Further, the rate becomes 
independent of light intensity at higher fluxes and the expected rate-limiting factor 
becomes the mass transfer [230]. 
8.2.2 TiO2 concentration 
The average across all factors (light intensity and fatty acid distribution) shows 
that disinfection levels at 20 minutes had a log linear relationship with catalyst 
concentration from 0.10-0.50 g L-1 of TiO2 (Figure 30). Disinfection is much lower on 
average for 0.01 g L-1. However, it must be kept in mind that these are main effects; the 
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results are averages for the various combinations. Specific interactions are discussed in 
the next section. The interaction between light intensity and catalyst concentration 
produced completely different results. 
 
Figure 30: Log-linear relationship between relatively high catalyst concentration 
(0.10-0.50 g L-1) and E. coli survival  
Without reference to the specific interactions, the general trend for increased 
disinfection is to reduce catalyst concentration. Block et al [34] made this observation for 
a similar range of catalyst concentrations. This behavior is a direct result of colloidal 
absorption phenomena and light distribution in the reactor. The surface coverage of 
catalyst particles on the cells is expected to be relatively lower at low concentrations of 
TiO2. Very high catalyst concentrations (>0.5 g L-1) actually result in destabilization of 
the colloidal suspension. As the catalyst concentration is increased without a change in 
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pH, the condition for heterocoagulation is met as the total interaction energy 𝑉𝑇 of the 
colloidal system approaches zero according to Equation (34) [125]. The result is that the 
catalyst and microbes particles co-flocculate and rapidly settle out of solution (Figure 
31).  
Since the process is synergistic, that is, it depends on the interaction of light and 
TiO2, the level of disinfection is significantly reduced due to the increase shading and 
scattering of light in high TiO2 suspensions. It indicates that the effectiveness of the 
process is determined by some optimum surface coverage and a maximum penetration of 
light. Beyond these values, increased catalyst concentration retards the disinfection 
process. 
 
Figure 31: Instantaneous formation and settling of TiO2-cell aggregates; stable 
solution of 0.10 g L-1 TiO2 with 1×106 CFU mL-1 cells (left); highly unstable 
suspension of 1 g L-1 TiO2 with 1×109 CFU mL-1 cells; and unstable suspension of 1 g 
L-1 with 1×106 CFU mL-1 cells 
103 
 
8.2.3 Fatty acid modification 
The effect of fatty acid modification on disinfection did not show a statistically 
significant difference at the 95% confidence level (p = 0.071). Even when the fatty acid 
modification is analyzed at a specific intensity and catalyst concentration, there are no 
significant differences. Other researchers [231] working with lipids found that 
monounsaturated fatty acids tend to retard the progression of peroxidation by acting 
similar to antioxidants [231]. It is believed that they may react with radicals, but 
somehow slow their progression and block radical chain reactions. However, the specific 
explanation for this result is still not yet very clear. Even if the same effect is true in E. 
coli, the effect is not significant in the overall disinfection of the organism for the 
variation of fatty acids in the study. It indicates that while peroxidation of the cell 
membrane is a key process during disinfection, small changes in the fatty acid content are 
not sufficient to cause major changes in the disinfection kinetics. 
8.3 Interaction effects: Light intensity and TiO2 concentration 
Light intensity and catalyst concentration are evidently the two most important 
factors to be considered for photocatalysis. The interaction of these two factors is 
significant at all levels (p = 0.000). By analyzing the main effects, it can be seen that 
disinfection efficiency increases as light intensity increases and catalyst concentration 
decreases. Even though there is some minor sensitivity to high light intensity (result not 
shown), disinfection was always greater in the presence of the catalyst. At low and mid 
light intensity there is much less variation in effectiveness for concentrations from 0.10-
0.50 g L-1 TiO2 (Figure 32). Also, the effectiveness at the same light intensity for 0.01 g 
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L-1 is much less at the chosen time interval when compared to all other concentration 
values. 
 
Figure 32: Interaction plots for the three independent factors at 20 min: (a) fatty 
acid modification vs. TiO2 concentration; (b) light intensity vs. TiO2 concentration; 
and (c) fatty acid modification vs. light intensity. 
At high light intensity the interaction effects change dramatically. The lowest 
concentration of TiO2 becomes the most effective and the effectiveness decreases with 
catalyst concentration across 2 orders of magnitude (Figure 33). By doubling the light 
intensity from the mid to high position, an increase of 5 log units of disinfection was 
achieved within the same 20 minutes. Whereas, the same increase in light intensity for 
other concentrations produced much less disinfection (Figure 32). 
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Figure 33: Relationship between survival and TiO2 concentration at high light 
intensity 
The interaction between light intensity and catalyst concentration is the most 
important interaction because the main oxidants in the disinfection process are produced 
as result of the absorption of light by the catalyst. However, with increasing catalyst 
concentrations, the reaction solution becomes saturated and only a portion of the particles 
receive irradiation. Although more surface area may be available for reaction, the 
additional catalyst particles do not participate in the reaction and the reaction rate does 
not increase with growing catalyst load beyond the optimum level [232].  
Three main factors are responsible for these observations; colloidal adsorption 
and interaction, light transmission through the solution, and ∙OH generation. The 
interaction of these phenomena is illustrated in the simple model of Figure 34.  
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Figure 34: Particle interaction and light transmission in TiO2 suspensions 
Firstly, the effects of absorption of TiO2 unto a bacterial surface can be 
theoretically illustrated based on colloidal absorption theory. From TEM analysis it 
appears that there is very strong specific adsorption between the TiO2 particles and 
microbial cells at neutral pH. According to Figure 35, the catalyst particles (dark spots) 
are bound to the cells (rod-shaped features). They also form secondary layers or clusters 
with each other in some areas. It is interesting to note that the TiO2 particles are not found 
in isolated areas with themselves, but predominantly occur with the cells. 
Further, when the theoretical adsorption kinetics of TiO2 to the cell surface is 
analyzed, it reveals that there is a transition from linear to non-linear adsorption for the 
range of TiO2 concentration used in the research. Linear adsorption occurs when the 
existing adsorption of particles at the bacterial surface does not significantly prevent 
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other particles from adsorbing [148]. This occurs mostly at low particle concentrations 
(<1012 mL-1). 
 
Figure 35: TEM image of TiO2 particles (dark spots) attached to E. coli. Images 
courtesy of Integrative Biology Microscopy Core Facility, University of South 
Florida. 
However, at higher particle concentrations, the existing coverage blocks other 
particles and prevents access to the surface. Under these circumstances, if TiO2 particles 
could be viewed as carriers of hydroxyl radicals, then it is easy to see that the access of 
radicals to the surface is also reduced under high concentration. However, for 
concentrations ranging from 0.10 to 0.50 g L-1, this effect does not vary significantly. At 
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concentration values lower than 0.01 g L-1 it appears that this phenomenon is important. 
Based on Equations (80) and (81), the concentrations that produce linear and non-linear 
adsorption under flow and no-flow conditions can be estimated as shown in Figure 36. 
The lower domain of the curves shows the region where linear adsorption occurs. 
According to the figure, the given TiO2 concentrations all lie within the non-linear 
adsorption phase for flow conditions.  
 
Figure 36: Dependence of limiting catalyst concentration and catalyst diameter 
The TiO2 particle number density was estimated according to published data available for 
the P25 catalyst such as specific surface area and particle size.  
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Even though the RSA model does not account for hydrodynamic forces very well, 
it was still used to estimate the adsorption kinetics for the given concentrations (Figure 
37). It can be shown that the equilibrium coverage is reached within seconds, even 
though the kinetics is relatively slower for 0.01 g L-1. However, given the time scale of 
the experiments it can be assumed that the surface coverage is similar for all TiO2 
concentrations and ranges between 20-25%.  
 
Figure 37: Theoretical adsorption kinetics of TiO2 particles (25 nm dia.) unto E. coli 
surface under hydrodynamic conditions (stir speed was 600 rpm in test tube 
reactor) 
According to colloidal adsorption processes, hydrodynamic shear forces tend to reduce 
surface coverage. For a catalyst particle of radius of 25 nm, cell radius of 1000 nm, and 
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TiO2 concentration of 4x10-12 mL-1 (0.10 g L-1), there is an estimated theoretical initial 
surface coverage of 52%, which is reduced to 25% at equilibrium under flow conditions. 
The second important factor, light transmission, varies with TiO2 concentration as 
well. There is usually an uneven distribution of light in a TiO2 reactor because the light is 
attenuated as it is transmitted through the solution. As much as 50 percent of the incident 
light can be absorbed within the first 30 mm from the reactor wall in a suspension of 0.50 
g L-1. A light transmission test was conducted to develop the profile of light through the 
reactor used in this study. TiO2 suspension corresponding to the various concentrations 
was gradually added to a borosilicate Petri plate of similar thickness to the reactor test 
tube. The light intensity passing through the solution was measured with a UV radiometer 
placed directly below the plate. The transmission of light is plotted in Figure 38. 
More than 95% of the incident light passes directly through a suspension of 0.01 g 
L-1, while just about 1% passes through 0.5 g L-1. Based on the analysis, an exponential 
decay of light intensity inside the reactor could be established according to: 
It = I0exp (−α ccat𝑥𝑟𝑤) (107) 
where It is the transmitted light intensity, α is the coefficient of attenuation per mass 
concentration of catalyst (L g-1 cm-1), ccat is the mass concentration of catalyst (g L-1), 
and 𝑥𝑟𝑤 is the distance from the reactor wall (cm). The coefficient of attenuation was 
found to be 0.72±0.10 L g-1 cm-1. 
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Figure 38: Light transmission through reactor at high light intensity 
According to Figure 38, active photocatalytic activity occurs within a gradually 
reducing zone close to the reactor surface as the concentration is increased. This means 
that microorganisms in high concentration suspensions are not exposed to the light as 
frequently as organisms in lower concentration suspensions [84, 154]. Since the bacterial 
surface coverage of catalyst particles is comparable for all concentrations used in the 
study, it is clear to see why light intensity has the largest overall effect on the process 
under the given conditions. This information was used to update the code for the model 
by writing an algorithm which accounts for the radial variation of intensity in the reactor. 
Equations (100) and (104) were adjusted accordingly, 
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𝑑[𝑐𝑒𝑙𝑙]𝑙
𝑑𝑡
=  � {−𝑘𝑑𝑖𝑠[∙ OH]𝑛[𝑐𝑒𝑙𝑙]𝑙𝑦} πr dr𝑟
0
 (108) 
d[∙OH]dt = � {G∙OH(1 − 𝜃𝐴𝑛 − 𝜃𝐵𝑃)  − 𝑘𝑑𝑖𝑠[∙OH]𝑥[cell]𝑙𝑦}r0 πr dr (109) 
where 𝑟 is the radius of the reactor. 
Finally, the generation of OH radicals accounts for the significant influence of 
light intensity and catalyst concentration. The generation of OH radicals as given by 
Equation (89) depends on the integrated absorption fraction Fs of the catalyst suspension 
(see Equation (88)). Values of Fs  were determined by Sun and Bolton [158]. The 
absorption fraction increases to a maximum with TiO2 concentration. Beyond about 0.10 
g L-1, there is no significant increase. Values for Fs  were interpolated and extrapolated to 
construct Figure 39, which shows the expected OH radical generation rate as a function 
of catalyst concentration. 
There is no significant increase in the generation rate G∙OH for catalyst 
suspensions exceeding 0.1 g L-1. However, the influence of the generation rate on the 
interaction effect is made much more apparent when the generation rate per mass or per 
particle is considered (Figure 40). There is an exponential drop in the generation rate per 
mass of catalyst beyond 0.1 g L-1. This is a clear indication that the additional catalyst 
particles reduce the efficiency of the process. 
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Figure 39: OH radical generation rate in TiO2 suspension at pH 7 in deionized 
water; (a) high intensity I0 = 4.37×10-5 E L-1 s-1, (b) mid intensity I0 = 2.40×10-5 E L-1 
s-1 and (c) low intensity I0 = 1.35×10-5 E L-1 s-1 
In conclusion, the significance of the interaction of TiO2 and light intensity on 
disinfection favors lower catalyst concentration and higher light intensity within an 
optimum range. At low TiO2 concentrations, the colloidal suspension is more stable, the 
distribution of light is fairly uniform, and there is a higher radical generation rate per 
mass of catalyst. 
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Figure 40: Dependence of normalized OH radical generation rate on catalyst 
concentration 
8.4 Model validation 
8.4.1 Inputs and fitting parameters 
The model developed in the study was very complex, but potentially useful for 
estimating the effect of a number of parameters such as catalyst concentration, light 
intensity, salt concentration, and pH. Inputs to the model included published data on 
adsorption constants for anions (Table 2), electrolyte concentration (Table 5), the 
integrated adsorption fraction for specific catalyst concentrations (Figure 16), the incident 
light intensity ( Three sets of control experiments were conducted; (1) solution of catalyst 
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and microbes with no light (dark experiments); (2) irradiated solutions of microbes with 
no catalyst present (irradiated blank); and (3) non-irradiated solution of microbes only 
(organism control). The final composition of the reaction solution was made up by adding 
the appropriate volumes of stock solutions together and then pouring the mixture into the 
reaction vessel (Table 4). The final composition of electrolytes is shown in Table 5. 
Table 3), the reactor radius, and the quantum yield of OH radical generation 
according to Sun and Bolton [158].  The entire model was solved numerically using a 
fifth-order Runge-Kutta method in MATLAB coupled with a least-square solver to obtain 
three unknown parameters; these included the disinfection rate constant 𝑘𝑑𝑖𝑠, the reaction 
order with respect to OH radicals 𝑛, and the OH radical consumption rate constant 𝑘OH. 
This is a particular strength of the model. It is able to utilize predetermined values 
without the need to over fit the model with too many unknown independent parameters.  
The expectation of the fitting procedure was that the rate constants and reaction 
order should not vary significantly, particularly for a given organism. Previous studies 
have reported dependence of the rate constant on TiO2 concentration [21], but this study 
considered that to be at odds with reaction kinetic theory. Table 8 and Table 9 show the 
fitting parameters and the coefficient of determination of the regression (R2). However, 
much confidence cannot be placed in the R2 value because the data was fitted across 
many orders of magnitude. This means that the least-square procedure is biased towards 
the largest numbers which occur at the beginning of the survival curve. A more reliable 
test was to observe the overall survival curve shape and make actual comparisons 
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between the final predicted disinfection values and experimental results. Further, to 
improve the accuracy of the fit, the least-square fit was performed between a unit matrix 
and the reciprocal of the model data multiplied by the experimental values. 
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Table 8: Rate constants and reaction order as predicted by the model for unmodified and C16:1 modified organisms 
  
Unmodified C16:1 
  
kdis n kOH  R2 kdis n kOH  R2 
 
TiO2 (pM-ns-1) (-) (Ln CFU-1 s-1 pMn-1)   (pM-ns-1) (-) (Ln CFU-1 s-1 pMn-1)   
H
IG
H
 
0.01 1.50E+05 1.3 1.00 0.988 1.16E+05 1.2 3.36 0.984 
0.10 9.30E+04 1.5 3.49 0.963 1.33E+04 1.3 1.00 0.998 
0.25 3.43E+05 1.6 1.08 0.985 1.59E+04 1.3 1.00 0.971 
0.50 1.49E+05 1.4 1.72 0.968 5.78E+04 1.4 1.00 0.947 
M
ID
 
0.01 1.15E+05 1.3 4.25 0.969 1.47E+05 1.4 2.78 0.933 
0.10 1.05E+04 1.3 1.00 0.995 1.32E+04 1.3 1.00 0.992 
0.25 1.46E+04 1.2 1.00 0.984 1.71E+04 1.3 1.00 0.991 
0.50 3.32E+05 1.5 1.00 0.979 3.84E+04 1.3 1.00 0.988 
LO
W
 
0.01 7.50E+05 1.6 1.00 0.968 2.17E+05 1.5 1.00 0.982 
0.10 1.69E+04 1.3 1.00 0.981 3.35E+04 1.4 1.00 0.987 
0.25 4.94E+04 1.4 1.00 0.941 9.16E+05 1.8 1.00 0.960 
0.50 1.50E+05 1.6 2.34 0.992 9.31E+04 1.5 1.00 0.948 
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Table 9: Rate constants and reaction order as predicted by the model for C18:1 and C18:3 modified organisms 
  
C18:1 C18:3 
  
kdis n kOH  R2 kdis n kOH  R2 
 
TiO2 (pM-ns-1) (-) (Ln CFU-1 s-1 pMn-1)   (pM-ns-1) (-) (Ln CFU-1 s-1 pMn-1)   
H
IG
H
 
0.01 2.53E+05 1.4 1.00 0.956 1.59E+05 1.3 1.00 0.970 
0.10 6.48E+04 1.5 1.00 0.966 5.69E+04 1.5 3.56 0.987 
0.25 1.78E+04 1.3 1.00 0.983 1.01E+05 1.4 3.29 0.995 
0.50 2.30E+04 1.3 1.00 0.993 2.02E+04 1.2 1.00 0.999 
M
ID
 
0.01 1.35E+05 1.3 3.40 0.971 5.93E+05 1.5 1.32 0.922 
0.10 9.82E+03 1.2 1.00 0.966 3.45E+04 1.3 3.49 0.943 
0.25 4.37E+04 1.4 1.00 0.996 3.06E+04 1.3 1.00 0.986 
0.50 7.11E+04 1.4 1.00 0.977 4.52E+04 1.4 1.00 0.981 
LO
W
 
0.01 1.62E+05 1.3 8.44 0.857 4.74E+05 1.6 1.00 0.974 
0.10 1.26E+04 1.3 1.00 0.991 1.12E+04 1.3 1.00 0.966 
0.25 1.75E+04 1.3 1.00 0.996 9.67E+03 1.2 1.00 0.975 
0.50 6.30E+04 1.2 1.00 0.952 1.00E+06 1.7 1.00 0.951 
119 
 
Since the concentration of OH radicals measured in TiO2 suspensions is usually 
very low [68, 233], the use of pico-moles appears to be appropriate to describe the 
disinfection rate constants. It was observed that the values 𝑘𝑑𝑖𝑠 varied within two orders 
of magnitude across all experiments. This is in keeping with the expectation that the rate 
constant should not vary significantly for the same organism. However, when the rate 
constant is examined as a function of concentration and light intensity, the variation is 
much greater at higher concentrations. At TiO2 concentrations of 0.01 and 0.10 g L-1 the 
variation is within an order of magnitude. It is believed that these variations are related 
predominantly to colloidal interactions and the ratio of TiO2 particles to cell numbers, 
both of which are explained in later sections. 
 
Figure 41: Box plot of the disinfection rate constant kdis obtained from the model 
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The reaction order with respect to ∙OH concentration also exhibited a small range 
of variability (1.4±0.1). In many chemical disinfection studies, the reaction order is 
usually assumed to be unity. However, the fact that the reaction order had to be greater 
than one to fit the data is not all that surprising. This is largely because there are 
numerous reactions of ∙OH with biomolecules which eventually lead to cell inactivation. 
While ∙OH may be the main oxidant, it does not preclude other radicals and oxidizing 
agents such as O2∙− and H2O2 from participating in disinfection reactions. Hydroxyl 
radicals are short-lived even in pure buffered water because they undergo a 
recombination reaction to form hydrogen peroxide according to Equation (110). The 
second order hydroxyl radical recombination competes with slower first order reactions 
especially at higher doses when higher concentrations of hydroxyl radicals are produced. 
2 ∙OH → H2O2 (110) 
The formation of hydrogen peroxide also leads to the generation of other radicals, 
either through the reaction with ∙OH or homolytic scission [50, 61]. The hydroxyl radical 
reacts with H2O2 at a relatively slower rate (2.7 × 107 mol−1 dm3) and consumes only a 
small amount of the formed H2O2 [234], 
∙OH + H2O2 → HO2∙ /O2∙− + H2O (111) 
Even though the concentration of the superoxide radical is usually lower than the 
hydroxyl radical in solution, it has been shown that the former can contribute about 20% 
of the radical concentration [234].  
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8.4.2 Survival curve predictions 
Under the given conditions, the model produces a sigmoidal survival curve when 
plotted on the linear axes in accordance with the typical inactivation behavior of E. coli 
(Figure 42). The initial lag and the onset of the log-linear phase for most of the 
disinfection data are well defined by the model (Figure 43). However, the greatest 
challenge seems to be replicating the latter end of the disinfection curves close to the 
limit of detection. There are a number of factors responsible for this deviation. 
 
Figure 42: Typical sigmoidal survival of E. coli at low intensity illumination, N0 = 
1×106 CFU L-1. 
Firstly, an implicit assumption in the development of the model is that the 
disinfection process is deterministic. This assumption works well for molecules because 
their numbers are so incredibly high. However, it can be argued that disinfection begins 
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as a deterministic process when the number of microbes in solution is high (109 L-1). This 
means that each microbe has about the same chance of being inactivated. However, as the 
microbial numbers drop significantly, it transitions to a stochastic process where the 
probability of inactivation varies from one organism to the next. The stochastic approach 
to model this behavior would be to define a function which accounts for the changing 
survival probabilities of individual cells [139]. The challenge, however, is that stochastic 
models are mostly empirical and cannot be obtained from deterministic formulations. 
Even though there may be mechanistic contributions to the probability function, such as 
uneven distribution of light, particularly in high concentration suspensions of TiO2, it is 
still very difficult to formulate such a function and determine the influence of many other 
parameters as in the current model.  
A second challenge, which occurs towards the end of the survival curve, is the 
determination of cell numbers close to the limit of detection. At very low concentrations, 
there is an inherent restriction on the number of cells which can appear on agar plates 
with sufficient accuracy to allow a resolution of the true cell count. In this study the 
lowest count that could be determined was 1 CFU per 100 µL (that is, 10 CFU mL-1). 
This corresponds to 1 CFU on an agar plate with an associated relative error of 100%. 
The results indicate that there are significant fluctuations when determining cells at low 
concentration. The challenge for the model is that close to limit of detection, it predicts a 
uniform rate of disinfection. It is unlikely that this level of disinfection can be realized in 
a real population of cells or replicated in the lab.  
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Figure 43: Survival curve for E. coli treated at low light intensity 
Lastly, the existence of a finite residual survival, particularly for high catalyst 
concentration was observed. The residual survival is characterized by a sudden tailing off 
of the disinfection curve following the exponential decay (Figure 44). This was 
determined to be a real phenomenon because the cell count was usually to the right of the 
limit of detection. As previously explained, it is believed that the uneven distribution of 
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light in the high concentration suspensions reduces the exposure of cells in the irradiated 
fraction of the reactor. This is accompanied by a sharp reduction in the disinfection rate. 
Recall that for suspensions with less catalyst loading the irradiation zone is much wider, 
that is, the light distribution is more uniformed. As the cells are disinfected, the 
probability of entering the irradiated zone also drops, but not as much as in the case of 
high catalyst concentration. The consequence of this phenomenon is that disinfection is 
more “complete” in the case of lower concentrations, even if the overall process is slower 
(Figure 33). 
 
Figure 44: Effect of concentration loading on residual survival of E. coli at high light 
intensity 
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8.4.3 Influence of light intensity and catalyst concentration 
The model captures the effect of light intensity and catalyst concentration on the 
disinfection very well. Without much change in the rate constants, it shows that the main 
effects are dominated by the interaction of these variables as determined previously. The 
processes involved in this interaction include light transmission, OH radical generation, 
and the absorption effects between colloids. Most of the variations from one survival 
curve to another are related to changes in light intensity and catalyst concentration, since 
other parameters were held constant.  
8.5 Particle interaction effects and colloidal stability 
Apart from the light absorption processes and chemical reactions involved in 
photocatalytic disinfection, the results indicate that the interaction of particles in the 
colloidal suspension has a very significant impact on the disinfection efficiency. These 
interactions are controlled by such factors as pH, ionic strength, particle size, and particle 
concentration. The interaction of TiO2 particles and bacterial cells can be explained by 
DLVO and the soft-particle theory [125, 129, 235]. These theories provide the basis for 
explaining the effect of the above parameters on colloidal stability, and hence, on the 
photocatalytic disinfection process. Colloidal stability is here defined as the ability of the 
colloids to resist rapid aggregation and settling. 
The total interaction energy of the particles in solution is given as the sum of the 
van der Waals and electrostatic interactions given in Equations (34) through (40). As can 
be observed from these relationships, the interaction depends on the surface potential of 
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the particles and the separation distance. The former is most commonly derived from 
electrophoretic studies, in which the electrophoretic mobility µe is related to the zeta 
potential (ζ-potential) at the particle surface through the Smoluchowski equation, 
ζ = ηµe
ε0εr
 (112) 
The ζ-potential is a theoretical approximation of the potential of the inner portion of the 
diffuse layer which is often used to characterize the stability of colloidal systems. It 
defines the electric potential close to the plane of shear (hydrodynamic slip plane) where 
the solvent molecules are not bound to the particle surface. The ions located in the region 
from this point toward the particle are assumed to move as a unit with the particle.  
Using the electrophoretic data of Liu et al [236], Fernandez-Ibanez et al [149], 
and Suttiponparnit et al [237] it was possible to construct a graph (Figure 45) of the ζ-
potential of TiO2 as a function of pH and ionic strength. Similarly, the electrophoretic 
data for E. coli reported by Sonohara et al [115] based on the soft-particle theory [117] 
were used to calculate the ζ-potential at 0.01 M and 0.10 M ionic concentration as a 
function of pH. 
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Figure 45: ζ-potential of P25 TiO2 particles and E. coli cells as a function of pH in 
0.01 M (open and filled circles) and 0.10 M (open and filled squares) ionic strength 
respectively. Data modified Liu et al [236], Fernandez-Ibanez et al [149], and 
Suttiponparnit et al [237]. 
8.5.1 Influence of ionic strength on disinfection 
An analysis was performed to test the model for its response ionic strength. Two 
levels of ionic strength were investigated, 0.01 M and 0.2 M. The salt composition is 
reported in Table 5. Based on the experimental data, the overall disinfection process is 
significantly slowed by at least two orders of magnitude at the higher ionic strength 
(Figure 46). The constants obtained under the 0.01 M ionic strength analysis were used as 
inputs to the model to assess whether the increase in salt content alone could account for 
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the difference observed in the experiments. According to the model simulation there was 
no significant difference in disinfection at these two ionic strength levels.  
A further theoretical simulation with an ionic strength of 20 M revealed that 
disinfection would be significantly reduced at this very high electrolyte concentration 
(Figure 47).  
 
Figure 46: Influence of salt content on the disinfection process at pH 7 (light 
intensity = 2.4×10-5 E L-1 s-1, TiO2 = 0.50 g L-1) 
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As a second approach to modeling the effect of salt concentration on disinfection, 
the model was run without using the previously obtained kinetic constants for 0.01 M 
ionic strength. The newly obtained kinetic constants for the 0.20 M ionic strength were 
determined to be kdis = 1×10-4 pM-1.2s-1 and n = 1.2. The results are shown in Figure 48. 
The differences between the disinfection rate constant for the two ionic strength solutions 
are attributed to colloidal stability effects. 
 
Figure 47: Model simulation of the effect of salt content with previously determined 
rate constants (kdis = 3.32x105 pM-1.5s-1; n = 1.5; kOH = 1 L1.5 CFU-1 s-1 pM0.5) 
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Figure 48: Simulated results for effect of salt concentration on disinfection (light 
intensity = 2.4×10-5 E L-1 s-1, TiO2 = 0.50 g L-1) 
The effect of salt content in the model was built around a reduction in the 
generation rate through the blocking of OH sites as more electrolytes adsorb to the 
catalyst surface. However, the data suggests that colloidal stability is more sensitive to 
ionic strength than the blocking of OH sites. This is particularly true at neutral pH, where 
the adsorption of salts to the catalyst surface is not expected to be a significant factor 
since the TiO2 surface has a very low charge.  
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However, visual observation of the TiO2-microbe suspension shows that the 
colloids are unstable at salt concentrations exceeding 0.10 M; also confirmed 
experimentally by other researchers [84, 90, 92, 238]. The TiO2 suspended in 0.10 M and 
0.20 M ionic solutions flocculated and settled very rapidly, while the colloids remained 
dispersed in the 0.01 M ionic solution (Figure 49). This phenomenon is not currently 
captured in the model. The mechanisms through which colloidal destabilization reduces 
disinfection efficiency has not yet been studied. However, it is suspected that the increase 
in particle size reduces the rate at which OH radicals are generated. 
 
Figure 49: Settling of TiO2-cell colloids (0.5 g L-1 and 1×106 CFU L-1 respectively) in 
0.01 M (left), 0.10 M (center), and 0.20 M (right) ionic solutions at pH 7 and 25ºC. 
The destabilizing effect of ionic strength on the TiO2-cell suspension can be 
explained by considering the total interaction energy between the colloids at 0.01 and 
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0.10 M ionic strength (Figure 50). The interaction energy was calculated as a function of 
separation distance, according to Equation (34) for TiO2 particles of 25 and 1000 nm and 
bacterial cells of 1000 nm diameter at pH 7. At the given pH, the surface charge of the 
catalyst is mostly neutral with less than 10% negative species. However, the cell surface 
is mostly negative at neutral pH. At a separation distance between 40 nm, the catalyst 
particles of 25 nm diameter begin to experience repulsion from the bacterial surface in 
the 0.01 M ionic solution. The strength of the repulsion rapidly increases as the catalyst 
particles get closer to the cell surface; as a result, the colloidal suspension is more stable. 
However, for larger TiO2 particle, there is a primary minimum potential energy around 
50 nm from the bacterial surface. At closer separation distances the large particles begin 
to experience repulsion. 
In the 0.10 M ionic solution, the interaction energies are much lower. A 25 nm 
TiO2 particle has virtually no energy barrier preventing it from adsorbing to the cell 
surface. A larger particle experiences a greater attraction with a primary minimum close 
to 10 nm from the surface. The low interaction energy and net attractive force creates the 
conditions for destabilizing the suspension and forces coagulation. 
8.5.2 Influence of pH 
The influence of pH on the disinfection process was simulated by the model and 
is illustrated in Figure 51. The simulation confirms the finding of other authors who 
studied the effect of pH on E. coli disinfection [27, 55, 160, 239]. It shows that in the pH 
range of 6-8 the disinfection rate is very similar. Simulations of lower and higher pH 
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were also conducted, but those results cannot be interpreted, since the influence of pH on 
natural survival of E. coli is not included in the model. 
 
Figure 50: Total interaction energy (VT) as a function of separation distance 
between E. coli (1000 nm dia.) and P25 TiO2 at pH 7 and 25ºC: a(1) 0.01 M TiO2 
1000 nm dia.; a(2) 0.01 M TiO2 25 nm dia.; b(1) 0.10 M TiO2 1000 nm dia.; b(2) 0.10 
M TiO2 25 nm dia. 
It is common knowledge that E. coli survives best within the pH range of 5-8, and 
is affected by low and high pH values. The model only accounts for changes in the 
catalyst surface chemistry and the effect of pH on absorption of anions. Apart from the 
ability of E. coli to thrive in neutral solutions, the isoeletric point of TiO2 also occurs 
within this pH range. 
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Figure 51: The effect of pH simulated by the model (unmodified cells treated at mid 
light intensity with 0.01 g L-1 TiO2)  
However, if the natural survival of the organism was ignored below pH 5, the 
process would be significantly retarded due to increase in the adsorption of anionic 
species. At higher pH values this effect would become negligible. The model does not 
include the effects of cations, which may influence the process at higher pH values. 
From a colloidal stability perspective, it was found that pH has less of a 
destabilizing effect and slower coagulation kinetics than ionic strength. Settling 
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experiments were conducted at pH 3, 7 and 11 for TiO2-cell suspensions. There 
instantaneous formation of large visible aggregates observed in solutions of ionic strength 
greater than 0.10 M was not observed for all pH values. However, after several hours (18-
24 hrs), the colloids in solutions of pH 3 and 11 settled out completely almost complete,  
whereas the colloids suspended at neutral pH were still stable.  
 
Figure 52: Long-term (24 hrs) settling of TiO2-cell colloids in solutions of pH 3 (left), 
pH 7 (center), and pH 11 (right) 
The interaction energy simulated from DLVO could not account for the 
destabilization at high pH, largely because the cells do not survive in such basic 
solutions. In the strictest theoretical sense, the solution should be stable at high pH 
because both the catalyst and cells are negatively charge. However, when the cells die, 
the ability to maintain osmotic balance with the solution is lost and the charges at the cell 
surface may induce conformations that allow the colloids to destabilize. 
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Figure 53: Total interaction energy (VT) as a function of separation distance 
between E. coli (1000 nm dia.) and P25 TiO2 (1000 nm dia.) at different pH values 
8.6 Byproduct evolution and peroxidation kinetics 
8.6.1 Lipid peroxidation as proof of membrane damage 
In previous studies of photocatalytic disinfection, lipid peroxidation was used as 
an index to confirm the effects of OH radicals on cellular membranes during 
photocatalysis [20, 184]. In these studies the oxidation of PE in homogenous solution was 
compared to the disinfection of cells. However, while this approach yielded useful 
information about byproduct formation, they did not offer much information on the 
kinetics of cell membrane oxidation. Another consideration is that pure PE solutions or 
mixtures enriched in PE are notable for being unstable and adopt a hexagonal phase [240, 
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241]. They do not spontaneously form lamellar phases in aqueous media as do other 
phospholipids. They often require a stabilizing agent to maintain a bilayer structure 
similar to biological membranes. 
In order to justify the use of peroxidation kinetics and rate constants in the model, 
lipid vesicles were used as model E. coli membranes. Lipid vesicles of PE were prepared 
with the addition of PG, which served as a stabilizing agent, but also represented a more 
realistic and natural E. coli membrane. The vesicles were also sized to be comparable to 
real cells. Cells and vesicles were then exposed to illumination with TiO2 and the 
evolution of MDA and LOOH was measured during the experiments to assess membrane 
peroxidation.  
8.6.2 Lipid vesicle composition and size distribution 
The average diameter of the lipid vesicles was approximately 0.5 µm (Figure 54). 
Even though the vesicles are not rod-shaped like E. coli, the results correspond well to 
the published data on the size of E. coli cells, which measure on average 0.5 µm by 1 µm 
[70]. The size and shape of the vesicles were confirmed with TEM images as shown in 
Figure 55. The size distribution of the vesicles was important to establish the precise 
kinetic behavior of the system. The interaction of the particles (photocatalyst and cell) is 
based on particle size.  
The very distinct darkened outline on the features in Figure 55 indicates that these 
were most likely multilamellar vesicles. Due to the nature of the TEM sample 
preparation, many of the vesicles seen in the figure were the very large vesicles which 
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settled out unto the TEM grid. The fatty acid composition of the vesicles was estimated 
from the manufacturer’s data and is shown in Table 7. The predominant unsaturated fatty 
acid was cis-vaccenic acid (C18:1 n-7) in PE and oleic acid (C18:1 n-9) in PG. 
 
Figure 54: Size distribution by volume based on photon correlation spectroscopy of 
the lipids vesicles in 1×PBS solution (molar ratio 1:1 PE to PG) 
 
Figure 55: TEM images of PE/PG lipid vesicles. Images courtesy of Integrative 
Biology Microscopy Core Facility, University of South Florida 
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8.6.3 MDA production during photocatalytic experiments 
MDA was detected in photocatalytic experiments containing 1011 CFU L-1 in 
order to increase the levels of MDA detection. Even though the MDA test has some 
limitations, the evolution of MDA in all the samples was very similar and consistent 
between experiments. The monotonic accumulation of MDA was observed during the 
first 20-30 minutes of the photocatalytic experiments for both unmodified E. coli cells 
and lipid vesicles. Thereafter, a steady decrease in concentration was recorded (Figure 
56). There was a prolonged increase in MDA for the cells modified with linolenic acid. 
The overall trend for MDA release during photocatalysis was first observed by Maness et 
al [20] for the disinfection of E. coli cells under similar conditions. The trend appears to 
be consistent with the peroxidation of membrane lipids followed by the degradation of 
MDA (either naturally or photocatalytically). More MDA was produced in the vesicles 
because they were composed only of fatty acids, whereas cells have their fatty acids 
distributed in the membrane with other biological structures such as proteins. 
A common criticism of the TBA assay is that MDA is produced by artifactual 
means during the harsh processing conditions of the test [187, 210, 213, 242, 243]. 
However, the use of BHT antioxidant in the test serves to eliminate or reduce the 
production of MDA during the processing of the sample [242]. In addition, the conditions 
of these tests were much milder compared to the more traditional TBA tests which utilize 
boiling temperatures to facilitate the reaction with MDA. The most convincing evidence 
of all is the fact that no measureable MDA concentrations were detected in any of the 
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control experiments (data not shown), leading to the conclusion that the observed trend 
resulted from treating the cells and vesicles photocatalytically. 
The TBA test is the most frequently used method to detect lipid peroxidation, but 
it has also been criticized for its non-specificity, particularly in complex biological 
systems. However, it has proven useful in well defined systems such as the oxidation of 
lipid vesicles [209, 244]. Hence, when the time characteristic for MDA evolution during 
oxidation of the model membranes is compared to real cells, there is strong evidence that 
the trend observed in cells resulted from membrane peroxidation. In addition, the 
byproduct evolution simulated by the model is a close match to the observed data (Figure 
57). However, this simulation could possibly include other byproducts apart from MDA. 
8.6.4 Effect of supplemental fatty acid on MDA production in cells 
For the cells modified with α-linolenic acid, it was found that MDA accumulation 
rate was relatively slow compared to the other cells and vesicles (Figure 56). There was a 
gradual increase which peaked around 45 minutes. Control cells and cells supplemented 
with oleic acid (C18:1 n-9) did not produce this extended MDA evolution curve, which 
leads to the belief that the kinetics is affected by the fatty acid composition. However, it 
is difficult to make a definitive conclusion about the impact of the fatty acid 
supplementation on MDA production because of the complexity of the system and the 
undefined sink processes for MDA. 
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Nonetheless, it is generally expected that increases in polyunsaturated fatty acid 
content would render the cell more sensitive to oxidation and an increase in the MDA 
production could be possible. Other studies have shown that the oxidizability of cells can 
be altered by supplementation with external fatty acids [208, 231, 245]. The results in this 
case seem to suggest that the enriching of the membrane with monounsaturated fatty 
acids retards the rate of MDA production, particularly when supplemented with α-
linolenic acid. The actual mechanism by which these monosaturated fatty acids are able 
to reduce the peroxidation rate is still not clear. However, a possible explanation for this 
observation is the oxidation of monosaturated fatty acids does not produce bioactive 
byproducts responsible for enhancing membrane peroxidation [231, 246]. This effect, 
described by Lee et al [231], is similar to an antioxidant in which the monosaturated fatty 
acids serve as a temporary sink for the capture of free radicals, and retard propagation 
due to their reduced reactivity. 
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Figure 56: MDA production during photocatalytic experiments with P25 TiO2: I0 = 
4.85×10-5 E L-1s-1, N0 ≈ 2.8×1011 CFU L-1: (a) unmodified cells; (b) E. coli PE/PG 
vesicles; (c) cells supplemented with oleic acid; (d) cells supplemented with linolenic 
acid. The data are fitted with a fourth order polynomial 
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Figure 57: Typical curve for the simulation of byproducts from the model 
8.6.5 Correlation between peroxidation and disinfection 
From the analysis of main effects of fatty acid modification, it was found that 
there were no significant differences between the organisms. This suggests that while 
peroxidation is an important process for disinfection, it is not the sole process. It is very 
likely that oxidation of proteins and other biomolecules are just as important in the 
process [247]. Polyunsaturated fatty acids are usually very sensitive to oxidation. 
However, they were not present in significant proportions in E. coli. The MDA produced 
in these studies could result from both fatty acids and other cellular constituents.  
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8.6.6 LOOH production during disinfection 
The illumination of TiO2 in the presence of E. coli cells and lipid vesicles yielded 
measurable concentrations of hydroperoxides (Figure 58). The nature of the LOOH test 
ensures that only peroxide generated from the cells is measured. The kit uses a number of 
internal controls, which correct for endogenous iron content and possible hydrogen 
peroxide. A significant increase in LOOH concentration was observed during the early 
stages of the experiments. There was an apparent decrease in the hydroperoxide content 
at longer illumination times. As in the case of MDA, this trend indicates that the resulting 
kinetics is a consequence of both photocatalytically-induced formation and 
decomposition of hydroperoxides.  This is consistent with the concomitant generation of 
MDA during the experiments. 
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Figure 58: Time characteristics of lipid hydroperoxide detection during 
photocatalytic treatment: (○) E. coli cells; (□) vesicles prepared with E. coli 
phospholipids 
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CHAPTER 9: CONCLUSIONS 
The photocatalytic disinfection of E. coli with suspended catalyst particles is a 
complex process that involves the interplay of many phenomena. These include light 
absorption and scattering, semiconductor photo-excitation and charge carrier generation, 
electrochemical surface reactions (including electron transfer reactions, adsorption, and 
acid-base reactions), and heterogeneous colloidal interactions. All these processes play a 
significant role in the overall inactivation efficiency. For a given solution composition, 
light intensity and catalyst concentration are the most significant operational factors in 
the entire process. The combination of light intensity and catalyst concentration 
determine the light absorption and scattering effects and the OH radical generation rate. 
Low catalyst concentration and high light intensity favor higher log inactivation. At low 
TiO2 concentrations, the colloidal suspension is more stable, the distribution of light is 
fairly uniform, and there is a higher radical generation rate per mass of catalyst. 
The mechanistic model developed in the study is very comprehensive. Apart from 
light intensity and catalyst concentration, it has the potential to predict the effect of pH 
and ionic strength on the disinfection process. However, these predictions are confined to 
stable suspensions. The disinfection efficiency is significantly reduced in destabilized 
suspensions which occur at high ionic strength, excessive particle concentration 
concentrations, and extreme pH.  
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It was found that the evolution of byproducts is consistent with the oxidation of 
cell membranes. MDA and LOOH were detected when E. coli cells and model cell 
membranes were exposed to photocatalytic action. Not only were the byproducts similar, 
but the time evolution showed very similar trends. However, no statistically significant 
effect could be observed by modifying the fatty acid profile of the cells. This is attributed 
to the fact that other biomolecules such as proteins are more abundant than 
polyunsaturated fatty acids and also react at high rates with the OH radical. Therefore, it 
can be concluded that even though peroxidation of the membrane is an important process 
in disinfection of E. coli, the fatty acid distribution was not sufficiently altered to observe 
any changes to the overall disinfection kinetics. 
Finally, the model is flexible and has good validity for predicting the disinfection 
behavior of E. coli. The reaction rate parameters are within reasonable range and exhibit 
only small variability, especially at low catalyst concentrations. The reaction rate order 
with respect to the OH radical was found to be greater than unity. However, there is an 
inherent challenge to replicate residual survival, especially at low cell concentration 
because of the deterministic nature of the model. The model predicts uniform inactivation 
close to and beyond the limit of detection, which is not always the case. The high 
fluctuations of bacteria at low concentrations make this challenge very difficult to solve. 
One technique would be to utilize stochastic models which can define the probability of 
disinfecting an individual organism based on the reaction composition. 
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CHAPTER 10: RECOMMENDATIONS 
The proposed model can be exploited for modeling bacterial survival 
notwithstanding the challenges. However, this is the first formulation of such a 
comprehensive model for photocatalytic disinfection. Naturally, many experimental 
research problems still exist and require attention. The most important would appear to 
be: 
• experimental determination of the adsorption phenomena of TiO2 catalyst 
particles to bacteria under varying conditions of pH and catalyst concentration 
• developing a stochastic model with a mechanistic basis for disinfection, 
particularly for treatment of solutions containing a low concentration of cells 
• testing the model for disinfection under flow conditions, particularly under solar 
conditions 
• including the effects of salt concentration on double layer effects 
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Appendix A: Computer Codes function [yprime]=rateeq(t,y,k,r,Ia,mcat) %A function that contains the rate equations for photocatalytic disinfection % m[*OH]+[cell]l = [cell]d + x[BP] -------------- (1) % [*OH]+[BP] = [BP] ----------------------------- (2)  % Since the states are passed in as a single vector, let  % y(1) = [*OH], i.e., concentration of OH radicals % y(2) = [cell]l, i.e., concentration of live cells % y(3) = [BP], i.e., byproduct concentration % G = generation rate of *OH (uM/s) % k(1) = rxn rate constant for radicals with cell,% (L/uM/s) % k2 = rxn rate constant with byproducts (L/uM/s) % k(2)= order of rxn wrt [*OH] % k(3) = rxn constant wrt [*OH] % KQ1 = constant of quenching [HCO3] % KQ2 = constant of quenching [CL] % KQ3 = constant of quenching [HPO4]  G = Ia*exp(-7*mcat*r); 
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Appendix A: (Continued) KBP = 1e4; %L/mol KQ1=6e4; %L/mol KQ2=1e5; %L/mol KQ3=8e6; %L/mol HCO3=0.085;%mol/L CL=20*6.9*10^-3;%mol/L HPO4=20*0.59*10^-3;%mol/L % k(1)=1e5; % k(2)=1.5; % k(3)=1; R=1.535/2; pH = 7; H_conc = 10^-(pH); An_sum = H_conc*(KQ1*HCO3+KQ2*CL+KQ3*HPO4);  theta_BP = KBP*y(3)*1e-3/(1+KBP*y(3)*1e-3+An_sum);  theta_An = H_conc*(KQ1*HCO3+KQ2*CL+KQ3*HPO4)/(1+KBP*y(3)*1e-3+An_sum); yprime(1)= (G*(1-(theta_An)-(theta_BP)) - k(3)*((y(1)^k(2))*y(2)))*pi*R; yprime(2)= (-k(1)*((y(1)^k(2)))*y(2))*pi*R; yprime(3) = (k(3)*((y(1)^k(2)))*y(2) - G*theta_BP*5e2)*pi*R; 
177 
 
Appendix A: (Continued) yprime = yprime(:); % This ensures that the vector returned is a column vector   
178 
 
Appendix A: (Continued)  function [yprime] = myfun2 (t,y,k,Ia,mcat) %A function that numerically integrates the rate equations with respect to reactor radius  yprime=quadv(@(r)rateeq(t,y,k,r,Ia,mcat),0,0.7675,1e-6); yprime=yprime(:); end  
179 
 
Appendix A: (Continued)  function [C2]=myodefun(k,inv,Ia,mcat) %A numerical analysis function that solves the set of ODE using a 5th order Runge-Kutta method  tdata=inv(:,2); inverse=inv(:,1); up=max(tdata); tt=0:0.1:up; % Start time x0 = [0 1 0] ;% Initial conditions options = [];  [t,s] = ode45(@myfun2,tt,x0,options,k,Ia,mcat);  OH = s(:,1);  CELL = s(:,2); BP = s(:,3);  ss=max(size(tdata));  Cmod = interp1(tt,CELL,tdata)/max(CELL);   dlmwrite(Results\simulation\optional\BYPRODUCTS.txt',BP) dlmwrite(Results\simulation\optional\CELL.txt',CELL) dlmwrite(Results\simulation\optional\OH.txt',OH)   for i=1:ss     Cexp(i)=1/inverse(i);     C2(i)=Cmod(i)*inverse(i); end C2=C2(:); end  
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Appendix A: (Continued) function myfitmodel() %Fits data to the mechanistic model developed by Dalrymple et al (2011) %t2 is the time %Cexp is the experimental data %E is the error associated with the data close(gcf) ext = '.xlsx'; files = {'CTRL'};% 'C161' 'C181' 'C183'}; filestr = strcat(files,ext); sheetstr ={'MID'};% 'MID' 'LOW'}; %Reads data directly from MS Excel files cellrange1 = {'M112:R118' 'M6:R12' 'M42:R48' 'M77:R83'}; cellrange2 = {'M177:R183' 'M83:R91'};% 'M6:R14' 'M45:R53' 'M83:R91'}; cellrange3 = {'M130:R141' 'M6:R14' 'M48:R56' 'M89:R97'};  colorset1 = {'ko' 'bs' 'rd' 'g^' 'mv'}; colorset2 = {'k-' 'b-' 'r-' 'g-' 'm-'};  TiO2 = {'0.01' 0.10' '0.25' '0.50'}; Intensity =[1 2 3]; TiO2Num=[0.01 0.10 0.25 0.50]; QY=0.03; %quantum yield for OH generation 
181 
 
Appendix A: (Continued) Fs = [0.0019 0.0172 0.0193 0.02]; %fraction of adsorbed light filenum = max(size(filestr)); sheetnum = max(size(sheetstr)); op=optimset('MaxFunEvals',20000,'MaxIter',10000); dlmwrite(‘Results\simulation\optional\ALL_DATA_coef.csv','') %creates blank file for f = 1:filenum  filename=char(filestr(f));      for iii=1:sheetnum      sheet=char(sheetstr(iii));         work={'Currently working on ' filename  ' ' sheet '...'};         update = char(strcat(work));         disp(update);            if strcmp(sheet,'HIGH')==1    cellrange = cellrange1;             Io = 4.61e-5;         else             if strcmp(sheet,'MID')==1                 cellrange = cellrange2;                 Io = 2.495e-5;             else 
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Appendix A: (Continued)           cellrange = cellrange3;                 Io = 1.43e-5;             end         end                  file = char(files(f));               rangesize = max(size(cellrange));   for r=1:rangesize             inverse=[];             yexp=[];    range = char(cellrange(r));    data=xlsread(filename,sheet,range);    t2=data(:,1);                Cexp = data(:,5);    E = data(:,6);    K=[0.01 1.5 4]; %initial guesses    up = max(t2);    ss = max(size(Cexp));             for zz=1:ss                 inverse(zz)=1/Cexp(zz);                 yexp(zz) = 1; 
183 
 
Appendix A: (Continued)           end             inverse=inverse(:);             inverse(:,1)=inverse;             yexp=yexp(:);             inverse(:,2)=t2;             Ia=QY*Io*Fs(r)*1e3             mcat=TiO2Num(r)             [x, resnorm] = lsqcurvefit(@myodefun,K,inverse,yexp,[1e-6 1 1],[1e6 5 1e3],op,Ia,mcat);             x             resnorm             [C]=myodefun2(x,inverse,Ia,mcat);             t3=0:0.1:up;             t4=t3(:);             [D]=interp1(t4,C(:,1),t2);                          for i=1:ss                 Y1(i) = log10(Cexp(i));                 Y2(i)= log10(D(i));                 SSY1= Y1(i)^2;                 resY1(i)=(Y1(i)-Y2(i))^2;                 SS(i)=(Cexp(i))^2; 
184 
 
Appendix A: (Continued)      res(i)=(Cexp(i)-D(i))^2;             end                          %Sum of squares in Cexp             SSy = sum(SS)-((sum(Cexp))^2/ss);             SSres = sum(res);             SSyY1=sum(SSY1)-((sum(Y1))^2/ss);             SSresY1=sum(resY1);              %Goodness of fit parameters             Rsq1 = 1-SSres/SSy;             Rsq2 = 1-SSresY1/SSyY1;             rms1 = sqrt(SSres/ss);  rms2 = sqrt(SSresY1/ss);                          Rsq(1)=Rsq1;             Rsq(2)=Rsq2;             model_data = [t4 C(:,1)];             conc = char(TiO2(r));             csvfilename1 = char(strcat(file,'_',sheet,'_',conc,'model.txt'));    dlmwrite(' \ALL_DATA_coef.csv',[Intensity(iii) TiO2Num(r) x Rsq1],'-append')             
185 
 
Appendix A: (Continued)    savelocation1= char(strcat(\Results\simulation\optional\',file,'\',csvfilename1));                      dlmwrite(savelocation1,model_data,'delimiter','\t') %adds time variable to file                                     %plots    datacolor = char(colorset1(r));    fitcolor = char(colorset2(r));    hold on    subplot (2,2,1), plot(t2,Cexp,datacolor,t4,C(:,1),fitcolor)    axis([0 max(t2) min(Cexp) max(Cexp)])    xlabel('Time (min)')    ylabel('C/C_{o}')    hold on    errorbar(t2,Cexp,E,datacolor)             legend boxoff     subplot(2,2,2)             semilogy(t2,Cexp,datacolor,t4,C(:,1),fitcolor)    hold on             errorbar(t2,Cexp,E,datacolor)    errorbarlogy; 
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Appendix A: (Continued)     xlabel('Time (min)')    ylabel('log C/C_{o}')    axis([0 max(t2) min(Cexp) max(Cexp)])             legend boxoff                          subplot(2,2,3)             hold on             plot(t4,C(:,2),fitcolor)    xlabel('Time (min)')    ylabel('Byproduct conc')    legend boxoff                          subplot(2,2,4)             hold on             plot(t4,C(:,3),fitcolor)             xlabel('Time (min)')    ylabel('[OH] mol/L')    legend boxoff         end        imagename = char(strcat(‘Results\simulation\optional\',file,'\',sheet,'2'));   saveas(gcf,imagename,'fig')         saveas(gcf,imagename,'png') 
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Appendix A: (Continued)  close(gcf); %close figure window     end end   
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Appendix B: Fatty Acid Spectra 
Microbial ID, Inc. 
Volume: DATA            File: E103226.46B        Samp Ctr: 3                   ID Number: 6051  
Type: Samp                   Bottle: 71                      Method: RCLIN6  
Created: 3/22/2010 3:57:26 PM                          Created By: sstrauss (Sue Strauss)  
Sample ID: C-USF10-03 (01-Luria Broth-Direct DL  
 
 
RT Response Ar/Ht RFact ECL Peak Name Perc
 
Comment1 Comment2 
0.6998 1.165E+9 0.014 ---- 6.6894 SOLVENT 
 
---- < min rt  
0.7726 1710 0.012 ---- 7.1994  ---- < min rt  
1.5783 17592 0.008 1.070 12.0018 12:0 3.30 ECL deviates  0.002 Reference  0.001 
1.8364 3599 0.009 1.028 12.9998 13:0 0.65 ECL deviates  0.000 Reference  0.003 
1.9757 660 0.013 1.011 13.4882 12:0 3OH 0.12 ECL deviates  0.005  
2.0733 1554 0.009 ---- 13.8307  ----   
2.1079 2758 0.007 ---- 13.9519 unknown 13.951 ---- ECL deviates  0.001  
2.1206 49471 0.009 0.995 13.9964 14:0 8.63 ECL deviates -0.004 Reference  0.001 
2.2753 6966 0.012 ---- 14.5094  ----   
2.3662 825 0.008 0.972 14.8109 15:1 w8c 0.14 ECL deviates -0.003  
2.4224 24657 0.009 ---- 14.9973 15:0 ---- ECL deviates -0.003  
2.4768 1465 0.009 ---- 15.1722  ----   
2.5818 50518 0.009 0.955 15.5101 Sum In Feature 2 8.46 ECL deviates -0.005 14:0 3OH/16:1 iso I 
2.6825 74705 0.009 0.948 15.8344 Sum In Feature 3 12.4
 
ECL deviates -0.006 16:1 w7c/16:1 w6c 
2.7097 1071 0.010 0.946 15.9221 16:1 w5c 0.18 ECL deviates -0.006  
2.7339 217554 0.009 0.945 15.9999 16:0 36.0
 
ECL deviates  0.000 Reference  0.003 
2.7633 2731 0.013 ---- 16.0942  ----   
2.8992 953 0.010 0.935 16.5297 15:0 3OH 0.16 ECL deviates -0.003  
2.9881 1929 0.011 0.930 16.8147 17:1 w8c 0.31 ECL deviates  0.000  
3.0186 81103 0.009 0.928 16.9126 17:0 cyclo 13.2
 
ECL deviates -0.002  
3.0462 12116 0.009 0.927 17.0011 17:0 1.97 ECL deviates  0.001 Reference  0.002 
3.2168 357 0.010 0.919 17.5524 16:0 3OH 0.06 ECL deviates  0.004  
3.2796 2075 0.010 0.916 17.7552 Sum In Feature 5 0.33 ECL deviates -0.001 18:2 w6,9c/18:0 
 3.3079 73697 0.009 0.914 17.8467 Sum In Feature 8 11.8
 
ECL deviates -0.001 18:1 w7c 
3.3256 740 0.010 0.914 17.9041 Sum In Feature 8 0.12 ECL deviates  0.002 18:1 w6c 
3.3567 2772 0.010 0.912 18.0045 18:0 0.44 ECL deviates  0.005 Reference  0.000 
3.4593 315 0.009 ---- 18.3434  ----   
3.4668 353 0.009 ---- 18.3683  ----   
3.4991 3233 0.012 ---- 18.4748  ----   
3.5665 1769 0.011 ---- 18.6977  ----   
3.6392 8911 0.010 0.901 18.9379 19:0 cyclo w8c 1.41 ECL deviates  0.006  
3.6568 1223 0.010 0.900 18.9964 19:0 0.19 ECL deviates -0.004 Reference -0.014 
3.7066 896 0.014 ---- 19.1642  ----   
---- 50518 --- ---- ---- Summed Feature 
 
8.46 12:0 aldehyde ? unknown 10.9525 
---- ----- --- ---- ----  ---- 16:1 iso I/14:0 3OH 14:0 3OH/16:1 iso I 
---- 74705 --- ---- ---- Summed Feature 
 
12.4
 
16:1 w7c/16:1 w6c 16:1 w6c/16:1 w7c 
---- 2075 --- ---- ---- Summed Feature 
 
0.33 18:0 ante/18:2 w6,9c 18:2 w6,9c/18:0 
 ---- 74437 --- ---- ---- Summed Feature 
 
11.9
 
18:1 w7c 18:1 w6c 
 
ECL Deviation: 0.003                            Reference ECL Shift: 0.006      Number 
Reference Peaks: 7 
Total Response: 621153                         Total Named: 601869 
  
189 
 
Appendix B: (Continued) 
 
Percent Named: 96.90%                         Total Amount: 570076 
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Appendix B: (Continued) 
 
Microbial ID, Inc. 
Volume: DATA            File: E103226.46A        Samp Ctr: 5                  ID 
Number: 6052  
Type: Samp                   Bottle: 72                      Method: RCLIN6  
Created: 3/22/2010 4:06:23 PM                          Created By: sstrauss (Sue 
Strauss)  
Sample ID: C-USF10-03 (02-Oleic-Direct DL  
 
 
RT Respons
 
Ar/H
 
RFact ECL Peak Name Perce
 
Comment1 Comment2 
0.7415 1.123E+
 
0.02
 
---- 6.6887 SOLVENT PEAK ---- < min rt  
1.6673 15276 0.01
 
1.069 12.001
 
12:0 3.53 ECL deviates  0.001 Reference  0.013 
1.9354 2399 0.01
 
1.032 13.000
 
13:0 0.53 ECL deviates  0.000 Reference  0.012 
2.0777 448 0.01
 
1.016 13.483
 
12:0 3OH 0.10 ECL deviates  0.000  
2.1680 362 0.00
 
---- 13.789
 
 ----   
2.1802 630 0.00
 
---- 13.831
 
 ----   
2.2290 39485 0.01
 
1.001 13.996
 
14:0 8.53 ECL deviates -0.004 Reference  0.008 
2.3884 5210 0.01
 
---- 14.511
 
unknown 
 
---- ECL deviates -0.005  
2.4820 364 0.00
 
0.978 14.813
 
15:1 w8c 0.08 ECL deviates  0.000  
2.5394 17261 0.00
 
---- 14.998
 
15:0 ---- ECL deviates -0.001  
2.5951 1097 0.00
 
---- 15.173
 
 ----   
2.7040 39696 0.00
 
0.962 15.514
 
Sum In Feature 
 
8.25 ECL deviates  0.000 14:0 3OH/16:1 
  2.7934 6772 0.00
 
0.955 15.795
 
16:1 w9c 1.40 ECL deviates -0.005  
2.8062 34168 0.00
 
0.955 15.835
 
Sum In Feature 
 
7.05 ECL deviates -0.005 16:1 w7c/16:1 
 2.8347 399 0.01
 
0.953 15.924
 
16:1 w5c 0.08 ECL deviates -0.003  
2.8586 165258 0.00
 
0.951 15.999
 
16:0 33.96 ECL deviates  0.000 Reference  0.009 
2.8883 1192 0.01
 
---- 16.093
 
 ----   
2.9563 1102 0.01
 
---- 16.306
 
 ----   
3.0279 854 0.01
 
0.941 16.531
 
15:0 3OH 0.17 ECL deviates -0.002  
3.1189 835 0.01
 
0.936 16.817
 
17:1 w8c 0.17 ECL deviates  0.002  
3.1503 36377 0.01
 
0.934 16.916
 
17:0 cyclo 7.34 ECL deviates  0.001  
3.1773 7301 0.00
 
0.932 17.001
 
17:0 1.47 ECL deviates  0.001 Reference  0.007 
3.4285 90120 0.01
 
0.919 17.797
 
18:1 w9c 17.90 ECL deviates  0.003  
3.4447 31781 0.00
 
0.919 17.848
 
Sum In Feature 
 
6.31 ECL deviates  0.001 18:1 w7c 
3.4938 1425 0.01
 
0.916 18.004
 
18:0 0.28 ECL deviates  0.004 Reference  0.007 
3.6391 1518 0.01
 
---- 18.475
 
 ----   
3.7086 718 0.01
 
---- 18.701
 
 ----   
3.7718 8920 0.01
 
0.904 18.906
 
Sum In Feature 
 
1.74 ECL deviates  0.019 19:0 cyclo 
 3.7804 5168 0.00
 
0.904 18.934
 
19:0 cyclo w8c 1.01 ECL deviates  0.002  
3.7996 519 0.00
 
0.903 18.996
 
19:0 0.10 ECL deviates -0.003 Reference -0.005 
---- 39696 --- ---- ---- Summed 
  
8.25 12:0 aldehyde ? unknown 
 ---- ----- --- ---- ----  ---- 16:1 iso I/14:0 3OH 14:0 3OH/16:1 
  ---- 34168 --- ---- ---- Summed 
  
7.05 16:1 w7c/16:1 w6c 16:1 w6c/16:1 
 ---- 8920 --- ---- ---- Summed 
  
1.74 19:1w7c/19:1 w6c 19:1 
 ---- ----- --- ---- ----  ---- 19:0 cyclo 
 
 
---- 31781 --- ---- ---- Summed 
  
6.31 18:1 w7c 18:1 w6c 
 
ECL Deviation: 0.005                            Reference ECL Shift: 0.009      Number 
Reference Peaks: 7 
Total Response: 494184                         Total Named: 487566 
Percent Named: 98.66%                         Total Amount: 462899 
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Appendix B: (Continued) 
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Appendix B: (Continued) 
Microbial ID, Inc. 
Volume: DATA            File: E103226.46B        Samp Ctr: 4                   ID 
Number: 6053  
Type: Samp                   Bottle: 73                      Method: RCLIN6  
Created: 3/22/2010 4:06:23 PM                          Created By: sstrauss (Sue 
Strauss)  
Sample ID: C-USF10-03 (03-Palmitoleic-Direct DL  
 
 
RT Respons
 
Ar/H
 
RFact ECL Peak Name Percen
 
Comment1 Comment2 
0.6998 1.163E+
 
0.01
 
---- 6.6888 SOLVENT PEAK ---- < min rt  
0.7730 2173 0.01
 
---- 7.2011  ---- < min rt  
1.5381 657 0.00
 
---- 11.820
 
unknown 11.825 ---- ECL deviates -0.004  
1.5786 17130 0.00
 
1.070 12.001
 
12:0 3.60 ECL deviates  0.001 Reference  
 1.8369 2366 0.00
 
1.028 13.000
 
13:0 0.48 ECL deviates  0.000 Reference  
 1.9758 536 0.01
 
1.011 13.487
 
12:0 3OH 0.11 ECL deviates  0.005  
2.0733 2490 0.00
 
---- 13.829
 
 ----   
2.1077 2552 0.00
 
---- 13.950
 
unknown 13.951 ---- ECL deviates -0.001  
2.1209 36016 0.00
 
0.995 13.996
 
14:0 7.04 ECL deviates -0.003 Reference  
 2.2760 6150 0.01
 
---- 14.510
 
unknown 14.502 ---- ECL deviates -0.005  
2.3672 331 0.00
 
0.972 14.813
 
15:1 w8c 0.06 ECL deviates -0.001  
2.4225 18266 0.00
 
---- 14.996
 
15:0 ---- ECL deviates -0.003  
2.4772 1317 0.00
 
---- 15.172
 
 ----   
2.5820 45545 0.00
 
0.955 15.510
 
Sum In Feature 2 8.55 ECL deviates -0.005 14:0 3OH/16:1 
  2.6828 94182 0.00
 
0.948 15.834
 
Sum In Feature 3 17.56 ECL deviates -0.006 16:1 w7c/16:1 
 2.7105 575 0.00
 
0.946 15.923
 
16:1 w5c 0.11 ECL deviates -0.004  
2.7342 198761 0.00
 
0.945 16.000
 
16:0 36.93 ECL deviates  0.000 Reference  
 2.7628 2821 0.01
 
---- 16.091
 
 ----   
2.8992 876 0.01
 
0.935 16.528
 
15:0 3OH 0.16 ECL deviates -0.004  
2.9256 668 0.01
 
---- 16.613
 
 ----   
2.9959 1450 0.01
 
0.930 16.838
 
17:1 w7c 0.27 ECL deviates  0.003  
3.0187 75624 0.00
 
0.928 16.912
 
17:0 cyclo 13.80 ECL deviates -0.003  
3.0462 10821 0.00
 
0.927 17.000
 
17:0 1.97 ECL deviates  0.000 Reference  
 3.2797 2126 0.01
 
0.916 17.754
 
Sum In Feature 5 0.38 ECL deviates -0.002 18:2 
 
 
3.3080 43366 0.00
 
0.914 17.845
 
Sum In Feature 8 7.80 ECL deviates -0.002 18:1 w7c 
3.3570 2020 0.01
 
0.912 18.004
 
18:0 0.36 ECL deviates  0.004 Reference  
 3.4659 360 0.00
 
---- 18.364
 
 ----   
3.4986 3375 0.01
 
---- 18.472
 
 ----   
3.5667 1727 0.01
 
---- 18.697
 
 ----   
3.6390 3304 0.01
 
0.901 18.935
 
19:0 cyclo w8c 0.59 ECL deviates  0.004  
3.6574 1300 0.01
 
0.900 18.996
 
19:0 0.23 ECL deviates -0.003 Reference -
 3.7065 958 0.01
 
---- 19.162
 
 ----   
---- 45545 --- ---- ---- Summed Feature 
 
8.55 12:0 aldehyde ? unknown 
 ---- ----- --- ---- ----  ---- 16:1 iso I/14:0 3OH 14:0 3OH/16:1 
  ---- 94182 --- ---- ---- Summed Feature 
 
17.56 16:1 w7c/16:1 w6c 16:1 w6c/16:1 
 ---- 2126 --- ---- ---- Summed Feature 
 
0.38 18:0 ante/18:2 
 
18:2 
 
 
---- 43366 --- ---- ---- Summed Feature 
 
7.80 18:1 w7c 18:1 w6c 
 
ECL Deviation: 0.003                            Reference ECL Shift: 0.005      Number 
Reference Peaks: 7 
Total Response: 550047                         Total Named: 536329 
Percent Named: 97.51%                         Total Amount: 508649 
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Appendix B: (Continued) 
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Appendix B: (Continued) 
Microbial ID, Inc. 
Volume: DATA            File: E103226.46A        Samp Ctr: 6                  ID 
Number: 6054  
Type: Samp                   Bottle: 74                      Method: RCLIN6  
Created: 3/22/2010 4:15:23 PM                          Created By: sstrauss (Sue 
Strauss)  
Sample ID: C-USF10-03 (04-Linolenic-Direct DL  
 
 
RT Respons
 
Ar/H
 
RFact ECL Peak Name Perce
 
Comment1 Comment2 
0.7323 167022 0.00
 
---- 6.6278  ---- < min rt  
0.7411 1.13E+9 0.01
 
---- 6.6861 SOLVENT PEAK ---- < min rt  
1.6677 13210 0.01
 
1.069 12.001
 
12:0 2.99 ECL deviates  0.002 Reference  0.014 
1.9357 2489 0.00
 
1.032 12.999
 
13:0 0.54 ECL deviates  0.000 Reference  0.013 
2.0783 486 0.01
 
1.016 13.484
 
12:0 3OH 0.10 ECL deviates  0.001  
2.1807 1205 0.00
 
---- 13.831
 
 ----   
2.2158 2077 0.00
 
---- 13.950
 
unknown 13.951 ---- ECL deviates -0.001  
2.2294 37707 0.00
 
1.001 13.996
 
14:0 7.98 ECL deviates -0.004 Reference  0.010 
2.3890 5513 0.01
 
---- 14.511
 
unknown 14.502 ---- ECL deviates -0.004  
2.4828 653 0.00
 
0.978 14.814
 
15:1 w8c 0.14 ECL deviates  0.001  
2.5401 18075 0.00
 
---- 14.999
 
15:0 ---- ECL deviates  0.000  
2.5956 1118 0.00
 
---- 15.173
 
 ----   
2.7046 37923 0.00
 
0.962 15.515
 
Sum In Feature 2 7.72 ECL deviates  0.000 14:0 3OH/16:1 iso 
 2.8069 54115 0.00
 
0.955 15.836
 
Sum In Feature 3 10.93 ECL deviates -0.004 16:1 w7c/16:1 
 2.8351 774 0.01
 
0.953 15.924
 
16:1 w5c 0.16 ECL deviates -0.004  
2.8590 169755 0.00
 
0.951 15.999
 
16:0 34.18 ECL deviates  0.000 Reference  0.010 
2.8894 2400 0.01
 
---- 16.095
 
 ----   
2.9600 1236 0.02
 
---- 16.316
 
 ----   
3.0280 826 0.01
 
0.941 16.530
 
15:0 3OH 0.16 ECL deviates -0.003  
3.1196 1549 0.01
 
0.936 16.817
 
17:1 w8c 0.31 ECL deviates  0.003  
3.1506 60288 0.01
 
0.934 16.915
 
17:0 cyclo 11.92 ECL deviates  0.000  
3.1783 8822 0.00
 
0.932 17.002
 
17:0 1.74 ECL deviates  0.002 Reference  0.011 
3.4169 8936 0.00
 
0.920 17.758
 
Sum In Feature 5 1.74 ECL deviates  0.002 18:2 w6,9c/18:0 
 3.4296 8316 0.00
 
0.919 17.798
 
18:1 w9c 1.62 ECL deviates  0.004  
3.4447 77610 0.01
 
0.919 17.846
 
Sum In Feature 8 15.09 ECL deviates -0.001 18:1 w7c 
3.4644 669 0.01
 
0.918 17.908
 
Sum In Feature 8 0.13 ECL deviates  0.007 18:1 w6c 
3.4941 4036 0.01
 
0.916 18.003
 
18:0 0.78 ECL deviates  0.003 Reference  0.008 
3.5508 733 0.01
 
0.914 18.187
 
17:0 iso 3OH 0.14 ECL deviates -0.006  
3.5703 1892 0.01
 
---- 18.250
 
 ----   
3.6080 1071 0.01
 
---- 18.372
 
 ----   
3.6395 3246 0.01
 
---- 18.474
 
 ----   
3.7091 1682 0.01
 
---- 18.700
 
 ----   
3.7823 7355 0.01
 
0.904 18.938
 
19:0 cyclo w8c 1.41 ECL deviates  0.006  
3.8005 1157 0.01
 
0.903 18.997
 
19:0 0.22 ECL deviates -0.003 Reference -0.002 
3.8495 1008 0.01
 
---- 19.159
 
 ----   
---- 37923 --- ---- ---- Summed Feature 
 
7.72 12:0 aldehyde ? unknown 10.9525 
---- ----- --- ---- ----  ---- 16:1 iso I/14:0 3OH 14:0 3OH/16:1 iso 
 ---- 54115 --- ---- ---- Summed Feature 
 
10.93 16:1 w7c/16:1 w6c 16:1 w6c/16:1 
 ---- 8936 --- ---- ---- Summed Feature 
 
1.74 18:0 ante/18:2 
 
18:2 w6,9c/18:0 
 ---- 78278 --- ---- ---- Summed Feature 
 
15.22 18:1 w7c 18:1 w6c 
 
ECL Deviation: 0.003                            Reference ECL Shift: 0.010      Number 
Reference Peaks: 7 
Total Response: 512267                         Total Named: 497409 
Percent Named: 97.10%                         Total Amount: 472484 
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