1. Introduction. In 1958, Egervâry and Turân [3] proposed and solved the problem of finding a stable interpolation process of minimal degree on a finite interval. Later [4] they investigated the same problem for an infinite interval with a suitable modification of the definition of stability. For the interval (-oo, oo) their definition naturally differs from the one for the semi-infinite interval. More recently Balâzs [l] considered the same problem for the open interval (-1 , 1) and his definition of stability differs from that of Egervâry and Turân [3] by a factor (1 -x )
, a> -1 . In the present work we consider a definition of stability for the infinite interval which differs from the corresponding one in [4] by the introduction of a factor ar+1 x , a> -1 . We then obtain the "most economical" interpolation process which is stable in the sense of the definition. In § § 4, 5, we take up the problem of convergence of the interpolatory polynomials considered in § 3. th 2. Consider a triangular matrix whose n row is (2.1) 0 < x, < x^ < . . . < x < oo, In 2n nn n ^ n and let (y } , (y } be arbitrary real numbers. vir .
vir . 1 1 * Let R (x) and R (x) be polynomials given by n n
where u (x) are the fundamental polynomials. Then we shall k say that the process of interpolation defined on (2. 1) by (2. 2), (2. 3) is stable if for some a > -1
We shall call the sum of the degrees of the polynomials u (x) the degree of the process R , so that the "most economical' v n process is the process whose degree is smallest. We shall prove the following theorems. THEOREM 1.
The "most economical" interpolation process R (x) which is stable in the sense of (2.4) is obtained if n and only if the abscissas x (1 < v < n) of (2. 1) are the zeros vn ~ -of n Laguerre polynomial L (x) , a > -1 and the minimal degree of R (x) is n(2n-2). n
The explicit form of R (x) is given by (3. 5) . n THEOREM 2. If f(x) is continuous in 0<x<oo, then "most economical" interpolatory polynomial R (x) of Theorem 1 n interpolating f(x) in the nodes (2.1) converges to f(x) uniformly in 0<€<:x<co<oo.
If in (2. 1) we allow 0 < x and if we replace (2. 4) by ~ln
then for the polynomials R (x) of Theorem 1, the abscissas are n the zeros of xL t (x), a> -1, and the minimal degree is n-1 -then (n -1) (2n -1). For a = -1, we then get the result of Egervary and Turan [3] .
For the proof of the Theorem 1, we shall need the following LEMMA 1.
If (x } n A denote the zeros of I/ 0 * (x) , v v = l n then for 0 < x < oo, we have
satisfied by w (x) = L (x) n n i. e., v(x) has at least 2n real zeros at the x f s. If for a v £ we had v( §) < 0 , then owing to v(0) = + oo , v(x) had at least one more real zero. Then according to Rolles theorem We shall also make use of the weaker inequality
which is obvious from (2.5).
3. Proof of Theorem 1. We shall henceforth write x v for x and y for y , 1 < v < n. We first prove the nevn v vn cessity of the condition in Theorem 1. Choosing y = 1 for * V v = k and y = 0 , v F k and y =0,l<v<n, we obtain from v v ~~" ~~ (2.3) and (2.4), the inequality
where we set
whence from (2.1) and (2. 3) we have
Also from (2. 3) and (3.1), we have F (x ) = 1 , and F k (x,) = 0.
From the last condition we have owing to (2. 3)
. If the process R is "most n -n economical", then it is enough to take
From (3. 3), we now obtain on differentiating (3.4)
Whe nee x, w" (x ) + (a + 1 -x ) w ' (x ) = 0 , 1 < k < n lenk knk --so that x w (x) + (or + 1 -x) w ' (x) = C w (x) = for some constant n n n C.
, } Thus w (x) = L.
(x), with C = -n. Hence n n n L (x) (3.5)
and this proves the necessary part.
To prove the sufficiency we show that the interpolatory polynomials R (x) in (3.5) satisfy the stability condition (2.4). n From the inequality (2. 5) proved in lemma 1 we have Because of inequality (2.7),
Now using the following two formulas
175, formula (7.6.8.) and 
Hence, if c = max (e , co ), we have
-1/4 < c n owing to the inequality (2.7). The proof of this theorem runs exactly on the lines of the proof given by J. Balazs and P. Turân [2] . We sketch its proof simply for the sake of completeness. Let |f(x)|<M for x>0. 
