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In order to associate information measures with empiri­
cal situations, it is necessary to establish a set of well- 
defined elements and a classification scheme. The earliest 
use of information theory is connected with situations in 
which there is no question of the proper choice of elements 
and classification schemes. Therefore, not much attention was 
given to these problems. That they existed became very much 
apparent in later applications —  so much so that it led sev­
eral students to doubt the general applicability of informa­
tion theory. Messrs. Felton, Fritz and Grier have attacked 
a particular situation in which the selection of neither the 
elements nor the classification scheme could be anticipated; 
they have shown that very straight-forward and reasonable 
methods can be used to arrive at a convincing choice. This 
result has importance much beyond the problem of air traffic 
control.
The MS was prepared during the summer study session of
1953.
Henry Quastler
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EMPIRICAL ENTROPY:
A STUDY OP INFORMATION PLOW IN AIR TRAFFIC CONTROL
By Edward L. Fritz and George W. Grier Jr.* „
The Franklin Institute, Philadelphia, Pennsylvania
I. Summary
Information theory was used in studying information 
transfer between pilots and tower controllers during landings 
at an Air Force training base. Verbatim transcriptions of the 
radio messages were broken down into "information elements," 
and the dependent probabilities of these elements computed.
The analysis required the development of new methods, which 
are discussed. Results indicated that information was trans­
ferred at a rate of only two bits per second of talking time 
or a total of £0 bits per complete landing. Redundancy was 80 
per cent.
IX. Introduction
A number of recent studies have employed the Shannon- 
Wiener information measure as a tool for studying human behav­
ior. Most of these, however, have been limited to measuring
* This study was performed by the authors and associates at
the Franklin Institute Laboratories for Research and Develop­
ment, under Contract AF 18 (600) — 26 with the Human Resources 
Research Laboratories, Air Research and Development Command,
U. S. Air Force. The authors wish to express their appreci­
ation to Dr. F. C. Frick, Chief, Communications Research 
Directorate, HRRL, for introducing them to the problem and for helpful criticism and guidance.
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human information-processing capacity in simple perceptual 
taskso There has thus far been little exploration of the po­
tentialities of information theory as a technique for quan­
tifying human behavior in more complex tasks, particularly 
those in which two or more individuals work as a team* Yet 
this is a problem area where a generally-applicable quanti­
tative technique is urgently neededo
This paper describes a study which employed information 
theory to measure information transfer between humans engaged 
in a "'real," complex problem-solving situation -- the control 
of landing traffic at an Air Force training base. This study 
is believed to be the first to eirçjloy information theory in 
the study of team communications. It is believed unusual also 
in that no laboratory controls or other artificial restraints 
were placed upon the humans whose behavior was being studied. 
In fact, few of them were probably aware that they were under 
scientific observation. That quantitative results could be 
obtained under these conditions should be encouraging to other 
investigators working in the field of group behavior. It 
should also Indicate that the use of information theory in this 
area does not involve insuperable difficulties.
Ill© A Description of the Problem
The objective of the investigation was to measure the 
rate of information transfer and the redundancy in air traffic 
control commun!cations at Langley Air Force Base. The measure­
ments were limited to landing aircraft under VFR (visual flight
mile) conditions«» (Langley aircraft were grounded in instru­
ment weather)©
Briefly, landing procedure can be described as follows? 
aircraft arrive at random at a check point near the airport, 
contact the tower by voice radio, and state their position«,
The tower controller then must coordinate the movements of the 
aircraft so that they land as quickly as possible without risk­
ing collision«, The coordination is carried out by voice com­
munications over a single radio channel« All aircraft can 
hear the communications of all other aircraft, but the control­
ler usually talks to only one aircraft at a time« The stan­
dard Air Force overhead approach pattern is used« Since only 
a limited variety of maneuvers are available to the aircraft, 
the variety of information in the communications is severely 
restricted« In addition, the information is usually coded in­
to standard phrases«,
IV« Methodological Hurdles
Several valid objections have been raised to the use 
of information theory in studying spoken communications« For 
the purposes of this investigation it was necessary to develop 
a rationale capable of coping with these objections at least 
for the circumstances under which the study was made« The ob­
jections can be stated briefly as follows?
1« Information theory cannot deal adequately with 
some highly important intangibles« The subtleties of mean­
ing which are conveyed by the precise turn of a phrase, the 
emotional significance of a word like "nigger" -- these, the
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argument goes, are not amenable to quantification in terms of 
"bits,” nor can they justifiably be ignored.
2. Christie et al^ have raised the question of equiva­
lence of meaning between a message as stated by its origin­
ator and as understood by its recipient. The outsider who is 
studying the process is faced with the difficult task of de­
fining equivalence and determining whether it exists.
3. In spoken communications information is usually 
conveyed not merely by the verbal symbols employed but also 
by the way in which these symbols are spoken. How can vari­
ations in inflection be quantified -- or, if the problem of 
quantification is bypassed by ignoring them, is the resulting 
error likely to be serious?
Stevens^ has proposed a definition of communications 
which makes it possible to deal successfully with the first 
two of these objections under certain conditions. In Stevehs« 
use of the terra, the evidence of communication is the discrim­
inatory response of an organism to a stimulus. This defin­
ition is broad, operational, and behavioristic. Under it, if 
an organism makes no response to a stimulus, no communication 
has taken place. Further, if two discriminable stimuli evoke
1. Christie, L. S., Luce, R. D., and Macy, J., Communication 
and Learning in Task-Oriented Groups. Technical Report 
Ho. ¿3l* Research Laboratory of Electronics, Massachusetts Institute of Technology, Cambridge, Mass.
2. Stevens, S. S., A Definition of Communication. J. Acoust.Soc. Amer., 19g07"22: 689-690.----------—
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non-discriminable responses, the stimuli may be considered 
synonymous* Synonymy may thus be defined operationally as 
the evoking of identical responses by different stimuli* It 
becomes possible to disregard all questions of meaning unless 
this concept is defined in terms of observable discriminatory 
responses*
In the air traffic control system, and probably in most 
other control systems as well, the total response repertoire 
is quite limited* Under such conditions, to define meaning 
in this way makes sense not only theoretically but practically* 
In most control systems any stimulus can elicit from the hu­
man operator a limited variety of responses which differ from 
the viewpoint of the system* Thus, variations in phrasing of 
a message can have no significance to the system unless they 
change the recipients response from one to another of the re­
stricted universe of the "system-oriented" responses* Subtlety 
is unnecessary and sometimes downright dangerous* This is the 
principal reason for the use of standard phraseology*
Equivalence of meaning between originator and recipient 
can likewise be determined purely in terms of response* In 
air traffic control, not only is the total response repertoire 
limited but the sequence of responses is highly structured*
This further limits the variety of responses which any given 
message can evoke* If a communicator receives a message which 
he cannot interpret in terms of his available responses at the 
moment, he will question the message* If he misreads a message 
in terms of an available response, the non-equivalence should 
likewise show up eventually* If, for example, a pilot in a
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stack should misread the instruction ’’descend to 35>00,” as 
’’descend to 2500,” the effects of this error almost certainly 
will be observable in later communications *
As for inflections, it appears possible to ignore them 
in determining the amounts of information transferred without 
introducing serious error« The noise level in the air-ground 
radio system is sufficiently high so that small variations in 
inflection are probably lost« Even those which remain probably 
carry little information compared to the words in the message« 
About all they can do that is important to operation of the 
system is to differentiate between routine and urgent messages 
—  a one-bit distinction« The phrasing employed in urgent mes­
sages usually differs from that employed in routine messages; 
thus, inflections do not perform a unique function even in 
this respecto
Y« Procedure
a) Recording of data
Transmissions between aircraft and the tower were picked 
up by a mobile recording unit located on the field« This unit 
recorded the verbal content of the transmissions on magnetic 
tape and their times of occurrence and lengths with time stamps 
and pen recorders« The recording operation did not interfere 
with the activities of the communicators in any way« Most of 
them were probably unaware of its existence*
i
Nearly 100 hours of records were taken over a period 
of several weeks0 Selected samples were transcribed verbatim 
together with data on time, length, and origin of each trans-
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mission* The samples en^loyed for the information measure­
ments covered 200 complete landing operations*
b) Reduction to Quantifiable Form 
The unit of prediction employed in the measurements 
was not the letter, the word, or the individual speech sound, 
but rather the "information element,” which was devised for 
this study* To break the transmissions down into information 
elements, lines of demarcation were drawn at the points where 
the verbal stimulus was judged to change sufficiently to en­
able the recipient to alter his response* The verbal space 
between any two successive lines was one "information element*”* 
It was, of course, impossible to determine these points em­
pirically* Yet it was found that persons sufficiently familiar 
with the limited response repertoire available to pilots and 
controllers and with the highly restricted phraseology used 
to elicit these responses could make such a determination 
easily on rational grounds* Take, for example, the message:**
"Langley Tower, Air Force 611, two miles out, land­ing instructions, please*"
This is a typical message from a pilot just entering 
the control area of Langley Field* It consists of a set of 
standard phrases put together in a standard order, and can be 
broken down as follows:
"Langley Tower,/ Air Force 611,/ two miles out,/ 
landing instructions, please*”
• i •* Other terms which have been suggested for this unit include 
"sematic unit,” "decision unit," and "information item*"The authors have not yet found a term with which they are completely satisfied*
In this study the terms "transmission" and "message" were used interchangeable to denote all information transmitted 
by one party during any one operation of his carrier*
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It can be argued that only at the points where the lines 
have been placed is the controller enabled by the verbal stim­
ulus to respond to it in a changed fashion* The words "Lang­
ley Tower" inform him that he is being called and that he should 
pay attention to the rest of the message. The aircraft*s iden­
tification tells him who is calling; without this additional 
information he can make no decisions regarding the message*s 
disposition* Similarly, until he knows where the aircraft is 
he cannot fit it into the pattern of traffic in the area. Fin­
ally, only when the pilot asks for landing instructions is the 
controller sure that he wants to land.
In practise, some of these phrases may be almost per­
fectly predictable from their first two words; for example.
"two" may predict "miles out" so well that the latter two 
words carry almost no information. Nonetheless, the control­
ler can make no further decisions until he hears at least the 
first word of the next phrase.*
Analysts trained in traffic control and communication 
procedure broke down thousands of messages in this fashion.
The next step was to classify individual units by type of in­
formation conveyed. The type categories, rather than the words 
and phrases themselves, became the basis for the information 
measurements. In this step, essentially synomymous variations
* This statement is untrue to the extent that the controller 
is able to predict the next phrase. That the predictability is in fact high does not invalidate the essential discrete­
ness of the units; and this predictability can be taken in­
to account in information measurement. This point will be taken up in detail later.
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in phrasing were assigned to the same category« This proce­
dure reduced considerably the number of categories which had 
to be taken into account in later analysis« Synonymy was de­
fined operationally as stated earlier; the evoking of iden­
tical responses by different stimuli« Once again, no experi­
mental test was made; but on the basis of considerably familiar­
ity with the operation of the traffic control system and with 
the communication procedures designed to serve its operation, 
analysts were able to determine what variations should elicit 
essentially the same responses from the recipient« For in­
stance, the phrases "gear down,” "gear down and locked,”
"gear green,” ”three green,” and "gear down and locked with 
three green lights,” differ considerably in the speech sounds 
of which they are composed, but a controller hearing any of 
them will adjust his control in exactly the same way«
Quoting these variations brings out the fact that the 
phrasing in air traffic control communications is not completely 
standardized« A high degree of standardization does exist, 
but the humans in the system cannot refrain from asserting 
their essential human variability« Subsequent communications 
were carefully examined for the effect of these variations in 
phrasing; within a wide range of variation no effect at all 
was noted« This finding suggests that the receiving control­
ler or pilot does not operate on the incoming information by 
predicting the next speech sound but by predicting the next 
"idea” .—  or, to state it more precisely, the next response 
that he will be called upon to make« Vftiile this statement must
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for the time being remain largely hypothetical, it neverthe*» 
less forms one of the basic assumptions underlying this ap­
proach to information measurement®
In breaking down and classifying test samples of mes­
sages, pairs of analysts agreed with each other 98 per cent 
of the time 0 This fact Is an Interesting commentary on the 
practicability of this type of analysis and may provide some 
support for the validity of the underlying assumptions«
c) Treatment of quantifiers
Among the most important informational components of 
air traffic control communications are quantitative data such 
as altitude, altimeter setting, wind speed, and compass head­
ing« However, to include each variation in these data under 
a separate category would have greatly increased the number of 
categories needed and vastly complicated later analysis« A 
short cut was therefore employed« All variations in quanti­
fiers were disregarded at the time of message classification, 
and quantitative data of the same type were lumped under the 
same category, i«e«, altitude 15 0 0 = altitude 2500 = altitude 
I4.5 0O, etc« In the final stage of the analysis the quantifiers 
were "re-inserted«Wi This was done simply by adding to the 
information values obtained from the "lumped" elements an in­
crement which represented the additional information attribu­
table to the variations within these same elements« It can 
be shown that this approach produces results identical to that 
in which the variations are kept intact throughout §
15/21
Let Ü be the generic unit (altitude) 
u^ be a specific unit (altitude^)
1< i^n where all i*s are équiprobable«
(1) Separate units (each u^ is considered as a separate cate*gory)
Let P(U) be probability of occurrence of U<>
Therefore P(u^) = — ■
and H(Ui) = -log2
where H(u^) is the information conveyed by the specific unit u^  «
(2) Additional Components (all u^ treated as the class U plus
some quantifying information)
E(\i±) = H(U) + E±
= -log2 P(U) + log2 n
= -log2 P(U)n
Since these two methods lead to the same result^ it 
was possible to use the second approach and completely ignore 
the quantifying factors until the very end of the problem« 
Although this proof used the assumption that all quantitative 
differences were équiprobable, this restriction is not essen* 
tial« As a matter of fact, it was not true in this problem«
d) Determination of dependent probabilities 
The most direct approach to determining the amount of 
information contained in a sequence of communications is to 
determine the independence of each successive unit of predic­
tion on all preceding units« While this method is direct, it 
is far from simple* Determining conditional probabilities in 
sequences of more than three units involves overwhelming com­
putational difficulties«
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In this investigation a different approach was used« 
Basically* it involved identifying and isolating certain con­
straints which increased the probability that certain specific 
items out of the universe of content would occur at any given 
moment of time© These constraints were identified as follows;
lo Situational context » Different situations generate 
different kinds of information» It was possible to isolate 
four different phases of the landing operation* each of which 
generated a ”burst,f of communications quite different from 
those of any other phase» Each of these four phases was con­
sidered a separate universe for computational purposes©
2o Language structure© Within any randomly-selected 
sample of language* at least two types of constraint operate 
to change the probability structure from a random to a pre­
dictable one© Those constraints were found to operate also 
in the highly-restricted language of air traffic control com­
munications© They are;
(a) Relative frequencies of occurrence of individual 
items © Certain words* letters and speech sounds occur more 
frequently than others in any randomly-selected sample of 
written or spoken language© The same was found to be true 
for the information elements in air traffic control communi­
cations ©
(b) Relative frequencies of occurrence of sequences 
of itemso Some sequential combinations of letters occur more 
frequently than others in English text (for instance* the com­
bination ly)© So it was found that some sequences of infor-
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mation elements occurred more frequently as complete air traf- 
fic control messages than other sequences0 In fact* only 
about three dozen different messages made up 90 per cent of 
the total repertoire of pilots<, The same figures held true 
for controllers0 Instead of computing the dependency of each 
element of each message upon the preceding elements* it was 
found practical to jump directly to the probability of occur­
rence of whole messageso It can be shown that the probabil­
ity of occurrence of a message is simply the product of the 
conditional probabilities of the units in the message fol­
lowing each othero Therefore* the frequency of messages pro­
vided a short cut to these conditional probabilities of the 
units03
VI o Results
By the methods which have been outlined above it was 
possible to determine several values8
1© An upper limit of information transfer rate for the 
system studiedo This value represents the rate at which infor­
mation would be received by an individual with no prior know­
ledge of air traffic control or communication procedures* if 
he were placed in the system and provided only with a list of 
the information elements employed«, The Individual would ini­
tially have no ability to predict which element In the list 
would occur ne5ct® The Information which he would receive from
3© Felton* Wo W0* Fritz* E 0* and Grier, G0 Wo* Communication Measurements at the Langley Air Force Base0 HRRL Report 
No« 31* Human Resources Research' Laboratories* Air Research and Development Command* USAF* Washington 25* Do Co
18/21
each element would be log2 (the total number of different el©« 
ments)p or In our casep nine bits« It was found that elements 
were transmitted at a rate of approximately one per second 
(this rate proved to be highly stable) so the information rate 
in this case would be nine bits per secondo
20 An estimate of information transfer rate for ex« 
perienced communicators« This value takes Into account the 
increased ability to predict which is assumed to be possessed 
by an individual familiar with the probability structure of 
air traffic control communications0 It was obtained by deter» 
mining the predictability generated by (1) the frequency dis- 
tribution of individual elementsp (2) the combination of 
items Into messages^ and (3) the combination of messages into 
conversations« When all these constraints were taken into 
accountP the information rate decreased to slightly under 
two bits per secondo
3o An estimate of the redundancy of air traffic con« 
trol communications« Redundancy is the ration
knowledge supplied by context 
information transmitteHin the channe1
orp to state It another wayP redundancy is the percentage of
predictable information« The total redundancy contributed by
the three types of constraint listed above was calculated«
It was found to be 80 per cento
k° An estimate of the relative contributions of three
types of constraints to overall redundancy« The differential
frequencies of individual elements were found to contribute
approximately 30 per cent out of the total redundancy of 80
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per cent; dependency of elements upon preceding elements with­
in the same message contributed another \\3 per cent; and de­
pendency of whole messages upon preceding messages the remain­
ing 7 per cent«
5© An estimate of the difference between information 
rates in pilots9 and controllers0 messages0 Prom controllers') 
messages, experienced pilots were found to receive informa­
tion at a rate of about 2«2 bits per second« Prom pilots9 
messages, experienced controllers were found to receive in­
formation at a rate of approximately 1«6 bits per second« 
However, the redundancy of pilots9 and controllers9 messages 
was very nearly the same (81 per cent and 78 per cent, 
respectively)«
6« An estimate of the total amount of information ex­
changed between pilots and controllers throughout an entire 
landing operation« The total was found to be only 5l bits per 
landing, of which controllers contributed 29 bits and pilots 
22 bits«
7© A comparison of information transfer rate and to­
tal information required per landing between jet aircraft and 
propeller aircraft« No significant difference was found be­
tween jet and prop aircraft for either parameter«
8« An estimate of the difference in information trans­
fer rate and total information per landing between periods of 
high traffic density and periods of low traffic density« No 
significant change was found in either parameter with varying 
traffic load« However, an interesting difference was found
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in pilots8 behavioro As stated earlier* it was found that 
there were four discrete phases of the landing operation* 
each of which generated a different Mburst” of communications0 
During high-density periods* a sharp decrease was found in 
per cent of aircraft reporting during the first phase0 Most 
pilots delayed their first contact until they were nearer to 
the field© Presumably* the delay was forced by heavy loading 
of the single communication channel available0
VIIo Discussion of Results
In comparison with the findings of experimental studies 
on human informat ion-handling capacities* the actual infor­
mation transfer rates reported here seem at first glance to 
be surprisingly lowo It should be borne In mind* however* that 
both pilots and controllers may simultaneously be taking in 
information from a number of other sources® Both may be work­
ing much closer to capacity than these values suggest®
However* the small amount of Information actually ex­
changed between participants in this apparently complex con­
trol process still comes as something of a surprise to the In­
vestigators® This finding strongly suggests that the process 
has become so highly routinized that most of the actions are 
performed by rote® It appears necessary for the controller 
only to know when a pilot is about to perform an action* the 
way in which he will perform it being almost perfectly predic­
table® Conversely* it appears that it is not necessary for 
the controller to instruct the pilot In landing procedure* but 
merely to give a "stop" or Mgo,f signal at check points along
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fehe way® This is true in spite of the fact that a superfic­
ial examination of the communications indicates many control 
instructions«» One of the most common of these is an instruc­
tion to check in at the next phase of the operation®
One principal reason for the high redundancy within the 
system (for comparison; redundancy of newspaper text has been 
estimated at 50 per cent) may well be the low signal-to-noise 
ratio in air-ground radio® Another may be the extreme impor­
tance of the fraction of the information which is not predic­
table to the safety of the participants® It is not wise to 
jump to the conclusion that the redundancy could safely be de­
creased®
It is interesting to note the Insentivity of the infor­
mation rate to variations in ^ traffic density and hence in the 
apparent complexity of the coordination problem® It can be 
hypothesized that the routinization of the landing procedure 
for individual aircraft limits the potential complexity of 
situations In which a number of aircraft must be coordinated®
Viewed by a naive observer^, the system studied in this 
investigation appears extremely complex® Furtherp the presence 
of human beings as units in the system leads one to expect 
high variability® Examined in the light of information theory9 
however, the repertoire of activity was found to be much more 
limited than superficial observation would suggest® ThuSs the 
systèmes operation yielded quite readily to quantitative analy­
sis® One might raise the question of whether the same might 
not prove to be true of many other complex-appearing systems®
