A time for a quantum particle to traverse a barrier is obtained for stationary states by setting the local value of a ''time'' operator equal to a constant. This time operator, called the tempus operator because it is distinct from the time of evolution, is defined as the operator canonically conjugate to the energy operator. The local value of the tempus operator gives a complex time for a particle to traverse a barrier. The method is applied to a particle with a semiclassical wave function, which gives, in the classical limit, the correct classical traversal time. It is also applied to a quantum particle tunneling through a rectangular barrier. The resulting complex tunneling time is compared with complex tunneling times from other methods.
I. INTRODUCTION
Quantum mechanics has answered many questions about the microscopic world, but some questions still remain. One such question, addressed in this paper, is how long does it take for a quantum particle to tunnel through a classical forbidden region? Two related questions are ͑1͒ how long does a quantum particle spend in a classically forbidden region, and ͑2͒ how long does it take for a quantum particle to be reflected from a classically forbidden region? Although there has been intense interest in answering these questions because of the need to design nanoscale electronic devices using semiconductor heterostructures, no consensus has yet emerged ͓1-7͔.
In classical mechanics, a traversal time between two points in one dimension can easily be calculated. The trajectory of a particle in one dimension, xϭx(t), is calculated from Newton's second law and initial conditions. Assuming that we can solve the trajectory for the time tϭt(x), which we call the ''inverse trajectory,'' we find that the traversal time ⌬tϭt(x 2 )Ϫt(x 1 ) is the time it takes for a classical particle to travel from x 1 to x 2 .
In the usual interpretation of quantum mechanics, there is no particle trajectory, so the classical procedure cannot be applied directly. However, the de Broglie-Bohm causal interpretation of quantum mechanics ͓8͔ does give trajectories, and this point of view has been used by Leavens and coworkers ͓9-14͔ to address the tunneling time problem. The Feynman path-integral formulation of quantum mechanics has also been used to obtain tunneling times ͓15-18͔.
In this paper we propose another procedure for relating x to t in quantum mechanics and hence obtaining traversal or tunneling times. The procedure uses a quantum-mechanical operator, called the tempus operator T ͓19-21͔, that is canonically conjugate to the energy operator Ê . Since tempus is different conceptually from the time t of evolution of the system, we distinguish the two by using the Latin term for time, tempus. In the title, however, we have chosen to use ''time'' instead of tempus operator for the sake of clarity, since the tempus operator is not well known. Together the energy operator and the tempus operator satisfy the canonical commutation relation. The time t of evolution in quantum mechanics remains a parameter.
We use the simplest local value of the tempus operator in quantum mechanics to obtain a traversal or a tunneling time. In the classical limit, the quantum traversal time reduces to its classical value. A local value of an operator is the operator acting on a wave function at a point in space and time, divided by the same wave function ͓22,23͔. For the tempus operator the classical limit of this local value gives a constant, which is the classical value given by the HamiltonianJacobi theory ͓8,24͔. Our procedure postulates that even in the quantum case, a local value of the tempus operator is a constant and formulates this as a ''principle of constant local tempus.'' Using this principle, we obtain an ''inverse quasitrajectory '' t(x) that is the inverted ''quasitrajectory'' x(t) for a quantum-mechanical particle in one dimension. From the inverse quasitrajectory t(x) for a particle we can calculate a traversal time ϭ⌬tϭt(x 2 )Ϫt(x 1 ) between the points x 1 to x 2 . A traversal time for a particle in the classically forbidden region of a barrier is called a tunneling time. Our method gives a complex tunneling time in which the real part is called a phase time and the imaginary part is called a transmission time. This complex tunneling time is similar to one obtained by Pollak and Miller ͓25͔ using a flux-flux correlation function. An experiment on frustrated total internal reflection of light used the complex Pollak-Miller time and interpreted its real and imaginary parts ͓26͔.
The tunneling time proposed here is only one contribution to a long list of proposals for calculating a tunneling time through a barrier ͓1-7͔. In quantum mechanics there may be several versions of a quantity that in classical mechanics is unique, and these different versions may be realized in different experiments. A universal intrinsic tunneling time that is valid for all experiments probably does not exist. There are most likely a multiplicity of tunneling times in nature, each one describing a different type of experiment. Tunneling time experiments that use some type of clock may depend on the type of clock used ͓16,27,28͔. The calculated tunneling time that applies to a given experimental setup is a question that can only be answered by more experiments ͓29,30͔.
In this paper the tempus operator is discussed in Sec. II. In Sec. III the classical limit of the local value of the tempus operator is shown to be constant. Section IV generalizes this result to the quantum case and postulates a ''principle of constant local tempus'' for stationary state wave functions that gives a complex traversal time. We apply this principle in Sec. V to calculate a traversal time in a semiclassical ͑WKB͒ approximation for a particle with an energy large compared to the height of the barrier that agrees with the classical traversal time. In Sec. VI we apply this principle to a rectangular barrier to calculate a tunneling time and compare it with the Pollak-Miller time ͓25͔ and the Larmor time ͓31,32͔. The conclusion is given in Sec. VII.
II. TEMPUS OPERATOR
The concept of tempus is defined in classical Hamiltonian mechanics ͓19,20͔ as the variable, with dimensions of time, that is canonically conjugate to the energy. In classical Hamiltonian mechanics a canonical transformation can be made from old canonical variables ͑q, p͒ to new canonical variables (qЈ,pЈ), where q(qЈ) and p( pЈ) are the old ͑new͒ generalized coordinate and the canonical momentum conjugate to it, respectively. If we now choose the new canonical momentum pЈ to be the energy E, the generalized coordinate qЈ conjugate to it is called tempus, denoted by T ͓19,20͔. Because energy and tempus are canonically conjugate variables, they satisfy the same Poisson bracket as q and p satisfy ͕T,E͖ϭ1.
͑1͒
Since the Poisson bracket is a canonical invariant ͓24͔, it can be calculated with respect to any set of canonically conjugate coordinates and momenta. In general, tempus TϭT(q,E,t) is a function of the old generalized coordinate q, the new canonical momentum pЈϭE, and the time of evolution t. An arbitrary function of the energy can be added to tempus so it is not unique, but for simplicity we take this arbitrary function to be zero. In a conservative system tempus is numerically equal to the time of evolution t plus a constant, but conceptually they are different. When the system is quantized we also quantize tempus ͓21͔, but not the time of evolution t that parametrizes the wave function. The distinction between tempus T and the time of evolution t provides a basis for an operator T in quantum mechanics that is different from the usual ''time operators'' t that quantize the time of evolution. Pauli ͓33͔ has objected to a time operator and has given a ''proof'' that it does not exist. Recent work uncovers some implicit assumptions made by Pauli and shows that a self-adjoint time operator can exist ͓34͔. General time operators and time of arrival operators have also been recently discussed ͓35͔. In some cases a time operator can be constructed that is not self-adjoint ͓36 -38͔.
To quantize a classical system, we assume Dirac ͓39͔ quantization corresponding to the classical Poisson bracket in Eq. ͑1͒. An arbitrary function of the energy operator may be added to the tempus operator, but for simplicity it is taken to be zero. Various realizations of the energy and tempus operators that satisfy Eq. ͑2͒ are possible ͓21͔, but the realization used here is the one with the energy operator Ê ϭE and the corresponding tempus operator T ϭiប‫ץ/ץ‬E. Some of the other realizations of the energy and tempus operators in specific cases act directly on the coordinate of the wave function ͓21͔, and thus open the possibility of applying our method to a wave packet. Razavy ͓41-43͔ has used a similar approach based on a ''time function'' in classical mechanics that is canonically conjugate to the Hamiltonian. He used it to calculate the time delay in scattering, but did not use it to calculate a tunneling time. Quantum canonical transformations have been used by León et al. ͓44͔ .
The approach of Recami et al. ͓45-48͔ is to introduce a ''time operator'' t 1 ϭϪiប‫ץ/ץ‬E and to calculate its expectation value with respect to a wave packet f (x,E), where the integration is with respect to the energy EϾ0. This expectation value is equal to the expectation value of t calculated with respect to the Fourier transformed wave packet F (x,t) , where the integration is with respect to time t from Ϫϱ to ϱ. Although this expectation value appears to be outside the usual Hilbert space interpretation of quantum mechanics in which time t is considered a parameter and quantummechanical expectation values are calculated by integrating over all space, Egusquiza and Muga ͓35͔ have nevertheless shown that it can be written in standard quantum-mechanical form. Recami et al. ͓45-48͔ use their time operator to derive the energy-time uncertainty relation, time delay due to scattering, and decay from a metastable state.
The difficulty with using a time operator t is that time t must also be a parameter in quantum mechanics to give the time evolution of the system. The use of the tempus operator T avoids this dual use of time, since it is conceptually different from the time of evolution t, which remains a parameter.
III. CLASSICAL LIMIT OF LOCAL MOMENTUM AND TEMPUS
We first examine a local value of the momentum operator and show that in the classical limit it is the classical momentum. We next consider a local value of the tempus operator and show that in the classical limit it is a constant. A local value of an operator is the operator acting on a wave function at a point in space and time divided by the same wave function ͓22,23͔.
A wave function ϭ(x,t) can always be written in polar form
where is the probability density and S/ប is the phase. When this expression is substituted into the time-dependent Schrödinger equation, the function S(x,t) satisfies the Hamilton-Jacobi equation with a quantum potential added to the potential energy ͓8͔. In the limit as ប→0, the quantum potential vanishes and the function S becomes Hamilton's principal function S HJ .
A. Local value of the momentum operator
In order to gain more familiarity with local values, we first consider the local value of the momentum operator. Since the momentum operator in the coordinate representation is p ϭϪiប‫ץ/ץ‬x, its local value at the spatial point x at time t is
where Eq. ͑3͒ is used. The limit as ប→0 on the right-hand side of Eq. ͑4͒, becomes the classical momentum p
from Hamilton-Jacobi theory ͓24͔.
For a plane wave with energy E and momentum p, the wave function is ϭ 0 exp͓i(ϪEtϩpx)/ប͔, where 0 is a constant amplitude. From Eq. ͑3͒, we obtain, in this case, S ϭϪEtϩpx. The local value of the momentum in Eq. ͑4͒ gives ‫ץ‬S/‫ץ‬xϭp, the same as the classical momentum in Eq. ͑5͒.
B. Local value of the tempus operator
In a similar way, a local value of the tempus operator may be calculated when the wave function (x,t) describes a stationary state depending on energy E. When Eq. ͑3͒ is used for the wave function, the local value of the tempus operator T ϭiប‫ץ/ץ‬E is
In the limit as ប→0, the right-hand side of Eq. ͑6͒ becomes a constant, since Since ‫ץ‬E/‫ץ‬pϭp/mϭv is the velocity of the particle, Eq. ͑8͒ gives the classical trajectory for a free particle xϭx(t)ϭx 0 ϩvt, where the constant is chosen such that x 0 is the initial position at tϭ0. The time t 21 ϭt 2 Ϫt 1 for the free quantummechanical particle of energy E to traverse the distance x 21 ϭx 2 Ϫx 1 from x 1 to x 2 , is therefore t 21 ϭx 21 /v, the time it takes for a classical free particle of the same energy to traverse the same distance. This example shows that the postulate of a constant local tempus in Eq. ͑6͒ gives a meaningful result from which to calculate a traversal time.
IV. TRAVERSAL TIMES USING TEMPUS OPERATOR

A. Constant local value of tempus
A natural generalization of the classical limit of Eq. ͑6͒ gives a procedure for relating x to t in quantum mechanics. We generalize the classical result in the simplest way and postulate that in quantum mechanics a local value of the tempus operator T ϭiប‫ץ/ץ‬E, calculated from a stationary state wave function (x,t), is still constant,
where the energy operator E and tempus operator T ϭiប‫ץ/ץ‬E satisfy the commutation relation in Eq. ͑2͒ and the constant is, in general, complex. We call Eq. ͑9͒ the ''principle of constant local tempus.'' It is a new principle for obtaining a quasitrajectory xϭx(t) in quantum mechanics and consequently an inverse quasitrajectory tϭt(x) from which a traversal time can be calculated. There are many possible local values that have the correct classical limit. We use the simplest one involving the tempus operator T , even though the result is a complex constant. If a symmetrized form of the tempus operator were used, a real constant would be obtained ͓23͔. Equation ͑9͒ is independent of the normalization of the wave function and is even valid for wave functions that are not normalizable, as for barrier problems. The local value of tempus T(x,t) is also invariant under a gauge transformation on the wave function Ј(x,t) ϭexp͓i⌳(x,t)͔(x,t), since an arbitrary gauge function ⌳(x,t) is independent of the energy.
The principle of constant local tempus is applicable to stationary-state solutions of the Schrödinger equation. In analogy with the classical case, we can calculate a tunneling time through a barrier from an ''inverse quasitrajectory'' t ϭt(x). For a particle with a potential energy V(x), the timedependent Schrödinger equation has stationary-state solutions ͑x,t͒ϭ͑x͒ exp͑ϪiEt/ប ͒, ͑10͒ where the energy eigenvalue is E and the energy eigenfunction is (x)ϭ E (x). We shall consider a particle with positive energies in the continuum and eigenfunctions that are not normalizable.
When the stationary-state solution in Eq. ͑10͒ is substituted into Eq. ͑9͒, we obtain an explicit expression for the inverse quasitrajectory, T(x,t)ϵtϩT(x)ϭconst, or t͑x ͒ϭϪ T ͑x͒ ͑x͒ ϩconst ͑ stationary state͒. ͑11͒
Therefore, the time for the particle to traverse from a point x 1 to a point x 2 is
where ⌬ denotes the difference in values at x 2 and x 1 . The time is independent of the constant in Eq. ͑11͒ and is also independent of any arbitrary energy-dependent function multiplying the wave function. If the particle has an energy less than the top of a barrier, the traversal time is a tunneling time, where the point x 1 is the entrance to the barrier and x 2 is the exit.
B. Traversal time
Since T ϭiប‫ץ/ץ‬E, the traversal time in Eq. ͑12͒ is
which is in general complex. We can write the ͑energy-dependent͒ stationary-state wave function in terms of its modulus and phase ͑x͒ϭ͉͑x͉͒ exp͓i͑x ͔͒, ͑14͒
and substitute it into Eq. ͑13͒. The real part of is a phase time ͓49-51͔
where ⌬ϭ(x 2 )Ϫ(x 1 ) is the difference in the phase of the total wave function at x 2 and at x 1 . The imaginary part of is called ͓25͔ a transmission time,
where the absolute value is the ratio of the total wave function at x 2 to its value at x 1 .
For tunneling, Eq. ͑13͒ is similar to a complex time obtained by Pollak 
V. TRAVERSAL TIME IN A SEMICLASSICAL APPROXIMATION
As an example of the method in Sec. IV, we use a semiclassical wave function to obtain the local momentum and the local tempus. A traversal time is calculated for a quantum particle with an energy greater than the barrier.
A. Local momentum
The WKB approximation gives a wave function that is valid in a semiclassical approximation. For a particle with an energy above the barrier, a ͑unnormalized͒ WKB wave function is
where the local wave number at the point x is
The wave function in Eq. ͑17͒ describes propagation, without reflection, to larger values of x as time increases and is valid for energies large compared to the height of the barrier. Using this wave function, we find that the local value of the momentum operator, p ϭϪiប‫ץ/ץ‬x, is
where the local momentum is p(x)ϭបk(x). In the classical limit ប→0 ͑or in the limit of large E͒ only the real part p(x) of Eq. ͑19͒ contributes, which is the classical momentum as a function of the position x.
B. Local tempus
The local value of the tempus operator is
͑20͒
In the classical limit ប→0, the imaginary part goes to zero. The local velocity v(x) in Eq. ͑20͒ is
where the classical local momentum p(x)ϭបk(x) is defined by Eq. ͑18͒. This local velocity v(x) is the same as the ''hydrodynamic'' velocity defined as the ratio of the probability current density j(x) to the probability density (x)
Using the principle of constant local tempus in Eq. ͑20͒, we obtain the relation
The real part of Eq. ͑23͒ gives the phase time in Eq. ͑15͒ for a quantum particle with an energy above the barrier to traverse from x 1 to x 2 ,
which is the traversal time for a classical particle. This result might have been expected, since we are using a semiclassical WKB wave function. The WKB approximation is valid if the energy of the particle is much greater than the height of the barrier. The transmission time for the traversal of the quantum particle with an energy much larger than the top of the barrier is of no significance.
VI. TUNNELING THROUGH A RECTANGULAR BARRIER
As another example of the principle of constant local tempus, we calculate the tunneling time for a rectangular barrier. Then we compare it with other complex tunneling times. The wave number k for the incident and reflected wave functions (xϽ0), and the transmitted wave function (xϾa) is
the imaginary wave number in the forbidden region (0рx рa) is
and a characteristic wave number k 0 is defined as
such that k 2 ϩ 2 ϭk 0 2 . The wave function in Eq. ͑26͒ is not normalizable when integrated over the whole real axis, but this poses no difficulty in determining the tunneling time.
The choice of coefficient for the incident wave is irrelevant, since only the ratio of the other coefficients to the coefficient of the incident wave can be calculated from the boundary conditions. Without loss of generality, we therefore choose the coefficient of the incident wave exp(ikx) in Eq. ͑26͒ to be unity. For energies greater than the height of the barrier (E ϾV 0 ), in Eq. ͑28͒ is pure imaginary ϭikЈ, where kЈ ϭ͓2m(EϪV 0 )͔ 1/2 /ប is a real wave number. The boundary conditions that the wave function and its derivative are continuous at points 0 and a, are used to obtain the coefficients in Eq. ͑26͒. The complex transmission amplitude D is
Dϭ2kN
Ϫ1 exp͕Ϫi͑␣ϩkaϪ/2͖͒, ͑30͒
where the unit of length is k 0 Ϫ1 , the angle ␣ is ␣ϭarctan͓coth͑a͒ tan͑2 ͔͒, ͑31͒
and the angle ϭarctan(/k). The complex reflection amplitude A is
where the function N in Eqs. ͑30͒ and ͑32͒ is
.
͑33͒
Equations ͑30͒ and ͑32͒ are used to calculate the phase and transmission times.
B. Phase time
The phase time in Eq. ͑15͒ requires the difference in the phase between wave function in Eq. ͑26͒ at the exit x 2 ϭa and the entrance x 1 ϭ0, which is
where A r and A i are the real and imaginary parts of A in Eq. ͑32͒, respectively. The phase time calculated from Eq. ͑15͒ is therefore phase ϭ 2k 2 aϪsinh͑2a͒
In Eq. ͑35͒ and throughout the rest of this paper, the unit of length is k 0 Ϫ1 , the unit of energy is V 0 , and the unit of time is 0 ϭប/V 0 .
Equation ͑35͒ for phase is plotted as the solid curve in Fig.  1 as a function of the energy E, and in Fig. 2 as a function of barrier width a. The peaks in Fig. 1 have no simple relationship with the corresponding wavelength. Figure 2 shows that the tunneling time saturates for values of the width ak 0 Ͼ5, called the ''Hartman effect'' ͓52͔. From Eq. ͑35͒, the phase time saturates at a value phase ϭ(2k) Ϫ1 , as ak 0 →ϱ. For the value of the energy Eϭ0.5 given in Fig. 2 , the saturation value is 1. The phase time in Fig. 2 as a function of a has an initial slope of (2k) Ϫ1 , which for the value of the energy Eϭ0.5 given in Fig. 2 , is 1/&.
C. Transmission time
The imaginary part of in Eq. ͑13͒ is the transmission time trans in Eq. ͑16͒. Substituting Eq. ͑26͒ into Eq. ͑16͒, we obtain trans ϭϪ 1 2
When Eqs. ͑30͒ and ͑32͒ are substituted into Eq. ͑36͒, the transmission time is trans ϭ sinh͑a ͓͒a cosh͑a ͒Ϫsinh͑ a͔͒ 2 2 ͓k 2 Ϫcosh 2 ͑ a͔͒ . ͑37͒
Equation ͑37͒ for trans is plotted as the solid curve in Fig.  3 as a function of the energy E, and in Fig. 4 as a function of the barrier width a. The negative values for trans seem to be unphysical. Equation ͑37͒ shows that trans is linear with a slope of Ϫ (2) Ϫ1 for widths ak 0 ӷ1, which is shown in Fig.  4 . The Pollak-Miller phase time phase PM is plotted as the dashed curve in Fig. 1 as a function of the energy E, and in Fig. 2 as a function of barrier width a. Figure 2 shows the ''Hartman effect'' ͓52͔ in the saturation of the tunneling time for ak 0 Ͼ5, with a value phase PM ϭ(k) Ϫ1 from Eq. ͑38͒. Therefore, the ratio phase PM / phase ϭ2 in Fig. 2 for ak 0 Ͼ5 from Eq. ͑35͒. From Eq. ͑38͒, the initial slope of phase PM in Fig. 2 
͑39͒
The Pollak-Miller transmission time phase PM is plotted as the dashed curve in Fig. 3 , as a function of the energy E, and in Fig. 4 as a function of barrier width a. The negative values for phase PM seem to be unphysical. Equation ͑39͒ shows that phase PM is linear in a with a slope of Ϫ (2) Ϫ1 for widths ak 0 ӷ1. Therefore, trans and phase PM are parallel, as shown in Fig. 4. 
Larmor time
The Larmor tunneling time ͓31͔ for a spin-1/2 particle propagating in the y direction, with spin polarized in the x direction, in an infinitesimal magnetic field in the z direction, can be written in a complex form ͓32͔ for a rectangular barrier of height V 0 as
The y component of the Larmor transmission time is
where it is necessary to use the negative of the real part, and the z component is
Leavens and Aers ͓32͔ compare the Pollak-Miller ͓25͔ phase and transmission times with the corresponding Larmor times ͓31͔ for the rectangular barrier, so this is not done here.
E. Numerical example
A simple numerical application can be made using the heterostructure potential barrier parameters in GaAs/Al 0.3 Ga 0.7 As/GaAs ͓55͔. The height is V 0 Ӎ0.3 eV and a typical width is aӍ50 Å. The effective mass ratio of the electron in GaAs is m eff /m e Ӎ0.067. For these values, the dimensionless width of the potential is aӍ3.63 in units of k 0 Ϫ1 ϭ13.77 Å and the characteristic time is 0 ϭប/V 0 Ӎ2.19 fs.
VII. CONCLUSION
We give a formulation of a traversal time in quantum mechanics using a principle of constant local tempus. The tempus operator is canonically conjugate to the energy operator ͓21͔, and has its roots in classical Hamiltonian theory ͓19,20͔. Together the tempus operator and the energy operator satisfy the canonical commutation relation. In the representation in which the energy operator is Ê ϭE, the tempus operator is T ϭiប‫ץ/ץ‬E, which acts only on the energy parameter E in a stationary-state wave function. In the classical limit, the ''principle of constant local tempus'' gives the classical result obtained from Hamilton-Jacobi theory ͓8,24͔. For a stationary-state wave function that depends on the energy, the local value of the tempus operator is T /. The principle gives directly an ''inverse quasitrajectory '' t(x) , from which a traversal time ϭ⌬tϭt(x 2 )Ϫt(x 1 ) is defined as the difference in time at x 2 and at x 1 . For an energy beneath the top of a barrier, this method gives a complex tunneling time that has a real part equal to a phase time and an imaginary part equal to a transmission time.
Our method gives a result similar to the complex tunneling time obtained by Pollak and Miller ͓25͔ from a flux-flux correlation function. The Pollak-Miller time was also derived by Leavens and Aers ͓32͔ from the energy sensitivity of the transmission amplitude, a method suggested by Büttiker and Landauer ͓53͔ and further analyzed by Martin and Landauer ͓54͔. Recently, an experiment on frustrated total internal reflection of light ͓26͔ used the complex Pollak-Miller time and showed how its real and imaginary parts could be interpreted ͓3͔. The difference between our tunneling time and the Pollak-Miller tunneling time ͓25͔ is that, in our approach, the total wave function at the entrance x 1 of the barrier is used, whereas Pollak and Miller use only the incoming wave function. Only further experiments to measure tunneling times can show whether our tunneling time will be applicable ͓29,30͔.
