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INTRODUCCiÓN 
Va loración de reproductores re tintos en el Programa de 
Selección 
Oentro del marco del Esquema Nacional de Selección 
de la Raza Retinta, aprobado mediante Resolución 
Comunicada con (echa 29 de Enero de 1.992, la valora-
ción de Jos animales candidatos a formar parte del grupo 
de reproductores reviste una especial importancia. Esta 
evaluación se lleva a cabo en tres fases (Rodero et al., 
1999), una primera en la propia finca y que incluye una 
valoración sobre su crecimiento desde el nacimiento 
hasta el destete, una segunda en centros de testaje en los 
que se controla a los machos jóvenes que han superado 
la fase anterior y una última en la que se valoran por la 
descendencia a estos reproductores. 
De las tres fases reseñadas, vamos a ocuparnos en este 
artícu lo de la segunda, en la que animales con cierto 
mérito demostrado en la fase anterior y que superan unos 
requisitos adicionales --entre los que destacan los relativos 
a su ascendencia- son sometidos durante un tiempo a 
unas condiciones ambientales homogéneas, con [a espe-
ranza de que los datos así rendidos estén menos influidos 
por fuentes de variabi l idad ajenas a la propia valía del 
candidato. Estos datos serán integrados mediante un índi-
ce de selección que ofrecerá en una escala numérica 
ordenada las valoraciones como reproductores de los ani-
males en cuestión . 
Ahora bien, el problema que se plantea de forma 
inmediata tras el escenario descrito no es otro que el de 
la difi cultad de comparación de los animales de unas 
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series frente a los de otras: en efecto, [a homogeneidad 
que se impone dell/ro de cada serie se traduce de forma 
inmediata en una heterogeneidad entre series que impide 
la comparación entre los animales que fueron sometidos 
a control en diferentes tandas. 
El objetivo de este trabajo es el de diseñar una meto-
dología, basada en las Redes Neuronales Artificiales que 
ayude a la depuración de 105 datos frente a los condicio-
nantes ambientales bajo los que se haya desarrollado 
cada serie, de forma que el dato corregido que se obten· 
ga resulte más próximo al verdadero valor de cada indivi-
duo, por haber sido explicada mediante el modelo en 
cuestión una parte mayor de su variabil idad. 
Redes Neuronales Artificiales 
la aparición y progresivo perfeccionamiento de los 
ordenadores en este último medio siglo ha permitido el 
abordaje de problemas cada vez más complejos; uno de 
los frentes más ambiciosos ha sido desde un principio el 
de la Inteligencia Artificial-intento de emulación de capa-
cidades cognitivas de alto nivel, típicamente humanas 
como son el razonamiento o el aprendizaje- por parle de 
las máquinas. Dentro de los paradigmas en los que se 
divide el movimiento de la Inteligencia Artificial podemos 
ubicar el conexionismo o Tecnología de Redes 
Neuronales Artificiales. 
Como su propio nombre sugiere, las redes neuronales 
intentan emular la arquitectura masivamente paralela y 
fuertemente interconectada de los cerebros biológicos 
para obtener resultados en los que otros abordajes no rin-
den adecuadamente (lippmann, 1987). Tal es el caso del 
tratamiento de datos difusos o con ruido, situación en la 
que podemos encuadrar sin duda la gestión de los regis-
tros fenotípicos de anima les. la propiedad fundamental 
que permite el tratamiento de problemas reales mediante 
redes neuronales es la de aprendizaje, esto es, la posibili-
dad de que el algoritmo se perfeccione a sí mismo gracias 
a los ejemplos que se le proponen y sea capaz de extraer 
consecuencias útiles de ese proceso. 
El empleo de esta tecnología en diversos campos de la 
ciencia y la técnica ha sido abundante: por hacer una 
sucinta referencia a los de interés agrario, Yang y cols. 
(Yang et al., 2000; lacroix, el al. 1997) han hecho uso de 
esta técnica para clasificar vacas lecheras en mastít icas o 
sanas en fu nción de datos de la propia granja, en la esti-
mación de la producción lechera, etc. Asimismo se 
encuentran ejemplos de aplicación de las redes a la clasi-
ficación de productos agrícolas Uayas el al. , 2000) o a la 
de vegetales en variedades en función de datos biométri -
cos procedentes de diversas partes de la planta. 
En un afán de resumir, podemos decir que las redes 
funcionan básicamente de dos formas: clasificando casos 
propuestos en categorías o estableciendo regresiones que 
permitan elaborar estimaciones o descubrir al guna 
dependencia funcional entre variables. Para la consecu-
ción de tales fines, la red di spone de unos elementos de 
proceso (que emulan a las neuronas) dispuestos por capas 
y masivamente interconectados (donde cada unión 
recuerda a una sinapsis y viene afectada por un coeficien-
te o peso); el ajuste de los pesos de las interconexiones 
mediante un algoritmo de aprendizaje al efecto es lo que 
permite a la red converger hacia su objetivo. Según la 
forma en que se desarrolle el aprendizaje se hablará de 
supervisado o no supervisado, entre otros. En nuestro 
caso, la red se entrena mediante un algoritmo de aprendi-
zaje supervisado que muestra al programa de qué forma 
se relacionan las entradas con la salida; es de esperar que, 
finalizado el proceso de aprendi zaje, el programa perfec-
cionado sea capaz de extraer las reglas que subyacen al 
proceso aprehendido y esté en condiciones de generaliza r 
ese conocimiento y producir estimaciones de salida fren-
te a nuevos datos de entrada que se le facilite n. 
MATERIALES Y MÉTODOS 
Fuente de datos 
los datos para este estudio proceden de los controles 
rea lizados sobre los animales objeto de estudio en el 
CENSYRA de Badajoz y el CEAG de Jerez de la Frontera 
(Cádiz), que son integrados y tratados, en su caso, en el 
Departamen to de Genética de la Universidad de 
Córdoba, dentro de la part icipación que a cada una de las 
citadas Instituciones corresponde en el ya citado Esquema 
de Selección. 
las va riables que se han incorporado a este estudio 
son las siguientes: 
1. Variables independientes, regresares o fac tores 
ambientales: 
• Centro en el que se lleva a cabo la serie de testaje. 
• Estación del año en la que tiene su inicio la serie. 
• Duración de la serie. 
2. Variables dependientes, a explicar o medidas fenotípi -
cas: 
• Peso a los doce meses de cada ani mal (este dato no 
es una medida di recta sobre el animal , sino el fruto 
de una aproximación local usando una regresión). 
• Ganancia media diaria du rante el testaje. 
• Calificación morfológica recibida por el animal. 
las series que en este trabajo se consideran van de la 
¡a a la 29·, con un total de 679 animales, tras depurar 
aquellos que fueron descalificados o sus datos eran 
incompletos. Esta series tienen su inicio en 1975 (Álvarez 
et al, 1999) y se extienden hasta 1998. las primeras series 
tuvieron una duración cercana a los siete meses y se des-
arrollaron en el CENSYRA de Badajoz; con la implanta-
ción del ya mencionado Esquema Nacional. la duración 
de las series se redujo al entorno de los cinco meses y se 
incorporó el Centro de Jerez de la Frontera (Cádiz). 
Con ocasión de la puesta en funcio namiento del 
Esquema de Selección, se modificaron igua lmente los 
caracteres objeto de medida sobre los animales. l as die-
ciocho primeras series recababan datos relativos al peso a 
los doce meses, la ganancia media di aria, el índice de 
conversión y la evaluación morfológica; a partir de la 
decimonovena se dejó de determinar el índ ice de conver-
sión y se incl uyó la medida de la ci rcunferencia escrotal 
a los doce meses. 
El conjunto de animales se ha segregado al aza r en tres 
subconjuntos, uno llamado de entrenamiento, sobre el 
que la red intenta materializar el aprendizaje, uno de prue-
ba, que sirve al programa para orientar sus progresos y uno 
de producción, ajeno completamente al proceso de entre-
namiento de la red y que nos servirá para medir la capaci-
dad de generalización de la misma. En nuestro caso, 409 
toros fueron adscri tos al primer conjunto y 135 a cada uno 
de los dos segu ndos (20% del tota l de animales). 
En este experimento hemos usado una red de retropro-
pagación en la que la capa oculta está escindida en tres 
subcapas para que cada una de ellas pueda captar rasgos 
característicos del problema en cuestión; esta capacidad 
de discriminación se consigue mediante el uso de distin-
tas fu nciones de transferencia . la implementación de esta 
red se ha llevado a cabo con el programa NeuroShel1 20 
versión 4.0 (Ward Systems Group Inc.) 
El número de neuronas en la capa de entrada es de 
cinco (una para codi fi car el centro de testare, tres para 
codificar las épocas del año y otra, continua, para indicar 
la duración en días de la tanda); veinticuatro neuronas en 
la capa oculta (ocho para cada subcapa) y tres neuronas 
en la capa de salida, una por cada variable dependiente 
considerada en el problema. 
RESULTADOS Y DISCUSiÓN 
los parámetros obtenidos sobre el conj unto de pro-
ducción son los que se insertan: 
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Tabla 1 
Medidas de ajuste obtenidas en las que se aprecia la 
proporción de varianza atribuible a los factores 
considerados 
Rl: 0.2826 0.3604 0.1659 
r~ : 0.3180 0.4047 0.1769 
Error cuad. medio: 2378.968 0.034 27.064 
Error abs. medio: 37. 101 0.133 3.983 
Error abs. mínimo: 0.171 O 0.007 
Error abs. máximo: 170.57 1 0.900 14.656 
Coeficiente de 0.5640 0.6361 0.4206 correlación: 
Desde nuestro punto de viSla , el dato más importante 
que puede extraerse de este avance es el componamien-
lo diferencia l que exhiben las tres variables de sal ida, en 
términos de proporción de va rianza explicada gracias al 
modelo (atribuible a los fac tores considerados). 
Se observa cómo la variable ganancia se explica en un 
36%; esta proporción cae a lgo para el ca rácter peso a los 
doce meses: el hecho de que se trate de un dato no obte-
nido directamente sobre el animal. sino que a su vez pro-
viene de una aproximación local gracias a una regresión 
incluye una variabi lidad Nocuha" que merma e l ajuste de 
nuestro modelo. 
la contribución relativa de cada factor en la expl ica-
ción de la variabilidad se expresa mediante la gráfica 
siguiente: 
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Ahora bien. este efecto de caída en la capacidad de 
explicación es máximo en lo relativo a la valoración mor-
fológica de los animales; si compa ramos con la variable 
ganancia. observamos una merma del 54%. lo que resul-
taría compatible con los resultados obtenidos por otros 
autores (Coyache et a/_. 2001 ) sobre la calificación mor-
fológica de razas autóctonas españolas en el sentido de 
revelar una fuerte carga de subjetividad en el sistema de 
valoración regional por puntos. 
En ese sentido. lópez el al. {2000J han acometido la 
tarea de proveer de herramientas objetivas para la valora-
ción morfológica usando ciertos paradigmas de la inteli-
gencia a rtificial, entre los que se encuentran algorit mos 
que aprenden de ejemplos. Si bien la aproximación de 
estos autores no es coincidente con la de las redes neuro-
nales. parece claro que la interacción de diversos paradig-
mas de inteligencia artificial puede aportar elementos que 
reduzcan la objetividad presente en este tipo de medidas. 
la aplicación de la red entrenada cuyos datos se han 
referido genera un conjunto de registros corregidos frente 
a los factores ambientales susceptible de ser integrado en 
un único índice de selección. 
A continuación se insertan los pesos resultantes del 
entrenamiento de la red. haciendo significar que las neu-
ronas de la 1 a la 8 en la capa oculta tienen por función 
de transferencia la gaussiana. las neuronas de la 9 a la 16, 
la complementaria de la gaussiana y las ocho últimas, la 
tangente hiperbólica. 
los valores de entrada son ponderados con los coefi-
cientes que figuran en la primera sección de la tabla; a ese 
producto se le suma el término que figura en la columna 
Nbias", El valor así obtenido es la entrada de cada neurona 
de la capa oculta; este valor es sometido a la acción de la 
func ión de transferencia de la capa oculta (cada subsec-
ción de esta capa tiene una función propia). El valor resul-
tante de esta aplicación es la salida de cada neurona de la 
Figura 1 
Contribución relativa de los distintos faclores a la explicación de la varianza. 
1: Centro donde se lleva a cabo la serie; 
2: tpoca del año de entrada en la serie; 
3: Duración de la serie 
43% 
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Tabla 2. 
Pesos obtenidos del entrenamien to de la red. la primera parte (24 )( 6) de la tabla recoge los pesos de las sinapsis 
entre la capa de entrada y la capa oculta; las secciones restantes (3 J( 9), los pesos que van de la capa oculta a cada 
una de las tres variables de salida. Se observa la presencia de un término de tendencia ("bias"), que equivale a una 
entrada adicional y fij a para cada neurona. 
IJla~ 1 1 ~ ... , 
1 -0.2006356 0. 1623103 -0.1728751 -0.3379133 -0.1571689 -0.1074919 
2 0.0280107 0.0739494 -0.1139852 -0.1166181 -0.0025846 0.0603204 
3 -0.1864996 -0.0596288 ·0. 1582987 -0.1 328912 -0.1647172 -0.0192429 
4 0.7162076 0.0959281 0.0889931 -0.2979317 -0.4151602 2.688062 
5 0.0336484 0.1097 176 -0. 1090831 0.2905021 0.360101 1.4997584 
• -0.1016635 -0.2173771 0.2458461 ·0.0400106 0.09703 1 -0.6949535 
7 -0.1153026 -0.0303306 -0. 155 156 -0.1403776 -0.0958672 -0.0015074 
• 0.0909353 -0.2475135 -0. 1795268 0.02\802 -0.0138389 -0.3990468 
9 0.1855039 0.0644815 0.4994175 -0.1684042 ·0.4963389 ·0.5210152 
10 ·0.2978778 0.4197453 0.0380007 -0.0444406 0.498493 0.5679848 
11 0.0997682 0.1354545 -0.5170639 0.5814889 0.392297\ -0.5518996 
12 0.4155947 -0.4996486 -0.2547308 -0.3605446 -0.2753806 -0.9494889 
13 -0.6388776 0.0507278 ·0.0312903 0.4304729 0.5684724 0.1686991 
14 -0.2741 046 0.4603396 -0.2498787 0.3932064 0.4940916 0.1497951 
15 -0.3482365 0.296592 -0.5602056 0.0720668 0.4366947 -0.3442781 l. 0.5207902 -0.210093 0.229798 -0.1964889 ·0.5224921 -0.2788061 
17 0.0103152 -0.2119582 0.5 193267 ·0.4144235 -0.6072011 -0.4006554 ,. 0.5367936 -0.6321443 0.0527 107 -0.1215029 -0.6607625 0.1613202 
" 
0.63848 -0.3402548 -0.444931 -0.171 5694 0.3321551 1.9167033 
20 0.0294814 -0.6397706 0.3020343 0.0843227 0.0050047 0.6484556 
21 ·0.3646265 0.71456 -0.0849399 0.1672365 0.0377968 0.6574749 
22 0.4581889 0. 1435454 0.3657082 -0.0399557 -0.3675084 -0.4319965 
23 -0.3413534 -0.0205782 -0.1152202 -0.1902049 0.1 184649 -0.4500996 
24 0.6021944 ·0.3316179 ·0.0242792 -0.3906162 -0.493503 -0.5881045 
1",,, 1 1 ~ ... , b - M 
0.1448239 0.0351942 -0.0656806 -0.2495504 -0.3064341 -0.5049132 -0.4182532 0.0227625 -0.3242426 
2 -0.3012992 0.2439563 -0.2433614 0.0538965 -0.9017726 -0.4466926 -0.3360194 0.0494748 -0.2235836 
3 -0.0832923 0.0866932 -0.3720088 -0.3674685 0.5484866 0.7550763 0.293 196 -0.0967056 0.0108337 
h',l' tJ lU 11 11 11 1... 1; 1(, 
1 -0.03 1274 1 0.2059438 -0.13545 16 0.2569349 -0.0529829 -0.0252391 -0.0697956 0.0993743 0.0457957 
2 ·0.017714 0. 1457 183 ·0.1374833 0.2339763 0.3732151 ·0.0503183 0.1708466 0.1643763 0.0740347 
3 -0.0975752 0.0913233 -0.1544964 0.1384401 0.4849969 0.0866684 -0.0313 169 0.1540206 -0.0177 168 
IJI,l~ 17 1M 19 1(1 11 11 1 ~ 1 ... 
1 0.0452099 -0.0003633 -0.04 17028 0.4865956 -0.1548607 0.283271' 0.0666278 -0.0050711 0.2342613 
2 -0.2528473 0.2642807 -0.240124 0.33 11598 -0.1353739 0.22273 19 0.1997386 0. 1262 141 -0.0093097 
3 -0.2890713 0.102681 -0.0206516 0.4438269 -0.299562 0.2 14055 1 0.054632 ·0.3281816 0.15460 11 
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capa ocula. El proceso se repite desde cada una de las 
veinticuatro neuronas de la capa oculta a las neuronas de 
salida; en este caso, la función de activación de todas las 
neuronas de la capa de salida es la logística o sigmoidea. 
CONCLUSIONES 
En atención a los resultados y la discusión que sigue a 
los mismos, parece que dos deben ser los frentes en 105 
que hay que trabajar en un futuro para obtener medidas 
más precisas sobre la influencia de los efectos ambienta-
les en las variables medidas sobre los candidatos a repro-
ductores: 
1. Sustituir la estimación del peso a los doce meses por 
una medida directa, si es posible, o mejorar la preci-
sión de [as estimaciones actua les. 
2. Incluir mecanismos que reduzcan la subjetividad de 
las valoraciones morfológicas de los animales; las téc-
nicas de inteligencia artificial (ya sean bajo el paradig-
ma simbólico o bajo el de redes neuronales> aparecen 
prometedoras a este respecto. 
3. Incorporar nuevos datos de las series y nuevas arqui-
tecturas de red neuronal para obtener modelos más 
precisos estableciendo una realimentación entre los 
métodos de evaluación de anima les y los diseños de 
redes que permita redefinir, en su caso, las metodolo-
gías empleadas hasta el momento. 
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