Malliavin calculus is implemented in the context of [M. Hairer, A theory of regularity structures, Invent. Math. 2014]. This involves some constructions of independent interest, notably an extension of the structure which accomodates a robust, and purely deterministic, translation operator, in L 2 -directions, between "models". In the concrete context of the generalized parabolic Anderson model in 2D -one of the singular SPDEs discussed in the afore-mentioned article -we establish existence of a density at positive times.
Introduction
Malliavin calculus [23] is a classical tool for the analysis of stochastic (partial) differential equations, e.g. [26, 28] and the references therein. The aim of this paper is to explore Malliavin calculus in the context of Hairer's regularity structures [15] , a theory designed to provide a solution theory for certain ill-posed stochastic partial differential equations (SPDEs) typically driven by Gaussian (white) noise. By now, there is an impressive list of such equations that can be handled in this framework, many well-known from the (non-rigorous) physics literature: KPZ, parabolic Anderson model, stochastic quantization equation, stochastic Navier-Stokes, ... At this moment, and despite a body of general results and a general démarche, each equation still needs some tailor-made analysis, especially when it comes to renormalization [15, Sec. 8, 9] and convergence of renormalized approximations [15, Sec.10] , in the context of Gaussian white noise. For this reason, we focus on one standard example of the theory -the generalized parabolic Anderson model (gPAM) -although an effort is made throughout, with regard to future adaptions to other equations, to emphasize the main governing principles of our results. To be specific, recall that gPAM is given (formally!) by the following non-linear SPDE (∂ t − ∆)u = g(u)ξ, u(0, ·) = u 0 (·).
(1.1)
for t ≥ 0, g sufficiently smooth, spatial white noise ξ = ξ(x, ω) and fixed initial data u 0 . Assuming periodic boundary conditions, write x ∈ T d , the d-dimensional torus. Now a.s. the noise is a Gaussian random distribution, of Hölder regularity α < −d/2. Standard reasoning suggests that u (and hence g(u)) has regularity α + 2, due to the regularization of the heat-flow. But the product of two such Hölder distributions is only well-defined, if the sum of the regularities is strictly positive -which is the case in dimension d = 1 but not when d = 2. Hence we focus on gPAM in dimension d = 2, along [15] and also Gubinelli et al. [14] in a different (paracontrolled) framework. A necessary first step in employing Malliavin calculus in this context is an understanding of the perturbed equation, formally given by (∂ t − ∆)u h = g(u h )(ξ + h), u(0, ·) = u h 0 (·) (1.2) where h ∈ H, the Cameron-Martin space, nothing but L 2 in the Gaussian (white) noise case. Proceeding on this formal level, setting v h = ∂ ∂ε {u εh }| ε=0 leads us to the following tangent equation
Readers familiar with Malliavin calculus will suspect (correctly) that v h = Du, h H , where Du is the Malliavin derivative (better: H-derivative) of u, solution to gPAM as given in (1.1) . Once in possession of a Malliavin differentiable random variable, such as u = u(t, x; ω) for a fixed (t, x), non-degeneracy of Du, Du H will guarantee existence of a density. This paper is devoted to implementing all this rigorously in the context of regularity structures. We have, loosely stated, Theorem 1.1. In spatial dimension d = 2, equations (1.1), (1.2) , (1.3) can be solved in a consistent, renormalized sense (as reconstruction of modelled distributions, on a suitably extended regularity structure). If the solution u to (1.1) exists on [0, T ), for some explosion time T = T (u 0 ; ω), then so does then v h , for any h ∈ L 2 , and v h is indeed the H-derivative of u in direction h. At last, for suitably non-degenerate g(.), conditional on 0 < t < T , and for fixed x ∈ T 2 , the solution u = u(t, x; ω) to gPAM admits a density.
Let us highlight some of the technical difficulties and key aspects of this work.
• All equations under consideration are ill-posed. Solutions u, v h to (1.1), (1. 3) can be understood as limit of mollified, renormalized equations, based on, for suitable (divergent) constants C ε , ∂ tũε = ∆ũ ε + g(ũ ε )(ξ ε − C ε g ′ (ũ ε )), (1.4) and
respectively. 1 That said, following [15] solutions are really constructed as fixed points to abstract equations.
• While one may expect that u(ω +h) = u h (ω), our analysis relies on the ability to perform this translation in a purely analytical manner. In particular, writing Kξ ∈ C α+2 (think: C 1 − ) for the solution of the linearized problem (g ≡ 1), one clearly has to handle products such as (Kξ)h, where h ∈ L 2 ⊂ C −1 . Unfortunately, as product of Hölder distributions this is not well-defined, there is no easy way out, for Hairer's theory is very much written in a Hölder setting. 2 On the other hand, classical harmonic analysis tells us that the product
is well-defined provided that α + β + 2 > 0 and γ = min{β − d 2 , α + 2 + β − d 2 } (see Theorems 2.82, 2.85 and Proposition 2.71 in [1] ), but one has to step outside the Besov-∞ (i.e. Hölder) scale. A key technical aspect of our work is to develop the necessary estimates for Hölder models in gPAM, when paired with h ∈ L 2 ≡ H 0 , which in turn requires some delicat wavelet analysis. (Remark that we could have considered perturbation h ∈ H β for some β < 0, which en passant shows that the effective tangent space to gPAM is larger than the Cameron-Martin space. 3 
)
• In order to provide an abstract formulation of (1.2), (1.3) in the spirit of Hairer, one cannot use the standard gPAM structure as given in [15] . Indeed, the very presence of a perturbation h ∈ L 2 forces us to introduce a new symbol H, which in turn induces several more symbols, such as I(Ξ)H, corresponding to (Kξ)h. Key notions such as structure group and renormalization group have to be revisited for the enlarged structure. In particular, it is seen that renormalization commutes with (abstract) translation Ξ → Ξ + H.
• Non-degeneracy of Du, Du H is established by a novel strong maximum principle for solutions to linear equations -on the level of modelled distributions -which may be of independent interest. Indeed, the argument (of Theorem 5.1), despite written in the context of gPAM, adapts immediately to other situations, such as the linear multiplicative stochastic heat equation in dimension d = 1 (cf. [19] ) where we recover Mueller's work, [25] , and to the linear PAM equation in dimensions d = 2, 3 for which the result appears to be new. Remark that maximum principles have played no role so far in the study of singular SPDEà la Hairer (or Gubinelli et al.) -presumably for the simple reason that a maximum principle hings on the second order nature of a PDE, whereas the local solution theory of singular SPDEs is mainly concerned with the regularization properties of convolution with singular kernels (or Fourier multipliers) making no second order assumptions whatsoever.
• We have to deal with the fact [15] that solutions are only constructed locally in time. This entails a number of technical localization arguments such as Lemma 5.3, written in a way that is amenable to adaptions to equations other then gPAM. In specific case of (non-linear) gPAM, however, explosion can
Notation. We collect here some definitions and notations we will use throughout the paper. Let α ∈ (0, 1]. We say that a function f belongs to C α (R d ) if for any compact subset D of R d
In case α = 0, we identify C 0 with the space of L ∞ loc functions. Since we will be working on parabolic equations, in which time and space play different roles and, consequently, have different scaling, we introduce the parabolic norm on R 1+d , which, abusing notation, is given by |z − w| := |t − s| + |x − y| for z = (t, x) and w = (s, y) ∈ R 1+d . Now, for α ∈ (0, 1) and η ≥ 0, we define the weighted space of (locally) Hölder continuous functions C α,η (R + × R d ) as the set of those f such that for any compact D ⊂ (0, ∞) × R d f C α,η := sup z=(t,x)∈D |f (z)| + sup z=(t,x),w=(s,y)∈D |z−w|≤1
where, again, the generic points z, w ∈ R + × R 2 have to be understood as z = (t, x) and (s, y).
Let S ′ (R d ) be the space of Schwartz distributions, α < 0 and r := −⌊α⌋. Then, we say that f ∈ S ′ (R d ) belongs to C α (R d ) (locally) if it belongs to the dual of C r and for every compact set D ⊂ R d 
where B r 1 is the space of C r functions compactly supported in the unit ball whose C r -norm is less or equal to 1 and ϕ λ x is the rescaled version of ϕ ∈ B r 1 centered at x ∈ R d , i.e. ϕ λ x (y) = λ −d ϕ(λ −1 (y − x)). The parabolic version of C α on R 1+d is obtained by simply replacing the rescaled function in the following way ϕ λ z (w) := λ −2−d ϕ(λ −2 (t − s), λ −1 (x − y)). (1.8) where z = (t, x) and w = (s, y) ∈ R 1+d .
We will denote by N the set of non-negative integers.
Malliavin Calculus in a nutshell
In this section, we recall tools and notations of Malliavin calculus that we will need in the rest of the paper (for a thourogh introduction see for example [26] ). Let (Ω, H, P) be an abstract Wiener space, i.e. Ω is a separable Banach space, P a zero-mean Gaussian probability measure with full support on Ω and H the associated Cameron-Martin space, and F the completion of the Borel σ-algebra on Ω with respect to P. We know that each element y ∈ Ω ⋆ defines a Gaussian random variable that can be denoted by W (y). Then, W can be extended to H and is an isonormal Gaussian process on (Ω, F, P) according to Definition 1.1.1 in [26] . Now, we say that a random variable F on Ω is smooth if it can be written as F = f (W (h 1 ), . . . , W (h n )), where h 1 , . . . , h n ∈ H and f is an infinitely continuously differentiable function such that f and all its partial derivatives have (at most) polynomial growth. For a smooth random variable, we can define its Malliavin derivative as (Definition 1.2.1 in [26] )
and, since D is closable from L p (Ω) to L p (Ω; H) for all p ≥ 1, we can set D 1,p to be the closure of the set of smooth random variables under the norm
where · H is the norm on H. Thanks to the local properties of the Derivative operator, we can now localize the definition of D 1,p . A random variable F ∈ D 1,p loc if there exists a sequence (Ω n , F n ) n≥1 ⊂ F × D 1,p such that Ω n ↑ Ω, and F n = F almost surely on Ω n .
We aim at proving that the solution to (1.1) admits a density with respect to the Lebesgue measure, a classical tool in this context is provided by a criterion due to Bouleau and Hirsch [2] that we now recall (the formulation below is borrowed by [26] Theorems 2.1.2 and 2.1.3) Theorem 2.1. Let F be a real-valued random variable on (Ω, F, P). If F ∈ D 1,p loc for p ≥ 1, then F , conditioned by the set DF H > 0, is absolutely continuous with respect to the Lebesgue measure.
The analysis of the above mentioned equation we will perform in the upcoming sections, is pathwise, hence we need a notion of differentiability better adapted to this construction. Moreover we lack a global well-posedness result for (1.1) in the sense that we cannot prevent a priori an explosion of the L ∞ norm of its solution, hence the definition of H-differentiability given by Definition 4.1.1 in [26] is too strong in our context and we instead resolve to use Definition 3.3.1 (c) in [30] . As pointed out before, the definition above represents the local version of the usual notion of H-differentiability. We need to verify that it is not too weak, in the sense that the Bouleau and Hirsch's criterion (Theorem 2.1) can still be applied. This is indeed the case as we will see in the following proposition, whose proof is completely analogous to Proposition 4.1.3 in [26] (or to the one of Proposition 3.4.1 in [30] ) and therefore we limit ourselves to indicate the differences.
H−loc and q the strictly positive random variable introduced in Definition 2.2. For n ∈ N, let A n ⊂ Ω be given by
then, since F is locally H-differentiable, Ω = n A n a.s.. Moreover, thanks to Corollary 8.3.10 in [29] , for all n ∈ N there exists a σ-compact set G n ⊂ A n such that P(G n ) = P(A n ). For A ∈ F, set
and let φ be a non-negative, C ∞ (R) compactly supported function such that |φ(t)| ≤ 1, |φ ′ (t)| ≤ 4 for all t and φ(t) = 1 for |t| ≤ 1 3 and 0 for |t| > 2 3 . Then, it is easy to show (exploiting essentially the properties of ρ, see pg. 230 in [26] or Lemma 3.4.2 in [30] , and Exercise 1.2.9 in [26] ) that F n := φ(nρ Gn )F is the localizing sequence required in the definition of D 1,2 loc .
In the rest of this paper we will always consider the case of white noise on the two-dimensional torus, i.e. H = L 2 (T 2 ), and we will want to apply the above results to F = u(t, x) (actually, to slightly different random variables because of technicalities due to the explosion time).
3 The framework
The Regularity Structure for gPAM
Recall that a regularity structure is a triplet T = (A, T, G) in which, A ⊂ R is a locally finite bounded from below set of homogeneities, T = α∈A T α , the model space, is a graded normed vector space, and G, the structure group, is a set of linear transformations on T such that for every Γ ∈ G and τ ∈ T α , Γτ − τ ∈ β<α T β . The construction of the regularity structure T g = (A g , T g , G g ) needed to solve (1.1) was already carried out in several papers (see [15, 18, 19] ), hence we limit ourselves to recalling its main ingredients. At first, one defines two sets, U , containing all the symbols appearing in the description of the solution to (gPAM), and W, containing the ones needed to make sense of the right-hand side of the equation, as the smallest collections such that 1, X k i , for k ∈ N and i = 1, 2, belong to U and, whenever τ ∈ U then τ Ξ ∈ W, while for every τ ∈ W, I(τ ) ∈ U . In the previous, X k are the symbols corresponding to the polynomials, Ξ to the noise and I is the abstract integration map. The model space T is then given by the set of finite linear combinations of elements in W ∪ U and can be nicely decomposed as the direct sum of W and U .
To each of the symbols so constructed we can then associate a homogeneity, |1| = 0, |X j | = 1, |Ξ| = α min , where α min = −1 − κ for κ > 0 small enough, and then recursively, for every τ ,τ
so that the graded structure on T is simply obtained by defining T β as the set of finite linear combinations of those symbols in T with homogeneity equal to β. It turns out that, to solve the equation (1.1), we will not need the whole model space as previously constructed but it will be sufficient to consider those elements in U and W with homogeneity respectively less than a fixed threshold γ, slightly greater than −α min , and γ + α min . We will indicate the union of this restricted sets of symbols by F. Hence, the model space we will use from now on is
and its associated set of homogeneities is A g = {α min , 2α min + 2, α min + 1, 0, α min + 2, 1}.
In order to describe the structure group we first introduce the vector space T + g , whose basis vectors are symbols of the form
where k ∈ N 2 and factors J l (τ l ) are omitted whenever |τ l | + 2 − |l| ≤ 0. Analogously to what done before, we can assign to each of these symbols a homogeneity, |1| = 0, |X i | = 1 and then recursively, for τ ∈ T g and τ 1 , τ 2 ∈ T + g , |J l (τ )| = |τ | + 2 − |l| and |τ 1 τ 2 | = |τ 1 | + |τ 2 |. We then define the linear map ∆ :
and then recursively, for τ ,τ ∈ T g ∆ττ = (∆τ )(∆τ ), ∆I(τ ) = (I ⊗ Id)∆τ + l,k
where Id is the identity and the sum runs over finitely many k, l since J k+l (τ ) = 0 if |τ | + 2 − |l| − |k| ≤ 0. Now, let G + be the family of linear functionals f : T + g → R, such that, for any τ ,τ ∈ T + g , f (ττ ) = f (τ )f (τ ), the structure group G g will be then composed by the maps Γ f given by
According to Proposition 8.21 in [15] , G g is a group and, thanks to Theorem 8.24, it satisfies the structure group relation Γ f τ − τ ∈ β<α T β for every τ ∈ T α . If we now specialize to the case at study, it is immediate to verify that, for a given f ∈ G + , the action of Γ f on the elements of T g , can be represented as the matrix
Thanks to the previous, the group structure of G g becomes explicit. More specifically, for f 1 ,
and that the identity matrix is the identity of the group. Moreover, T W and T U are invariant under the action of the structure group and therefore, according to Definition 2.5 in [15] , are sectors of T of regularity α min and 0, respectively.
Enlarging T g
In order to be able to formulate (1.2) at the abstract level we need to suitably enlarge the regularity structure just constructed without altering its characterizing features. To do so, we will add a symbol H that will play the same algebraic role as the symbol for the noise, Ξ, but whose realization through the model will possess further properties that we will specify later on. Let us then define two sets U H and W H such that U ⊂ U H , W ⊂ W H and, as before,
The vector space T H will be simply given by the set of finite linear combinations of elements in U H ∪ W H and, also in this case, it can be conveniently decomposed as the direct sum of W H and U H . We can assign a homogeneity to each element following the same rules prescribed in the previous section, imposing though |H| = α min (this is consistent with H = L 2 (T 2 ) ⊂ C −1 , and no better, and recall α min = −1 − κ, κ > 0). Once again, we define F H as the set of symbols in W H and U H of homogeneity less than γ + α min and γ, respectively, and set
whose associated set of homogeneities is the same as before, i.e. A H g = {α min , 2α min + 2, α min + 1, 0, α min + 2, 1}.
Concerning the definition of the structure group, we impose the symbol H (and all the ones containing it) to behave, at the algebraic level, analogously to Ξ. More specifically, let (T H g ) + be the vector space, whose basis vectors are X k J l (τ l ) : τ l ∈ T H g and |τ l | + 2 − |l| > 0 and assign to each of its elements a homogeneity according to the same rules as for the elements in T + g . Then, we extend ∆ to a map ∆ H : 
Once more, the same conclusions established before hold in this case as well, i.e. the group structure of G H g is explicit and the subspaces T W H and T U H are sectors of regularity α min and 0, respectively.
Finally, we point out that, by construction, T g ⊂ T H g in the sense of Section 2.1 of [15] , where T H g = (A H g , T H g , G H g ). Remark 3.1. The construction just carried out is a straight-forward generalization of the one in Section 8.1 in [15] and corresponds to the case in which we have more than one symbol for the noise (see for example [31] , where this is done in the context of the Navier-Stokes equation). Nevertheless, we underline once more that the symbol H has a completely different meaning and has been introduced at the sole purpose of keeping track of the translation of the noise at the abstract level. In particular, the homogeneity of these symbols is somewhat artificial as we will see in the following section.
Admissible Models
The objects constructed in the previous section are, for the moment, pure symbols to which we want to associate a suitable family of distributions. To this aim, Hairer introduces the notion of model for a general regularity structure T = (A, T, G), i.e. a pair of maps Z = (Π, Γ), where Π : R 3 → L(T, S ′ (R 3 )) (with L(X, Y ) the set of linear functionals from X to Y ) and Γ : R 3 × R 3 → G, such that, for every x, y, z ∈ R 3 , Π x Γ xy = Π y and Γ xy Γ yz = Γ xz . Moreover, for every γ > 0 and compact set D there exists a constant C γ,D such that
uniformly over symbols τ ∈ T 4 with homogeneity strictly smaller than γ, ϕ ∈ B r 1 for r the smallest integer strictly greater that min A, x, y in a compact and m ∈ A less than |τ | (here and later, the rescaling of ϕ has to be understood in parabolic sense, see (1.8), unless otherwise stated). We endow the family of models with the system of seminorms |||Z||| γ;D := Π γ;D + Γ γ;D defined as the smallest constant C γ,D such that the bounds in (3.5) hold.
Among the set of models, we need to identify a suitable subset embracing the main constituents of our equations. To begin with, following Section 5 in [15] , we rewrite the heat kernelK in spatial dimension d = 2 as the sum of two terms, a "singular" part K (represented in our regularity structure by the symbol I) and a smooth remainder R (that, being smooth, can simply be "lifted" through the polynomials), in such a way that 1. K is compactly supported in {|x| 2 + t ≤ 1}, is symmetric in the spatial variable x and is 0 for t ≤ 0, 2. for (t, x) such that |x| 2 + t < 1 2 and t > 0, one has
and it is smooth on {|x| 2 + t ≥ 1 4 }, 3. K annihilates every polynomial of parabolic degree less than 3.
Remark 3.2. We are allowed to split the heat kernel thanks to Lemma 5.5 in [15] . Indeed, it precisely satisfies the scaling condition there required.
At this point all the elements are in place and we can define the family of so called admissible models for either of the regularity structures constructed before.
is said to be admissible if, for every x, y ∈ R 3 , the following conditions hold 1. Π x 1(y) = 1 and for every multiindex k ∈ N 2 and τ ∈ W (resp. W H ) such that τ X k ∈ T g (resp. T H g )
and for every τ ∈ W (resp. W H ) such that I(τ ) ∈ T g (resp. T H g ),
and, again for every τ ∈ W (resp. W H ) such that I(τ ) ∈ T g (resp. T H g ),
The map Γ is given via the relation
The existence of such admissible models is non-trivial. Nevertheless, it turns out that it is always possible to lift a smooth function (say a mollification of the noise) ξ ε to an admissible model imposing (3.6), (3.9) , in addition to
as it was shown in [15] , Proposition 8.27. We will refer to such a model as the canonical model. Moreover, for T = T g or T H g (and similar for T ), we say that an admissible model is smooth if Π :
) is a smooth function (cf. [20] ; note that every canonical model is smooth). We then define M (T ), a separable space of admissible models, as the closure of the set of smooth admissible models under the family of semidistances
where D is a compact subset of R 3 and r := −⌊α min ⌋.
Remark 3.4. Let (Π, Γ) be an admissible model. The algebraic properties of the model and (3.9) in the previous definition convey an extremely important fact, i.e. the quantity Π x (Γ fx ) −1 is independent of the base point x, or in other words, for every x, y we have
The reason why we are stating it explicitly is that a partial inverse hold. Indeed, if for a pair of maps (Π, Γ), (3.9) and (3.12) hold, then the algebraic relations characterizing a model are immediately satisfied, and this will be crucial in what follows.
Remark 3.5. It might appear weird that in the definition of the semidistance (3.11) there is no reference to the map Γ. As already pointed out in Remark 2.4 of [20] and Remark 3.5 of [19] , if (Π, Γ) is a pair of maps for which the first analytical bound in (3.5) and the equalities (3.6) and (3.9) hold then also the second analytical bound in (3.5) is automatically satisfied thanks to Theorem 5.14 in [15] . For the reader's convenience, we give a short and self-contained proof of this in our setting in Appendix B.
Remark 3.6. We point out that as a consequence of Definition 3.3, the relation (3.2) and the previous remark, for an admissible model (Π, Γ), the action of the map Γ is fully determined by the map
f : x → f x introduced in Definition 3.3 above, hence we will denote an admissible model either by (Π, Γ) or by (Π, f ) without further notice.
Remark 3.7. As a final remark, we will consider only models adapted to the action of a subgroup of the translations, according to Definition 3.33 in [15] . More specifically, this means that, if e 1 and e 2 are the canonical basis vectors on R 2 and T i :
In this way, for I ⊂ R an interval, the domain D appearing in (3.11) can be simply taken to be I × T 2 , and we will simply omit it.
Because of the stringent conditions imposed in the previous definition, we would like to have a way to check if a model is indeed admissible given the minimal possible amount of information. To this purpose, following what done in Section 2.4 of [20] , we introduce the notion of minimal admissible model. The previous definition is, as a matter of fact, meaningful, since it gives just enough information to define the action of Γ xy on all the terms of negative homogeneity of either T g or T H g . Indeed, it is sufficient to verify that, for any x, this is true for Γ fx . We have an explicit expression for the latter, (3.3) and (3.4) respectively, out of which we deduce that we only need to check if the expressions f x (J (Ξ)) and f x (J (H)) can be obtained and this is guaranteed by (3.8) and the fact that Π x Ξ and Π x H are, by assumption, given.
The importance of the the space M (T ) is clarified by the following theorem (see Theorem 2.10 in [20] for the analogous statement in the context of the stochastic quantization equation). Proof. As mentioned in [20] , the proof is a straightforward concequence of Proposition 3.31 and Theorem 5.14 in [15] . Nevertheless we point out that, since we require the extended model (Π,Γ) to be admissible, we have no choice. Indeed, it is already specified by (Π, Γ) on the elements of negative homogeneity, and on the others (I(τ ), τ ∈ {Ξ, H}, and X i , i = 1, 2), relations (3.6a) and (3.6b) leave no alternatives. At this point one would have to show that the algebraic relations are indeed satisfied and that the analytical bounds hold. While the latter follow from Lemmas 5.19 and 5.21 in [15] , the first is an easy computation.
Extension and Translation of Admissible Models
So far we have completely ignored the specific role the symbol H is supposed to play. Indeed, such symbol should represent the abstract counterpart of an element in the Cameron-Martin space and, therefore, we would at least need to impose that Π x H corresponds to an L 2 function. To incorporate this condition, instead of modifying Definition 3.3, we will show that, given an admissible model for T g , one can always uniquely extend it to a suitable admissible model for the whole of T H g .
Proof. Let (Π, f ) be an admissible model for T g . We now construct (Π e h , f e h ) as follows. At first, we set Π e h x τ = Π x τ and f e h xτ = f xτ , for all τ ∈ T g ,τ ∈ T + g and x ∈ R 3 (condition 1 in the statement). We then extend it recursively on the rest of F H setting Π e h x H(y) := h(y), defining f e h x by (3.7), (3.8) and the requirement of being multiplicative (notice that for the elements in T + this is already the case since, on those, f e h ≡ f ), and finally imposing (3.13) and (3.6) , noting that the products in (3.13) are well-defined due to (1.6) (analytic bounds necessary for the sequel are established in Appendix A). To be fully explicit, from (3.8) knowledge of Π e h
x H implies that f e h x J l (H) is determined. This in turn gives us Π e h x I(H), thanks to (3.6b). The realization Π e h x on all other symbols in F H \ F, |τ | < 0 is then obtained from (3.13). 6 At this point all we need to show is that (Π e h , f e h ) is a minimal admissible model according to Definition 3.8, so that Theorem 3.9 will directly lead to the conclusion. By construction, the image through Π e h x of the elements of negative homogeneity is fully determined, hence the first bound in (3.5) follows by Lemma A.2 in Appendix A.
We then define, for every x, y, Γ e h xy = (Γ f e h x ) −1 Γ f e h y , so that it only remains to verify the validity of (3.12). It is definitely true for H since Γ f e h x H = H and Π e h x H is independent of x. All the other terms in τ ∈ F H \ F, |τ | < 0 can be rewritten as
and we already pointed out that the second factor is independent of the base point x, for τ 2 ∈ {Ξ, H}. For the first, it suffices to consider τ 1 = I(H) since for the other elements it follows by the fact that (Π e h , f e h ) coincides with (Π, f ) on T g and the latter is admissible. Now, the matrix in (3.4) conveys that
hence, applying Π e h x to both sides and recalling that Π e h x satisfies (3.6b), we get
and the last member of the previous chain of equalities does not depend on x since Π e h x H does not.
Concerning the local Lipschitz continuity, let M > 0. Then, the same bounds obtained in Lemma A.2 immediately imply
and EhZ = (Π eh ,f eh ) are defined as above, and the implicit constant in the previous inequality depends only on M .
The previous proposition gives a canonical way to extend an admissible model for T g to an admissible model for a bigger regularity structure, T H g , and uniquely specifies the action of such an extended model on the new symbols. However, it is important to remember that, in a way, we aim at translating the model in the Cameron-Martin directions. To do so, we propose an abstract procedure that allows to encode such an operation on the space of admissible models.
Let
be the regularity structures constructed in sections 3.1 and 3.2. We introduce two linear maps τ H : T g → T H g , the abstract translation map, and τ + H :
where T + g and (T H g ) + are nothing but the sets of "coefficients" introduced in the above mentioned sections, and define them recursively by
and further imposing τ H to be multiplicative and to commute with the abstract integration map I. Concerning τ + H , we again require it to leave the polynomials invariant, to be multiplicative and to satisfy the following relation
for all τ ∈ T g such that |τ | + 2 − |l| > 0.
Remark 3.11. Since the homogeneity of Ξ and the one of H are the same by construction, a straightforward induction argument shows that if
Indeed, it is trivially true for Ξ and the polynomials. Given the fact that τ H is multiplicative, if it holds for τ andτ then it holds for ττ , and since it commutes with the abstract integration map, if it is satisfied by τ , it is also satisfied by I(τ ).
Thanks to the two maps τ H and τ + H , we are ready to clarify what it means to translate an admissible model.
is the extended model defined in Proposition 3.10. The purpose of the next proposition is then to show that the translated model T h Z is again an admissible model and prove some continuity properties of the map T . 
is still an admissible model on T g and the map T that assigns to
is jointly locally Lipschitz continuous. Finally, for a given model Z and L 2 -function h we call Z h , the translation of Z in the h-direction.
In the proof of the proposition we will need the following lemma Lemma 3.13. In the same context as in Proposition 3.12, for every τ ∈ T g the following relation holds
Proof. The proof of this lemma proceeds by induction. It is definitely true for Ξ and the polynomials. Assume it holds for τ andτ , then it also holds for ττ since all the maps involved are multiplicative. Concerning I(τ ), by (3.1), we have
where the second equality is due to the facts that by construction, τ H and I commute, both τ H and τ + H leave the polynomials invariant and are multiplicative, and relation (3.14) , while the third follows by the induction hypothesis.
Proof of Proposition 3.12. Let us begin by showing that, given a model Z ∈ M (T g ) and a function h ∈ L 2 , Z h is still an admissible model on T g . To do so, we will first prove that the algebraic relations (3.6), (3.9) and (3.12) are matched, and then verify that the analytical bounds are satisfied. Recall that, thanks to Proposition 3.10,
, (3.9) hold for it. Since moreover the maps τ H and τ + H are multiplicative, leave the polynomials invariant and satisfy the relation (3.14), a straightforward computation shows that (3.6) also holds for Z h . While the definition of the maps Γ h xy are implied by the definition of f h so that (3.9) is trivially satisfied, the proof of (3.12) is more subtle. By definition we have
Now, by Lemma 3.13, it follows that the right-hand side of the previous equals
where the second equality is due to the fact that Z e h is an admissible model for T H g . At this point we can focus on the analytical bounds. By Remark 3.5 we only have to verify that (3.5) is satisfied for Π h = Π e h τ H but this is immediate since, by Remark 3.11, τ H leaves the homogeneities invariant and we already know (3.5) holds for Π e h , since it is a model. The same argument, joint with the results in Proposition 3.10, guarantees the local Lipschitz continuity of the map T in its arguments, so that the proof is concluded.
Remark 3.14. Let ε > 0, ξ ε = ξ * ̺ ε and h ε = h * ̺ ε , where ξ is a distribution, h and L 2 -function and ̺ ε a rescaled mollifier. As we saw in Section 3.3, we can lift ξ ε to the canonical model Z ε on T g by imposing (3.6), (3.9) and (3.10). Following the same procedure, but setting alsoΠ x H(y) = h ε (y), we can construct the canonical modelZ ε on T H g . Then it is straightforward to prove thatZ ε = E hε Z ε .
One might wonder why instead of the construction carried out above, in order to define the translated model on T g , we did not simply follow once more the same procedure (the one to construct the canonical model), requiring though in (3.10),Π ε x Ξ(y) = ξ ε (y) + h ε (y) and obtainingZ ε = (Π ε ,Γ ε ). (It is immediate to show thatZ ε = T hε Z ε .) Admissibility ofZ would then follow from Proposition 8.27 in [15] . The problem with this approach is that it gives no estimates in terms of h ∈ L 2 , which will be crucial in the sequel. Furthermore, any direct probabilistic construction of (renormalized) model associated to ξ ε + h ε would lead to h-dependent null-sets, opposing any chance to establish H-regularity of the Wiener functionals at hand (solutions to gPAM in our case). Finally, another advantage of the construction above is that it applies in a systematic way to any admissible model, without any need for (a converging sequence of) smooth models. 
Extending the Renormalization Group
The parabolic Anderson equation (1.1) is ill-posed, since the product between the expected solution and the noise cannot be classically defined. One of the main advantages of the theory of Regularity Structures is that such an issue can be overcome thanks to a suitable renormalization procedure. In general, one would like to define a family of maps M (the so called Renormalization Group, ℜ) acting on M such that for every Z ∈ M , M Z ∈ M and there exists a sequence M ε ⊂ ℜ with the property lim ε→0 M ε Z ε exists, where Z ε is the canonical model defined above. We will give only a sketch of the procedure, addressing the reader interested in the general construction of the renormalization group associated to a given regularity structure to Section 8.3 in [15] .
In the specific context of (1.1), it turns out that we only need to deal with a one-dimensional subgroup of ℜ, ℜ 0 isomorphic to R, that can be explicitly described as follows. Let M be a map acting on the subspace T 0 of At this point we want to use these M 's to characterize the elements of ℜ 0 . More specifically, for Z = (Π, Γ) ∈ M (T g ), with a slight abuse of notation, we define the action of
For M to be an element of the renormalization group one has to verify that Z M can be extended to an admissible model and that the family of M 's forms indeed a group under composition. Even if such a result is a consequence of the abstract construction carried out in the Sections 8.3 and 9.1 of [15] , we can exploit our explicit definitions to give a more direct, but more specific, proof. Proof. While, due to (3.16) and (3.17) , it is immediate to show that ℜ 0 forms a group under composition, in order to verify that Z M can be uniquely extended to an element of M (T g ), thanks to Theorem 3.9, it suffices to prove that Z M is a minimal admissible model according to Definition 3.8. By (3.16 ) and since, by assumption, Z is an admissible model, the analytical bounds straightforwardly hold for every τ ∈ W different from I(Ξ)Ξ.
For the latter, notice that the action of M consists of adding a counterterm of strictly greater homogeneity, and, by linearity and (3.5), we have
where the latter holds since 2α min +2 < 0. Concerning (3.6a) , (3.8), (3.9) and (3.12), since Γ M xy = Γ xy , the only one whose validity is not obvious is the latter. In other words, we have to show that Π M
But, the explicit expressions for M and Γ fx , guarantee that the necessary commutation equality can be proved through a direct computation consisting in multiplying the corresponding matrices.
At this point we can turn our attention to (1.2) and see what changes have to be performed in order to to be able to renormalize this equation. To this aim, we would like to suitably extend the maps M to the admissible models on T H g . Notice that, thanks to Proposition 3.10, all the terms belonging to T H g \ T g are well-defined independently of the specific realization of the noise. Therefore, it is natural to impose that the renormalization procedure leaves those terms invariant.
We 
At this point, not only a result analogous to Proposition 3.17 holds, but more is true. 
In other words, the operations of extension and renormalization commute.
Proof. The proof of the first part of the statement proceeds along the same lines as the proof of Proposition 3.17, hence we will focus on the equality (3.19) . By the aforementioned proposition, we know that, given 
where the second equality follows by the fact that M H τ = M τ for every τ ∈ T g and the last by the fact that
where the first equality holds since τ / ∈ F implies τ = ΞI(Ξ), hence M H τ = τ , and the last equality holds since both the models Z e h and (Z e h ) M H are admissible (hence their action on U H is the same and determined by (3.6)) and the map M H leaves Ξ and H invariant.
As a corollary of the previous result we can also show that a relation analogous to (3.19) holds when substituting the translation operator to the extension one.
Corollary 3.19. Let h ∈ L 2 (T 2 ) and T g be the regularity structure defined above. Given M ∈ ℜ 0 and
In other words, the operations of translation and renormalization commute.
Proof. Since we know that, in our context, the renormalization map does not affect the map Γ, we only have to
It is immediate to verify, by a direct computation, that, for M ∈ ℜ 0 and M H defined as above, τ H (M τ ) = M H τ H (τ ) therefore, recalling the definition of T h given in Proposition 3.12, for τ ∈ T 0 , we have
where the fourth equality follows by (3.20) . Now, since T h (Π M ) and (T h Π) M coincide on T 0 , hence in particular on the elements of T g of negative homogeneity, the uniqueness part of Theorem 3.9 implies the result.
Convergence of the Renormalized Models
Let (Ω, F , P) be a probability space and ξ a spatial white noise on the two dimensional torus, i.e. a Gaussian process taking values in the space of distributions S ′ (T 2 ) whose covariance function is given by
for any ϕ, ψ ∈ L 2 (T 2 ). As is well-known (e.g. Lemma 10.2 of [15] ) as a distribution, ξ belongs almost surely to C α for every α < −1. We want to understand, on one side, how to consistently lift the white noise to an admissible model for T g and T H g and, on the other, what is the relation between the two. To do so, we begin by mollifying the noise via setting ξ ε := ξ * ̺ ε , where ̺ is a compactly supported smooth function integrating to 1 and ̺ ε its rescaled version. Starting with ξ ε we define the canonical model Z ε ∈ M (T g ) with the procedure outlined in Section 3.3 and, for a given h ∈ L 2 (T 2 ), we then "extend" it through the map E h given in Proposition 3.10 and "translate" it through the map T h given in Proposition 3.12, obtaining E h Z ε and T h Z ε respectively. The problem is that, since the model Z ε does not converge there is simply no hope that neither E h Z ε nor T h Z ε do. This is precisely the point in which we need to exploit the renormalization techniques introduced above. Thanks to Theorem 10.19 in [15] , we already know that there exists a choice of M ε ∈ ℜ 0 such that the sequence M ε Z ε converges in probability, hence passing to a subsequence, almost surely. Since Propositions 3.10 and 3.12 guarantee the joint local Lipschitz continuity of E and T with respect to both h and the model and Proposition 3.18 and Corollary 3.19 ensure the these maps commute with M H and M respectively, we immediately deduce that also M H ε E h Z ε and M ε T h Z ε converge almost surely along this subsequence.
Lemma 3.20. LetẐ ∈ M (T g ) be the Gaussian model constructed in Theorem 10.19 in [15] . Then there exists a set of measure zero, N , such that for every ω ∈ N c and every h ∈ L 2 (T 2 )
Proof. Let Z ε be the canonical model on T g and M ε a sequence of renormalization maps such thatẐ ε := M ε Z ε converges toẐ ∈ M (T g ) almost surely. Fix a null set N 1 so that, for every ω ∈ N c 1 ,Ẑ ε (ω) →Ẑ(ω). As a consequence of Remark 3.14, it is immediate to convince oneself that for all h ∈ L 2 (T 2 )
outside of some null set N 2 , where h ε = h * ̺ ε . Then, by the local Lipschitz continuity of the map T and Corollary 3.19, for ω ∈ N c 1 ∩ N c 2 , we havê
which concludes the proof.
Modelled Distributions and Fixed Point argument
In the previous sections we achieved two goals. On the one side, we built a family of objects that represent the building blocks we need in order to "lift" the equations (1.1) and (1.2). On the other, we gave to each of these objects a precise sense and showed how to coherently construct them starting from a Gaussian noise. It remains to define the spaces in which our equations will be solved at the "abstract" level and how to concretely interpret them. To this purpose, Hairer defines the space of modelled distributions, the model dependent counterpart of the space of Hölder functions. Given a regularity structure T and a model Z = (Π, Γ) on it, we say that
is finite, where the generic points z,z ∈ R + × R 2 have to be understood as z = (t, x) andz = (t,x), and recall that, by τ β we mean the norm of the projection of τ on T β . In order to study the continuity of the solution map with respect to the underlying model, we will need to compare modelled distributions belonging to the space D γ,η , but based on different models. Let Z = (Π, Γ),Z = (Π,Γ) be two models on T , and U ∈ D γ,η (Γ),Ū ∈ D γ,η (Γ) two modelled distributions, then a natural notion of distance between them can be obtained by (3.22) , via replacing U (z) −Ū (z) by U (z) in the first summand and
to U (z) − Γ zz U (z) in the second. We indicate the result by |||U ;Ū ||| γ,η;D , this notation being due to the fact that, as a distance, |||·; ·||| γ,η;D is not a function of U −Ū .
Remark 3.21. Since we aim at solving our equations with periodic boundary conditions, we will only consider symmetric modelled distributions according to Definition 3.33 in [15] . In other words, let e 1 and e 2 be as in Remark 3.7, then U ∈ D γ,η is said to be symmetric if for any (t,
Hence, for any T > 0, the domain D appearing in (3.22) can be simply taken to be (0, T ] × T 2 , and will therefore be omitted.
If the model has the role of assigning to each abstract symbol a specific distribution, we also need to understand how to attribute to a modelled distribution a concrete meaning. This is precisely what the reconstruction operator, R, does. In general, R is a map from D γ,η (Γ) to S ′ (R 3 ), but in the case in which the model is composed of smooth functions (think, for example, of the canonical model) then RU is a continuous function, explicitly given by
Thanks to Theorem 3.10 in [15] we know much more, indeed the latter states that, as soon as γ > 0 then the map (Z, U ) → RU ∈ S ′ is jointly locally Lipschitz continuous, allowing to define RU also in the case in which the previous relation is nonsensical.
For reasons that will be clarified in what follows, we will abstractly solve equations (1.1) and (1.2) in the spaces D γ,η U and D γ,η U H respectively, consisting of those modelled distributions taking values in T U and T U H . An element U ∈ D γ,η U (resp. D γ,η U H ), for γ > 1 can be conveniently decomposed as
then Proposition 3.28 in [15] implies that RU = ϕ 1 and belongs to C α min +2,η .
Let us consider a smooth function ξ ε and h ∈ L 2 (T 2 ). We rewrite (1.1) and (1.2) in their mild formulation,
whereK denotes the heat kernel, * the space-time convolution andKu 0 the solution to the heat equation with u 0 as initial condition. We want to transpose such a representation and rephrase it in terms of modelled distributions. To do so, we need to understand how to compose a smooth function with an element of D γ,η U (resp. D γ,η U H ), how to define the product of two modelled distributions and what is the abstract counterpart of the convolution with a suitably defined abstract heat kernel.
Let U ∈ D γ,η U (resp. D γ,η U H ), γ > 1 and g : R → R be a smooth function (actually, for later purposes, g ∈ C χ with χ ≥ 10 3 would be sufficient). Thanks to the fact that U admits the decomposition (3.23), we can follow the recipe described in Section 4.2 in [15] and write
then Proposition 6.13 in [15] guarantees that G γ as a function from D γ,η U (resp. D γ,η U H ) to itself, is locally Lipschitz continuous provided that γ > 0 and η ∈ [0, γ]. Moreover, in [19] a stronger result is shown, namely Proposition 3.11 allows us to compare G γ when evaluated at modelled distributions based at different models, yielding the local Lipschitz continuity of G γ also with respect to the models.
Concerning the convolution with the heat kernel, it is possible to summarize the content of Theorem 5.12, Proposition 6.16 and Theorem 7.1 in [15] simply saying that, provided that γ <γ + 2, η < α min ∧η + 2 and η > −2, there exists a linear operator P : Dγ ,η → D γ,η U such that 1. one has the identity RPU =KRU , 2. PU = IU +PU , wherePU takes value in the polynomial structure and depends on the model and the reconstruction operator associated to it, 3. there exists θ > 0 such that
where the norms are taken over [0, T ] × R 2 (or equivalently [0, T ] × T 2 , by periodicity).
Before writing the abstract version of (3.24), we collect in the following Lemma a number of trivial consistency relations between modelled distributions based at an admissible model and its extended and translated counterpart. In particular, it explains how translation and extension behave with respect to the operations just described. The last ingredient we need in order to be able to rewrite the equations in (3.24) in our abstract context, is the initial condition. Given u 0 ∈ C η (T 2 ), η ≥ 0 (recall C 0 ≡ L ∞ ) it is well-known thatKu 0 ∈ C γ,η , the (parabolic) Hölder space whose norm was defined in (1.7)), for any γ > η ≥ 0, where η accounts for the behaviour at time zero. In particular, then the (parabolic) jet of order γ,
is well-defined and yields an element in D γ,η U on [0, T ] for every fixed T > 0, and hence in D γ U on (0, T ]. Then, we can write
where we are indicating with the same symbol the two abstract convolution kernels since, thanks to Lemma 3.22, there is no possibility of confusion.
In the next proposition we recall the solution theory for the previous equations, essentially given in Corollary 9.3 and Proposition 9.4 in [15] . 
27) admits a unique solution in D γ
U on (0, T ) for T > 0 small enough. Setting T ∞ := T ∞ (u 0 , Z) to be the supremum of the times T such that (3.27) admits a unique fixed point, one has either T ∞ = ∞ or lim t→T∞ RU (t, ·) η = ∞. Furthermore, the map S that assignes to (u 0 , Z) ∈ C η × M (T g ) the solution U = S(u 0 , Z), is jointly locally Lipschitz continuous and, as a consequence, T ∞ is lower-semicontinuous as a function of (u 0 , Z).
Let Z ε ∈ M (T g ) be the canonical model, associated to smooth ξ ε , then u ε = RS(u 0 , Z ε ) solves
On the other hand, for M = M (C) ∈ ℜ 0 ,ũ ε = R M S(u 0 , M Z ε ) solves
Proof. As already pointed out, the statement and its proof were already given in Corollary 9.3 of [15] . The only details we added are the local Lipschitz continuity of the solution map, which is implied by Proposition 3.11 in [19] , the lower-semicontinuity of the existence time T ∞ , whose proof coincides mutatis-mutandis with the one given by Hairer in Proposition 1.5 of [16] and the fact that we can take the initial condition to be in C 0 ≡ L ∞ , which comes from the proof of Theorem 3.10 in [19] .
As a consequence of the previous and Theorem 10.19 in [15] , Theorem 1.11 in [15] follows at once. Below, we recall this latter statement. Theorem 3.24. In the same setting as above, let furthermore ξ be a spatial white noise, ξ ε = ̺ ε * ξ its mollification and Z ε the canonical model associated to it. Let M ε be the sequence of renormalization maps determined in Theorem 10.19 of [15] , i.e. such that M ε Z ε converges in probability toẐ ∈ M (T g ). Then, u ε = R Mε S(u 0 , M ε Z ε ) converges locally uniformly, i.e. on compacts in R + × T 2 , to a limit u = RS(u 0 ,Ẑ), in probability.
Since the homogeneities of the symbols H and Ξ are the same by construction, Proposition 3.23 and Theorem 3.24 hold for (3.28) as well. Nevertheless, in this case, we will not be interested in general admissible models on T H g but on those coming from an element in M (T g ) and consequently mapped to M (T H g ) through E h defined in Proposition 3.10. The purpose of the following statement is indeed to clarify what is the relation between (3.27) and (3.28), and to understand how the solution map is affected by the operations of translation and extension. Furthermore, let Z ε be the canonical model on T g associated to a smooth function ξ ε , and take also h ε smooth (and hence L 2 ) on the T 2 . Then u hε
On the other hand, for
Proof. The local Lipschitz continuity of S H Ex and S Tr is a direct consequence of the local Lipschitz continuity of the extension map E, the translation map T as well as the one of S and S H .
Fix u 0 ∈ C η , Z ∈ M (T g ) and h ∈ L 2 (T 2 ). In order to prove that S H Ex (u 0 , h, Z) = τ H (S Tr (u 0 , h, Z)), name the left-hand side U H and the right-hand side τ H (U h ), where U h = S Tr (u 0 , h, Z). At this point, thanks to Lemma 3.22, on one side we know that τ H (U h ) ∈ D γ,η U H (Γ e h ), while on the other hand
and since, by assumption, U h solves (3.27) with respect to Z h , we have (3.28 ) and by uniqueness it coincides with U H . As a consequence of Lemma 3.22 and following the same argument as in the proof of Proposition 9.4 of [15] , the last part of the statement can be shown.
The following theorem is now straightforward. 
Proof. The result is a straightforward application of the previous proposition and the fact that both the extension and translation operators are locally Lipschitz continuous, note h ε → h in L 2 (T 2 ), and commute with the renormalization maps.
To conclude this section we want to show that we can solve the afore mentioned equations up to the same time, uniformly in h belonging to a small ball, which by now is a simple corollary of Propositions 3.23 and 3.25. 
be the unique maximal solution to (3.27) and T ∞ (u 0 , Z h ) its explosion time. Notice that, trivially, Z = T 0 Z, hence, by the local Lipschitz continuity of the map T in h we know that we can control the norm of the difference between Z and Z h in terms of the L 2 -norm of h. Since T ∞ is lower-semicontinuous, by definition we have that for every ε > 0 there exists δ > 0 such that T ∞ (u 0 ,Z) > T ∞ (u 0 , Z) − ε for everỹ Z ∈ M (T g ) such that |||Z − Z||| < δ. Hence, upon choosing a smaller δ, for every h with h L 2 < δ, U h and U live at least up to T ∞ (u 0 , Z) − ε. But now, thanks to Proposition 3.25 we know that τ H (U h ) = U H and the proof is concluded.
Weak maximum principles and gPAM

Global existence for a class of non-linear g
As is well-known and summarized in Propositions 3.23 and 3.24, one has uniqueness and local existence for (renormalized) solutions to gPAM. (Throughout g is assumed to sufficiently smooth in order to be in the framework [15] .) When g = g(u) is (affine) linear, then global existence holds. For a generic non-linearity g, however, global existence may fail, especially if no further growth assumptions on g are made. 7 Essentially, this is due to the fact that the left of g, that is U → G γ (U ), as defined in (3.25) , is locally but not globally Lipschitz. As a consequence, there have been no global existence results for non-linear gPAM in the literature, even in the example of compactly supported g or g(·) = sin(·).
We observe in this section that a weak maximum principle, in the form of a comparison argument, provides uniform bounds which guarantee global existence. (This comes at the price of a structural assumption on g, satisfied in the afore-mentioned examples.) Proposition 3.28. For fixed initial data u ε 0 = u 0 ∈ C η , with η ≥ 0, assume
Then solutionsũ ε to (3.29) are uniformly bounded on R + × T 2 . As a consequence, the (renormalized) gPAM solution exists at all positive times.
Proof. We focus on sup
leaving a similar lower bound to the reader. Throughout ε ∈ (0, 1] is fixed. Our assumption implies that v (t, x) := C is (trivially) a solution to the equation given in , that is
and in fact a super-solution to the Cauchy problem with initial data u 0 , since u 0 ≤ C ≡ v (0, ·). Hence, by comparison, 8ũ ε (t, x) ≤ C, which is the desired uniform estimate for C does not depend on ε.
Weak maximum principle for the renormalized tangent equation
Formally differentiating the noise of (3.29) in h ε direction, one is lead to a linear, inhomogenous ("renormalized tangent equation" ; cf. also (4.3) below) of the form
(This, as well as the convergence of the renormalized tangent equation is discussed in the following section.) By Duhamel's principle, it is usually enough to study the homogenous problem, that is, Proof. There is little to say. The unique (classical) solution to (3.32) is given by the Feynman-Kac formula, which trivially implies non-negativity. Alternatively, use the fact that comparison holds for (3.32), which allows to conclude since 0 is a subsolution.
Differentiating the solution map
The purpose of this section is to show that we are allowed to differentiate the solution map S H Ex (defined in Proposition 3.25) in the direction of h ∈ L 2 (T 2 ). Heuristically, for a smooth ξ ε and δ > 0, let u ε be the solution to
and u δ ε the solution of the same equation with ξ ε replaced by ξ ε + δh. Then, assuming lim δ→0 δ −1 (u δ ε − u ε ) exists and is given by a function v h ε , one can guess that the latter should satisfy
We will refer to the previous as the tangent equation. Not only is this computation formal, but we know that neither u ε nor v h ε can be expected to converge as ε → 0. The remedy is to work withṽ h ε , a renormalization of v h ε so thatṽ h ε → v h similar to convergence ofũ ε → u previously given in Theorem 3.24. We will begin by giving a consistent solution theory for (4.1), prove its linearity and continuity with respect to h, and conclude by showing that it is indeed the Malliavin derivative of the solution to (1.1).
The Malliavin Derivative
be the extension of Z in the h direction as defined in Proposition 3.10. Thanks to the results in the previous section, we know how to lift (4.1) to the space of modelled distributions based at E h Z, and we have
is the unique solution to (3.27) according to Proposition 3.23, which we will refer to as the abstract tangent equation. (Here G ′ γ (U ) is defined as in (3.25) but with g ′ instead of g.)
be the solution of (4.2) with respect to the canonical model,Z ε ∈ M (T g ), associated to a smooth function ξ ε , and take also h ε smooth (and hence L 2 ) on the T 2 , then v hε ε = RV hε solves (4.1). On the other hand, for
whereũ ε = R M S(u 0 , M Z ε ) is given according to Proposition 3.23. We will refer to this latter equation as the renormalized tangent equation.
Remark 4.2. In contrast to the equation for U , the equation for V h is a linear, inhomogenous equation which in fact allows to solve it in the space D γ,η ′ with η ′ ∈ (−α min − 2, α min + 2), which, for η ′ ≤ 0, is contained in the space D γ,η . The reason why we stick with the latter space is that, on the other hand, we cannot solve (3.27) in D γ,η ′ , for η ′ < 0, so we decided to formulate the previous proposition in this fashion in order to streamline the presentation. Proof. For the first part of the statement, we need to check that the assumptions of Theorem 7.8 in [15] are matched, i.e. we have to prove that the map F γ acting on D γ,η U H (Γ e h ) and given by (Γ e h ) and its strong local Lipschitz continuity follows by the fact that this holds for both the operations of composition with smooth functions and product according to the bounds in Proposition 3.11 in [19] and 6.12 in [15] respectively.
At this point, thanks to Theorem 7.8 in [15] , we know that there exists a small T > 0 such that (4.2) admits a unique solution V h ∈ D γ,η U H (Γ e h ) on (0, T ) and by Proposition 7.11 in [15] we can build a maximal solution by patching together local solutions. But, since the equation is linear in V h , we immediately see that the time T determined above does not depend on the size of V h itself, but only on the one of U , hence we can iterate the procedure until we reach the explosion time of the latter, i.e. T ∞ . Finally, the joint local Lipschitz continuity of the solution map S D with respect to h ∈ L 2 (T 2 ) and Z ∈ M (T g ) follows by the one of the map E (see Proposition 3.10) and Corollary 7.12 in [15] .
For the last part of the statement, let T < T ∞ , Z ε the canonical model, V hε the solution to (4.2) in D γ,η with respect to E hε Z ε and v hε ε := RV hε . The fact that v hε solves (4.1) is straightforward and follows by the properties of the reconstruction map and the abstract integration kernel.
We will then try to understand what is the equation solved byṽ hε ε := RṼ hε whereṼ hε = S D (h ε , M Z ε ), essentially following the proof of Proposition 9.4 in [15] . As a consequence of Remark 7.10 of [15] , which gives a way to understand the structure of the solution to a general equation, one obtains the following representation forṼ hε up to order γ (i.e. up to order 1 here)
,ṽ hε ε,X i suitable coefficients andṽ hε ε is the coefficient of 1 thanks to Proposition 3.28 in [15] . At this point notice that,
where in both cases we stopped our expansion up to 0 homogeneity. Now, we want to apply M H = M H (C) to both sides of the two previous equalities. Its definition immediately gives 
which, by the first property of the abstract integration kernel concludes the proof.
We are now ready to state and prove the following theorem, in which, on the one hand we establish the convergence of the sequence of solutions to the renormalized tangent equation to a well-defined object and, on the other, we determine the main properties of the latter. 
Malliavin Differentiability
LetẐ be the admissible model defined by Theorem 10.19 in [15] , u 0 ∈ C η an initial condition and T ∞ = T ∞ (u 0 ,Ẑ) the explosion time for u = R(S(u 0 ,Ẑ)) introduced in Proposition 3.23. Given (t, x) ∈ (0, +∞) × R 2 , the aim of this section is to show that, for almost every ω and t < T ∞ (ω), the random variable
is Malliavin differentiable in the precise sense of Definition 2.2 and that its Malliavin derivative evaluated at h ∈ L 2 (T 2 ) is the function v h (t, x; ω) defined in Theorem 4.4. To do so, we set
and note that, thanks to Lemma 3.20, the second event has full measure, while the first has positive probability at least for t small enough as a consequence of T ∞ > 0 a.s. From now on, we fix an ω ∈ Υ t and, before proceeding, we (recall and) introduce some notations. What we have to show is that the map L 2 (T 2 ) ∋ h → u(t, x; ω + h) ∈ R is Fréchet differentiable, which amounts to verify that it is Gateaux differentiable and that the Gateaux differential is continuous. The main technical difficulty one has to overcome is the Gateaux differentiability at h = 0, and this will be our first focus.
Let δ > 0 and h ∈ L 2 (T 2 ), then |u(t, x; ω + δh) − u(t, x; ω) − δv h (t, x; ω)| = o(δ) will follow by a stronger statement on which we will concentrate, namely
where, to simplify the notations, we have set S(u 0 , T δhẐ (ω)) =: U δh (ω) ∈ D γ,η (Γ δh ), S(u 0 ,Ẑ(ω)) =: U (ω) ∈ D γ,η (Γ) and S D (h,Ẑ(ω)) =: V h (ω) ∈ D γ,η (Γ e h ).
Since we are aiming at reformulating our problem in the abstract space of modelled distributions, the first problem one has to tackle is that, in (4.5), inside the norm we have three different reconstruction operators. While, thanks to Lemma 3.22, R(S(u 0 ,Ẑ(ω))) = R e h (S(u 0 ,Ẑ(ω))) since S(u 0 ,Ẑ(ω)) can be viewed as an element of D γ,η (Γ e h ), for the first summand, the following lemma provides the information we need. Lemma 4.6. Let f , h ∈ L 2 (T 2 ), T fẐ = (Π f ,Γ f ) the translation ofẐ in the f -direction and R f the reconstruction operator associated to it. Then there exists a null set out of which we have
where U δh is the solution to (3.27) in D γ,η ((Γ f ) δh ) and U H δ the one of (3.28) with H substituted by δH, in
Proof. Let Z ε be the canonical model associated to ξ ε = ξ * ̺ ε and M ε = M (C ε ) be the sequence of renormalization maps such that M ε Z ε converges toẐ almost surely, and we will call N the set in which such a convergence fails. The joint local Lipschitz continuity of E and T proved in Propositions 3.10 and 3.12, then guarantee that, for every h ∈ L 2 (T 2 ), also E hε M ε Z ε and T hε M ε Z ε converge to E hẐ and T hẐ on N c , where h ε = h * ̺ ε converges to h in L 2 (T 2 ). Let R e h ,ε and R δh,ε be the reconstruction operators associated to E hε M ε Z ε and T hε M ε Z ε respectively.
Thanks to Proposition 3.25, we know that both u δh,ε := R δh,ε fε U δh and u H,ε δ := R e h ,ε fε U H δ solve
where f ε = f * ̺ ε converges to f in L 2 (T 2 ). By the uniqueness of solutions for the previous, it follows that u δh,ε = u H,ε δ and, since both sides converge to a well-defined object, (4.6) holds on N c , which, we stress once more, is independent of h.
We have now all the tools and the notations in place to state and prove the following Proposition.
be the solutions to (3.27) , (3.28) , with δH substituting H, and (4.2) respectively. Then,
As a consequence, given (t, x) ∈ (0, +∞) × R 2 , for every ω ∈ Υ t , the map L 2 (T 2 ) ∋ h → u(t, x; ω + h) ∈ R is Gateaux differentiable at h = 0 and its Gateaux derivative evaluated at h is given by v h (t, x; ω).
Proof. Let T < T ∞ (u 0 , Z). Then, as a consequence of Corollary 3.27, we know that there existsδ > 0 such that U H δ and U exist up to time T , for all δ ∈ (−δ,δ). For the rest of the proof we will consider the space 
The point to prove here is that F γ satisfies the assumptions of the Implicit Function theorem as stated in Theorem 19.28 of [10] , around the point (0, U ), since, thanks to Proposition 3.23, F γ (0, U ) = 0. At first we will show the Fréchet differentiability of F γ . Since F γ is linear in δ, it suffices to verify it at (0, Y ) for Y ∈ B γ,η (U, M ). Then, let δ ∈ (−δ,δ),Ỹ ∈ B γ,η (U, M ) and notice that
where the remainder R γ is given by
At this point, the proof boils down to show that R γ (δ,Ỹ ) = o( (δ,Ỹ ) X ). To do so, we will treat the two summands separately. Let us begin with the first. Notice that,
where the equality follows by applying to each of the coefficients of the modelled distribution on the left-hand side the usual Taylor's formula. By Propositions 6.13 and 6.12 in [15] , we know that, on one side, G ′′ γ (Y + νỸ ) is a modelled distribution in D γ,η U H (Γ e h ) for every ν ∈ [0, 1], and, on the other, that also
where the proportionality constant depends on the norm of Γ e h , the one of g and its derivatives up to the third order, the one of U and M , but it is uniform over ν ∈ [0, 1]. Now, as in the proof of Proposition 4.1, we point out that the map x → Ξ can be viewed as an element of D γ,γ (Γ e h ) but taking values in a sector of regularity α min . Hence, again by Proposition 6.12 in [15] , it follows that G ′′ γ (Y + νỸ )Ỹ 2 Ξ ∈ D γ+α min ,η+α min (Γ e h ). Finally, Proposition 6.16 guarantees that the first summand in (4.9) is O(|||Ỹ ||| 2 γ,η ). For the second summand the procedure is identical since H has the same homogeneity as Ξ and, therefore, can be analogously regarded. Following the same steps as before, one deduces that the second summand is
, which in turn implies the differentiability of F γ . As a byproduct, we can read off equation (4.8) the exact expressions for
where D i F γ (·, ·) are two linear functionals from R and D γ,η U H (Γ e h ), respectively, to D γ,η U H (Γ e h ). In order to be able to apply the Implicit Function theorem, the last ingredient we miss is to prove that D 2 F γ (0, U ) is a linear and bounded isomorphism. Linearity is obvious and so is boundedness, indeed, thanks to Propositions 6.16, 6.12 and 6.13 in [15] , we have
where the neglected constants depend on the same parameters as before. Concerning invertibility, it suffices to show that for every W ∈ D γ,η
and this can be achieved by a fixed point argument in the spirit of Proposition 4.1.
At this point, all the assumptions of Theorem 19.28 in [10] are matched and we conclude that there exist δ <δ and a differentiable function ϑ : (−δ,δ) → D γ,η U H (Γ e h ) such that ϑ(0) = U , (δ, ϑ(δ)) ∈ X and F γ (δ, ϑ(δ)) = 0 for all δ ∈ (−δ,δ). Moreover, we have
for all δ ∈ (−δ,δ) (4.12)
But now, notice that since F γ (δ, ϑ(δ)) = 0, by definition of F γ it follows that ϑ(δ) is the, necessarily unique, solution to (3.28), with δH substituting H, in D γ,η (Γ e h ), i.e. U H δ . Moreover, thanks to (4.12), we can also
and, by the uniqueness part of Proposition 4.1, it must coincide with V h . Collecting the observations carried out so far, we finally obtain
At this point, in the notations introduced before, since ω ∈ Υ t , we have
where the third equality follows by Lemma 4.6 choosing f = 0. Now we can bound the right-hand side of the previous by its C α min +2 norm, which, thanks to Propositions 3.28 and 6.9 in [15] satisfies
Thanks to (4.7) and Theorem 4.4, which guarantees the linearity and continuity of v h (t, x; ω) in h, the conclusion immediately follows.
Remark 4.8. The idea of using the Implicit Function theorem in order to prove the differentiability of the solution map is not new. In the context of SDEs, see [27] , while for SPDEs, and in particular for the fractional heat equation driven by a fractional Brownian motion with Hurst parameter H > 1 2 , see [9] . We are now ready to state the main result of this section and complete the proof of the Malliavin differentiability of the solution map. is locally H-differentiable according to Definition 2.2, on Υ t and its derivative is given by v h = Du, h H .
Proof. We have already proved that for any ω ∈ Υ t , on one side by Proposition 4.7, the map h → u(t, x; ω + h) is Gateaux-differentiable at h = 0, on the other thanks to the lower-semicontinuity of T ∞ , there exists q(ω) > 0 such that for every f ∈ B 2 (0, q(ω)), ω + f ∈ Υ t , where B 2 (0, q(ω)) is the ball centered at 0 of radius q(ω) in L 2 (T 2 ). Let us fix ω ∈ Υ t and the corresponding B 2 (0, q(ω)). We will now show that f → u(t, x; ω + f ) is Gateaux differentiable on B 2 (0, q(ω)) and that the Gateaux differential is continuous.
Let us begin with the first. Consider f ∈ B 2 (0, q(ω)), set z = (t, x) and notice that, for δ small enough,
where the previous passages are justified by the facts that both ω and ω + f ∈ Υ t , and Lemma 4.6. At this point we can argue as in Proposition 4.7, i.e. applying Propositions 3.28 and 6.9 in [15] and conclude via Proposition 4.7. Indeed, (4.7) holds for any admissible model on T g and, by Proposition 3.12, T fẐ is indeed one.
For the second part, notice that the Gateaux differential is given by
where L(H, R) is the set of linear bounded operator from H to R, that, thanks to Riesz representation theorem, can be identified by H itself. Let f ∈ B 2 (0, q(ω)) and f n ∈ B 2 (0, q(ω)) be a sequence converging to f in H, then, thanks to Theorem 4.4 and Proposition 3.10,
and now, thanks to the local Lipschitz continuity of the reconstruction, R, the extension and translation operators, E and T , and the solution map for the abstract tangent equation, S D , we can conclude that the last term converges to 0 as n tends to ∞ uniformly over h L 2 ≤ 1, which in turn completes the proof. Remark 4.11. We point out that through the arguments in the present section it is in principle possible to obtain higher order (local) H-differentiability of the solution map.
Existence of density for the value at a fixed point
The results of the previous section guarantee that, for (t, x) ∈ R + × T 2 , the solution u(t, x; ω) of gPAM determined in Theorem 3.24, is Malliavin differentiable at least on those points in which it does not explode, namely when ω ∈ {t < T ∞ }. We now want to show that, as a random variable, conditioned on the previous set, it admits a density with respect to the Lebesgue measure. To this purpose we aim at exploiting the Bouleau and Hirsch's criterion whose application has though to be carefully handled. Indeed, if on one side one has to prove non-degeneracy of the Malliavin derivative, which is per se everything but obvious, on the other we have an extra difficulty, coming from the fact that u(t, x; ω) is only locally H-differentiable on {t < T ∞ } and the latter does not have a priori full measure. We will deal with these two issues separately. For the first, we will derive a strong maximum principle for a rather general class of linear parabolic PDEs, which will prove to be extremely useful in our context but whose interest goes way beyond it. For the second, we will suitably approximate (in two different ways) our solution with C 1 H random variables matching the assumptions of Theorem 2.1.
A Mueller-type strong maximum principle
As a motivation for the following proposition, consider the homogenous version of the renormalized tangent equation (4.3), that is
Remark that, given fixed initial data v hom 0 , using the same techniques as in Proposition 4.1 and Theorem 4.4, it is possible to show thatṽ hom ε converges (locally uniformly) in probability to some limit v hom , given as reconstruction of the abstract solution, with respect to the modelẐ (see Theorem 3.24), to
whereΞ is a suitable modelled distribution (in the previous case, G ′ γ (U )Ξ). As a consequence of the (weak) maximum principle for the approximate equations, cf. Section 3.8.2, it clearly holds that v hom = RV hom ≥ 0 for initial data v hom 0 ≥ 0. In the next proposition, we show that this latter property is all we need in order to guarantee that the reconstruction of the solution to an equation of the form (5.2), satisfies a strong maximum principle. Notation. We now introduce a notation that will be exploited only in the following proof. For γ, η ∈ R and t > 0, we will write ||| · ||| γ,η;t for the usual norm on the space of symmetric modelled distributions (see Remark 3.21) , D γ,η , but where the supremum in (3.22) is taken over (0, t] × T 2 .
Proof. W.l.o.g. we will take T = 1. As pointed out before, by the very same arguments exploited in the proof of Proposition 4.1, we know that (5.2) admits a unique solution in V hom ∈ D γ,η , which, by linearity, satisfies
where C is a constant depending continuously on |||Z||| γ and |||Ξ||| γ,η;1 . We now set W = P(ΞV hom ) and w = RW . Then, by Proposition 6.12 in [15] ,ΞV hom ∈ D γ+α min ,η+α min , hence thanks to (3.26), there exists θ > 0 and a constant C w > 0 such that
where, this time, C w depends continuously on the norms |||Z|||, |||Ξ||| γ,η;1 and v hom 0 η . Since, by definition and Proposition 3.28 in [15] , W (t, x) = w(t, x)1 + ..., omitting terms of strictly positive homogeneity, it is clear from (3.22) , that a bound analogous to the previous holds for w, namely
for all t ∈ (0, 1] and x ∈ T 2 .
Now fix δ > 0, and assume u 0 non negative and v hom 0 ≥ 1 on B(x, δ) ⊂ R 2 , the ball of radius δ centered at x. We first claim that by properties of the heat kernel, (see proof below) for each ρ > 0, there exists t ρ > 0 s.t.
One can then propagate the bound using linearity of the equation (and consequently of w itself) to obtain that v(1, ·) ≥ ( 1 8 ) 1/h > 0 on B(x, ρ). Since ρ was arbitrary this proves the claim. Also note that here we strongly use the fact that, by construction, we can always take the same value of C w when we iterate the argument over different time-steps.
We now turn to the proof of the claim (5.3). W.l.o.g. take x = 0, and consider a generic point y ∈ B(0, δ + tρ), written as y = (δ + tρ)u, where |u| ≤ 1. Then for Z standard (d-dimensional) Gaussian
Then note that B( y √ t , δ √ t ) is a ball with radius going to ∞ as t → 0 and containing the point √ tu (as its closest point from origin). In particular when t → 0, it eventually contains all points in a half-space, so that one gets 1 2 in the limit, hence the proof of the claim (and consequently of the proposition) is concluded.
Remark 5.2. Even if the previous proposition was formulated in the specific context under study, its proof has very little to do with the specifics of our regularity structure, hence the same argument can be straightforwardly applied to directly get a strong maximum principle (or equivalently, strict positivity of solutions) for any linear heat equation for which the theory applies. In particular it holds for the linear multiplicative stochastic heat equation in dimension d = 1 (cf. [19] ) where we recover Mueller's work, [25] , and to the linear PAM equation in dimensions d = 2, 3 for which the result appears to be new.
Density for value at a fixed point
Let us fix t > 0, x ∈ T 2 , and consider the random variable F = u(t, x)½ {t<T∞} . We will show that its restriction to {t < T ∞ } admits a density w.r.t. the Lebesgue measure, but first we need a technical lemma to approximate ½ {t<T∞} by a sequence of H-differentiable random variables.
Lemma 5.3. Fix t ≥ 0. Then there exists a sequence (X n ) n≥0 with X n F ∈ C 1 H−loc such that X n ≤ ½ {t<T∞} and ∪ n≥0 {X n = 1, DX n = 0} = {t < T ∞ } (up to a P-null set).
Proof. See Appendix A.
Theorem 5.4. In the setting of Theorem 3.24, let u be the limit of the solutions u ε to the renormalized gPAM equation. Assume furthermore that g ≥ 0, and g(u 0 ) is not identically 0. Then for any t > 0 and x ∈ T 2 , the law of u(t, x) conditionally on {t < T ∞ } is absolutely continuous with respect to Lebesgue measure.
Proof. First note that on {t < T ∞ }, one has DF = 0. Indeed, according to Section 2 it suffices to find one h ∈ H such that v h (t, x) = 0, where v h (t, x) is the derivative of u(t, x) with respect to the noise determined in Theorems 4.4 and 4.9. Hence, we restrict h ∈ H ∩ C η , for η ≥ 0.
In the setting of Theorem 5.1, we define the 2-parameter semigroup P 0,t as
where V hom is the solution to (5.2), with time-0 initial condition f ∈ C η , with respect to the modelẐ (see Theorem 3.24) and similarly P s,t when starting at times s ≤ t. Upon choosingΞ = G ′ γ (U s )Ξ, where U s (r, x) = U (s + r, x) and U is the solution to the abstract counterpart of gPAM, i.e. equation (3.27) , with respect toẐ, one can show that
with u s := RU s and noting that v h (0, ·) ≡ 0. Indeed, the previous representation is obvious forṽ h ε (defined as in Theorem 3.24) and one can pass to the limit since the convergence of the left hand side is guaranteed by Theorem 4.4 while the one of the right hand side follows by the continuity of the 2-parameter semigroup in its argument, uniformly over s ≤ t. But now we can choose h such that g(u)h is nonnegative and not everywhere 0 (actually h = 1 suffices). Since, by Proposition 3.29 we already know that the homogeneous equation satisfies a weak maximum principle, Theorem 5.1 implies that P s,t [g(u s )h] > 0 for s in a set of positive measure. Now, let X n be the sequence of random variables defined in Lemma 5.3, then, for every set E ⊂ R of Lebesgue measure 0,
where the last equality follows by Theorem 2.1, and the proof is concluded.
Remark 5.5. In exactly the same way, one can show that for all t > 0 and measure µ supported in (0, t] × T 2 , the law of udµ conditionally on {t < T ∞ } admits a density.
Remark 5.6. The reader should note that the proof of Theorem 5.4, relying on Lemma 5.3, uses indeed few specific properties of gPAM. In particular, it should be possible to adapt the argument here to other singular PDEs, for which only local existence results are available, which in turn underlies the importance of Lemma 5.3. That said, in Section 3.8.1, we gave a global existence condition specific to the structure of gPAM, which allows for the following alternative (but specific to gPAM) argument. Take g n be (sufficiently) smooth, compactly supported in [−n − 1, n + 1] and such that g n ≡ g on [−n, n], where g satisfies the assumptions of Theorem 5.4. As a consequence of Proposition 3.28, we know that the solution u n to (g n PAM) is globally well-posed in time, hence the results in Section 4 directly imply that, for every (t, x) ∈ (0, +∞) × T 2 , u n (t, x) ∈ C 1 H according to Definition 2.2 (see Remark 2.3), which in turn guarantees that u n (t, x) ∈ D 1,2 loc (see Proposition 4.1.3 in [26] ). Therefore, the first part of the proof of Theorem 5.4 implies that the assumptions of the Bouleau and Hirsch's criterion, Theorem 2.1, are satisfied and u n (t, x) has a density with respect to the Lebesgue measure. Now, let u the solution to (gPAM), T ∞ its explosion time as defined in Proposition 3.23 and F = u(t, x)½ {t<T∞} . Then, it is immediate to verify (e.g. looking at the approximating equations) that u n ≡ u on {|u| < n} and consequently {t < T ∞ } ⊂ n {|u(t, x)| ≤ n}. Therefore, for every E ⊂ R of Lebesgue measure 0 we have
which concludes the argument.
A Wavelets and Translation
Let us introduce a few notations. We always work on R d (in fact, we will only need d = 2). For any n ∈ N we let Λ n = (2 −n k 1 , . . . , 2 −n k d ), k = (k 1 , . . . , k d ) ∈ Z d . Given a function ϕ and x ∈ Λ n , we denote
(the rescaling is such that L 2 -norm is preserved. We also fix a real number r > 0 (which we will take large enough later). Wavelet analysis [8, 24] then provides us with a function ϕ and a finite set Ψ = {ψ ∈ Ψ} such that :
• ϕ, and all ψ ∈ Ψ are in C r and have compact support,
• all ψ ∈ Ψ have vanishing moments up of order ⌊r⌋,
• For each n ≥ 0, the family
is an ortonormal basis of L 2 (R d ).
Let us remark that to save space we will often omit the summation over Ψ and write ψ for any element of Ψ, so that for instance we will write x∈Λm F (ψ m x ) for ψ∈Ψ x∈Λm F (ψ m x ) Let us also recall that for β ∈ (−r, r), it is well-known (e.g. [24] ) that one can define the usual fractional Sobolev spaces H β via a norm on the wavelet coefficients. Since we will work only with functions on T d (identified with 1-periodic functions on R d ), these norms can be written as
where D is a large enough compact subset of R d .
Lemma A.1. For all n ≤ m ≤ p and x, y, z ∈ Λ n × Λ m × Λ p , one has
The same inequality holds if ψ n x or ψ m y are replaced by ϕ n x , ϕ m y .
Proof. By scaling it is enough to consider the case n = 0. Then for any polynomials P, Q with P Q of degree less than r,
The last term is equal to 0 by the properties of ψ. Now taking for P (resp. Q) the Taylor expansion of order k = ⌊ r 2 ⌋ for ψ 0 x (resp. ψ m y ) at z , we have (denoting I p the support of ψ p z ) Proof. We begin with two important observations. Since ξ and h only depend on the space coordinate x, we can simply remove the time coordinate. Indeed, it is immediate to check that for each symbol τ ∈ T H g , Π e h (t,x) τ (s, y) = Π e h x τ (y) does not depend neither on t nor on s (see also Section 10.4 in [15] ). Hence, we will take ϕ ∈ B 2 1 taking values in R 2 and rescaled as ϕ λ x (y) = λ −2 ϕ(λ −1 (y −x)). Moreover, we are in the setting of Remark 3.7, in other words, we are considering only models adapted to the action of translation, which means that the "locally uniformly in x" appearing in the statement can be replaced by "for all x ∈ T 2 ". Now, for those elements τ ∈ W H \ W we have nothing to prove since, by construction, Π e h x τ = Π x τ , and we know that Π satisfies the correct analytical bounds (Z ∈ M (T g )). On the other hand, to ensure that (A. uniformly over all compact sets D of diameter less than a fixed constant.
We are now ready to show that S 1 , S 2 , S 3 and S 4 satisfy the correct bounds. where the first inequality follows by the bound (A.4), Lemma A.1, the fact that for a given x ∈ Λ n there exist O(2 d(p−n) ) y ∈ Λ p such that ψ n x and ψ p y have overlapping support and, for those y, |x − y| 2 −n . For the last two bounds we recall that there exist a finite number of β < α + 2 and r ′ > −α + d 2 . In order to deal with S 4 , we distinguish now two cases: m ≥ p and p ≥ m. At first, we point out that since ψ n x and ψ m z have overlapping support only if |z − x| 2 −n , we have where the sum in the second inequality converges since r ′ + α − d 2 > 0 and the latter is obtained as in Case 1.
In the end, we have Π e h x I(Ξ)H, ψ n 
B Admissible Models and Consistency
We collect in this Appendix the proof of Remark 3.5 and Lemma 3.22.
Proof of Remark 3.5. We want to show that the second analytical bound in (3.5) automatically hold, given that the pair (Π, Γ) satisfies the first as well as the equalities (3.6) and (3.9) . Notice that in the specific context of T g we have an explicit expression for Γ xy τ for all τ ∈ T g . While for τ = Ξ, 1, X i it is oblvious, for the others we see that But this bound is a bound on the map Π itself and can be easily obtained upon using the decomposition of the kernel, splitting the cases x − y 2 −1 and x − y > 2 −1 and applying Proposition A.1 in [15] and the first analytical bound in (3.5) .
In the proof of lemma 3.22, we will make use of the actual definition of the reconstruction map (see Theorem 3.10 in [15] and, in particular, the bound (3.3)) and of the abstract heat kernel (see equations (5.11), (5.15), (5.16 ) and (7.7) in [15] ), but since this is the only point in which we will actually need them, we refrain in this context from thoroughly explaining their structure and address the interested reader to the quoted reference.
Proof of Lemma 3.22. The first point in the previous is a direct consequence of the properties of τ H . More precisely, it is due to the fact that according to Remark 3.11, τ H leaves the homogeneity invariant, and that, by construction, is linear and multiplicative.
For the second, the image of T g through the canonical immersion map is a sector of T H g . Since, the extended model coincides with the original one on T g , the bound (3.3) in the Reconstruction theorem in [15] guarantees that also the two reconstruction maps coincide on the elements of D γ for any γ > 0, and consequently, thanks to Proposition 6.9 in [15] , on the ones of D γ,η for η ∈ (−2, γ]. Analogously, one can prove that R e h τ H (U h ) = R h U h , for any U h ∈ D γ,η (Γ h ). Indeed, by definition Π h = Π e h τ H and, once again, the bound (3.3) in [15] leads to the conclusion.
The last point is essentially a consequence of the previous. On the one side, by construction, τ H and I commute, on the other τ H leaves the polynomials invariant, hence the only thing to check is that the coefficients of the polynomials inP H τ H (U h ) and the ones ofP h (U h ) coincide (for the first equality exactly the same argument applies). As can be seen from equations (5.11), (5.15), (5.16) and (7.7) in [15] , for the first they are of the following form 
