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Let X, , X,, , X,, be n independent, identically distributed, non-negative random variables and 
put S,, = I:=, X, and M,, = V:‘=, X,. Let p(X, Y) denote the uniform distance between the 
distributions of random variables X and Y; i.e. p(X, Y) = sup,,,lP(X < x) - P( Yc x)1. We 
consider p(S,,, M,,) when P(X, > x) is slowly varying and we provide bounds for the asymptotic 
behaviour of this quantity as n + ~0, thereby establishing a uniform rate of convergence result in 
Darling’s law for distributions with slowly varying tails. 
slow variation * partial sums * partial maxima 
1. Introduction 
Suppose that X,, X2,. . . , is a sequence of non-negative, independent, identically 
distributed (i.i.d.) random variables with common distribution function (d.f.) F, 
and denote F=l-F. Put S,,=C:=,Xi and M,,=V:=,Xi, n=l,2,3 ,.... 
F is said to be regularly varying at infinity with index --(Y (a 2 0) iff 
lim(F(xt)/F(x)) = tP for every t > 0. 
x + io (1.1) 
If (Y = 0 in (l.l), F is called slowly varying. In the sequel, we will denote (1.1) as 
FE 5%~,. 
If FE .?A_,, with (Y f 0, it is well known that there exist linear normalizations such 
that S, and M,, converge weakly to (different) non-degenerate limit laws. Moreover, 
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the concept of regular variation is widely accepted to be the natural way of 
characterizing domains of attraction in these limit relations (see e.g. Doeblin, 1947; 
Feller, 1971; de Haan, 1970; Bingham et al., 1987; Resnick, 1987). 
If F is slowly varying (CX = 0), EXY = 00 for every p > 0 and Levy (1935) pointed 
out that for such distributions, every linear normalization of S,, (or M,,) leads to a 
degenerate limit law. Hence one is forced to consider nonlinear normalizing functions 
and in this setup, Darling (1952) showed that if FE ?i2,,, 
nF(S,)+E (1.2) 
where + denotes weak convergence and E is an exponential random variable with 
parameter 1. Also 
nF(M,)JE 
so that by uniform convergence, 
=suplP(S,,~x)-P(M,sx)l+O as n+co. 
X=0 
(1.3) 
Another interpretation of this result is given in Resnick (1986, Section 5) where it 
is shown that 
a,‘(M,, S,)*(& 5) 
where &( a,) = 1 (n = 1,2, . . .) and 5 is such that P( .$ = 0) = e-’ = 1 - P( .$ = a). Thus 
FE go implies that p(S,, M,) + 0 as n + cc and in this paper we are interested in 
the rate of convergence to zero of p(S,, M,). In order to obtain a precise rate, it is 
natural to specify the manner in which F is slowly varying. This is done in the next 
section where we discuss n-varying tails. Section 3 contains the results on the rate 
of decay of p(S,,, M,,) under various conditions on l? 
2. Preliminaries 
From Karamata’s Theorem (Bingham et 
Resnick, 1987) it follows that FE so iff 
P 
al., 1987; de Haan, 1970; Feller, 1971; 
X 
-1 
J udF(u)=o(F(x)) (x+co). 0 
We can specify the way in which F is slowly varying by being more precise about 
the o-term in this relation. Therefore, suppose that 
I 
X 
X 
-1 
u dF(u) = V(l/F(x)), (2.1) 
0 
where V is a non-negative measurable function such that xV(x)+O. More precise 
conditions on V will be given later. 
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In Section 3 we show that (2.1) is a natural condition for obtaining a rate of 
convergence to zero of p(S,, M,). Here our first concern is to interpret the condition 
in (2.1) by translating it into an equivalent form containing only l? In order to state 
the result, we introduce some necessary definitions and notations: A non-negative 
measurable function U is D-varying (U E l7) iff there exists a function b E 3” such 
that 
lim( U(tx)- U(x))/b(x) =log t. (2.2) 
x+m 
(Cf. Bingham et al., 1987; de Haan, 1970; Resnick, 1987.) 6 is usually called an 
auxiliary function (a.f.) of U and it is shown in de Haan (1970) that U E II iff 
x-’ j; s dU(s) E LTZ2, in which case we may take b(x) =x-’ j,” s dU(s). If U is 
monotone, non-decreasing and right continuous, the inverse of U is defined as 
U’(x) = inf{y: U(y) 2 x} and it is well known in this case that U E 17 with a.f. b 
iff U’ is r-varying with a.f. f(x) = b( U(x)); i.e. 
lirir U-(x+ tf(x))/ U’(x) = e’ for every t E R. (2.3) 
(Cf. Bingham et al., 1987; de Haan, 1970; Resnick, 1987.) One can show (cf. the 
previous references and Goldie and Smith, 1987) that if f is the a.f. of a function 
in the class r, then f is self-neglecting (f~ SN); i.e. 
l&f(x+ uf(x))lf(x) = 1, 
locally uniformly in u E Iw. Furthermore, if f is any SN function we have 
exp{jT (l/f(u)) du} E lY In order to prove the main result of this section we need 
some special relations between 17 and r which are gathered in the following lemma. 
Lemma 2.1. Suppose U, H are non-decreasing on (0,~). 
(A) 6) 
(ii) 
(B) (i) 
(ii) 
(C) (i) 
(ii) 
Zf d E r with a.$ f(t) E 92, n SN then log U E 17 with a.f u(t) = t/f(t). 
ZfH E ZZ with a.$ H( t)L( t)/log t where t/L(e’) E SN, then H(e’) E Z with 
a.$ t/L(e’). 
Zf U E Z with a.$ f~ %!-a, (Y > 0 then log U(X)- C’x/f(x) E P&. 
Zf H E ZZ with a.$ H(t)/cr log t for some a > 0 then H(e”) E %,,a. 
Zf U(x)+ co and U E Z with u.f f where t’/f( t) E Z with a.$ h, then 
log U E Z with a.$ h. 
Zf HE 17 with u.f H(t)L(t)/log t where L(t) +O and L(e’) E CR0 then 
H(e”) E 17 with a.$ H(e’)L(e’). 
Proof. (A) (i) If U E Z, we have the Balkema-de Haan representation (cf. Resnick, 
1987, for example), 
U(x) = c(x) exp x (l/f,(u)) on 
1 
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where c(x) + c > 0 and fi -J; so that fi E 3, n SN. Hence 
log U(x)=logc(x)+ 
I 
I(llf,(u))du. (2.4) 
1 
Now I; (l/f,(u)) d u E I7 with a.f. t/f,(t) +cc because it is the integral of a 
-l-varying function. Since log c(x) + log c, it follows from (2.4) that log U E IL 
(A) (ii) Since we can always represent the a.f. of H as x-’ jz u dH(u) = 
H(x)-x-‘I; H(u)d u we have for some function b(x), b(x)+ 1, that 
H(x) --x-l H(u) du = b(x)H(x)L(x)/log x 
whence 
H(x) 
and integrating from 1 to x produces 
H(u) du = c exp 
Since 
H(u) du = xH(x) 
b(x)Ux) 
log x 1 
we get 
and thus 
H(e”) = c(1 -x-‘b(e”)L(e”))m’ exp 
Set f*(x) = x(b(e”)l(e”))-’ and we get 
H(e”) = c((f*(x) - 1)/f*(x)) exp 
{I 
X (l/U-*(s) - 1)) ds . 
0 
Now observe that since the auxiliary function of H is H(x)L(x)/log x we have 
H(x)/(H(x)L(x)(log x))‘) = log x/L(x) + cc (cf. de Haan, 1970; Resnick, 1987) 
and thus f*(x) + 00 whence (f*(x) - 1)/f*(x) + 1 and f*(x) - 1 -f * E SN. Thus 
H(e”) E lY 
(B) (i) From (2.4) and Karamata’s Theorem, 
log U(x) - 6*x/f,(x) - C’x/f(x). 
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(B) (ii) From (2.5) we have with L(x) = l/a, 
H(e”) - c exp 
dy 
(ny,&))-lv 
and since y/((ay/b(ey)) - 1) + (Y-I, the result follows from Karamata’s representa- 
tion of a regularly varying function (Bingham et al., 1987; de Haan, 1970; Resnick, 
1987). 
(C) (i) From (2.4) and the assumption U(x)+00 we have log U(x)- 
I: (l/f,(u)) du where l/f,(u) = Y(U)/ u2 and y E r with a.f. h. Now y E r with a.f. 
h implies y( u)/u’ E r with a.f. h and this in turn implies j; y(u)/u2 du E r with 
a.f. h (cf. de Haan, 1970, p. 45). 
(C) (ii) From (2.5) it follows that 
H( e”) - c exp 
{I 
0X b*(s)l(e’)/s ds 
I 
where b*(s):=b(e”)(l-s-‘b(e”)L(e”)))‘-+l and since L(x)-+0 we get from the 
Karamata representation that H(e”) E P&,. Because H E l7 we may write (Balkema 
et al., 1979; Bingham et al., 1987), 
I 
X 
H(x) = d(x) + a,(s)ls ds 
1 
where d =~(a,) and al(t)-H(t)L(t)/log 1. Thus 
X 
H(e”) = d(e”) + 
I 
aI dy 
0 
where 
and 
aI - H(eY)L(eY)/y E S-, 
d(x)a,(x) d(x) 
t& d(e”)lH(e”)L(e”) = h+ma u,(x)H(x)L(x) = h+mm u,(x) log x = 0. 
NOW I,” aI dy, being the integral of a -l-varying function, is in l7 with a.f. 
H(e’)L(e’) and the same is true of H(e”). q 
We are now ready to formulate our theorem which interprets (2.1). 
Theorem 2.1. Define g = l/( 1 - F) and consider the following relations: 
(i) For some non-negative, measurable function V satisfying lim,,, XV(X) = 0, 
I 
X 
X 
-1 
u dF(u) = V(g(x)). (2.1) 
0 
(ii) For some function L(x) 2 0, g E II with a.$ g(x)l(x)/log x, or equivalently, 
F(tx)/F(x)-1-_(-logt)(l(x)/logx), x+m. (2.6) 
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Then we have: 
(A) (i) holds and VEX’-, ifs (ii) holds and x/ L(e”) E SN. 
(B) (i) holds and VE C%-,_,(a >O) ifs (ii) holds and ?\I L(x) = a-‘. 
(C) (i) holds and ~/VET i# (ii) holds, L(x)+O, and L(e”)E Pi&,. 
Zf one of the equivalences in (A), (B) or (C) holds, there is a function b(x) + 1 and 
F is of the form (c > 0), 
(iii) F(x)=c(l+ 
b(zgzx))-’ exp{ -I,‘ (log e(,u::;l(J ?I 
and furthermore L and V determine each other asymptotically through the relation 
L(x) -g(x) V(g(x)) log x. 
Proof. The proofs of (A), (B) and (C) heavily rely on the corresponding statements 
in Lemma 2.1 (A), (B) and(C). Suppose (2.1) holds for some function V(x) satisfying 
xv(x)+ 0. Since from (2.1), 
x( g’(x) j-; u dF(+’ = (g’(x)V(g(x))Y’ 
we get upon integrating with respect to dg(x) that for T 2 1, 
j,T(xwx)/j-;uw~)) 
= j-,T cg2w m(x))-1 e(x) = j-““’ (y2v(yr1 dy 
E(l) 
and since the left side is 
log( I,‘x dF(x)/l,: x dF(x)) 
we obtain for some c > 0 the representation 
J 
T x dF(x) = c exp 
0 {I 
g(T) 
(y’V(y))Y’ dy 
1 
So using (2.1), 
{J 
g(x) x = (4 %(x))) exp (Y’V(Y))F’ dy 
I 
. 
1 
Thus if we set 
(I 
x H(x) = (4V(x)) exp (Y’V(Y))F’ dy 
1 I 
(2.7) 
(2.8) 
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then 
x = H 0 g(x) 
and g is the inverse of H. 
To prove (A), suppose that both (2.1) holds and VE CL,. Since VE %, and 
XV(X) + 0 it follows that f(x) := x*V(x) E SN since _/(x)/x = XV(X) + 0 and thus as 
t+co, 
f(t+xf(t))lf(t)=((t+xf(t))2/t2)V(t+Xf(t))lV(t)~1. 
Hence H E r with a.f. f(x) whence g E II with a.f. fo g(x) = g*(x) V(g(x)). This 
proves (ii) and it remains to set L(x) = g(x) V(g(x)) log x and show 
x/Ue”) - U(g(e”) V(g(e”))) E SN. 
However since H E r with a.f. f~ SN n 9, it follows from Lemma 2.1(A)(i) that 
log HE 17 with a.f. u(t) = t/f(t) = l/ tV( t) and therefore (log H)’ E r with a.f. 
a((log H)‘(t)) = U((log H)‘(t)) V((log H)‘(t)) E SN 
and the desired result follows since (log H)‘(x) = g(e”). 
Suppose now that (ii) holds and x/L(ex) E SN. We show (i) holds with VE CB-, . 
We assume g E Ii’ with a.f. g(t)l(t)/log t which implies FE Ill with a.f. 
F( t)L( t)/log t whence 
F( t)L( t)/log t - t-’ 
I 
f 
u dF(u). 
0 
From Lemma 2.1(A)(ii) we have g(e”) E r with a.f. x/L(e”) whence by inversion 
log g’(y) E II with a.f. log g’(y)/l(g’(y)) E so and thus we conclude 
V(t):= L(g’(t))/(t log g’(t)) E L%-, . 
So we have f 
V(g( t)) - F( t)L( t)/log t - t-' u dF(u) 
as desired. 
The derivation of (iii) is carried out as in Lemma 2.1(A)(ii). 
(B) Given (2.1) with VE L%_,_-a, we have f(t):= t’V(t) E $Bma c SN and hence 
from (2.8) we have H(x) E r with a.f. f(t) = t’V( t) so H’(x) = g(x) E 17 with a.f. 
g’(t) V(g( t)). From Lemma 2.1(B)(i) we have log H(x) - a-‘x/f(x) E Pi& so 
log H(g(x)) -log x - (ag(x) V(g(x)))Y’ 
and so the a.f. of g is 
g’(r) V(g(t)) - g(t)(a log t)_’ 
as desired. 
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Conversely assume g E 17 with a.f. g( r)/a log r. Then FE 17 with a.f. F( r)/a log r 
and so 
r -1 
i 
f 
u dF(u)- F(r)/cu log r. 
0 
From Lemma l(B)(ii) we have g(e”) E PA!,,, whence log g’(y) E $Z&. So V(r) := 
(at log g’(r))-’ E Pi-,_, and 
t 
V(g(r))-F(r)/a log r-r-’ 
I 
u dF(u) 
0 
as desired. 
(C) Given (2.1) and l/ VE r with a.f. h we have that (l/V)+ E II with a.f. 
h 0 (l/ V)’ E $Ro. We use this to check that y* V(y) E SN. Note lim,,, r2 V( r)/h( r) = 0 
since this limit equals 
lim ((l/V)‘(y))*yP’lh((Il V)‘(y)) ” - cc 
which is the limit of a function in 3-i. Therefore 
]If”,(r+xr2V(r))*v(r+xr’V(r))/(r2V(r)) 
=exp{-jimxr’V(r)/h(r)}=l 
which says that y* V(y) E SN. Furthermore r2 V( r)/h( r) + 0 implies V( r)/h( r) + 0 
and the above argument can be repeated to show VE SN. Thus H in (2.8) is in r 
with a.f. y’V(y) whence from Lemma 2.1(C)(i) log HE r with a.f. h and inverting 
we conclude g E n (one desired conclusion) with a.f. g2V(g) and g(e’) E 17 with 
a.f. h(g(eY)) E so. 
It remains to show that the a.f. of g, 
g’(x) V(g(x)) - g(x)Ux)llog x 
where L(e”) E C!&; i.e. we show 
xg(e”) V(g(e”)) E so. 
However l/ VE r with a.f. h implies (~‘V(X))~’ E r with a.f. h so that (de Haan, 
1970, p. 45), 
h(x)-x2V(x) 
I 
X 
I/(Y’ V(Y)) dy 
1 
and from (2.8), 
h(x) - x2V(x) log g’(x) 
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so that since h(g(e”)) E a0 we get 
h(g(e”)) - g’(e”) V(g(e”))xE % 
and since g(e”) E n c %$ we also get 
xg(e”) VMe”)) E sO. 
Furthermore since h(t)/ t + 0 as a consequence of h being an auxiliary function, we 
have 
Ug(e’)) - Wg(e”))lg(e”) +O 
whence L(x) + 0. 
Conversely, suppose g E I7 with a.f. g(x)l(x)/log x where L(x) + 0, L(e”) E 3”. 
As in (A) and (B) we have 
F(x)L(x)/log x-x-’ 
I 
Y 
u dF( u) 
0 
so it remains to check that 
V(x):= Ug’(x))l(x log g’(x)) 
satisfies l/V~r However from Lemma 2.1(C)(ii) g(e’)En with a.f. g(e’)L(e’) 
whence log g’ E I- with a.f. tL(g’(t)) =: h(t). This implies 
log g’(x)/(xl(g’(x))) E r with a.f. h 
and further that 
x2 log g’(x)/(xl(g’(x))) =x log g’(x)/l(g’(x)) = l/ VE r 
with a.f. h as desired. 0 
Theorem 2.1 informs us that condition (2.1) means F is n-varying with a special 
form for the auxiliary function. In the next section we will show that (2.1) is a 
condition which is natural for obtaining a rate of convergence for p(S,, M,,). 
3. Rates of convergence 
Darling (1952) showed that if FE 6R0, 
E(S,/M,)+l as n+oo. 
Defining E’, := E( S,/M,,) - 1, we thus have that E, + 0 as n + 00. The first simple 
step expresses p(S,, M,) in terms of F,. 
Lemma 3.1. Let F E 92”. Then 
P(Sn, Mn) c En +sup(F”(x)-F”(X(l$_&,))‘)). (3.1) 
XZ” 
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Proof. We have for any x 2 0, 
P( M, > x) =G P(S, > x) 
=P(S,>x,M,‘~S,>1+&,)+P(S,>x,M,‘~S,~1+&,) 
~P(M,‘.S,-l>E,)+P(M,(l+E,)>x). 
Since Mi’ ’ S, - 12 0, we can apply Markov’s inequality giving that 
P(M,‘.S,-~>F,)~E,‘E(M,‘.S,-~)=E, 
Using this upper bound, we get that 
P(M,>x)sP(s,>x)~~,+P(M,>x(l+s,)~’) 
whence 
O<P(S,,>x)-P(M,>x)~e,+F”(x)-F”(x(l+~,)-’). 
Taking suprema over x gives the result. 0 
It is clear from Lemma 3.1 that in order to bound p(S,,, M,) we need to examine 
the two terms in the right hand side of (3.1). We first show that the conditions on 
F assumed in the previous section allow us to establish the precise asymptotic 
behaviour of 8, as n + co. This is done in the next lemma. 
Lemma 3.2. Suppose (2.1) is satis-ed. 
(i) If VE%-,_,, Oscu, then E;-~(LY+~). nV(n) (n+co). 
(ii) Set !P(x)=x-‘(-log V)‘(x-‘). If -log VEC?$, /3>0 then -log E, - 
~(l+p-‘)p”“+P)/W-(n) ( n +a) and E,, =exp{- W(n)} where WE 9.DIc,+pj. 
Proof. We have from Darling (1952) or from Maller and Resnick (1984, Lemma 
1.1) that 
~:=~(~-l)~~~F”~‘(y)(g~‘~~udF(u))dF(v), 
and using (2.1) this becomes 
I 
cc 
&2,=n(n-1) F”~*(y)V(lIF(y)) dF(y). 
0 
Define V, by (0 <s < l), 
V(l/(l -s)) = V*(l/( -log s)) 
and set q(x) = -log F(x), x2 0. Then 
E2,+, = (n + l)n 
I 
cc em(nml)4(Y) V,( I/~(~)) de--9”’ 
0 
cc 
= (n + 1)n 
I 
ee”“V,(l/s) ds 
0 
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and it seems irresistable to get the asymptotic behavior of E, from well known 
Abel-Tauber theorems for Laplace transforms; see Bingham et al. (1987). If VE 
=b, 2 LY 2 0, it follows that V(x) - V,(x) ( x + CO), so that via standard methods 
(Bingham et al., 1987), 
2 &,+,-nV(n).T(a-t2) (n-+CO). 
This proves (i). 
As for (ii), we use an Abel-Tauber theorem for Kohlbecker transforms (Bingham 
et al., 1987, Theorem 4.12.11.9iii) which immediately implies the result. q 
Remarks. (1) It would be worthwhile to establish a general Abel-Tauber theorem 
for Laplace transforms of functions in the class IY Since this is not known, we 
concentrated in Lemma 3.2(ii) on the special case that -log VE SB2,, p > 0, which 
covers most cases. 
(2) We can get the converse assertions in Lemma 3.2(i) (or (ii)) by imposing a 
Tauberian condition on V (or -log V), see Bingham et al. (1987). 
It is clear from Lemmas 3.1 and 3.2 that we can estimate p(S,, M,) if we bound 
the second term in the right hand side of (3.1). 
Lemma 3.3. Zf (2.1) holds and XV(X) + 0 and either 
VE c%-,-<r, CY 30, 
or 
l/V~r and -logVE%O, p>O, 
sup ~F”(x)-F”(x(l+&,)~‘)~ =O(E,). 
x=0 
Proof. Clearly for every 0 G z G y, 
F”(y) - F”(z) = nF”-‘( t) dF( t) G nY’(y)(F(y) -F(z)). (3.2) 
From Theorem 2.1 we have FE 17 with a.f. V(g) and so given 6 > 0 there exists 
x0 = x0( 6) such that if x 2 x0 we have 
~F(x)-F(x(l+&,)-‘)~~(l+t)log(l+&,)V(g(x(l+&,)-’)) 
where we have used the fact that convergence in the definition of l7-variation is 
locally uniform. Combining this with (3.2) gives 
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Therefore, 
sup/F”(x) - F”(x( 1+ &,)_l)l 
X%0 
< nF”_‘(x,)+(l+6)n log(l+&,) * sup F”-‘(x)V(g(x(l+&,)-‘)). (3.3) 
x=x0 
Since x0 is a fixed number and F(x,) < 1, it follows from Lemma 3.2 that nF”-‘(x0) = 
O(G) (n+a). 
We now consider the second term in the right hand side of (3.3). To prove that 
this is ~(a,) obviously requires us to show that 
sup nF”-‘(x)V(g(x(l+&,)-‘))~o (n+co). 
X3X0 
Let (x,)r=, be a sequence such that x, +x,. 
If x, < co, clearly 
nF”-‘(x,)V(g(x,(1+&,)-‘))-~nF”-‘(x,)V(g(x,))~0 (new). 
If x,=co, we use F= 1-g-l and 
nF”-‘(x,) %(x,(1 + e,)Y’)) - (nlg(x,)) e-“‘“‘““‘s(x,)V(g(x,)) (n + a), 
which tends to zero since x emX is bounded on [0, 00) and XV(X) + 0 (x + 00). This 
proves the lemma. •i 
Combining Theorem 2.1 and Lemmas 3.1-3.3, we have proved the following 
theorem which gives a rate of convergence for p(S,, M,,). 
Theorem 3.1. Suppose that x-l I,” u dF( u) = V( l/( 1 - F(x))) where XV(X) + 0. 
(i) If VE,L%i_,_,, 0s a, then 
lim sup p(S,, M,)/(nV(n))“*G (~(cY +2))“‘. 
n+‘x 
(ii) Suppose l/V~rand -log VEC%$,P>O.S~~ !P(x)=x~‘(-log V)*(X~‘) and 
w(x)=(1+0(1))~(1+p~‘)p”‘“~‘/ly-(x) h w ere o( 1) + 0 as x + ~0 so that W(x) E 
PIi! PI(l+P). Then 
lim sup p(S,, M,) exp{ W(n)}< 1. 0 
n-og 
Remarks. (1) The o-term in Theorem 3.l(ii) stems from the fact that we only have 
an asymptotic expression for -log E, in Lemma 3.2(ii). If we want to specify this 
term we need more information on V which enables us to use an Abel-Tauber 
theorem with remainder for Kohlbecker transform in Lemma 3.2(ii). 
(2) We assumed in Theorem 2.1 that V is regularly varying or that l/V is 
r-varying. Clearly this can be generalized to O(o)-versions (see Bingham et al., 
1987), leading to O(o)-expressions for the behavior of E, as n + ~0. This then gives 
O(o)-type of results in Theorem 3.1. 
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We now give some examples. 
Example 3.1. Suppose P(x) = (log x))‘, x 2 e, y > 0. Then 
F’(x) = y(log x)-y-ix-’ E K, 
so that FE LI with a.f. a(t) = y(log f)-yP1. Since g(x) = (log x)~ we have 
V(x) = a(g’(x)) = y/X’+Y-I E CP?_,_,~l 
and therefore from Theorem 3.1, 
lim sup p(S,, Mn)n”(zy)G (yr(2+ ~-l))“~. 
n+‘x 
If y=l, 
limsupJ;;p(S,, M,)sfi. 
n+as 
Example 3.2. If t’(x) = exp{ - (log x)‘}, x 2 1, 0 < y < 1, then 
V(x) = y(log x)(7-‘)‘yx-’ 
so that 
lim sup p(S,, M,)(log n)(‘-Y)‘(2y)G Y”~. 
n-CC 
Example 3.3. If F(x) = (log log x))‘, x 3 ee, y > 0, then 
Iqx) = y. x-(‘+Y)/Y e-““y 
so that 
lim sup p(S,, M,) exp{i(l +o(l))(l+ y)y~y’(l+Y)n”(‘+y)}~ 1. 
ntm 
The pattern of the previous three examples, suggests that the more longtailed the 
underlying distribution, the faster the rate at which p(S,, M,) tends to zero. The 
next theorem supports this view. 
Theorem 3.2. Let F, , F2 be two distributions satisfying (2.1) and denote the correspond- 
ing V-functions appearing in (2.1) by V, and V,. If g, := l/(1 - Fi) E l7, i = 1,2, then 
6) lim V,(x)/V,(x)=d (O<d <co) 
x-C?= 
zfl F,(x) = F2( U,(x)) with U, a monotone function in PI&, (0~ d <CO); 
(ii) lim V,(x)/ V,(x) = 0 
x+m 
ifs lim V,(x)/ V,(x) exists and F2(x) Z= F,(x”) 
X’cc 
for all M 3 1 and x > x0(M). 
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Proof. Set gj := l/( 1 -F,), i = 1,2. As g, is II-varying, gc belongs to r, and we 
denote the auxiliary function of gc by h,. Solving (2.1) in terms of V yields 
1 I 
.r 
K(x)=- 
ST(X) 1
g;(z) e 
Z2 
From the remark in de Haan (1970, p. 45) we get that x’V(x)-hi(x) (x+00). 
Therefore 
V,(x)/ V,(x) - h(X)lh2(X) (X-+~). 
(i) First suppose V,(x)/ V,(x) + d E (0,~). Since g; E r with a.f. h, we note that 
gr E r with a.f. dh2 and therefore (g;(x))d E r with a.f. hZ. Thus both (gr(x))d 
and g;(x) have the same a.f. and from de Haan (1979, Theorem 2.1) there exists 
monotone U E Pi?., such that 
g;(x) = U((gXx))d). 
Set u,(x) = u(X”) E ?i?.d and We get 
g;(x) = ud(g;(x)) 
or 
g,(x) = gZ(udb)) 
as desired. 
Conversely, Fr(x)=F*( u,(x)) iff gr(x)=g,( u,(x)) iff g;(x) = ud(gr(x))= 
U((gT(x))d) where L/(x) = Ud(x”d) E 3,. So g;(x) and (g;(x))d are r-functions 
with the same a.f. and the result follows. 
(ii) If lim,,, V,(x)/ V,(x) = 0, we can use de Haan (1979, Theorem 2.1) to show 
that for every E, 0 < F < 1, there exist monotone functions LJ’,“, U, E %!, ( U’s possibly 
depending on F) such that 
with UjllF a monotone function in %,,,. Hence lim,,, g;(x)/(g;(x))” = cc for any 
1 s M < 11~. This implies that g;(x) 2 (g:(x))” for all x > xA( M) for some xh( M) 
whence there exists x0(M) such that g,(x) 2 g,(x”) for all x 2 x,(M). 
We now prove the converse. Since F,(x) > F,(x”) for all M 2 1 and x > x,(M), 
we have that 
Ii_& g;(x)/(g;(x))” =a for any M 2 1. (3.4) 
Now denote lim,,, V,(x)/ V,(x) = d. Using the same reasoning as before, it is not 
hard to show that d > 0 leads to a contradiction with (3.4). Hence d =O. 0 
Clearly Theorem 3.2 implies that if V,(x) - dV,(x), 0~ d < 1, i.e. V, is asymptoti- 
cally smaller than V,, then F*(x)2 F,(x) for x>x,, which means that F, has a 
fatter tail than F2. 
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Uniform distance “__” and asymptotic upper bound “.....” 
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Fig. 1. F(x) = (log log x)-I”. 
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Uniform distance “_‘I and asymptotic upper bound “.....” 
20 40 60 80 100 120 140 160 180 200 
Fig. 2. P(x) = exp{ - (log x)“‘}. 
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Refinements of Theorem 3.2 are possible. For instance, if we assume that Theorem 
2.1(B) holds, i.e. V, E CPCr, a > 0, i = 1,2, then in Theorem 3.2 it is easy to see 
that the assumption lim,,, V,(x)/ V,(x) exists may be dropped from the right side 
of (ii). 
An obvious problem which still remains is to assess how accurate are the bounds 
in Theorem 3.1. We have not successfully calculated p(S,, M,,) for any specific 
example so this issue is unresolved. Two simulation studies (see Figs. 1 and 2) 
show that the asymptotic bound does not perform particularly well for values of n 
up to 200. The simulations were for F(x) = (log log x)-“~, x> er and F(x) = 
exp{ - (log x)“*}, x > 1. The simulations are somewhat inconclusive as it may be 
that the asymptotic bound performs better for much larger values of n. 
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