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である超楕円曲線暗号は 1989年に Koblitzにより提案された.安全な種数 2の超楕円曲線暗号を構成するた
めには, ヤコビアンの位数がヤコビアンの位数の最大の素因子と同程度である必要がある. そのため, ヤコビ
アンの位数計算は重要である. 位数計算法の 1 つとして, Schoof のアルゴリズムを拡張したもの [3] がある.
Gaudry [8]は,テータ関数に基づく Kummer曲面上の擬加法を与え, Kummer曲面と種数 2の超楕円曲線の
ヤコビアンとの関係を与えた.これより, Kummer曲面上の等分多項式を用いることで,ヤコビアンの位数を
求めることができる.本論文では,テータ関数に基づく Kummer曲面上の擬加法に関する等分多項式 m の存
在を示し,実際に構成した.
最初に,本論文の内容を説明するために,定義を与える.
a;b 2 Q2; z 2 C2 とする. H2 = fA 2M(2;C) j A = tA; ImA > 0gに対して; 







(n+ a) + 2it(n+ a)  (z+ b)):
また,基本テータ関数を以下で定義する.
#1(z) = #[(0; 0); (0; 0)](z;





























#1(z); :::; #4(z)は偶関数である.さらに, z = 0での指標付きテータ関数の値をテータ定数と呼び, 4個のテー
タ定数を定義する.
a = #1(0); b = #2(0); c = #3(0); d = #4(0):

に付随する Kummer曲面 Kを
 : z 7! (#1(2z) : #2(2z) : #3(2z) : #4(2z))
により定まる, Abel多様体 J = C2=(Z2 +
Z2)から P3(C)への写像 の像と定義する.
#i は偶関数より は準同型写像ではない.しかし, K 上の点に対して, 2 倍と擬加法を定められる.つまり,
未知の z; z0 2 J に対して, (z); (z0); (z  z0)が既知であれば, (2z); (z+ z0)を計算できる. K上の擬加
法に関する単位元は O = (a; b; c; d)である.
P 2 J に対して, K上の点を (P ) = (1(P ) : 2(P ) : 3(P ) : 4(P )) = (1 : 2 : 3 : 4)と書く. O0 を J の
単位元とする.このとき, (O0) = O となる. Kの射影方程式は以下で与えられる.






4 + 2E1234   F (2124 + 2223) G(2123 + 2224) H(2122 + 2324) = 0:
但し, E;F;G;H は a; b; c; dの有理式である.
次に,主結果について述べる.
Gaudry [8]によれば適切な条件の下で,標数 0から正標数に還元でき,有限体 Fq 上でも 2倍と擬加法が成
り立つ.
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k を標数が 0の体または,有限体とする. a; b; c; d 2 k とし, k の代数閉包を k で表す.次の性質を満たす多
項式  = (1; 2; 3; 4); Bi を作れる.任意の P;Q 2 J(k)に対して,定数 c0 2 k が存在し, i = 1; 2; 3; 4に
対して,
([2]P ) = ((P ));
i(P +Q)i(P  Q) = c0 Bi((P ); (Q)):
この多項式を用いて, m倍写像を表す多項式を得た.
主定理 1. 任意の m 2 Z0; i = 1; 2; 3; 4に対して,以下を満たす斉次多項式 m;i 2 k[1; ::::; 4]=hLiが存在
する.
0;1 = a; 0;2 = b; 0;3 = c; 0;4 = d;
1;i = i;
2m;i = i(m) (m  1);
2m+1;ii = Bi(m+1; m) (m  1):
但し, m = (m;1; m;2; m;3; m;4)である. また,任意の P 2 J(k)に対して,
([m]P ) = (m;1((P )) : m;2((P )) : m;3((P )) : m;4((P ))):




主定理 2. 任意の m 2 Z>1 に対して, 等分多項式 m を求めるアルゴリズムの四則演算回数での計算量は
O(m6(logm)2 log logm)である.
本論文の構成は以下の通りである.第 2章では準備として, テータ関数と Kummer曲面の定義と諸公式を述
べる.また, Kummer曲面と種数 2の超楕円曲線のヤコビアンとの関係を述べる.第 3章では主結果として,等
分多項式の存在を示す.また,等分多項式の計算アルゴリズムと計算量評価を与える.第 4章では具体例として,
Kummer曲面上の点のスカラー倍を等分多項式を用いて計算する.
2 Gaudryによる Kummer曲面上の擬加法及び, Kummer曲面と種数 2の超
楕円曲線のヤコビアンとの関係




諸公式について説明する.詳細は, [1]; [10]; [11]を参照せよ.
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定義 2.1. M(2;C)を 2次の複素行列全体とする.このとき,次数 2の Siegel上半空間を
H2 = fA 2M(2;C) j A = tA; ImA > 0g
と定義する.
定義 2.2. z 2 C2;
















(n+ a) + 2it(n+ a)  (z+ b))
= exp(ita
a+ 2ita  (z+ b))  #(z+
a+ b;
)
と定義する.さらに, z = (0; 0)での指標付きテータ関数の値をテータ定数と呼ぶ.




































































































































































































と定義する.このとき, #11(0) =    = #16(0) = 0である.さらに, 2
での 4つの指標付きテータ関数を











































2  2(z)2 +3(z)2  4(z)2;
#4(z)#4(0) = 1(z)









2   #3(z)2   #4(z)2;
43(2z)3(0) = #1(z)
2   #2(z)2 + #3(z)2   #4(z)2;
44(2z)4(0) = #1(z)
2   #2(z)2   #3(z)2 + #4(z)2:
(2.2)
また、任意の z; z0 2 C2 について,以下の加法公式が成り立つ.
#1(z+ z
0)#1(z  z0) = 1(2z)1(2z0) + 2(2z)2(2z0) + 3(2z)3(2z0) + 4(2z)4(2z0);
#2(z+ z
0)#2(z  z0) = 1(2z)1(2z0) + 2(2z)2(2z0) 3(2z)3(2z0) 4(2z)4(2z0);
#3(z+ z
0)#3(z  z0) = 1(2z)1(2z0) 2(2z)2(2z0) + 3(2z)3(2z0) 4(2z)4(2z0);
#4(z+ z
0)#4(z  z0) = 1(2z)1(2z0) 2(2z)2(2z0) 3(2z)3(2z0) + 4(2z)4(2z0):
(2.3)
41(z+ z
0)1(z  z0) = #1(z)#1(z0) + #2(z)#2(z0) + #3(z)#3(z0) + #4(z)#4(z0);
42(z+ z
0)2(z  z0) = #1(z)#1(z0) + #2(z)#2(z0)  #3(z)#3(z0)  #4(z)#4(z0);
43(z+ z
0)3(z  z0) = #1(z)#1(z0)  #2(z)#2(z0) + #3(z)#3(z0)  #4(z)#4(z0);
44(z+ z























4   #2(0)4   #3(0)4 + #4(0)4;
#7(0)
4 + #9(0)










 2 H2 とする. 
に付随する Kummer曲面を
 : z 7! (#1(2z) : #2(2z) : #3(2z) : #4(2z))
により定まる C2 から P3(C)への写像 の像と定義する.
#i は同時に 0にならない. また, #i は次の周期性をもつ.
#[(0; 0);b](z+
m+ n;
) = exp( 2itm  b  itm
m  2itm  z)#[(0; 0);b](z;
):
これより,格子 Z2 +
Z2 分の差がある 2つのベクトルは写像 により同じ点に写される. 従って,写像 





によって K上の群構造を定めることはできない. #i は偶関数より,任意の z 2 J に対して, (z) = ( z)
である.これより, は準同型写像ではない.しかし, K上の点に対して, 2倍と擬加法を定められる.つまり,未
知の z; z0 2 J に対して, (z); (z0); (z  z0)が既知であれば, ２倍公式 (2:1); (2:2)を用いて, (2z),加法公
式 (2:3); (2:4)を用いて, (z+ z0)を計算できる.
次に、具体的に 2倍アルゴリズムと擬加法アルゴリズムを作るために, Kの射影方程式をみていく.
a = #1(0); b = #2(0); c = #3(0); d = #4(0);
A = 1(0); B = 2(0); C = 3(0); D = 4(0)
により,パラメータ化された Kummer曲面 K = Ka;b;c;d を考える.以下の関係式は (2.2)に z = 0を代入する
ことで得られる.
4A2 = a2 + b2 + c2 + d2;
4B2 = a2 + b2   c2   d2;
4C2 = a2   b2 + c2   d2;
4D2 = a2   b2   c2 + d2:
(2.7)
K上の点の射影座標を (x : y : z : t)と書く.すなわち,ある z 2 C2;  2 C(= Cnf0g)に対して,
x = #1(z); y = #2(z); z = #3(z); t = #4(z)
7
とする. Kの射影方程式は以下で与えられる.




(a2d2   b2c2)(a2c2   b2d2)(a2b2   c2d2) ; (2.8)
F =
a4   b4   c4 + d4
a2d2   b2c2 ; (2.9)
G =
a4   b4 + c4   d4
a2c2   b2d2 ; (2.10)
H =
a4 + b4   c4   d4
a2b2   c2d2 (2.11)
である. E;F;G;H の分母が 0になるときがある. (2:5)より, E;F;G;H の分母はそれぞれ, #5(0); :::; #10(0)
の積で表せる.これより,条件を設ける.
条件 1. a; b; c; dは 0ではなく,他の 6つの指標付きテータ定数 #5(0); :::; #10(0)も 0でない.
K上の点を 2倍するときに,条件 1のみだと問題が起こる.そのため,条件 2を設ける.
条件 2. 条件 1を満たし,さらに, A;B;C;D も 0でない.
以下, K = Ka;b;c;d を条件 2を満たす Kummer曲面とする.
Lと 2倍公式 (2:1); (2:2)より,点の 2倍アルゴリズムを構成できる.
Algorithm 1 点の 2倍アルゴリズム : DoubleKummer(P )
Input: P = (x : y : z : t) 2 K
Output: 2P = (X : Y : Z : T ) 2 K
1: x0 = 1A2 (x
2 + y2 + z2 + t2)2.
2: y0 = 1B2 (x
2 + y2   z2   t2)2.
3: z0 = 1C2 (x
2   y2 + z2   t2)2.
4: t0 = 1D2 (x
2   y2   z2 + t2)2.
5: X = 1a (x
0 + y0 + z0 + t0).
6: Y = 1b (x
0 + y0   z0   t0).
7: Z = 1c (x
0   y0 + z0   t0).
8: T = 1d (x
0   y0   z0 + t0).
9: return (X : Y : Z : T )
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また,Lと加法公式 (2:3); (2:4)より,点の擬加法アルゴリズムを構成できる.
Algorithm 2 点の擬加法アルゴリズム : PseudoAddKummer(P;Q;R)
Input: P = (x : y : z : t); Q = (x : y : z : t); R = (x : y : z : t) 2 K（但し, Rは P +Qと P  Qのどちら
か一方の点であり, xyzt 6= 0）
Output: P +Qと P  Qの内 Rとは異なる点 (X : Y : Z : T ) 2 K
1: x0 = 1A2 (x
2 + y2 + z2 + t2)(x2 + y2 + z2 + t2).
2: y0 = 1B2 (x
2 + y2   z2   t2)(x2 + y2   z2   t2).
3: z0 = 1C2 (x
2   y2 + z2   t2)(x2   y2 + z2   t2).
4: t0 = 1D2 (x
2   y2   z2 + t2)(x2   y2   z2 + t2).
5: X = (x0 + y0 + z0 + t0)=x.
6: Y = (x0 + y0   z0   t0)=y.
7: Z = (x0   y0 + z0   t0)=z.
8: T = (x0   y0   z0 + t0)=t.




Input: n 2 Z>1,P 2 K（但し,座標に 0を持たない.）
Output: nP 2 K
1: if n = 2 then
2: return DoubleKummer(P ).
3: end if
4: n = n02
k + n12
k 1 +    +nk 12 + nk（n0 = 1; ni 2 f0; 1g; k 2 N）と nを２進展開する.
5: Pn = P .
6: Pp =DoubleKummer(P ).
7: for i = 1; ::::k do
8: Q = PseudoAddKummer(Pp; Pm; P ).
9: if ni = 1 then
10: Pp =DoubleKummer(Pp).
11: Pn = Q.
12: else
13: Pn =DoubleKummer(Pm).





K = Ka;b;c;d の方程式 Lに対して,次の 16個の点が Kの結節点である.
(a : b : c : d); (a : b :   c :   d); (a :   b : c :   d); (a :   b :   c : d);
(b : a : d : c); (b : a :   d :   c); (b :   a : d :   c); (b :   a :   d : c);
(c : d : a : b); (c : d :   a :   b); (c :   d : a :   b); (c :   d :   a : b);
(d : c : b : a); (d : c :   b :   a); (d :   c : b :   a); (d :   c :   b : a):
K上の点での擬加法に関する単位元は (a : b : c : d)であり, (a : b : c : d) = Oとおく.
2.3 Kummer曲面と種数 2の超楕円曲線のヤコビアンとの関係
この節では Kummer曲面と種数 2の超楕円曲線のヤコビアンとの関係について説明する.
まず,曲線の方程式とテータ定数の関係をみる. C を以下で与えられる C上の種数 2の曲線とし,右辺は重
根を持たないとする.
y2 = f(x) = x(x  1)(x  )(x  )(x  ):
2つのテータ定数に対して,












e4 + f4 = a4 + b4   c4   d4;
e2f2 = a2b2   c2d2
であるから,
e2 + f2 = 4AB;
e2   f2 = 4CD
である.従って,
(e2; f2) =(2(AB + CD); 2(AB   CD)); (2(AB   CD); 2(AB + CD));










次に,Kummer曲面 K上の点を曲線 C のヤコビアンに写す関数をみる.
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補題 2.6. a; b; c; dは条件 2を満たすとする.このとき, #7(0)4 6= #9(0)4; #5(0)4 6= #6(0)4; #8(0)4 6= #10(0)4
である.









A2B2 + 2ABCD + C2D2
A2B2   2ABCD + C2D2 :

































































































































2   #2(z)2#5(0)2#9(0)2   #1(z)2#6(0)2#7(0)2
#7(0)4   #9(0)4 :
よって,結節点でない P = (x : y : z : t) 2 Ka;b;c;d を与えれば, #5(z)2; :::; #16(z)2 を計算できる.
以下で, Mumford表現の定義をする.詳細は [13]を参照せよ.
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定義 2.7. 任意の P 2 J に対して,
DP = P1 + P2   21
という形の因子が対応する. 但し, P1; P2 2 C であり, 1 は無限遠点である. P1; P2 が無限遠点でなく,
P1 = (x1; y1); P2(x2; y2); x1 6= x2 とする.多項式 u; v 2 C[x]を
u = (x  x1)(x  x2);
v =
y1(x  x2)
x1   x2 +
y2(x  x1)
x2   x1












  u0   1


























  2#1(0)#2(0)#3(0)#4(0)#1(z)#2(z)#3(z)#4(z)(#1(0)2#3(0)2 + #2(0)2#4(0)2)

:
v1 は u(x) j (v(x)2   f(x))より,求められる.













Fq を標数が奇数である有限体とし, a; b; c; dを条件２を満たす Fq の元とする. Ka;b;c;d に対応する曲線の方
程式を得たい.しかし, e2; f2 を得るには,平方根をとる必要がある.そのため,条件を設ける.
条件 3. a; b; c; dは条件 2を満す体 k の元である.さらに, (2:7)で定義される C2D2A2B2 は k で平方である.
以下, K = Ka;b;c;d を条件 3を満たす Kummer曲面とする. [8]によれば,曲線 C が通常 (ordinary)であれ




3.1 等分多項式 m の存在
この節では等分多項式 m の存在を示す.
kを標数が 0の体または,標数が 2でない有限体とする. P 2 J(k)に対して, (P ) = (1(P ) : 2(P ) : 3(P ) : 4(P )) =
(x : y : z : t)とする. 簡単のため i(P )を i と書く. O0 を J の単位元とする.このとき, (O0) = O である. J
上のm倍写像を [m]で表す. K上の点の 2倍写像を  = (1; 2; 3; 4)と表す.すなわち, ([2]P ) = ((P ))
である.2倍公式 (2:1); (2:2)より, i は係数を k にもつ次数 4の 1; 2; 3; 4 の斉次多項式である. また,加法
公式 (2:3); (2:4)より, 任意の P;Q 2 J(k); i = 1; 2; 3; 4に対して,
i(P +Q)i(P  Q) = c0 Bi((P ); (Q)) (3.1)
となる定数 c0 2 kが存在するような係数を kにもつ斉次変数の２つの組 (1(P ); :::; 4(P )); (1(Q); :::; 4(Q))
の双二次形式である多項式 Bi が存在する.
補題 3.1. Li を Lに i = 0を代入して得られる多項式とする.このとき, Li は k[1; ::::; i 1; i+1; ::::; 4]で
既約である.







4   F2223  G2224  H2324
である. P2 内の曲線 D を
D : f(2 : 3 : 4) = 0




= 432   2F223   2G224 ; (3.2)
@f
@3
= 433   2F223   2H324 ; (3.3)
@f
@4
= 434   2G224   2H234: (3.4)
2 = 0とする. (3:3)より, 433   2H324 = 0とする. (3:4)より, 434   2H234 = 0とする. 3 = 0ならば,
4 = 0であり, 4 = 0ならば, 3 = 0である.従って, 34 6= 0とする.これより, (4 H2)23 = 0; 24 = H2 23
を得る.よって, H = 2のときのみ, C は特異点を持つ.同様にして, 3 = 0とすると, G = 2のときのみ,
C は特異点を持ち, 4 = 0とすると, F = 2のときのみ, C は特異点を持つ.
次に, F;G;H 6= 2を云う. H = 2と仮定すると, (2:11)より, a4 + b4   c4   d4 = 2(a2b2   c2d2).整理
して a2   b2 = (c2   d2) を得る. しかし, これは (2:7) と条件２に矛盾する. 次に, H =  2 と仮定すると,
(2.11) より, a4 + b4   c4   d4 =  2(a2b2   c2d2). 整理して a2 + b2 = (c2 + d2) を得る. しかし, これは
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(2:7)と条件 2に矛盾する.よって, H 6= 2である.同様にして, F;G 6= 2である.従って, C の特異点は座
標に 0を持たない.
よって, (3:2); (3:3); (3:4)を
222   F23  G24 = 0;
 F22 + 223  H24 = 0;
 G22  H23 + 224 = 0







0@ 2  F  G F 2  H
 G  H 2
1A
=  2(F 2 +G2 +H2 + FGH   4)
=
 2a2b2c2d2(a2 + b2 + c2 + d2)2(a2 + b2   c2   d2)2(a2   b2 + c2   d2)2(a2   b2   c2 + d2)2
(a2d2   b2c2)2(a2c2   b2d2)2(a2b2   c2d2)2
=
 2a2b2c2d2A2B2C2D2







1CCA は自明な解しか持たない. よって, D は特異点を持たない. i = 2; 3; 4 のときも同様に従
う.
定義 3.2. イデアル I は,あるm 2 Z1 に対して, fm 2 I ならば, f 2 I を満たすとき,根基イデアルと定義
する.また, I  k[x0; :::; xn]をイデアルとする.集合




補題 3.3. I = hL; iiを Lと i により生成される k[1; ::::; 4]のイデアルとする.このとき, I は素イデアル
である.特に, I は根基イデアルである.すなわち,
p
I = I である.
証明. R = k[1; ::::; 4]; Ri = k[1; :::; i 1; 0; i+1; :::; 4]とする.環準同型写像  i : R! Ri を
 i(g(1; ::::; 4)) 7! g(1; :::; i 1; 0; i+1; :::; 4)
で定義する.このとき, Li =  i(L)である. Iiを Liで生成されるRiのイデアルとする.このとき, I =   1i (Ii)




定義 3.4. イデアル I  k[x0; :::; xn]が各 f 2 I に対して, f の斉次成分が I に属しているとき, I は斉次であ
ると定義する.
定義 3.5. k を体とし, f1; :::; fs 2 k[x0; :::; xn]を斉次多項式とする.
V(f1; :::; fs) = f(a0 : ::: : an) 2 Pn(k) j 任意の 1  i  sに対して; fi(a0; :::; an) = 0g
とする. V(f1; :::; fs)を (f1; :::; fs)によって定義された射影多様体と呼ぶ.
定義 3.6. 任意の斉次イデアル I  k[x0; :::; xn]に対して,
V(I) = fp 2 Pn(k) j任意の f 2 I に対して; f(p) = 0g
と定義する.このとき, V(I)は射影多様体である. また,射影多様体 V  Pn(k)に対して,
I(V ) = ff 2 k[x0; :::; xn] j任意の (a0 : ::: : an) 2 V に対して; f(a0; :::; an) = 0g
と定義する.
定理 3.7. (射影多様体に対する強零点定理)





定義 3.8. 部分集合 S  Pn に対して, Zariski閉包 S を S を含む最小の射影多様体と定義する.
定義 3.9. 射影多様体 V  Pn が既約であることを射影多様体 V1; V2 に対し, V = V1 [ V2 ならば, V = V1
または V = V2 が成り立つことと定義する.
定義 3.10. V を射影多様体とし, S  V とする. S = V が成り立つとき, S が V で Zariski稠密であると定
義する.
命題 3.11. 射影多様体 V;W  Pn に対して,
V = (V \W ) [ (V nW )
が成り立つ.
証明. V は射影多様体であり, V nW  V より, V nW  V である. また, V \ W  V であるから,
V  (V \W ) [ (V nW )である.逆については V nW  V nW より, V  (V \W ) [ (V nW )が従う.
命題 3.12. 射影多様体 V が既約であることは,任意のW ( V である射影多様体W に対して, V nW が V で
Zariski稠密であることと同値である.
証明. V を既約とし, 任意の W ( V をとる. 命題 3:11 より, V = W [ (V nW ) である. V は既約であ
り,W ( V より, V = V nW である.逆について, V1; V2  V に対して, V = V1 [ V2 であるとする. V1 ( V
ならば, V nV1 = V である.また, V nV1  V2 より, V nV1  V2 である.これより, V  V2 である.すなわち,
V = V2 である.
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定理 3.13. 任意のm 2 Z0; i = 1; 2; 3; 4に対して,以下を満たす斉次多項式 m;i 2 k[1; ::::; 4]=hLiが存在
する.
0;1 = a; 0;2 = b; 0;3 = c; 0;4 = d;
1;i = i;
2m;i = i(m) (m  1); (3.5)
2m+1;ii = Bi(m+1; m) (m  1): (3.6)
但し, m = (m;1; m;2; m;3; m;4)である.
任意の P 2 J(k)に対して,
([m]P ) = (m;1((P )) : m;2((P )) : m;3((P )) : m;4((P ))): (3.7)
証明. 帰納法を用いる. m = 0; 1のときは定義より従う. m < nに対して,条件を満たす m;i が存在すると仮




]P ) = (n
2 ;1
((P )) : n
2 ;2
((P )) : n
2 ;3







]P ) = (n
2 ;1
((P )) : n
2 ;2
((P )) : n
2 ;3




([n]P ) = (n;1((P )) : n;2((P )) : n;3((P )) : n;4((P ))):
これより, nが偶数のときは成り立つ.次に, nが奇数のとき, n = 2l + 1とおく.このとき,任意の P 2 J(k)
に対し,
i([2l + 1]P )i(P ) = c
0Bi(([l + 1]P ); ([l]P ))
となる c0 2 k が存在する. i = 1; 2; 3; 4に対し, gi 2 k[1; :::; 4]を
gi = Bi(l+1; l)
と定義する.つまり, i([2l + 1]P )i(P ) = c0gi((P ))である.このとき, i(Q) = 0なる任意の Q 2 J(k)に対
して, gi((Q)) = 0である.従って,定理 3:7より, gi 2
phL; iik である.但し, hL; iik は Lと i により生成
される k[1; :::; 4]のイデアルである. gi 2 k[1; :::; 4]より, gi 2
phL; iik \ k[1; :::; 4] =phL; iik.但し,
hL; iik は Lと i により生成される k[1; :::; 4]のイデアルである.補題 3:3より,
phL; iik = hL; iik が成
り立つ.従って,ある g1;i; g2;i 2 k[1; :::; 4]に対して,
gi = g1;ii + g2;iL: (3.8)
となる. g1;i = n+1;i とすれば, (3:6)が成り立つ.
i([2l + 1]P )i(P ) = c
02l+1;i((P ))i(P )
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であり, i = 1; 2; 3; 4に対して, i(P ) 6= 0ならば,
i([2l + 1]P ) = c
02l+1;i((P )):
ゆえに,
([2l + 1]P ) = (1([2l + 1]P ) : 2([2l + 1]P ) : 3([2l + 1]P ) : 4([2l + 1]P ))
= (c02l+1;1((P )) : c02l+1;2((P )) : c02l+1;3((P )) : c02l+1;4((P )))
= (2l+1;1((P )) : 2l+1;2((P )) : 2l+1;3((P )) : 2l+1;4((P )))
(3.9)
が成り立つ.
U = fP 2 J(k) j i = 1; 2; 3; 4に対して; i(P ) 6= 0g;
T = fP 2 J(k) j ([2l + 1]P ) = (2l+1;1((P )); :::2l+1;4((P )))g
と定義する. このとき, (3:9) より, U  T である. 定義より T は射影多様体である. よって, U  T である.
また, J(k)nU は射影多様体である. W = J(k)nU ( J(k)とする. J は Abel多様体であるから,既約である.
従って,命題 3:12より, J(k)nW = J(k)n(J(k)nU) = U は J(k)で Zariski稠密である.よって, U = J(k)で
ある. ゆえに, T = J(k)である.これより, nが奇数のときも成り立つ.
補足 3.14. 2m+1;i は [4] より, Grobner 基底を使って計算できる. また, 以下の初等的な操作でも計算でき
る. (3:8)で g2;i は i を含まないとして良い. hi を (3:8)の i に 0を代入して得られる多項式とする.このと




補題 3.15. 任意のm  0; i = 1; 2; 3; 4に対して, deg(m;i) = m2 である.
証明. 帰納法を用いる. m = 0; 1 のときは定義より従う. m < n に対して, deg(m;i) = m2 であると仮定




2 が成り立つ.次に, nが奇数のとき, n = 2l + 1とおく. 2l+1i = Bi(l+1; l)より,
deg(2l+1i) = deg(Bi(l+1; l))
deg(2l+1) + deg(i) = 2(l + 1)
2 + 2l2
deg(2l+1) + 1 = 4l
2 + 4l + 2
deg(2l+1) = (2l + 1)
2:
3.2 等分多項式 m の構成と計算量評価
この節では等分多項式 m を構成し,計算量を評価する.
2倍公式 (2:1); (2:2)より,  を構成できる.
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Algorithm 4 ２倍アルゴリズム : (m)
Input: m = (m;1; m;2; m;3; m;4)
Output: 2m







2: T = 1A2 +
1
B2   1C2   1D2 .
3: U = 1A2   1B2 + 1C2   1D2 .
4: V = 1A2   1B2   1C2 + 1D2 .






































a (SM1 + 2TM2 + 2UM3 + 2VM4).
10: 2m;2 =
1
b (TM1 + 2SM2 + 2VM3 + 2UM4).
11: 2m;3 =
1
c (UM1 + 2VM2 + 2SM3 + 2TM4).
12: 2m;4 =
1
d (VM1 + 2UM2 + 2TM3 + 2SM4).
13: return (2m;1; 2m;2; 2m;3; 2m;4)
アルゴリズム 4はアルゴリズム 1を展開したものである.
18
また,加法公式 (2:3); (2:4),補足 3:14より,擬加法アルゴリズムを構成できる.
Algorithm 5 擬加法アルゴリズム : (m+1; m)
Input: m+1; m
Output: 2m+1







2: T = 1A2 +
1
B2   1C2   1D2 .
3: U = 1A2   1B2 + 1C2   1D2 .
4: V = 1A2   1B2   1C2 + 1D2 .




































































9: g1 = SN1 + TN2 + UN3 + V N4.
10: g2 = TN1 + SN2 + V N3 + UN4.
11: g3 = UN1 + V N2 + SN3 + TN4.
12: g4 = V N1 + UN2 + TN3 + SN4.
13: for i = 1; :::; 4 do
14: hi = gi(1; :::; i 1; 0; i+1; :::; 4).
15: Li = L(1; :::; i 1; 0; i+1; :::; 4).
16: 2m+1;i = (gi   (hi=Li)L)=i.
17: end for
18: return (2m+1;1; 2m+1;2; 2m+1;3; 2m+1;4)




Input: m 2 Z>1
Output: m
1: if m = 2 then
2: return (1).
3: end if
4: m = m02
k +m12
k 1 +   +mk 12 +mk（m0 = 1; ni 2 f0; 1g; k 2 N）とmを２進展開する.
5: m = 1.
6: p = (1).
7: for i = 1; ::::k do
8:  = (p; m).
9: if mi = 1 then
10: p = (p).
11: m = .
12: else
13: m = (m).





アルゴリズムの計算量を k の四則演算の回数で評価する. A を単位元をもつ任意の可換環とする. M(n)
を２つの A 係数 1 変数 n 次多項式の乗算に必要な A の演算回数とする. このとき, [5] より, M(n) =
O(n log n log log n) ととれる. 任意の多項式 f 2 A[z1; :::; zn] に対して, df;j = degzj f + 1 と定義し, df =
df;1    df;n と定義する. [9]より,任意の多項式 f; g 2 Aに対して,積 h = fg は以下の Kronecker代入を用
いて計算できる.
Kdh :A[z1; :::; zn]  ! A[x];
f 7 ! f(x; xdh1 ; xdh;1dh;2 ; :::; xdh;1dh;n 1):
とし, h = K 1dh (Kdh(f)Kdh(g))を計算すればよい.
命題 3.16. 積 h = fg はM(dh)回の Aにおける演算で計算できる.
証明. [9;Proposition 2]を参照せよ.
アルゴリズム 4について, m;i は 4変数 m2 次斉次多項式である. m;i に対して, 4 = 1と非斉次化し, 3
変数 m2 次多項式にしたものを 0m;i とする.このとき, 1  i; j  4に対して, d02m;i02m;j = (4m2 + 1)3 であ
る.従って,命題 3:16より, 02m;i02m;j の計算量は O(m6 logm log logm)である.他の計算は定数の乗除である
から問題ない.よって,アルゴリズム 4の計算量は O(m6 logm log logm)である.
アルゴリズム 5 について, 1  i; j  4 に対して, d02m+1;i02m;j = ((2m + 1)2 + 2)3 である. 従って, 命題
3:16 より, 02m+1;i02m;i の計算量は O(m6 logm log logm) である. gi; hi; L; Li に対して, 非斉次化したもの
をそれぞれ, g0i; h0i; L0; L0i とする.h0i は 2 変数 f(2m + 1)2 + 1g 次多項式であり, 項数は 3Hf(2m+1)2+1g =
2(4m4+8m3+11m2+7m+3)項である. L0iは 2変数 4次多項式であり,項数は 6項である.よって, h0i=L0iの
計算量は O(m4)である.また, L0 は 3変数 4次多項式であり, 11項であるから, (h0i=L0i)L0 の計算量は O(m4)
である. g0i は 3変数 f(2m+ 1)2 + 1g次多項式より, g0i   (h0i=L0i)L0 の計算量も O(m4)である. i での割り算
は指数を一つずらすだけである.他の計算は定数の乗除であるから問題ない.よって, (g0i   (h0i=L0i)L0)=i の計
算量は O(m4)である.よって,アルゴリズム 5の計算量は O(m6 logm log logm)である.
アルゴリズム 6の繰り返し回数は blog2mc回である.従って,以下の定理を得る.
定理 3.17. 任意のm 2 Z>1 に対して,等分多項式 m を求めるアルゴリズム 6の k の四則演算回数での計算
量は O(m6(logm)2 log logm)である.
4 具体例
F17 上の種数 2の曲線 C を
y2 = x(x  1)(x  2)(x  3)(x  10)
ととる.このとき, e2f2 = 7とすると, O = (a : b : c : d) = (4: 1 : 8 : 6)と選べる.これより, K の射影方程式は
以下である.
L := x4 + y4 + z4 + t4 + 2xyzt+ 6(x2t2 + y2z2)  6(x2z2 + y2t2) + 5(x2y2 + z2t2) = 0:
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このとき, 2 = (2;1; 2;2; 2;3; 2;4); 3 = (3;1; 3;2; 3;3; 3;4)は以下である.
2;1 = 2(x
4 + y4 + z4 + y4) + 13(x2y2 + z2t2) + 7(x2z2 + y2t2) + 14(x2t2 + y2z2);
2;2 = 9(x
4 + y4 + z4 + y4) + 16(x2y2 + z2t2) + 5(x2z2 + y2t2) + 11(x2t2 + y2z2);
2;3 = 6(x
4 + y4 + z4 + y4) + 7(x2y2 + z2t2) + 2(x2z2 + y2t2) + 15(x2t2 + y2z2);
2;4 = 16(x
4 + y4 + z4 + y4) + 16(x2y2 + z2t2) + 3(x2z2 + y2t2) + 14(x2t2 + y2z2):
3;1 = x
9 + ( 4y2   2z2 + 2t2)x7 + (4y4 + 6y2z2   z4   6y2t2   2z2t2   t4)x5
+ (4y6   5y4z2 + 3y2z4 + z6 + 5y4t2 + y2z2t2 + 8z4t2 + 3y2t4   8z2t4   t6)x3
+ (6y8   6y6z2   4y4z4   5y2z6   8z8 + 6y6t2 + y4z2t2 + 2y2z4t2 + 4z6t2
  4y4t4   2y2z2t4   7z4t4 + 5y2t6 + 4z2t6   8t8)x
+ 5y7zt+ (7z3t  7zt3)y5 + (3z5t  6z3t3 + 3zt5)y3 + ( 6z7t  7z5t3 + 7z3t5 + 6zt7)y;
3;2 = y
9 + ( 4x2 + 2z2   2t2)y7 + (4x4   6x2z2   z4 + 6x2t2   2z2t2   t4)y5
+ (4x6 + 5x4z2 + 3x2z4   z6   5x4t2 + x2z2t2   8z4t2 + 3x2t4 + 8z2t4 + t6)y3
+ (6x8 + 6x6z2   4x4z4 + 5x2z6   8z8   6x6t2 + x4z2t2   2x2z4t2 + 4z6t2
  4x4t4 + 2x2z2t4   7z4t4   5x2t6 + 4z2t6   8t8)y
+ 6xz7t+ (3x3t+ 7xt3)z5 + ( 7x5t  6x3t3   7xt5)z3 + (5x7t+ 7x5t3 + 3x3t5   6xt7)z;
3;3 = z
9 + ( 2x2 + 2y2   4t2)z7 + ( x4   2x2y2   y4 + 6x2t2   6y2t2 + 4t4)z5
+ (x6 + 8x4y2   8x2y4   y6 + 3x4t2 + x2y2t2 + 3y4t2   5x2t4 + 5y2t4 + 4t6)z3
+ ( 8x8 + 4x6y2   7x4y4 + 4x2y6   8y8   5x6t2 + 2x4y2t2   2x2y4t2 + 5y6t2
  4x4t4 + x2y2t4   4y4t4   6x2t6 + 6y2t6 + 6t8)z
+ 5xyt7 + (7x3y   7xy3)t5 + (3x5y   6x3y3 + 3xy5)t3 + ( 6x7y   7x5y3 + 7x3y5 + 6xy7)t;
3;4 = t
9 + (2x2   2y2   4z2)t7 + ( x4   2x2y2   y4   6x2z2 + 6y2z2 + 4z4)t5
+ ( x6   8x4y2 + 8x2y4 + y6 + 3x4z2 + x2y2z2 + 3y4z2 + 5x2z4   5y2z4 + 4z6)t3
+ ( 8x8 + 4x6y2   7x4y4 + 4x2y6   8y8 + 5x6z2   2x4y2z2 + 2x2y4z2   5y6z2
  4x4z4 + x2y2z4   4y4z4 + 6x2z6   6y2z6 + 6z8)t
+ 6x7yz + (7y3z + 3yz3)x5 + ( 7y5z   6y3z3   7yz5)x3 + ( 6y7z + 3y5z3 + 7y3z5 + 5yz7)x:
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