Abstract. The general solutions of some functional equations containing at least two unknown mappings have been obtained without imposing any regularity condition on any of the mappings.
Introduction
Let R denote the set of all real numbers; I = {x ∈ R : 0 ≤ x ≤ 1} = [0, 1], the unit closed interval; ]0, 1[ = {x ∈ R : 0 < x < 1}, the unit open interval and ]0, 1] = {x ∈ R : 0 < x ≤ 1}. Below we mention some functional equations:
f (pq) = qf (p) + pg(q),
f (pq) = qf (p) + pg(q) + g(p)q,
f (pq) = qf (p) + pg(q) + g(p)h(q)
where f : I → R, g : I → R and h : I → R are unknown mappings. If we choose respectively h(q) = 0 and h(q) = q, then (FE4) reduces respectively to (FE2) and (FE3).
Let Γ n = (p 1 , . . . , p n ) : p i ≥ 0, i = 1, . . . , n; n i=1 p i = 1 , n = 1, 2, . . .;
denote the set of all n-component complete discrete probability distributions with nonnegative elements.
Let us consider (FE1). In this functional equation, if we replace p by p i ; q by q j and then sum both sides of the resulting functional equation with respect to i = 1, . . . , n; j = 1, . . . , m such that (p 1 , . . . , p n ) ∈ Γ n , (q 1 , . . . , q m ) ∈ Γ m , n and m being positive integers, we obtain the sum form functional equation
f (q j ) ( 1.1) which is due to Chaundy and Mcleod [1] . The functional equation (1.1) is useful in characterizing the Shannon entropies [10] H n : Γ n → R, n = 1, 2, . . . defined as
for all (p 1 , . . . , p n ) ∈ Γ n , n = 1, 2, . . .; assuming that 0 log 2 0 := 0. Thus, (1.1) is useful in information theory. Tabor [9, p-172] has discussed the stability of (FE1), in a somewhat broader context, by taking f : ]0, 1] → E, E a Banach space and also assuming some additional conditions.
By following the method adopted to obtain (1.1) from (FE1), the sum form functional equation
h(q j ) ( 1.5) valid for all (p 1 , . . . , p n ) ∈ Γ n , (q 1 , . . . , q m ) ∈ Γ m , n and m being integers, can be derived respectively from (FE2), (FE3) and (FE4). Nath and Singh [4] , [5] discussed the functional equations
The functional equation ( 1.5 ) is an enlargement of (1.6) but not of (1.7). Also, (1.7) is not a particular case of (1.5). In fact, (1.5) should be regarded as a Pexider-type generalization of the functional equation [8] 
h(q j ) ( 1.8) obtained from it by changing m j=1 f (q j ) to m j=1 g(q j ). Hence, the general solutions of (1.5) are bound to be different from those of ( 1.8) . Surprisingly, the solutions (α 1 ) and (α 2 ), of (1.5) , are independent of the fixed positive integers n, m; and these solutions do not satisfy (1.8). On the other hand, every general solution of (1.8) depends upon at least one of the fixed positive integers n and m.
The functional equation (1.5) may also be regarded as a Pexider-type generalization of the equation ([6] , [8] )
The general solutions of (1.9) (with restrictions on f (0), g(0), f (1), g(1)) have been utilized to obtain the general solutions of (1.5). Also, the general solutions of (1.9) are needed to obtain some solutions of the equation [7] 
This paper is organised as follows: In Section 2, some known definitions and results needed for the development of Sections 3 and 4 have been mentioned. In Section 3, we have obtained the general solutions of (FE4) and then deduced, from these general solutions, the general solutions of (FE2) and (FE3). In Section 4, we have obtained the general solutions of the sum form functional equations (1.3), (1.4) and (1.5) for fixed integers n ≥ 3 and m ≥ 3. Section 5 deals with the importance of some functional equations discussed in this paper.
Some definitions and results
In this section, we mention some known definitions and results which are needed in the subsequent sections.
A mapping A : R → R is said to additive on R if it satisfies the equation A(x + y) = A(x) + A(y) for all x ∈ R, y ∈ R. A mapping a : I → R is said to be additive on the unit triangle ∆ = {(x, y) : 0 ≤ x ≤ 1, 0 ≤ y ≤ 1, 0 ≤ x + y ≤ 1} if it satisfies the equation a(x + y) = a(x) + a(y) for all (x, y) ∈ ∆. Daróczy and Losonczi [2] have proved that if a mapping a : I → R is additive on the unit triangle ∆, then it has a unique additive extension A : R → R in the sense that A : R → R is additive on R and A(x) = a(x) for all x ∈ I.
A mapping M : I → R is said to be multiplicative if M (pq) = M (p)M (q) holds for all p ∈ I, q ∈ I.
A mapping : I → R is said to be logarithmic if (0) = 0 and (pq) = (p) + (q) for all p ∈ ]0, 1], q ∈ ]0, 1].
Result 2.1 ([3]).
Let ψ : I → R be a mapping which satisfies the equation n i=1 ψ(x i ) = c for all (x 1 , . . . , x n ) ∈ Γ n ; c a given real constant and n ≥ 3 a fixed integer. Then, there exists an additive mapping b :
where f (0) is an arbitrary real constant; a : R → R is an additive mapping; the mapping D : R×]0, 1] → R is additive in the first variable; there exists a mapping E : R × R → R additive in both variables such that a(1) = E(1, 1) and
for all p ∈ I; f (0) is an arbitrary real constant; a : R → R is an additive mapping; the mapping D : R × I → R is additive in the first variable; there exists a mapping E : R × R → R additive in both variables such that a(1) = E(1, 1) and
for all p ∈ I, q ∈ I.
Using the fact that a(1) = E(1, 1), it can be easily deduced from (2.2) that
. Let c * be a nonzero given real constant and F 2 : I → R, K 2 : I → R be mappings which satisfy the functional equation
Then, for all p ∈ I, any general solution (F 2 , K 2 ) of (2.4) satisfying (2.5), is of the form
where λ = 0 is an arbitrary real constant; A : R → R is an additive mapping such that A(1) = 0; the mappings a : R → R and D : R × I → R are as described in Modified form of Result 2.2; M : I → R is a multiplicative mapping which is not additive and M (0) = 0, M (1) = 1; and : I → R is a logarithmic mapping.
Remark. Any general solution f of (FE1) must be of the form
for all p ∈ I; : I → R being a logarithmic mapping. It is easy to verify that (2.9) is also a solution of (1.1). Any general solution of (1.1); n ≥ 3, m ≥ 3 being fixed integers, is of the form (2.1) which is remarkably different from (2.9). If we take
Let us look upon (1.1) as a sum form analogue of (FE1). The above observations justify the need of having found separately the general solutions of (FE1) and its sum form analogue (1.1); n ≥ 3, m ≥ 3 being integers. This motivates us to investigate the general solutions of the functional equation (FE4) and its corresponding sum form analogue (1.5); n ≥ 3, m ≥ 3 being integers; in Sections 3 and 4.
On the functional equation (FE4)
The main result of this section is the following: Theorem 3.1. Suppose f : I → R, g : I → R and h : I → R are mappings which satisfy the functional equation (FE4) for all p ∈ I, q ∈ I. Then, any general solution (f, g, h) of (FE4) is one of the forms (for all p ∈ I) mentioned below:
where λ = 0, g(1) = 0 and f (1) are arbitrary real constants; : I → R is a logarithmic mapping and M : I → R is a multiplicative mapping.
Proof. Let us put p = q = 1 in (FE4). We obtain
Now we divide our discussion into two cases.
From (FE4) and (3.6), it follows that
valid for all p ∈ I, q ∈ I. Let us write (3.7) in the form
The left hand side of (3.8) is symmetric in p and q. So, should also be the right hand side of (3.8). This fact gives
In this case, it is clear from (FE4) that h is an arbitrary mapping. Moreover, (FE4) reduces to f (pq) = qf (p) valid for all p ∈ I, q ∈ I. Since f (pq) = f (qp), it follows that f (p) = f (1)p for all p ∈ I, f (1) being an arbitrary real constant. Thus, we have obtained the solution (3.1) of (FE4). Case 1.2. g does not vanish identically on I.
In this case, there exists an element q 0 ∈ [0, 1[ such that g(q 0 ) = 0. Putting q = q 0 in (3.9), we obtain
for all p ∈ I with λ = [g(q 0 )] −1 h(q 0 ). From (FE4) and (3.10), we get the equation
for all p ∈ I, q ∈ I. From (3.6) and (3.11), it follows that
In this case, (3.10) gives h(p) = 0 for all p ∈ I. Now, (3.7) reduces to the equation g(pq) = qg(p) + pg(q). So, g(p) = p (p) for all p ∈ I; : I → R being a logarithmic mapping. Now, (3.6) gives f (q) = f (1)q + q (q) for all q ∈ I, f (1) being an arbitrary real constant. Thus, we have obtained the solution (3.2) of (FE4).
Let us multiply both sides of (3.12) by λ and write the resulting equation in the form
for all x ∈ I. Now (3.13) reduces to the equation M (pq) = M (p)M (q) valid for all p ∈ I, q ∈ I. Thus M , defined by (3.14), is a multiplicative mapping. Equation (3.14) gives
for all p ∈ I. From (3.10) and (3.15), we obtain
for all p ∈ I. From (3.6) and (3.15), it follows that
for all p ∈ I. Thus, we have obtained the solution (3.3) of (FE4). Case 2. g(1) = 0. Now, from (3.5), it follows that h(1) = −1. Putting q = 1 in (FE4) and using h(1) = −1, it follows that g(p) = g(1)p for all p ∈ I, g(1) being an arbitrary nonzero real constant. Making use of this form of g in (FE4), we obtain the equation
Let us write (3.16) in the form
The left hand side of (3.17) is symmetric in p and q. So should be its right hand side. This gives us
Putting q = 1 in this equation and using h(1) = −1, we obtain
From (FE4), (3.18 ) and the fact that g(p) = g(1)p for all p ∈ I, it follows that h(pq) = qh(p) + ph(q) + pq which can be written in the form
Define a mapping H : I → R as
for all x ∈ I. Now (3.19) reduces to
So, H(p) = p (p) for all p ∈ I, : I → R being a logarithmic mapping. Thus
Making use of this form of h in (3.18), it follows that f (p) = f (1)p+g(1)p (p) for all p ∈ I. Thus, we have obtained the solution (3.4) of (FE4).
Theorem 3.2. Suppose f : I → R and g : I → R are mappings which satisfy the functional equation (FE2) for all p ∈ I, q ∈ I. Then, any general solution (f, g) of (FE2) is only of the form (for all p ∈ I)
where f (1) is an arbitrary real constant and : I → R is a logarithmic mapping.
Proof. The equation (FE2) is a particular case of (FE4) (when h(p) = 0). The solution (3.21) follows from (3.2).
Theorem 3.3. Suppose the mappings f : I → R and g : I → R satisfy (FE3) for all p ∈ I, q ∈ I. Then, any general solution (f, g) of (FE3) is only of the form (for all p ∈ I)
where f (1) is an arbitrary real constant.
Proof. The solution (3.22) follows from (3.1). For this, we need to choose h(p) = p for all p ∈ I.
On the functional equation (1.5)
The main result of this section is the following:
Then, for all p ∈ I, any general solution (f, g, h) of (1.5) is one of the following forms:
where c = 0, µ = 0 are arbitrary real constants; a 1 : R → R, a 2 : R → R, 
Before giving the proof of Theorem 4.1, we need to prove the following: Lemma 4.2. Suppose f : I → R, g : I → R are mappings which satisfy (1.3) for all (p 1 , . . . , p n ) ∈ Γ n , (q 1 , . . . , q m ) ∈ Γ m ; n ≥ 3, m ≥ 3 being fixed integers. Then, any general solution of (1.3) is of the form (α 1 )(i, ii) where a 1 : R → R is an additive mapping which satisfies (4.1)(ii) and the mappings a : R → R and D : R×I → R are as described in the Modified form of Result 2.2.
Proof. The substitutions p
valid for all (q 1 , . . . , q m ) ∈ Γ m . By Result 2.1, there exists an additive mapping a 1 : R → R such that
for all p ∈ I with a 1 (1) given by (4.1) (ii). From equations (4.2) and (1.3), we obtain
Define a mapping f 1 : I → R as
for all x ∈ I. Then f 1 (0) = 0 and f 1 (1) = 0. Moreover, from (4.4) and (4.5), we have Notice that (3.21) is also a solution of ( 1.3) but it is included in (α 1 )((i),(ii)).
Proof of Theorem 4.1. Putting 
with A 1 (1) given by (4.1) (iii). Now (1.5), (4.6), (4.7) and (4.1) (ii) give
By Result 2.1, there exists a mapping A : Γ n × R → R, additive in second variable such that
Putting q = r t , t = 1, . . . , n successively in (4.8), taking summation with respect to t from t = 1 to n, and using (4.9), we obtain
Since left hand side of equation (4.10) is symmetric in p i and r t , so should be its right hand side. This fact gives rise to the equation
In this case, by Result 2.1, it follows that there exists an additive mapping In this case, there exists a probability distribution (r * 1 , . . . , r * n ) ∈ Γ n such that
From equations (4.7), (4.1)(iii) and (4.12), it follows that
for all (p 1 , . . . , p n ) ∈ Γ n . Also, from equations (1.5), (4.6) and (4.13), we obtain
Define the mapping f 1 : I → R as in (4.5) for all x ∈ I. From (4.14) and (4.5), we have R → R such that solution g is of the form (α 2 )(ii) with a 2 (1) given by (4.1) (iv). Also, from equations (1.5), (α 2 )(ii) and (4.1) (iv), we observe that h is an arbitrary real-valued mapping. Thus we have proved (α 2 )(iii). So, we have obtained the solution (α 2 ).
Case 2.1.2. c = 0. In this case, let us rewrite (4.12) in the form
By Result 2.1, there exists an additive mapping A 2 : R → R such that 
for all x ∈ I. From (4.18), we have h 1 (0) = 0, h 1 (1) = 0. Also, from (4.15) and (4.18), it follows that (p 1 , . . . , p n ) ∈ Γ n , (q 1 , . . . , q m ) ∈ Γ m ; n ≥ 3, m ≥ 3 being fixed integers. Then, for all p ∈ I, any general solution (f, g) of (1.4) is only of the form
where a : R → R, b : R → R are additive mappings such that
and Notice that (3.22 ) is also a solution of ( 1.4) and it is included in (4.19).
Comments
(I) Since (1.5) has been derived from (FE4), it is obvious that every solution of (FE4) is also a solution of (1.5) but the possibility is not ruled out that (1.5) may have solutions different from (3.1) to (3.4) . This, indeed, is the motivation to carry out separately the research work mentioned in Sections 3 and 4. In fact, the solutions (3.1), (3.2), (3.3) and (3.4) are included respectively in (α 2 ), (α 1 ), (α 6 ) and (α 3 ); with the additional information as mentioned in the statement of Theorem 4.
I → R being a logarithmic mapping; and (3.4) is included in (α 3 ) provided we choose f (0) = g(0) = h(0) = 0,
(II) Let X n be a discrete random variable which takes the distinct real values x 1 , . . . , x n with respective probabilities p 1 , . . . , p n ; (p 1 , . . . , p n ) ∈ Γ n , n ≥ 1 an integer, where where c * = 0 is a given real constant and f : I → R, g : I → R are now written respectively in place of ϕ 2 : I → R and ϕ 1 : I → R. Equation (FE4) is a Pexider-type generalization of (5.6) containing three unknown real-valued mappings f, g, h, each having domain I. An advantage of discussing (FE4) is that the solution(s) of (FE2), which is a Pexider-type generalization of (FE1), have been deduced from those of (FE4). Equation (1.5) is the corresponding sum form analogue of (FE4). Now consider the integer r, r ≥ 3. In this case, making use of binomial theorem for positive integers, it can be easily seen that ϕ r (pq) = qϕ r (p)+ r C 1 ϕ r−1 (p)ϕ 1 (q)+· · ·+ r C r−1 ϕ 1 (p)ϕ r−1 (q)+p ϕ r (q) (5.7)
where r C 1 , . . . , r C r−1 are binomial coefficients. Equation (5.7) may be generalized in the form f r (pq) = qf r (p) + a 1 f r−1 (p)f 1 (q) + · · · + a r−1 f 1 (p)f r−1 (q) + p f r (q) (5.8) where p ∈ I, q ∈ I, f i : I → R are unknown mappings; i = 1, . . . , r, r ≥ 3 an integer; and a 1 , . . . , a r−1 are given real constants. The sum form analogue of (5.8) is valid for all (p 1 , . . . , p n ) ∈ Γ n , (q 1 , . . . , q m ) ∈ Γ m ; n = 1, 2, . . . ; m = 1, 2, . . .. The general solutions of (5.8), r ≥ 3 an integer, are not known to us. Also, the general solutions of (5.9), r ≥ 3 an integer, (p 1 , . . . , p n ) ∈ Γ n ,
