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HEIGHTS OF VARIETIES IN MULTIPROJECTIVE SPACES
AND ARITHMETIC NULLSTELLENSA¨TZE
CARLOS D’ANDREA, TERESA KRICK, AND MARTI´N SOMBRA
Abstract. We present bounds for the degree and the height of the polynomials
arising in some problems in effective algebraic geometry including the implicitization
of rational maps and the effective Nullstellensatz over a variety. Our treatment is
based on arithmetic intersection theory in products of projective spaces and extends
to the arithmetic setting constructions and results due to Jelonek. A key role is
played by the notion of canonical mixed height of a multiprojective. We study
this notion from the point of view of resultant theory and establish some of its
basic properties, including its behavior with respect to intersections, projections
and products. We obtain analogous results for the function field case, including a
parametric Nullstellensatz.
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Introduction
In 1983, Serge Lang wrote in the preface to his book [Lan83]:
It is legitimate, and to many people an interesting point of view, to
ask that the theorems of algebraic geometry from the Hilbert Nullstel-
lensatz to the more advanced results should carry with them estimates
on the coefficients occurring in these theorems. Although some of the
estimates are routine, serious and interesting problems arise in this
context.
Indeed, the main purpose of the present text is to give bounds for the degree and the
size of the coefficients of the polynomials in the Nullstellensatz.
Let f1, . . . , fs ∈ Z[x1, . . . , xn] be polynomials without common zeros in the affine space
An(Q). The Nullstellensatz says then that there exist α ∈ Z \ {0} and g1, . . . , gs ∈
Z[x1, . . . , xn] satisfying a Be´zout identity
α = g1f1 + · · · + gsfs.
As for many central results in commutative algebra and in algebraic geometry, it is a
non-effective statement. By the end of the 1980s, the estimation of the degree and the
height of polynomials satisfying such an identity became a widely considered question
in connection with problems in computer algebra and Diophantine approximation.
The results in this direction are generically known as arithmetic Nullstellensa¨tze and
they play an important role in number theory and in theoretical computer science.
In particular, they apply to problems in complexity and computability [Koi96, Asc04,
DKS10], to counting problems over finite fields or over the rationals [BBK09, Rem10],
and to effectivity in existence results in arithmetic geometry [KT08, BS10].
The first non-trivial result on this problem was obtained by Philippon, who got a
bound on the minimal size of the denominator α in a Be´zout identity as above [Phi90].
Berenstein and Yger achieved the next big progress, producing height estimates for the
polynomials gi’s with techniques from complex analysis (integral formulae for residues
of currents) [BY91]. Later on, Krick, Pardo and Sombra [KPS01] exhibited sharp
bounds by combining arithmetic intersection theory with the algebraic approach in
[KP96] based on duality theory for Gorenstein algebras. Recall that the height of
a polynomial f ∈ Z[x1, . . . , xn], denoted by h(f), is defined as the logarithm of the
maximum of the absolute value of its coefficients. Then, Theorem 1 in [KPS01] reads
as follows: if d = maxj deg(fj) and h = maxjh(fj), there is a Be´zout identity as above
satisfying
deg(gi) ≤ 4n dn, h(α),h(gi) ≤ 4n (n+ 1) dn
(
h+ log s+ (n+ 7) log(n + 1) d
)
.
We refer the reader to the surveys [Tei90, Bro01] for further information on the history
of the effective Nullstellensatz, main results and open questions.
One of the main results of this text is the arithmetic Nullstellensatz over a variety
below, which is a particular case of Theorem 4.28. For an affine equidimensional
variety V ⊂ An(Q), we denote by deg(V ) and by ĥ(V ) the degree and the canonical
height of the closure of V with respect to the standard inclusion An →֒ Pn. The degree
and the height of a variety are measures of its geometric and arithmetic complexity,
see §2.3 and the references therein for details. We say that a polynomial relation holds
on a variety if it holds for every point in it.
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Theorem 0.1. Let V ⊂ An(Q) be a variety defined over Q of pure dimension r and
f1, . . . , fs ∈ Z[x1, . . . , xn] \ Z a family of s ≤ r+1 polynomials without common zeros
in V . Set dj = deg(fj) and hj = h(fj) for 1 ≤ j ≤ s. Then there exist α ∈ Z \ {0}
and g1, . . . , gs ∈ Z[x1, . . . , xn] such that
α = g1f1 + · · ·+ gsfs on V
with
• deg (gifi) ≤ ( s∏
j=1
dj
)
deg(V ),
• h(α),h(gi) + h(fi) ≤
( s∏
j=1
dj
)(
ĥ(V ) + deg(V )
( s∑
ℓ=1
hℓ
dℓ
+ (4r + 8) log(n+ 3)
))
.
For V = An, this result gives the bounds
deg
(
gifi
) ≤ s∏
j=1
dj , h(α),h(gi)+h(fi) ≤
s∑
ℓ=1
(∏
j 6=ℓ
dj
)
hℓ+(4n+8) log(n+3)
s∏
j=1
dj .
These bounds are substantially sharper than the previously known. Moreover, they
are close to optimal in many situations. For instance, let d1, . . . , dn+1, H ≥ 1 and set
f1 = x1 −H, f2 = x2 − xd21 , . . . , fn = xn − xdnn−1, fn+1 = xdn+1n .
This is a system of polynomials without common zeros. Hence, the above result
implies that there is a Be´zout identity α = g1f1 + · · · + gn+1fn+1 which satisfies
h(α) ≤ d2 · · · dn+1(log(H) + (4n+ 8) log(n+ 3)). On the other hand, specializing any
such identity at the point (H,Hd2 , . . . ,Hd2···dn), we get
α = gn+1(H,H
d2 , . . . ,Hd2···dn)Hd2···dn+1 .
This implies the lower bound h(α) ≥ d2 · · · dn+1 log(H) and shows that the height
bound in Theorem 0.1 is sharp in this case. More examples can be found in §4.3.
It is important to mention that all previous results in the literature are limited to the
case when V is a complete intersection and cannot properly distinguish the influence of
each individual fj, due to the limitations of the methods applied. Hence, Theorem 0.1
is a big progress as it holds for an arbitrary variety and gives bounds depending on
the degree and height of each fj. This last point is more important than it might seem
at first. As it is well-known, by using Rabinowicz’ trick one can show that the weak
Nullstellensatz implies its strong version. However, this reduction yields good bounds
for the strong Nullstellensatz only if the corresponding weak version can correctly
differentiate the influence of each fj, see Remark 4.27. Using this observation, we
obtain in §4.3 the following arithmetic version of the strong Nullstellensatz over a
variety.
Theorem 0.2. Let V ⊂ An(Q) be a variety defined over Q of pure dimension r and
g, f1, . . . , fs ∈ Z[x1, . . . , xn] such that g vanishes on the common zeros of f1, . . . , fs in
V . Set dj = deg(fj) and h = maxjh(fj) for 1 ≤ j ≤ s. Assume that d1 ≥ · · · ≥ ds ≥ 1
and set D =
∏min{s,r+1}
j=1 dj . Set also d0 = max{1,deg(g)} and h0 = h(g). Then there
exist µ ∈ N, α ∈ Z \ {0} and g1, . . . , gs ∈ Z[x1, . . . , xn] such that
α gµ = g1f1 + · · ·+ gsfs on V
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with
• µ ≤ 2D deg(V ),
• deg(gifi) ≤ 4d0D deg(V ),
• h(α),h(gi) + h(fi) ≤ 2d0D
(
ĥ(V ) + deg(V )
(3h0
2d0
+
min{s,r+1}∑
ℓ=1
h
dℓ
+ c(n, r, s)
))
,
where c(n, r, s) ≤ (6r + 17) log(n+ 4) + 3(r + 1) log(max{1, s − r}).
Our treatment of this problem is the arithmetic counterpart of Jelonek’s approach to
produce bounds for the degrees in the Nullstellensatz over a variety [Jel05]. To this
end, we develop a number of tools in arithmetic intersection and elimination theory
in products of projective spaces. A key role is played by the notion of canonical
mixed heights of multiprojective varieties, which we study from the point of view of
resultants. Our presentation of mixed resultants of cycles in multiprojective spaces
is mostly a reformulation of the theory developed by Re´mond in [Rem01a, Rem01b]
as an extension of Philippon’s theory of eliminants of homogeneous ideals [Phi86].
We also establish new properties of them, including their behavior under projections
(Proposition 1.41) and products (Proposition 1.45).
Let n = (n1, . . . , nm) ∈ Nm and set Pn = Pn1(Q)× . . .×Pnm(Q) for the corresponding
multiprojective space. For a cycle X of Pn of pure dimension r and a multi-index c =
(c1, . . . , cm) ∈ Nm of length r + 1, the mixed Fubini-Study height hc(X) is defined as
an alternative Mahler measure of the corresponding mixed resultant (Definition 2.40).
The canonical mixed height is then defined by a limit process as
ĥc(X) := lim
ℓ→∞
ℓ−r−1hc([ℓ]∗X),
where [ℓ] denotes the ℓ-power map of Pn (Proposition-Definition 2.45).
To handle mixed degrees and heights, we introduce a notion of extended Chow ring
of Pn (Definition 2.50). It is an arithmetic analogue of the Chow ring of Pn and
can be identified with the quotient ring R[η, θ1, . . . , θm]/(η
2, θn1+11 , . . . , θ
nm+1
m ). We
associate to the cycle X an element in this ring, denoted [X]
Z
, corresponding under
this identification to∑
c
ĥc(X) η θ
n1−c1
1 · · · θnm−cmm +
∑
b
degb(X) θ
n1−b1
1 · · · θnm−bmm ,
the sums being indexed by all b, c ∈ Nm of respective lengths r and r + 1 such that
b, c ≤ n. Here, degb(X) denotes the mixed degree of X of index b. This element
contains the information of all non-trivial mixed degrees and canonical mixed heights
of X, since degb(X) and ĥc(X) are zero for any other b and c.
The extended Chow ring of Pn turns out to be a quite useful object which allows to
translate geometric operations on multiprojective cycles into algebraic operations on
rings and classes. In particular, we obtain the following multiprojective arithmetic
Be´zout’s inequality, see also Theorem 2.58. For a multihomogeneous polynomial f ∈
Z[x1, . . . ,xm], where xi is a group of ni + 1 variables, we denote by ||f ||sup its sup-
norm (Definition 2.29) and consider the element [f ]sup in the extended Chow ring
corresponding to the element
∑m
i=1 degxi(f)θi + log ||f ||sup η.
Theorem 0.3. Let X be an effective equidimensional cycle of Pn defined over Q and
f ∈ Z[x1, . . . ,xm] a multihomogeneous polynomial such that X and div(f) intersect
properly. Then
[X · div(f)]
Z
≤ [X]
Z
· [f ]sup.
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Statements on classes in the extended Chow ring can easily be translated into state-
ments on mixed degrees and heights. In this direction, the above result implies that,
for any b ∈ Nm of length equal to dim(X),
ĥb(X · div(f)) ≤
m∑
i=1
degxi(f)ĥb+ei(X) + log ||f ||sup degb(X)
where ei denotes the i-th vector of the standard basis of R
m. In a similar way, we also
study the behavior of arithmetic classes (and a fortiori, of canonical mixed heights)
under projections (Proposition 2.64) and products (Proposition 2.66), among other
results.
Jelonek’s approach consists in producing a Be´zout identity from an implicit equation of
a specific regular map. In general, the implicitization problem consists in computing
equations for an algebraic variety W from a given rational parameterization of it.
The typical case is when W is a hypersurface: the variety is then defined by a single
equation and the problem consists in computing this “implicit equation”. We consider
here the problem of estimating the height of the implicit equation of a hypersurface
parameterized by a regular map V → W whose domain is an affine variety V , in
terms of the degree and the height of V and of the polynomials defining the map.
To this end, we prove the following arithmetic version of Perron’s theorem over a
variety [Jel05, Thm. 3.3]. It is obtained as a consequence of Theorem 3.15.
Theorem 0.4. Let V ⊂ An(Q) be a variety defined over Q of pure dimension r. Let
q1, . . . , qr+1 ∈ Z[x1, . . . , xn] \ Z such that the closure of the image of the map
V −→ Ar+1(Q) , x 7−→ (q1(x), . . . , qr+1(x))
is a hypersurface. Let E =
∑
a∈Nr+1 αay
a ∈ Z[y1, . . . , yr+1] be a primitive and
squarefree polynomial defining this hypersurface. Set dj = deg(qj), hj = h(qj) for
1 ≤ j ≤ r + 1. Then, for all a = (a1, . . . , ar+1) such that αa 6= 0,
•
r+1∑
i=1
aidi ≤
( r+1∏
j=1
dj
)
deg(V ),
• h(αa) +
r+1∑
i=1
aihi ≤
( r+1∏
j=1
dj
)(
ĥ(V ) + deg(V )
( r+1∑
ℓ=1
hℓ
dℓ
+ (r + 2) log(n+ 3)
))
.
For V = An we have r = n, deg(V ) = 1 and ĥ(V ) = 0. Hence, the above result extends
the classical Perron’s theorem [Per27, Satz 57], which amounts to the weighted degree
bound for the implicit equation
∑
i aidi ≤
∏
j dj , by adding the bound for the height
h(αa) +
n+1∑
i=1
aihi ≤
n+1∑
ℓ=1
(∏
j 6=ℓ
dj
)
hℓ + (n+ 2) log(n+ 3)
n+1∏
j=1
dj .
Our results on the implicitization problem as well as those on mixed resultants and
multiprojective arithmetic intersection theory should be of independent interest, be-
sides of their applications to the arithmetic Nullstellensatz.
The method is not exclusive of Z but can also be carried over to other rings equipped
with a suitable height function. In this direction, we apply it to k[t1, . . . , tp], the ring
of polynomials over an arbitrary field k in p variables: if we set t = {t1, . . . , tp}, the
height of a polynomial with coefficients in k[t] is its degree in the variables t. For
this case, we also develop the corresponding arithmetic intersection theory, including
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the behavior of classes in the extended Chow ring with respect to intersections (Theo-
rem 2.18), projections (Proposition 2.22), products (Proposition 2.23) and ruled joins
(Proposition 2.24). As a consequence, we obtain a parametric analogue of Perron’s
theorem (Theorem 3.1) and then the parametric Nullstellensatz below, which is a par-
ticular case of Theorem 4.11. For an affine equidimensional variety V ⊂ An(k(t)), we
denote by h(V ) the t-degree of the Chow form of its closure in Pn(k(t)), see §2.1 for
details.
Theorem 0.5. Let V ⊂ An(k(t)) be a variety defined over k(t) of pure dimension r
and f1, . . . , fs ∈ k[t][x1, . . . , xn]\k[t] a family of s ≤ r+1 polynomials without common
zeros in V . Set dj = degx(fj) and hj = degt(fj) for 1 ≤ j ≤ s. Then there exist
α ∈ k[t] \ {0} and g1, . . . , gs ∈ k[t][x1, . . . , xn] such that
α = g1f1 + · · ·+ gsfs on V
with
• degx (gifi) ≤
( s∏
j=1
dj
)
deg(V ),
• deg(α),degt(gifi) ≤
( s∏
j=1
dj
)(
h(V ) + deg(V )
s∑
ℓ=1
hℓ
dℓ
)
.
For V = An(k(t)) we have r = n, deg(V ) = 1 and h(V ) = 0. Hence, this result gives
the following bounds for the partial degrees of the polynomials in a Be´zout identity:
degx (gifi) ≤
s∏
j=1
dj , deg(α),degt(gifi) ≤
s∑
ℓ=1
(∏
j 6=ℓ
dj
)
hℓ.
In Theorem 4.22, we give a strong version of the parametric Nullstellensatz over a
variety, which also contains the case of an arbitrary number of input polynomials. Up
to our knowledge, the only previous results on the parametric Nullstellensatz are due
to Smietanski [Smi93], who considers the case when the number of parameters p is at
most two and V = An(k(t)), see Remark 4.21.
To prove both the arithmetic and parametric versions of the effective Nullstellensatz,
we need to consider a more general version of these statements where the input poly-
nomials depend on groups of parameters, see Theorem 4.28. The latter has further
interesting applications. For instance, consider the family F1, . . . , Fn+1 of general
n-variate polynomials of degree d1, . . . , dn+1, respectively. For each j, write
Fj =
∑
a
uj,ax
a
where each uj,a is a variable. Let uj = {uj,a}a be the group of variables corresponding
to the coefficients of Fj and set u = {u1, . . . ,un+1}. The corresponding Macaulay
resultant R ∈ Z[u] lies in the ideal (F1, . . . , Fn+1) ⊂ Q[u,x] and Theorem 4.28 gives
bounds for a representation of R in this ideal. Indeed, we obtain that there are
λ ∈ Z \ {0} and gj ∈ Z[u,x] such that λR = g1F1 + · · ·+ gn+1Fn+1 with
deguj (giFi) ≤
∏
ℓ 6=j
dℓ , h(λR),h(gi) ≤ (6n + 10) log(n+ 3)
( n+1∏
ℓ=1
dℓ
)
,
see examples 4.18 and 4.37. The obtained bound for the height of the gi’s is of the
same order as the sharpest known bounds for the height of R [Som04].
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This text is divided in four sections. In the first one, we recall the basic properties
of mixed resultants and degrees of cycles in multiprojective spaces over an arbitrary
field K. The second section focuses on the mixed heights of cycles for the case when K
is a function field and on the canonical mixed heights of cycles for K = Q. In the third
section, we apply this machinery to the study of the height of the implicit equation,
including generalizations and variants of Theorem 0.4. We conclude in the fourth
section by deriving the different arithmetic Nullstellensa¨tze.
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1. Degrees and resultants of multiprojective cycles
Throughout this text, we denote by N = Z≥0 and by Z>0 the sets of non-negative and
positive integers, respectively. Bold letters denote finite sets or sequences of objects,
where the type and number should be clear from the context: for instance, x might
denote {x1, . . . , xn} so that if A is a ring, A[x] = A[x1, . . . , xn]. For a polynomial
f ∈ A[x] we adopt the usual notation
f =
∑
a
αax
a
where, for each index a = (a1, . . . , an) ∈ Nn, αa denotes an element of A and xa
the monomial xa11 · · · xann . For a ∈ Nn, we denote by |a| = a1 + · · · + an its length
and by coeffa(f) = αa the coefficient of x
a. We also set a! = a1! · · · an!. The
support of f is the set of exponents corresponding to its non-zero terms, that is,
supp(f) = {a : coeffa(f) 6= 0} ⊂ Nn. For a, b ∈ Rn, we set 〈a, b〉 =
∑n
i=1 aibi. We
say that a ≤ b whenever the inequality holds coefficient wise.
For a factorial ring A, we denote by A× its group of units. A polynomial with coeffi-
cients in A is primitive if its coefficients have no common factor in A \ A×.
1.1. Preliminaries on multiprojective geometry. Let A be a factorial ring with
field of fractions K and K the algebraic closure of K. For m ∈ Z>0 and n =
(n1, . . . , nm) ∈ Nm we consider the multiprojective space over K
Pn(K) = Pn1(K)× · · · × Pnm(K).
We also write Pn = Pn(K) for short. For 1 ≤ i ≤ m, let xi = {xi,0, . . . , xi,ni} be a
group of ni + 1 variables and set
x = {x1, . . . ,xm}.
The multihomogeneous coordinate ring of Pn is K[x] = K[x1, . . . ,xm]. It is multi-
graded by declaring deg(xi,j) = ei ∈ Nm, the i-th vector of the standard basis of Rm.
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For d = (d1, . . . , dm) ∈ Nm, we denote by K[x]d its part of multidegree d. Set
N
ni+1
di
= {ai ∈ Nni+1 : |ai| = di} , Nn+1d =
∏
1≤i≤m
N
ni+1
di
.
A multihomogeneous polynomial f ∈ K[x]d can then be written down as
f =
∑
a∈Nn+1
d
αa x
a.
Let K ⊂ E be an extension of fields and f ∈ E[x]d. For a point ξ ∈ Pn, the value
f(ξ) is only defined up to a non-zero scalar in K
×
which depends on a choice of
multihomogeneous coordinates for ξ.
An ideal I ⊂ K[x] is multihomogeneous if it is generated by a family of multihomo-
geneous polynomials. For any such ideal, we denote by V (I) the subvariety of Pn
defined as its set of zeros. Along this text, a variety is neither necessarily irreducible
nor equidimensional. Reciprocally, given a variety V ⊂ Pn, we denote by I(V ) the
multihomogeneous ideal of K[x] of polynomials vanishing on V . A variety V is defined
over K if its defining ideal I(V ) is generated by polynomials in K[x].
Let Mn = {x1,j1 · · · xm,jm : 0 ≤ ji ≤ ni} be the set of monomials of multidegree
(1, . . . , 1) ∈ Nm. A multihomogeneous ideal I ⊂ K[x] defines the empty variety
of Pn if and only if Mn ⊂
√
I, see for instance [Rem01a, Lem. 2.9]. The assignment
V 7→ I(V ) is a one-to-one correspondence between non-empty subvarieties of Pn and
radical multihomogeneous ideals of K[x] not containing Mn.
More generally, we denote by PnK the multiprojective space over K corresponding
to n. The reduced subschemes of PnK will be alternatively called subvarieties of P
n
K
or K-varieties. There is a one-to-one correspondence V 7→ I(V ) between non-empty
subvarieties of PnK and radical multihomogeneous ideals of K[x] not containing Mn.
For a multihomogeneous ideal I ⊂ K[x] not containing Mn, we denote by V (I) its
corresponding K-variety. A K-variety V is irreducible if it is an integral subscheme
of PnK or, equivalently, if the ideal I(V ) is prime. The dimension of V coincides with
the Krull dimension of the algebra K[x1, . . . ,xm]/I(V ) minus m.
Remark 1.1. In the algebraically closed case, the scheme Pn
K
can be identified with
the set of points Pn(K) and a subvariety V ⊂ Pn
K
can be identified with its set of
points V (K) ⊂ Pn(K). Under this identification, a subvariety of Pn(K) defined over
K corresponds to a K-variety. However, a K-variety does not necessarily correspond
to a subvariety of Pn(K) defined over K, as the following example shows. Let t be
a variable and set K = Fp(t), where p is a prime number and Fp is the field with p
elements. The ideal (xp1 − txp0) ⊂ K[x0, x1] is prime and hence gives a subvariety
of P1K . Its set of zeros in P
1(K) consists in the point {(1 : t1/p)}, which is not a
variety defined over K. When the field K is perfect (for instance, if char(K) = 0),
the notion of K-variety does coincide, under this identification, with the notion of
subvariety of Pn(K) defined over K.
A K-cycle of PnK is a finite Z-linear combination
(1.2) X =
∑
V
mV V
of irreducible subvarieties of PnK . The subvarieties V such that mV 6= 0 are the
irreducible components of X. A K-cycle is of pure dimension or equidimensional if
its components are all of the same dimension. It is effective (respectively, reduced) if
HEIGHTS OF VARIETIES AND ARITHMETIC NULLSTELLENSA¨TZE 9
it can be written as in (1.2) with mV ≥ 0 (respectively, mV = 1). Given two K-cycles
X1 and X2, we say that X1 ≥ X2 whenever X1 −X2 is effective. The support of X,
denoted |X|, is the K-variety defined as the union of its components. Reciprocally,
a K-variety is a union of irreducible K-varieties of Pn and we identify it with the
reduced K-cycle given as the sum of these irreducible K-varieties.
For 0 ≤ r ≤ |n|, we denote by Zr(PnK) the group of K-cycles of Pn of pure dimension r
and by Z+r (P
n
K) the semigroup of those which are effective. For shorthand, a K-cycle
is called a cycle and we denote the sets of K-cycles and of effective K-cycles of pure
dimension r as Zr(P
n) and as Z+r (P
n), respectively.
Let I ⊂ K[x] be a multihomogeneous ideal. For each minimal prime ideal P of I, we
denote by mP the multiplicity of P in I, defined as the length of the K[x]P -module
(K[x]/I)P . We associate to I the K-cycle
X(I) :=
∑
P
mP V (P ).
If V (I) is of pure dimension r, then X(I) ∈ Z+r (PnK). Let K ⊂ E be an extension of
fields and V an irreducible K-variety. We define the scalar extension of V by E as
the E-cycle VE = X(I(V ) ⊗K E). This notion extends to K-cycles by linearity and
induces an inclusion of groups Zr(P
n
K) →֒ Zr(PnE).
Each Weil or Cartier divisor of PnK is globally defined by a single rational multiho-
mogeneous function in K(x) because the ring K[x] is factorial [Har77, Prop. II.6.2
and II.6.11]. Hence, we will not make distinctions between them. We write Div(PnK) =
Z|n|−1(P
n
K) for the group of divisors of P
n
K and by Div
+(PnK) = Z
+
|n|−1(P
n
K) for the
semigroup of those which are effective.
Each effective divisor D of PnK is defined by a multihomogeneous primitive polynomial
in A[x] \ {0}, unique up to a unit of A. We denote this polynomial by fD. If we
write D =
∑
H mHH where H is a K-hypersurface of P
n and mH ∈ N, then there
exists λ ∈ A× such that
fD = λ
∏
H
fmHH .
Conversely, given a multihomogeneous polynomial f ∈ A[x] \ {0}, we denote by
div(f) ∈ Div+(PnK) the associated divisor.
We introduce some basic operations on cycles and divisors.
Definition 1.3. Let V be an irreducible subvariety of PnK and H an irreducible
hypersurface not containing V . Let Y be an irreducible component of V ∩ H. The
intersection multiplicity of V and H along Y , denoted mult(Y |V,H), is the length of
the K[x]I(Y )-module
(
K[x]/(I(V ) + I(H))
)
I(Y )
, see [Har77, §I.1.7]. The intersection
product of V and H is defined as
(1.4) V ·H =
∑
Y
mult(Y |V,H)Y,
the sum being over the irreducible components of V ∩H. It is a cycle of pure dimen-
sion dim(V )− 1.
Let X be an equidimensional cycle and D a divisor. We say that X and D intersect
properly if no irreducible component of X is contained in |D|. By bilinearity, the
intersection product in (1.4) extends to a pairing
Zr(P
n
K)×Div(PnK) 99K Zr−1(PnK) , (X,D) 7−→ X ·
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well-defined whenever X and D intersect properly.
Let X ∈ Zr(PnK) and D1, . . . ,Dℓ ∈ Div(PnK). Then X ·
∏ℓ
j=1Dj does not depend
on the order of the divisors, provided that all the intermediate products are well-
defined [Ful84, Cor. 2.4.2 and Example 7.1.10(a)].
Definition 1.5. Let m1,m2 ∈ Z>0 and ni ∈ Nmi for i = 1, 2. Let ϕ : Pn1K 99K Pn2K be
a rational map and V an irreducible subvariety of Pn1K . The degree of ϕ on V is
deg(ϕ|V ) =
{
[K(V ) : K(ϕ(V ))] if dim(ϕ(V )) = dim(V ),
0 if dim(ϕ(V )) < dim(V ).
The direct image of V under ϕ is defined as the cycle ϕ∗V = deg(ϕ|V )ϕ(V ). It is a
cycle of the same dimension as V . This notion extends by linearity to equidimensional
cycles and induces a Z-linear map
ϕ∗ : Zr(P
n1
K ) −→ Zr(Pn2K ).
If ψ : Pn2K 99K P
n3
K is a further rational map, then (ψ ◦ ϕ)∗ = ψ∗ ◦ ϕ∗ because of the
multiplicativity of the degree of field extensions.
Let H be a hypersuface of Pn2K not containing the image of ϕ. The inverse image
of H under ϕ is defined as the hypersurface ϕ∗H = ϕ−1(H). This notion extends to
a Z-linear map
ϕ∗ : Div(Pn2K ) 99K Div(P
n1
K ),
well-defined for divisors whose support does not contain the image of ϕ.
Direct images of cycles, inverse images of divisors and intersection products are related
by the projection formula [Ful84, Prop. 2.3(c)]: let ϕ : Pn1K → Pn2K be a proper map,
X a cycle of Pn1K and D a divisor of P
n2
K containing no component of ϕ(|X|). Then
(1.6) ϕ∗(X · ϕ∗D) = ϕ∗X ·D.
1.2. Mixed degrees. We recall the basic properties of mixed degrees of multiprojec-
tive cycles. We also study the behavior of this notion under linear projections.
Definition 1.7. Let V ⊂ PnK be an irreducible K-variety. The Hilbert-Samuel func-
tion of V is the numerical function defined as
HV : N
m −→ N , δ 7−→ dimK
(
(K[x]/I(V ))δ
)
.
Proposition 1.8. Let V ⊂ PnK be an irreducible K-variety of dimension r.
(1) There is a unique polynomial PV ∈ Q[z1, . . . , zm] such that PV (δ) = HV (δ)
for all δ ≥ δ0 for some δ0 ∈ Nm. In addition deg(PV ) = r.
(2) Let b = (b1, . . . , bm) ∈ Nmr . Then b! coeffb(PV ) ∈ N. Moreover, if bi > ni for
some i, then coeffb(PV ) = 0.
Proof. (1) and the second part of (2) follow from [Rem01a, Thm. 2.10(1)]. The first
part of (2) follows from [Rem01a, Thm. 2.10(2)] and its proof. 
The polynomial PV in Proposition 1.8 is called the Hilbert-Samuel polynomial of V .
Definition 1.9. Let V ⊂ PnK be an irreducible K-variety of dimension r and b ∈ Nmr .
The (mixed) degree of V of index b is defined as
degb(V ) = b! coeffb(PV ).
It is a non-negative integer, thanks to Proposition 1.8(2). This notion extends by
linearity to equidimensional K-cycles and induces a map degb : Zr(P
n
K)→ Z.
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Recall that the Chow ring of PnK is the graded ring
A∗(PnK) = Z[θ1, . . . , θm]/(θ
n1+1
1 , . . . , θ
nm+1
m ),
where each θi denotes the class of the inverse image of a hyperplane of P
ni
K under the
projection PnK → PniK [Ful84, Example 8.3.7]. Given a cycle X ∈ Zr(PnK), its class in
the Chow ring is
[X] =
∑
b
degb(X) θ
n1−b1
1 · · · θnm−bmm ∈ A∗(PnK),
the sum being over all b ∈ Nmr such that b ≤ n. It is a homogeneous element of degree
|n| − r. By Proposition 1.8(2), degb(X) = 0 whenever bi > ni for some i. Hence, [X]
contains the information of all the mixed degrees of X, since {θb}b≤n is a Z-basis of
A∗(PnK). For X1,X2 ∈ Zr(PnK), we say that [X1] ≥ [X2] whenever the inequality holds
coefficient wise in terms of this basis.
Given a K-cycle X, its class in the Chow ring is invariant under field extensions. In
particular, [XK ] = [X] and degb(X) = degb(XK) for all b ∈ Nmr . If dim(X) = 0, its
degree is defined as the number of points in XK , counted with multiplicity.
Proposition 1.10.
(1) Let X ∈ Z+r (PnK). Then [X] ≥ 0.
(2) We have [PnK ] = 1. Equivalently, degn(P
n
K) = 1 and degb(P
n
K) = 0 for all
b ∈ Nm|n| such that b 6= n.
(3) Let X ∈ Z0(PnK). Then [X] = deg(X)θn. Equivalently, deg0(X) = deg(X).
(4) Let D ∈ Div+(PnK) and fD its defining polynomial. Then
[D] =
m∑
i=1
degxi(fD)θi.
Equivalently, degn−ei(D) = degxi(fD) for 1 ≤ i ≤ m and degb(D) = 0 for all
b ∈ Nm|n|−1 such that b 6= n− ei for all i.
(5) Let n ∈ N and V ⊂ PnK a K-variety of pure dimension r. Then
[V ] = deg(V )θn−r,
where deg(V ) denotes the degree of the projective variety V . Equivalently,
degr(V ) = deg(V ).
Proof.
(1) This follows from the definition of [X] and Proposition 1.8(2).
(2) For δ = (δ1, . . . , δm) ∈ Nm,
HPn
K
(δ) = dimK
(
K[x]δ
)
=
m∏
i=1
(
ni + δi
ni
)
=
1
n1! · · ·nm!δ
n +O(||δ|||n|−1),
where || · || denotes any fixed norm on Rm. This implies that degn(PnK) = 1 and thus
[PnK ] = degn(P
n
K) = 1, as stated.
(3) Let ξ = (ξ1, . . . , ξm) ∈ Pn. We have K[x]/I(ξ) =
⊗m
i=1K[xi]/I(ξi). Hence, for
δ ∈ Nm,
Hξ(δ) = dimK
((
K[x]/I(ξ)
)
δ
)
=
m∏
i=1
dimK
(
K[xi]/I(ξi)
)
δi
= 1.
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This implies that deg0(ξ) = 1 and so [ξ] = θ
n. For a general zero-dimensional
K-cycle X, write XK =
∑
ξmξξ for some points ξ ∈ Pn and mξ ∈ Z. Hence,
deg0(X) =
∑
ξmξ deg0(ξ) =
∑
ξmξ = deg(X) and so [X] = deg(X)θ
n.
(4) Write deg(f) = (degx1(f), . . . ,degxm(f)). For δ ≥ deg(f), there is an exact
sequence
0 −→ K[x]δ−deg(f) ×f−→K[x]δ −→ (K[x]/(f))δ −→ 0.
Hence, HD(δ) = HPn
K
(δ)−HPn
K
(δ − deg(fD)) and therefore
PD(d) =
m∑
i=1
degxi(f)
(n− ei)!δ
n−ei +O(||δ|||n|−2).
This implies that degn−ei(D) = degxi(f) and so [D] =
∑m
i=1 degxi(fD)θi, as stated.
(5) This follows readily from the definition of deg(V ) in terms of Hilbert functions. 
The following is the multiprojective version of Be´zout’s theorem.
Theorem 1.11. Let X ∈ Zr(PnK) and f ∈ K[x1, . . . ,xm] be a multihomogeneous
polynomial such that X and div(f) intersect properly. Then
[X · div(f)] = [X] · [div(f)].
Equivalently, degb
(
X · div(f)) =∑mi=1 degxi(f) degb+ei(X) for all b ∈ Nmr−1.
Proof. The equivalence between the two statements follows from Proposition 1.10(4).
The second statement follows for instance from [Rem01b, Thm. 3.4]. 
Next corollary follows readily from this result together with Proposition 1.10(3).
Corollary 1.12. Let f1, . . . , f|n| ∈ K[x1, . . . ,xm] be multihomogeneous polynomials
such that dim
(
V (f1, . . . , fi)
)
= |n| − i for all i. Then
deg
 |n|∏
i=1
div(fi)
 = coeffθn( |n|∏
i=1
(
degx1(fi) θ1 + · · · + degxm(fi) θm
))
.
Example 1.13. How many pairs (eigenvalue, eigenvector) can a generic square matrix
have? Given M = (mi,j)i,j ∈ Kn×n, the problem of computing these pairs consists in
solving Mv = λv for λ ∈ K and v = (v1, . . . , vn) ∈ Kn \ {0}. Set
fi = s1vi − s0
n∑
j=1
mi,jvj , 1 ≤ i ≤ n.
The matrix equationMv = λv translates into the system of n bilinear scalar equations
fi = 0, 1 ≤ i ≤ n, for ((s0 : s1),v) ∈ P1 × Pn−1 such that s0 6= 0. If M is generic, the
hypersurfaces V (fi) intersect properly. By Corollary 1.12, the number of solutions in
P1 × Pn−1 of this system of equations is
coeffθ1θn−12
( n∏
i=1
degs(fi)θ1 + degv(fi)θ2
)
= coeffθ1θn−12
(
(θ1 + θ2)
n
)
= n.
We deduce that M admits at most n pairs (eigenvalue, eigenvector) counted with
multiplicities. A straightforward application of the usual Be´zout’s theorem would
have given the much larger bound 2n.
The following result shows that mixed degrees can also be defined geometrically.
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Corollary 1.14. Let X ∈ Zr(PnK) and b ∈ Nmr . For 1 ≤ i ≤ m and 0 ≤ j ≤ bi we
denote by Hi,j ⊂ PnK the inverse image with respect to the projection PnK → PniK of a
generic hyperplane of PniK . Then
degb(X) = deg
(
X ·
m∏
i=1
bi∏
j=1
Hi,j
)
.
Proof. The variety X and the divisors Hi,j intersect properly and [Hi,j] = θi. Theo-
rem 1.11 implies that, for Z = X ·∏mi=1∏bij=1Hi,j ∈ Z0(PnK),
deg(Z)θn = [Z] = [X]·
m∏
i=1
bi∏
j=1
[Hi,j] = [X]θ
b =
( ∑
c∈Nmr
degc(X)θ
n−c
)
θb = degb(X)θ
n,
which proves the statement. 
Next we show that mixed degrees are monotonic with respect to linear projections.
For 1 ≤ i ≤ m, let 0 ≤ li ≤ ni and set l = (l1, . . . , lm) ∈ Nm. Consider the linear
projection which forgets the last ni − li coordinates in each factor of PnK :
(1.15) π : PnK 99K P
l
K , (xi,j) 1≤i≤m
0≤j≤ni
7−→ (xi,j) 1≤i≤m
0≤j≤li
This is a rational map, well-defined outside the union of linear subspaces L :=⋃m
i=1 V (xi,0, . . . , xi,li) ⊂ PnK . It induces an injective Z-linear map
 : A∗(PlK) −֒→ A∗(PnK) , P 7−→ θn−lP.
Proposition 1.16. Let π : PnK 99K P
l
K be the linear projection as above and X ∈
Z+r (P
n
K). Then

(
[π∗X]
) ≤ [X].
Equivalently, degb
(
π∗X
) ≤ degb(X) for all b ∈ Nmr .
The proof of this result relies on the technical Lemma 1.18 below, which was suggested
to us by Jose´ Ignacio Burgos. Consider the blow up of Pn along the subvariety L,
denoted BlL(P
n) and defined as the closure in Pn × Pl of the graph of π. It is an
irreducible variety of dimension |n|. Set x and y for the multihomogeneous coordinates
of Pn and Pl, respectively. The ideal of this variety is
(1.17) I(BlL(P
n)) =
({xi,j1yi,j2 − xi,j2yi,j1 : 1 ≤ i ≤ m, 0 ≤ j1 < j2 ≤ li}) ⊂ K[x,y].
Consider the projections
pr1 : P
n × Pl −→ Pn , pr2 : Pn × Pl −→ Pl.
The exceptional divisor of the blow up is supported in the hypersurface E = pr−11 (L).
Let V ⊂ Pn be an irreducible variety such that V 6⊂ L and W its strict transform,
which is the closure of the set pr−11 (V \ L) ∩ BlL(Pn). Then
pr1∗W = V , pr2∗W = π∗V.
For a multihomogeneous polynomial f ∈ K[y] \ {0}, we write divPl(f) for the divisor
of Pl defined by f(y) and divPn(f) for the divisor of P
n defined by f(x).
Lemma 1.18. Let V ⊂ Pn be an irreducible variety of dimension r such that V 6⊂
L and f ∈ K[y] \ {0} a multihomogeneous polynomial. Assume that pr∗2 divPl(f)
intersects W properly and that no component of W · pr∗2 divPl(f) is contained in E.
Then divPl(f) (respectively, divPn(f)) intersects π∗V (respectively, V ) properly and
π∗(V · divPn(f)) = π∗V · divPl(f).
14 CARLOS D’ANDREA, TERESA KRICK, AND MARTI´N SOMBRA
Proof. Consider the following divisors of Pn × Pl:
D1 = pr
∗
1 divPn(f) , D2 = pr
∗
2 divPl(f).
Write for short B = BlL(P
n). SinceW is irreducible, the hypothesis that D2 intersects
W properly is equivalent to the fact that W is not contained in |D2|. This implies
that neither V is contained in V (f(x)) nor π(V ) is contained in V (f(y)). Hence all
intersection products are well-defined. We claim that
B · (D2 −D1)
is a cycle of pure dimension |n| − 1 with support contained in the hypersurface E. To
prove this, write di = degxi(f) and, for each 1 ≤ i ≤ m, choose an index 0 ≤ ji ≤ li.
Using (1.17) we verify that( m∏
i=1
ydii,ji
)
f(x) ≡
( m∏
i=1
xdii,ji
)
f(y) (mod I(B)).
Observe that the ideal of E in K[x,y]/I(B) is generated by the set of monomials( m∏
i=1
xi,ji
)
1≤i≤m
0≤ji≤li
Let (ξ, ξ′) ∈ B \ E. We have that ∏mi=1 ξi,ji 6= 0 for a choice of ji’s. From here, we
can verify that
∏m
i=1 ξ
′
i,ji
6= 0. This implies that f(x) and f(y) generate the same
ideal in the localization (K[x,y]/I(B))(ξ,ξ′) for all such (ξ, ξ
′) and proves the claim.
Therefore, there exists a cycle Z ∈ Zr−1(Pn × Pl) supported on E such that
W ·D1 =W ·D2 − Z.
Since the map pr1 is proper, the projection formula (1.6) implies that
V · divPn(f) = pr1∗(W ·D1) = pr1∗(W ·D2)− pr1∗Z.
By hypothesis, no component of W ·D2 is contained in E. Since pr1 : B \E → Pn \L
is an isomorphism, no component of pr1∗(W ·D2) is contained in L. Hence,
π∗(V · divPn(f))) = π∗pr1∗(W ·D2)− π∗pr1∗Z = (π ◦ pr1)∗(W ·D2) = pr2∗(W ·D2),
because π∗pr1∗Z = 0 as this is a cycle supported on L. Again by the projection
formula,
pr2∗(W ·D2) = pr2∗W · divPl(f) = π∗V · divPl(f),
which proves the statement. 
Proof of Proposition 1.16. The equivalence between the two formulations is a direct
consequence of the definitions. We reduce without loss of generality to the case of an
irreducible variety V ⊂ Pn such that dim(π(V )) = r.
We proceed by induction on the dimension. For r = 0, the statement is obvious and
so we assume r ≥ 1. Let 1 ≤ i ≤ m such that bi 6= 0 and ℓ ∈ K[yi] a linear form. For
each component C of W ∩ E we pick a point ξC ∈ C and we impose that ℓ(ξC) 6= 0,
which holds for a generic choice of ℓ. This implies that pr∗2(divPl(ℓ)) intersects W
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properly and that their intersection has no component contained in E. Hence
degb(π∗V ) = degb−ei(π∗V · divPl(ℓ)) by Be´zout’s theorem 1.11,
= degb−ei(π∗(V · divPn(ℓ))) by Lemma 1.18,
≤ degb−ei(V · divPn(ℓ))) by the inductive hypothesis,
= degb(V ) by Be´zout’s theorem 1.11,
which completes the proof. 
Next result gives the behavior of Chow rings and classes with respect to products.
Proposition 1.19. Let mi ∈ Z>0 and ni ∈ Nmi for i = 1, 2. Then
(1) A∗(Pn1K × Pn2K ) ≃ A∗(Pn1K )⊗Z A∗(Pn2K ).
(2) Let Xi ∈ Zri(PniK ) for i = 1, 2. The above isomorphism identifies [X1 × X2]
with [X1]⊗Z [X2]. Equivalently, for all bi ∈ Nmi such that |b1|+ |b2| = r1+ r2,
degb1,b2(X1 ×X2) =
{
degb1(X1) degb2(X2) if |b1| = r1, |b2| = r2,
0 otherwise.
Proof.
(1) This is immediate from the definition of the Chow ring.
(2) We reduce without loss of generality to the case of irreducibleK-varieties Vi ⊂ PniK ,
i = 1, 2. Let xi denote the multihomogeneous coordinates of P
ni
K . For δi ∈ Nmi ,(
K[x1,x2]/I(V1 × V2)
)
δ1,δ2
≃ (K[x1]/I(V1))δ1 ⊗ (K[x2]/I(V2))δ2 .
Hence HV1×V2(δ1, δ2) = HV1(δ1)HV2(δ2) and therefore PV1×V2 = PV1PV2 . This implies
the equality of mixed degrees, which in turn implies that [V1× V2] = [V1]⊗ [V2] under
the identification in (1). 
We end this section with the notion of ruled join of projective varieties. Let ni ∈ N
and consider an irreducible K-variety Vi ⊂ PniK for i = 1, 2. Let K[xi] denote the
homogeneous coordinate ring of PniK and I(Vi) ⊂ K[xi] the ideal of Vi. The ruled join
of V1 and V2, denoted V1#V2, is the irreducible subvariety of P
n1+n2+1
K defined by the
homogeneous ideal generated by I(V1)∪ I(V2) in K[x1,x2]. In case K is algebraically
closed, identifying Pn1 and Pn2 with the linear subspaces of Pn1+n2+1 where the last
n2 + 1 (respectively, the first n1 + 1) coordinates vanish, V1#V2 coincides with the
union of the lines of Pn1+n2+1 joining points of V1 with points of V2.
The notion of ruled join extends to equidimensionalK-cycles by linearity. Given cycles
Xi ∈ Zri(PniK ), i = 1, 2, the ruled join X1#X2 is a cycle of Pn1+n2+1K of pure dimension
r1 + r2 + 1 and degree
(1.20) deg(X1#X2) = deg(X1) deg(X2),
see for instance [Ful84, Example 8.4.5]. For i = 1, 2 consider the injective Z-linear
map i : A
∗(PniK ) →֒ A∗(Pn1+n2+1K ) defined by θl 7→ θl for 0 ≤ l ≤ ni. Then (1.20) is
equivalent to the equality of classes
[X1#X2] = 1([X1]) · 2([X2]).
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1.3. Eliminants and resultants. In this section, we introduce the notions and ba-
sic properties of eliminants of varieties and of resultants of cycles in multiprojective
spaces. This is mostly a reformulation of the theory of eliminants and resultants of
multihomogeneous ideals developed by Re´mond in [Rem01a, Rem01b] as an extension
of Philippon’s theory of eliminants of homogeneous ideals [Phi86]. We refer the reader
to these articles for a complementary presentation of the subject.
We keep the notation of §1.1. In particular, we denote by A a factorial ring with
field of fractions K. Let V ⊂ PnK be an irreducible K-variety of dimension r. Let
d0, . . . ,dr ∈ Nm \ {0} and set d = (d0, . . . ,dr). For each 0 ≤ i ≤ r, we introduce
a group of variables ui = {ui,a : a ∈ Nn+1di } and consider the general form Fi of
multidegree di in the variables x:
(1.21) Fi =
∑
a∈Nn+1di
ui,a x
a ∈ K[ui][x].
Set u = {u0, . . . ,ur} and consider the K[u]-module
Md(V ) = K[u][x1, . . . ,xm]/
(
I(V ) + (F0, . . . , Fr)
)
.
This module inherits a multigraded structure from K[x]. For δ ∈ Nm, we denote by
Md(V )δ its part of multidegree δ in the variables x. It is a K[u]-module multigraded
by setting deg(ui,a) = ei ∈ Nr+1, the (i+ 1)-th vector of the standard basis of Rr+1.
For the sequel, we fix a set of representatives of the irreducible elements of K[u] made
out of primitive polynomials in A[u] and we denote it by irr(K[u]). We recall that
the annihilator of a K[u]-module M is the ideal of K[u] defined as
Ann(M) = AnnK[u](M) = {f ∈ K[u] : fM = 0}.
Definition 1.22. Let M be a finitely generated K[u]-module. If Ann(M) 6= 0, we set
(1.23) χ(M) = χK[u](M) =
∏
f∈ irr(K[u])
f ℓ(M(f)),
where ℓ(M(f)) denotes the length of the K[u](f)-module M(f). In case Ann(M) = 0,
we set χ(M) = 0.
We have that ℓ(M(f)) ≥ 1 if and only if Ann(M) ⊂ (f), see [Rem01a, §3.1]. Hence,
the product in (1.23) involves a finite number of factors and χ(M) is well-defined.
Lemma 1.24. Let V ⊂ PnK be an irreducible K-variety of dimension r and d ∈
(Nm \ {0})r+1. Then there exists δ0 ∈ Nm such that
Ann(Md(V )δ) = Ann(Md(V )δ0) , χ(Md(V )δ) = χ(Md(V )δ0)
for all δ ∈ Nm such that δ ≥ δ0.
Proof. Let δmax ∈ Nm be the maximum of the multidegrees of a set of generators of
Md(V ) over K[u]. For δ′ ≥ δ ≥ δmax we have that Md(V )δ′ = K[u][x]δ′−δMd(V )δ
and so Ann(Md(V )δ′) ⊃ Ann(Md(V )δ). Hence the annihilators of the parts of mul-
tidegree ≥ δmax form an ascending chain of ideals with respect to the order ≤ on Nm.
Eventually, this chain stabilizes because K[u] is Noetherian, which proves the first
statement. The second statement is [Rem01a, Lem. 3.2]. 
We define eliminants and resultants following [Rem01a, Def. 2.14 and §3.2]. The
principal part ppr(I) of an ideal I ⊂ K[u] is defined as any primitive polynomial in
A[u] which is a greatest common divisor of the elements in I∩A[u]. If I is principal,
this polynomial can be equivalently defined as any primitive polynomial in A[u] which
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is a generator of I. The principal part of an ideal is unique up to a unit of A and we
fix its choice by supposing that it is a product of elements of irr(K[u]).
Definition 1.25. Let V ⊂ PnK be an irreducible K-variety of dimension r ≥ 0 and
d ∈ (Nm \ {0})r+1. The eliminant ideal of V of index d is defined as
Ed(V ) = Ann(Md(V )δ)
for any δ ≫ 0. The eliminant of V of index d is defined as
Elimd(V ) = ppr(Ed(V )).
The eliminant ideal is a non-zero multihomogeneous prime ideal in K[u] [Rem01a,
Lem. 2.4(2) and Thm. 2.13(1)], see also Proposition 1.37(1) below. In particular, the
eliminant is a primitive irreducible multihomogeneous polynomial in A[u] \ {0}.
Definition 1.26. Let V ⊂ PnK be an irreducible K-variety of dimension r ≥ 0 and
d ∈ (Nm \ {0})r+1. The resultant of V of index d is defined as
Resd(V ) = χ
(Md(V )δ)
for any δ ≫ 0. It is a non-zero primitive multihomogeneous polynomial in A[u],
because of Definition 1.22 and the fact that Ed(V ) is non-zero.
Let X ∈ Zr(PnK) and write X =
∑
V mV V . The resultant of X of index d is defined as
Resd(X) =
∏
V
Resd(V )
mV ∈ K(u)×.
When X is effective, Resd(X) is a primitive multihomogeneous polynomial in A[u].
Eliminants and resultants are invariant under index permutations. Next result follows
easily from the definitions:
Proposition 1.27. Let X ∈ Zr(PnK) and V ⊂ PnK an irreducible K-variety of di-
mension r. Let d = (d0, . . . ,dr) ∈ (Nm \ {0})r+1 and u = (u0, . . . ,ur) the group of
variables corresponding to d. Let σ be a permutation of the set {0, . . . , r} and write
σd = (dσ(0), . . . ,dσ(r)), σu = (uσ(0), . . . ,uσ(r)). Then Resσd(X)(σu) = Resd(X)(u)
and Elimσd(V )(σu) = Elimd(V )(u).
Eliminants and resultants are also invariant under field extensions.
Proposition 1.28. Let X ∈ Zr(PnK), V ⊂ PnK an irreducible K-variety of dimension r
and d = (d0, . . . ,dr) ∈ (Nm \ {0})r+1. Let K ⊂ E be a field extension. Then
there exists λ1 ∈ E× such that Resd(XE) = λ1Resd(X). Furthermore, if VE is an
irreducible E-variety, then there exists λ2 ∈ E× such that Elimd(VE) = λ2 Elimd(V ).
To prove this, we need the following lemma.
Lemma 1.29. Let M be a finitely generated K[u]-module and K ⊂ E a field exten-
sion. Then AnnE[u](M ⊗K E) = AnnK[u](M) ⊗K E and χE(M ⊗K E) = λχK(M)
with λ ∈ E×.
Proof. The first statement is a consequence of the fact that E is a flat K-module: for
each m ∈M , the exact sequence
0→ AnnK[u](m)→ K[u]→ K[u]m→ 0
yields the tensored exact sequence
0→ AnnK[u](m)⊗K E → E[u]→ E[u](m⊗K 1)→ 0.
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Hence, AnnE[u](m⊗K 1) = AnnK[u](m)⊗K E. Now, if M = (m1, . . . ,mℓ), then
AnnE[u](M ⊗K E) =
⋂
i
AnnE[u](mi ⊗K 1)
=
⋂
i
AnnK[u](mi)⊗K E = AnnK[u](M)⊗K E.
For the second statement, we can reduce to the case when Ann(M) 6= 0 because
otherwise it is trivial. Let f ∈ irr(K[u]). The localization K[u](f) is a principal local
domain and so M(f) ≃
⊕N
i=1K[u](f)/(f
νi) for some νi ≥ 1. In particular, ℓ(M(f)) =∑
i νi. Let f = λf
∏
g g
µg be the factorization of f into elements g ∈ irr(E[u]) and a
non-zero constant λf ∈ E×. On the one hand, for each g in this factorization,(
M ⊗K E
)
(g)
≃M(f) ⊗K[u] E[u](g) ≃
N⊕
i=1
E[u](g)/(g
µgνi).
Hence ℓ((M ⊗K E)(g)) = (
∑
νi)µg = ℓ(M(f))µg. On the other hand, let g ∈ irr(E[u])
be an irreducible polynomial which does not divide any f ∈ irr(K[u]) and suppose
that ℓ((M⊗KE)(g)) ≥ 1. If this were the case, we would have AnnE[u](M⊗KE) ⊂ (g).
By the (already proved) first part of this proposition,
AnnE[u](M ⊗K E) = AnnK[u](M)⊗K E.
This implies Ann(M) ⊂ (g) ∩ K[u] = 0, which contradicts the assumption that
Ann(M) 6= 0. Therefore, ℓ((M ⊗K E)(g)) = 0. We deduce∏
g∈ irr(E[u])
gℓ((M⊗E)(g)) =
∏
f∈ irr(K[u])
(∏
g|f
gℓ(M(f))µg
)
= λ
∏
f
f ℓ(M(f))
for λ =
∏
f λ
−ℓ(M(f))
f ∈ E×. Hence χE[u](M ⊗K E) = λχK[u](M), as stated.

Proof of Proposition 1.28. To prove the first part, it is enough to consider the case of
an irreducible K-variety V . By definition, VE is the effective E-cycle defined by the
extended ideal I(V )⊗K E. Hence,
Md(VE) = E[u][x1, . . . ,xm]/
(
I(V )⊗K E + (F0, . . . , Fr)
)
=Md(V )⊗K E.
By [Rem01a, Thm. 3.3] and Lemma 1.29,
Resd(VE) = χE[u]
(Md(VE)δ) = λχK[u](Md(V )δ) = λ1Resd(V )
for any δ ≫ 0 and a λ1 ∈ E×, which proves the first part of the statement. The
second part follows similarly from the definition of eliminants and Lemma 1.29. 
Proposition 1.30. Let V ⊂ PnK be an irreducible K-variety of dimension r and
d ∈ (Nm \ {0})r+1. Then there exists ν ≥ 1 such that
Resd(V ) = Elimd(V )
ν .
Proof. Let δ ∈ Nm and f ∈ irr(K[u]). We have that (Md(V )δ)(f) 6= 0 if and only if
Ann(Md(V )δ) ⊂ (f). Therefore,
f | Resd(V ) ⇐⇒ f | Elimd(V ).
Thus Elimd(V ) is the only irreducible factor of Resd(V ) and the statement follows. 
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Example 1.31. The resultant of an irreducible variety is not necessarily an irreducible
polynomial: consider the curve C = V (x21,0x2,1 − x21,1x2,0) ⊂ P1 × P1 and the indexes
d0 = d1 = (0, 1) with associated linear forms Fi = ui,0x2,0 + ui,1x2,1 for i = 0, 1. We
can verify that the corresponding resultant is
Resd0,d1(C) = (u0,0u1,1 − u0,1u1,0)2.
The partial degrees of resultants can be expressed in terms of mixed degrees.
Proposition 1.32. Let X ∈ Z+r (PnK) and d ∈ (Nm \ {0})r+1. Then, for 0 ≤ i ≤ r,
degui(Resd(X)) = coeffθn
(
[X]
∏
j 6=i
( m∑
ℓ=1
dj,ℓ θℓ
))
.
Proof. This follows from [Rem01a, Prop. 3.4]. 
For projective varieties, eliminants and resultants coincide:
Corollary 1.33. For n ∈ N let V ⊂ PnK be an irreducible K-variety of dimension r
and d ∈ (Z>0)r+1. Then Resd(V ) = Elimd(V ).
Proof. By Proposition 1.30, Resd(V ) = Elimd(V )
ν for some ν ≥ 1. On the one hand,
degui(Elimd(V )) =
(∏
j 6=i dj
)
deg(V ) for all i [Phi86, Remark to Lem. 1.8] while on
the other hand, Proposition 1.32 implies that
degui(Resd(V )) = coeffθn
(
deg(V )θn−r
∏
j 6=i
djθ
)
=
(∏
j 6=i
dj
)
deg(V ).
Thus Resd(V ) and Elimd(V ) have the same total degree. Hence, ν = 1 and the
statement follows. 
Given a subset J ⊂ {1, . . . ,m} we set πJ : PnK →
∏
j∈J P
nj
K for the natural projection
and xJ = (xj)j∈J .
Lemma 1.34. Let d ∈ (Nm \ {0})r+1 and Fi the associated general form of multide-
gree di for 0 ≤ i ≤ r. Let V ⊂ PnK be an irreducible K-variety of dimension r ≥ 0.
Then Ed(V ) is a principal ideal if and only if
(1.35) dim(πJ(V )) ≥ #{i : 0 ≤ i ≤ r, Fi ∈ K[ui][xJ ]} − 1 for all J ⊂ {1, . . . ,m}.
If this is the case, Elimd(V ) ∈ K[u] \ K. Otherwise, Ed(V ) is not principal and
Elimd(V ) = 1.
Proof. Assume for the moment that the field K is infinite.
(⇐) If (1.35) holds, [Rem01a, Cor. 2.15(2)] implies that Elimd(V ) generates Ed(V ).
Applying [Rem01a, Cor. 2.15(1)], it follows Elimd(V ) 6= 0 since, for J = {1, . . . ,m},
dim(πJ(V )) = dim(V ) = r = #{i ∈ {0, . . . , r} : Fi ∈ K[ui][x]} − 1.
Now suppose that Elimd(V ) = 1. This is equivalent to the fact that Md(V )δ = 0
for δ ≫ 0, which implies I(V ) ⊃ (Mn)δ and so V = ∅, which is a contradiction.
Therefore, Elimd(V ) ∈ K[u] \K.
(⇒) Suppose that (1.35) does not hold. By [Rem01a, Cor. 2.15(3)], Elimd(V ) = 1.
Hence Ed(V ) is necessarily not principal, because otherwise we would have that V = ∅.
The case when K is a finite field reduces to the previous case, by considering any
transcendental extension E of K and applying Proposition 1.28. 
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Given d ∈ (Nm \ {0})r+1, the space of coefficients of a family of multihomogeneous
polynomials in K[x] \ {0} of multidegrees d0, . . . ,dr can be identified with
PN :=
r∏
i=0
P
∏m
j=1 (
di,j+nj
nj
)−1
.
For V ⊂ Pn consider the following subset of PN :
(1.36) ∇d(V ) = {(u0, . . . ,ur) ∈ PN : V ∩ V (F0(u0,x), . . . , Fr(ur,x)) 6= ∅}.
The following results gives a geometric interpretation of eliminant ideals.
Proposition 1.37. Let V ⊂ Pn be an irreducible variety of dimension r ≥ 0 and
d ∈ (Nm \ {0})r+1. Then
(1) I(∇d(V )) = Ed(V );
(2) the variety ∇d(V ) is a hypersurface if and only if (1.35) holds. If this is the
case, ∇d(V ) = V (Elimd(V )) = V (Resd(V )).
Proof. (1) follows from [Rem01a, Thm. 2.2], while (2) follows from (1) together with
Lemma 1.34 and Proposition 1.30. 
The following corollary gives a formula a` la Poisson for the resultants of a cycle of
dimension 0. Recall that the evaluation of a multihomogeneous polynomial at a point
of Pn is only defined up to a non-zero constant in K
×
which depends of a choice of a
representative of the given point.
Corollary 1.38. Let X ∈ Z0(PnK) and d0 ∈ Nm \ {0}. Write XK =
∑
ξmξξ with
ξ ∈ Pn and mξ ∈ Z and let F0 be the general form of multidegree d0. Then there
exists λ ∈ K× such that
Resd0(X) = λ
∏
ξ
F0(ξ)
mξ .
Proof. Let ξ ∈ Pn. Observe that F0(ξ) = 0 is the irreducible equation of the hypersur-
face ∇d(ξ). By Proposition 1.37, there exists λ ∈ K× such that Elimd0(ξ) = λF0(ξ).
Proposition 1.32 together with Proposition 1.10(3) imply that degu0(Resd(ξ)) = 1.
Applying Proposition 1.30, we get Resd0(ξ) = Elimd0(ξ). The general case fol-
lows readily from the definition of the resultant and its invariance under field ex-
tensions. 
Remark 1.39. The notions of eliminant and resultant of multiprojective cycles in-
clude several of the classical notions of resultant.
(1) The Macaulay resultant [Mac1902]. The classical resultant of n + 1 homoge-
neous polynomials of degrees d0, . . . , dn coincides both with Elim(d0,...,dn)(P
n)
and with Res(d0,...,dn)(P
n). This is a consequence of Proposition 1.37(2) and
Corollary 1.33.
(2) Chow forms [CW37]. The Chow form of an irreducible variety V ⊂ Pn of
dimension r coincides both with Elim(1,...,1)(V ) and with Res(1,...,1)(V ). This
follows from Proposition 1.37 and Corollary 1.33.
(3) The GKZ mixed resultant [GKZ94, §3.3]. Let V be a proper irreducible va-
riety over C of dimension r equipped with a family of very ample line bun-
dles L0, . . . , Lr and RL0,...,Lr the (L0, . . . , Lr)-resultant of V in the sense of
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I. Gelfand, M. Kapranov and A. Zelevinski. Each Li defines an embedding
ψi : V →֒ Pni . We consider then the map
ψ : V −֒→ Pn , ξ 7−→ (ψ0(ξ), . . . , ψr(ξ)).
Using Proposition 1.37(2), it can be shown that RL0,...,Lr coincides with the
eliminant form Elime0,...,er(ψ(V )). Using the formula for the degree of the
GKZ mixed resultant in [GKZ94, Thm. 3.3], we can show that it also coincides
with the resultant Rese0,...,er(ψ(V )).
1.4. Operations on resultants. We will now study the behavior of resultants with
respect to basic geometric operations, including intersections, linear projections and
products of cycles.
An important feature of resultants is that they transform the intersection product of
a cycle with a divisor into an evaluation.
Proposition 1.40. Let X ∈ Zr(PnK) and d0, . . . ,dr ∈ Nm \{0}. Let f ∈ K[x]dr such
that div(f) intersects X properly. Then there exists λ ∈ K× such that
Resd0,d1...,dr(X)(u0, . . . ,ur−1, f) = λResd0,...,dr−1(X · div(f))(u0, . . . ,ur−1),
where the left-hand side denotes the specialization of the last of group of variables of
Resd0,d1...,dr(X) at the coefficients of f .
Proof. This is [Rem01a, Prop. 3.6]. 
Next we consider the behavior of resultants with respect to standard projections.
Consider the linear projection π : PnK 99K P
l
K in (1.15) and let x and y denote the
multihomogeneous coordinates of PnK and of P
l
K , respectively. Let d ∈ (Nm \ {0})r+1.
The general forms of multidegree di in the variables x and y are, respectively,
Fi =
∑
a∈Nn+1
di
ui,a x
a ∈ K[ui][x] , F ′i =
∑
a∈Nl+1di
ui,a y
a ∈ K[ui][y].
Write
u′i = {ui,a : a ∈ Nl+1di } , u′′i = {ui,a : a ∈ Nn+1di \Nl+1di }.
Let ≺ be the partial monomial order on K[u0, . . . ,ur] defined as
{u′i}0≤i≤r ≺ u′′0 ≺ · · · ≺ u′′r .
By this, we mean that the variables in each set have the same weight and that those
in u′′r have the maximal weight, then come those in u
′′
r−1, etcetera. Observe that
this order can be alternatively defined as the lexicographic order associated to the
sequence of vectors w0, . . . ,wr defined as
wi =
( i−1︷ ︸︸ ︷
(0,0), . . . , (0,0), (0,1),
r−i︷ ︸︸ ︷
(0,0), . . . , (0,0)
)
.
Given a polynomial F ∈ K[u] \ {0}, we denote by init≺(F ) ∈ K[u] \ {0} its initial
part with respect to this order. It consists in the sum of the terms in F whose
monomials are minimal with respect to ≺. This order is multiplicative, in the sense
that init≺(FG) = init≺(F )init≺(G) for all F,G ∈ K[u].
Proposition 1.41. Let π : PnK 99K P
l
K be the linear projection and ≺ the partial
monomial order on K[u] considered above. Let X ∈ Z+r (PnK) and d ∈ (Nm \ {0})r+1.
Then
Resd(π∗X)
∣∣ init≺(Resd(X)) in A[u].
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Proof. It is enough to consider the case π∗(X) 6= 0, otherwise Resd(π∗X) = 1. In
addition, we only need to prove that the division holds inK[u], since both polynomials
belong to A[u] and Resd(π∗X) is primitive.
We proceed by induction on the dimension r. For r = 0, write XK =
∑
ξmξξ with
ξ ∈ Pn and mξ ∈ Z. Hence,
π∗XK =
∑
ξ/∈L
mξπ∗ξ
since π∗ξ = 0 whenever ξ ∈ L, with L defined in (1.15). Observe that F ′0(π(ξ)) =
init≺(F0(ξ)) for each ξ /∈ L. Using Corollary 1.38 and the multiplicativity of the
order ≺, we deduce that there exist λ, λ′ ∈ K× such that
Resd0(π∗X) = λ
′
∏
ξ/∈L
init≺(F0(ξ))
mξ
∣∣∣ init≺(∏
ξ
F0(ξ)
mξ
)
= λ init≺(Resd0(ξ)).
Now let r ≥ 1 and suppose that we have proved the statement for all cycles of pure
dimension up to r − 1 and any base field. Let V be an irreducible K-variety of
dimension r. We suppose that Resd(π∗V ) 6= 1 because otherwise the statement is
trivial. Thus, the degree of this resultant in some group of variables is ≥ 1 and, up
to a reordering, we can suppose that this holds for the group u′0. Consider the scalar
extension VK(u′r) of the K-variety V by the field K(u
′
r). By Proposition 1.28, there
exists λ1 ∈ K(u′r)× such that
Resd(π∗V ) = λ1Resd(π∗VK(u′r)).
In turn, Proposition 1.40 implies that there exists λ2 ∈ K(u′r)× such that
Resd(π∗(VK(u′r))) = λ2Resd0,...,dr−1(π∗(VK(u′r)) · divPl(F ′r))(u0, . . . ,ur−1).
We can verify that the form F ′r satisfies the hypothesis of Lemma 1.18. Hence, this
lemma implies the equality of cycles π∗(VK(u′r) · divPn(F ′r)) = π∗(VK(u′r)) · divPl(F ′r).
In particular,
Resd0,...,dr−1(π∗(VK(u′r)) · divPl(F ′r)) = Resd0,...,dr−1(π∗(VK(u′r) · divPn(F ′r))).
Applying the inductive hypothesis to the (r− 1)-dimensional cycle VK(u′r) ·divPn(F ′r),
Resd0,...,dr−1(π∗(VK(u′r) · divPn(F ′r)))
∣∣ init≺(Resd0,...,dr−1(VK(u′r) · divPn(F ′r))).
The divisor divPn(F
′
r) intersects VK(u′r) properly. Proposition 1.40 then implies
Resd0,...,dr−1(VK(u′r) · divPn(F ′r))(u0, . . . ,ur−1) = λ3Resd(V )(u0, . . . ,ur−1, F ′r)
for some λ3 ∈ K(u′r)×. This last polynomial is not zero and it satisfies
init≺(Resd(V )(u0, . . . ,ur−1, F
′
r)) = init≺(Resd(V )),
due to the definition of ≺. We conclude
Resd(π∗V )
∣∣ init≺(Resd(V )) in K(u′r)[u0, . . . ,ur−1].
This readily implies that Resd(π∗V ) | init≺(Resd(V )) in K[u], because Resd(π∗V ) is
a power of an irreducible polynomial of positive degree in u0 and r > 0.
For a general K-cycle of pure dimension r, the statement follows by applying this
result to its irreducible components and using the multiplicativity of the order ≺.
This concludes the inductive step. 
Remark 1.42. In the projective case (m = 1), this result can be alternatively derived
from [PS93, Prop. 4.1], see also [KPS01, Lem. 2.6].
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Resultants corresponding to general linear forms play an important role in the defi-
nition and study of mixed heights of cycles. We introduce a convenient notation for
handling this particular case. Given c = (c1, . . . , cm) ∈ Nm we set
(1.43) e(c) = (
c1︷ ︸︸ ︷
e1, . . . ,e1, . . . ,
cm︷ ︸︸ ︷
em, . . . ,em) ∈ (Nm \ {0})|c|,
where ei denotes i-th vector of the standard basis of R
m. For c ∈ Nmr+1, both
Elime(c)(V ) and Rese(c)(V ) are polynomials in the coefficients of the r + 1 general
linear forms L0, . . . , Lr corresponding to the index e(c). In this case, Proposition 1.32
implies that, for 0 ≤ i ≤ r,
(1.44) degui(Rese(c)(X)) = degc−ej(i)(X),
where j(i) is the index j such that c1 + . . .+ cj−1 < i+ 1 ≤ c1 + . . .+ cj .
Proposition 1.45. Let mi ∈ Z>0, ni ∈ Nmi and Xi ∈ Zri(PniK ) for i = 1, 2. Let
ci ∈ Nmi such that |c1|+ |c2| = r1 + r2 + 1. Then there exists λ ∈ A× such that
Rese(c1,c2)(X1 ×X2) =

λRese(c1)(X1)
degc2 (X2) if |c1| = r1 + 1, |c2| = r2,
λRese(c2)(X2)
degc1 (X1) if |c1| = r1, |c2| = r2 + 1,
1 otherwise.
Proof. We first prove the statement for the case when K is algebraically closed and
A = K. Let u = {u0, . . . ,ur1+r2} be the group of variables associated to the index
e(c1, c2). By (1.44), for each 0 ≤ i ≤ r1 + r2 there is j, 1 ≤ j ≤ m1 +m2, such that
degui(Rese(c1,c2)(X1 ×X2)) = deg(c1,c2)−ej (X1 ×X2).
If either |c1| ≥ r1+2 or |c2| ≥ r2+2, then deg(c1,c2)−ej(X1×X2) = 0 for all j, thanks
to Proposition 1.19. Hence all partial degrees are 0 and Rese(c1,c2)(X1 ×X2) = 1.
Consider then the case when |c1| = r1 + 1, |c2| = r2. Again by (1.44), for 1 ≤ i ≤ r2,
there exists j > m1 such that
degur1+i
(Rese(c1,c2)(X1 ×X2)) = deg(c1,c2)−ej (X1 ×X2).
By Proposition 1.19, this mixed degree also vanishes, because |c1| > r1. Therefore
(1.46) Rese(c1,c2)(X1 ×X2) ∈ K[u0, . . . ,ur1 ].
Furthermore, suppose that degc2(X2) = 0. In this case, for each 0 ≤ i ≤ r1 there
exists j, 1 ≤ j ≤ m1, such that
degui(Rese(c1,c2)(X1 ×X2)) = deg(c1,c2)−ej (X1 ×X2) = degc1−ej(X1) degc2(X2) = 0.
Hence, Rese(c1,c2)(X1 × X2) = 1 = Rese(c1)(X1)degc2 (X2) and the statement holds in
this case. Therefore, we assume that degc2(X2) 6= 0. By linearity, it suffices to prove
the statement for two irreducible varieties Vi ⊂ Pni of dimension ri, i = 1, 2. We
consider first the case when r2 = 0, that is, when V2 = {ξ} is a point. Then
Me(c1)(V1 × V2) =Me(c1)(V1)⊗K K[x2]/I(ξ).
Hence, for δi ∈ Nmi ,
Me(c1)(V1 × V2)δ1,δ2 =Me(c1)(V1)δ1 ⊗K (K[x2]/I(ξ))δ2 ≃Me(c1)(V1)δ1 .
By the definition of the resultant, there exists λ ∈ K× such that
Rese(c1)(V1 × V2) = λRese(c1)(V1) = λRese(c1)(V1)deg0(V2),
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which proves the statement in this case.
Now let V2 ⊂ Pn2 be an irreducible variety of dimension r2 ≥ 1. Write u′ =
(u0, . . . ,ur1) and let ℓi ∈ K[x2], 1 ≤ i ≤ r2, be generic linear forms associated
to e(c2) and π2 the projection P
n1 × Pn2 → Pn2 . By (1.46), Rese(c1,c2)(V1 × V2) does
not depend on the groups of variables ur1+i for 1 ≤ i ≤ r2. Hence,
Rese(c1,c2)(V1 × V2)(u) = Rese(c1,c2)(V1 × V2)(u′, ℓ1, . . . , ℓr2)
= λRese(c1)
(
(V1 × V2) ·
r2∏
i=1
π∗2 div(ℓi)
)
(u′)
= λRese(c1)
(
V1 × (V2 ·
r2∏
i=1
div(ℓi))
)
(u′)
with λ ∈ K×, thanks to Proposition 1.40. The cycle V2 ·
∏r2
i=1 div(ℓi) is of dimension 0
and so we are in the hypothesis of the previous case. By Corollary 1.14, it is a cycle of
degree degc2(V2). Therefore, Rese(c1)
(
V1×(V2·
∏r2
i=1 div(ℓi))
)
= λ′Rese(c1)(V1)
degc2 (V2)
with λ′ ∈ K×, which completes the proof for the case when K is algebraically closed
and A = K.
The case of an arbitrary field K which is the field of fractions of a factorial ring A
follows from Proposition 1.28 and the fact that the resultants of V1, V2 and V1 × V2
are primitive polynomials in A[u]. 
2. Heights of cycles of multiprojective spaces
2.1. Mixed heights of cycles over function fields. Throughout this section, we
denote by k a field and t = {t1, . . . , tp} a group of variables. The height of a polynomial
f =
∑
a αa x
a1
1 · · · xann ∈ k[t][x1, . . . , xn] \ {0} is defined as
h(f) = degt(f) = maxa deg(αa).
For f = 0, we set h(f) = 0. The following lemma estimates the behavior of the height
of polynomials with respect to addition, multiplication and composition. Its proof
follows directly from the definitions.
Lemma 2.1. Let f1, . . . , fs ∈ k[t][x1, . . . , xn] and g ∈ k[t][y1, . . . , ys]. Then
(1) h(
∑
i fi) ≤ maxi h(fi);
(2) h(
∏
i fi) =
∑
i h(fi);
(3) h(g(f1, . . . , fs)) ≤ h(g) + degy(g)maxi h(fi).
In the sequel, we extend this notion to cycles of Pn
k(t)
and study its basic properties.
To this end, we specialize the theory in §1 to the case when the factorial ring A is the
polynomial ring k[t] with field of fractions K = k(t). In particular, the resultant of
an effective equidimensional k(t)-cycle is a primitive polynomial in k[t][u].
Definition 2.2. Let V ⊂ Pn
k(t)
be an irreducible k(t)-variety of dimension r, c ∈ Nmr+1
and e(c) as in (1.43). The (mixed) height of V of index c is defined as
hc(V ) = h(Rese(c)(V )) = degt(Rese(c)(V )).
This definition extends by linearity to cycles in Zr(P
n
k(t)
).
For n ∈ N and X ∈ Zr(Pnk(t)), the height of X is defined as h(X) = hr+1(X).
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Definition 2.3. Let η be an indeterminate. The extended Chow ring of Pn
k(t)
is the
graded ring
A∗
(
Pn
k(t)
; k[t]
)
= A∗
(
Pn
k(t)
)⊗Z Z[η]/(η2) ≃ Z[η, θ1, . . . , θm]/(η2, θn1+11 , . . . , θnm+1m ),
where θi denotes the class in A
∗
(
Pn
k(t)
)
of the inverse image of a hyperplane of Pni
k(t)
under the projection Pn
k(t)
→ Pni
k(t)
. For short, we alternatively denote this ring as
A∗(Pn; k[t]). To a cycle X ∈ Zr
(
Pn
k(t)
)
we associate an element of this ring, namely
[X]
k[t]
=
∑
c∈Nmr+1, c≤n
hc(X) η θ
n1−c1
1 · · · θnm−cmm +
∑
b∈Nmr , b≤n
degb(X) θ
n1−b1
1 · · · θnm−bmm .
This is a homogeneous element of degree |n| − r.
There is an inclusion of the Chow ring into the extended Chow ring
ı : A∗
(
Pn
k(t)
) →֒ A∗(Pn
k(t)
; k[t]
)
satisfying [X]
k[t]
≡ ı([X]) (mod η). In particular, the class of a cycle in the Chow ring
is determined by its class in the extended Chow ring.
For a cycle X of pure dimension r, we will see in Theorem 2.18(2) that hc(X) = 0 for
every c such that ci > ni for some i. Hence [X]k[t] contains the information about all
mixed degrees and heights, since {θa, η θa}a≤n is a Z-basis of A∗(Pn; k[t]).
The mixed heights of a k(t)-cycle X can be interpreted as some mixed degrees of
a model of X over Ppk. For simplicity, we will only consider the case of projective
k(t)-cycles, where t is a single variable.
Definition 2.4. Let n ∈ N and V ⊂ Pn
k(t)
be an irreducible k(t)-variety. Let
s = {s0, s1} and x = {x0, . . . , xn} be groups of variables and I ⊂ k[s,x] the bi-
homogeneous ideal generated by all the polynomials of the form s
degt(f)
0 f(s1/s0,x)
for f ∈ I(V ) ∩ k[t,x]. The standard model of V over P1k is defined as the k-variety
V (I) ⊂ P1k×Pnk . This notion extends by linearity to cycles of Pnk(t): the standard model
of a cycle X =
∑
V mV V is defined as X =
∑
V mV V, where V denotes the standard
model of the irreducible k(t)-variety V .
Remark 2.5. Set V0 and V∞ for the restriction of V to the open subsets (P1k \ {(0 :
1)}) × Pnk and (P1k \ {(1 : 0)}) × Pnk , respectively. These are irreducible k-varieties
which correspond to the prime ideals I0 = I(V ) ∩ k[t][x] and I∞ = I(V ) ∩ k[t−1][x],
respectively, and form a covering of V. In particular, V is an irreducible k-variety.
A variety W ⊂ P1k×Pnk is vertical if its projection to P1k consists in a single point. The
following lemma shows that the standard model of a cycle of Pn
k(t)
of pure dimension
r ≥ 0 is a cycle of P1k×Pnk without vertical components. Moreover, there is a bijection
between Zr(P
n
k(t)
) and the set of cycles in Zr+1(P
1
k×Pnk) without vertical components.
Lemma 2.6. Let n ∈ N and r ≥ 0.
(1) Let X ∈ Zr(Pn
k(t)
). Then its standard model X is a cycle of P1k × Pnk of pure
dimension r + 1, without vertical fibers, and the generic fiber of X → P1k
coincides with X under the natural identification of the generic fiber of P1k ×
Pnk → P1k with Pnk(t).
(2) Let Y ∈ Zr+1(P1k × Pnk) be a cycle without vertical components and Y the
generic fiber of Y → P1k. Then Y ∈ Zr(Pnk(t)) and Y is its standard model.
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Proof.
(1) It suffices to prove the statement for an irreducible variety V ⊂ Pnk(t). We keep the
notation in Definition 2.4 and Remark 2.5 and we denote by π the projection V → P1k.
Suppose that V is vertical. This would imply that π(V0) is a point. Hence, there exists
f ∈ k[t] \ {0} such that π(V0) ⊂ V (f) or, equivalently, such that f ∈ I0. But this
would imply that 1 ∈ I(V ) and a fortiori, V = ∅. This is contrary to our assumptions
and so we deduce that V is not vertical.
Choose 0 ≤ i ≤ n such that V is not contained in V (xi). For simplicity, we suppose
that i = 0. Set Vx0 = V \ V (x0) ⊂ Pnk(t) \ V (x0) ≃ Ank(t) . Set x′i = xi/x0, 1 ≤ i ≤ n,
and let J ⊂ k(t)[x′1, . . . , x′n] be the ideal of Vx0 . Then J ∩ k[t, x′1, . . . , x′n] is the ideal
of the k-variety (V0)x0 := V0 \ V (x0) ⊂ (A1k × Pnk) \ V (x0) ≃ A1k × Ank . Hence,
(V0)x0 ×A1
k
Spec(k(t)) = Spec(k[t,x′]/I((V0)x0)⊗k k(t)) = Spec(k(t)[x′]/J) = Vx0 .
The generic fiber of π coincides with the closure in Pn
k(t)
of the generic fiber of (V0)x0 →
A1k, namely, with Vx0 = V . The fact that π is surjective with generic fiber V implies
that dim(V) = dim(V ) + dim(P1k) = r + 1 by the theorem of dimension of fibers.
(2) It is sufficient to consider the case of an irreducible k-variety W ⊂ P1k×Pnk without
vertical components. Let J0 ⊂ k[t][x] be the ideal of the restriction of W to the open
subset (P1k \ {(0 : 1)}) × Pnk ≃ A1k × Pnk . It is a prime ideal of Krull dimension r + 2
and J0 ∩ k[t] = {0} since π is surjective. Hence, J := k(t) ⊗k[t] J0 is a homogeneous
prime ideal of Krull dimension r + 1 which defines the generic fiber of π. Moreover,
J0 = J ∩ k[t][x] and so W is the standard model of W . 
Lemma 2.7. Let I ⊂ k(t)[x] be an equidimensional ideal, X(I) ∈ Z(Pn
k(t)
) its associ-
ated cycle and X the standard model of X(I). Let I ⊂ k[s,x] be the ideal generated by
all the polynomials of the form s
degt(f)
0 f(s1/s0,x) for f ∈ I∩k[t,x]. Then X = X(I).
Proof. This can be verified by going through the ideals: the minimal primes of I are in
bijection with the minimal primes of I, and this bijection preserves multiplicities. 
There is an isomorphism φ : A∗(Pn
k(t)
; k[t])→ A∗(P1k × Pnk) which sends the generators
η, θ1 ∈ A∗(Pnk ; k[t]) to the generators θ1, θ2 ∈ A∗(P1k × Pnk), respectively. Next result
shows that, via this isomorphism, the class of a projective k(t)-cycle X identifies with
the class of its standard model X . In particular, the height of X coincides with a
mixed degree of X .
Proposition 2.8. Let X ∈ Zr(Pn
k(t)
) and X be the standard model of X. Then
φ
(
[X]
k(t)
)
= [X ].
Equivalently, deg(X) = deg1,r(X ) and h(X) = deg0,r+1(X ).
Proof. It is enough to prove the statement for an irreducible k(t)-variety V with
standard model V. Set u = {u0, . . . ,ur}, 1 = (1, . . . , 1) ∈ Nr+1, e = (1, 0) and
e˜ = ((0, 1), . . . , (0, 1)) ∈ (N2)r+1. We first claim that there exists λ ∈ k× such that
(2.9) Res1(V )(u) = λRese,e˜(V)((−t, 1),u).
Let I ⊂ k(t)[x] and I ⊂ k[s,x] denote the homogeneous ideal of V and the bihomo-
geneous ideal of V, respectively. Set
J1 = k(t)⊗k I + (s1 − ts0), J2 = k(t)[s]⊗k(t) I + (s1 − ts0) ⊂ k(t)[s,x].
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These ideals define the subschemes V
k(t)
∩V (s1− ts0) and {(1 : t)}×V of P1
k(t)
×Pn
k(t)
,
respectively. For f ∈ k[t,x], set
fhom = s
degt(f)
0 f
(s1
s0
,x
)
∈ k[s,x].
This polynomial is homogeneous of degree degt(f) with respect to the variables s.
Observe that
(2.10) fhom ≡ sdegt(f)0 f ≡ (t−1s1)degt(f)f (mod (s1 − ts0)).
The ideal I is generated by {fhom : f ∈ I ∩ k[t,x]}. By (2.10), these generators
lie in J2; hence I ⊂ J2 and so J1 ⊂ J2. The equations (2.10) also imply that I is
contained in the localization (J2)si ⊂ k(t)[s,x]si for i = 0, 1. Hence, (J1)si = (J2)si
and so both ideals define the same subschemes of P1
k(t)
×Pn
k(t)
. In particular, div(s1−ts0)
intersects V
k(t)
properly and we have the equality of cycles
(2.11) V
k(t)
· div(s1 − ts0) = {(1 : t)} × V ∈ Zr(P1
k(t)
× Pn
k(t)
).
Applying successively propositions 1.28 and 1.40, (2.11) and Proposition 1.45, we
obtain that there exists µ0, µ ∈ k[t] \ {0} such that
(2.12) Rese,e˜(V)((−t, 1),u) = µ0Rese˜(Vk(t) · div(s1 − ts0))(u)
= µ0Rese˜({(1 : t)} × V )(u) = µRes1(V )(u).
It remains to show that µ ∈ k×. For τ ∈ k, div(s1 − τs0) intersects V properly since
the projection π : V → P1k is surjective (Lemma 2.6). Proposition 1.40 then implies
that Rese,e˜(V)((−τ, 1),u) 6= 0. Furthermore, Res1(V )(u)
∣∣
t=τ
6= 0 as this resultant is a
primitive polynomial in k[t][u]. Specializing (2.12) at t = τ , we deduce that µ(τ) 6= 0
for all τ ∈ k. Hence, µ ∈ k× and (2.9) follows for λ = µ−1.
Let v = {v0, v1} be a group of variables. By (2.9), for any 0 ≤ i ≤ r,
degui
(
Res1(V )(u)
)
= degui
(
Rese,e˜(V)((−t, 1),u)
)
= degui
(
Rese,e˜(V)(v,u)
)
,
since Rese,e˜(V) is homogeneous in the variables v. Proposition 1.32 then implies that
deg(V ) = deg1,r(V).
Applying an argument similar to the one above, we verify that s0 intersects V properly.
Hence, Rese,e˜(V)((1, 0),u) = λRese˜(V · div(s0))(u) with λ ∈ k×. In particular, this
specialization is not zero, and so the degrees of Rese,e˜(V) in v0 and in v coincide.
Therefore,
h(V ) = degt
(
Res1(V )(u)
)
= degt
(
Rese,e˜(V)((−t, 1),u)
)
= degv
(
Rese,e˜(V)(v,u)
)
.
By Proposition 1.32, we conclude that h(V ) = deg0,r+1(V). 
Next proposition collects some basic properties of mixed heights and classes in the
extended Chow ring of multiprojective cycles over k(t) with t = {t1, . . . , tp}.
Proposition 2.13.
(1) Let X ∈ Z+r
(
Pn
k(t)
)
. Then [X]
k[t]
≥ 0. In particular, hc(X) ≥ 0 for all
c ∈ Nmr+1.
(2) Let X ∈ Zr(Pnk ). Then [Xk(t) ]k[t] = ı([Xk(t) ]) or equivalently, hc(X) = 0 for
all c ∈ Nmr+1. In particular, [Pnk(t) ]k[t] = 1.
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(3) Let ξ = (ξ1, . . . , ξm) ∈ Pn be a point with coordinates in k(t) and for each
1 ≤ i ≤ m write ξi = (ξi,j)j for coprime polynomials ξi,j ∈ k[t]. Then
[ξ]
k[t]
=
m∑
i=1
h(ξi) η θ
n−ei + θn,
with h(ξi) := maxjh(ξi,j) = maxj deg(ξi,j). In particular, hei(ξ) = h(ξi).
(4) Let D ∈ Div+(Pn
k(t)
)
and fD ∈ k[t][x] its primitive defining polynomial. Then
[D]
k[t]
= h(fD) η +
m∑
i=1
degxi(fD) θi.
In particular, hn(D) = h(fD).
Proof.
(1) This is immediate from the definition of mixed heights and classes in the extended
Chow ring.
(2) By Proposition 1.28, there exists λ ∈ k(t)× such that Rese(c)(Xk(t)) = λRese(c)(X).
Since the term in the left-hand side is primitive with respect to k[t], we deduce that
λ ∈ k×. Hence, this resultant does not depend on t and hc(X) = 0 for all c. This
readily implies that [X
k(t)
]
k[t]
= ı([X
k(t)
]). The rest of the statement follows from
Proposition 1.10(2).
(3) By Proposition 1.10(3), it is enough to show that hei(ξ) = h(ξi). By Corollary 1.38,
there exists λi ∈ k(t)× such that Resei(ξ) = λi Li(ξi), where Li is the general linear
form of multidegree ei. Indeed, λi ∈ k× since Resei(ξ) and Li(ξi) are primitive
polynomials in k[t]. Hence, hei(ξ) = degt(Li(ξi)) = h(ξi).
(4) By Proposition 1.10(4), it is enough to show that hn(D) = h(fD). Set d =
deg(fD). Consider the general form F of multidegree d and the general linear forms
L = (L0, . . . , L|n|−1) corresponding to e(n). Write for short R = Rese(n),d(P
n
k ). Using
propositions 1.40 and 1.28, we deduce that there exists λ ∈ k(t)× such that
λRese(n)(D)(L) = R(L, fD).
Observe that λ ∈ k[t] \ {0} because the resultant in the left-hand side is a primitive
polynomial. On the other hand, let H ⊂ Apk be an irreducible k-hypersurface. The
fact that fD is primitive implies that there exists ξ ∈ H such that fD(ξ,x) 6= 0.
Applying Proposition 1.40 to the cycle Pnk and fD(ξ,x) ∈ k[x] we deduce
R(L, fD(ξ,x)) 6= 0.
Hence, λ(ξ) 6= 0. This implies that V (λ) contains no hypersurface of Apk and so
λ ∈ k×. Hence,
hn(D) = degt
(
Rese(n)(D)
)
= degt
(
R(L, fD)
)
= degt(fD) degun(R) = h(fD),
since degt(fD) = h(fD) and, by propositions 1.32 and 1.10(2), degun(R) = 1. 
We recall some notions and properties of valuations of fields. Let T0, . . . , Tp denote
the standard homogeneous coordinates of Ppk. If we identify each variable ti with the
rational function Ti/T0, we can regard k(t) as the field of rational functions of this
projective space: given α ∈ k(t), then α(T1/T0, . . . , Tp/T0) is homogeneous of degree
0 and defines a rational function on Ppk.
Given an irreducible k-hypersurface H of Pp and α ∈ k(t), we set ordH(α) for the
order of vanishing of α along H. The map ordH : k(t) → Z is a valuation of k(t).
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If H∞ := V (T0) is the hyperplane at infinity, then ordH∞(α) = − deg(α) where
deg(α) = deg(α1)− deg(α2) for any αi ∈ k[t] such that α = α1/α2. If H 6= H∞, then
ordH(α) coincides with the order of the polynomial fH(1, t1, . . . , tp) in the factorization
of α, where fH ∈ k[T0, . . . , Tp] is the defining polynomial of H.
Let K be an arbitrary field and v a valuation of K. For a polynomial f over K, we
set v(f) for the minimum of the valuation of its coefficients. Gauss Lemma says that
for any given polynomials f, g over K,
v(fg) = v(f) + v(g).
Given a finite extension E of K, there exists a (non-necessarily unique) valuation w
of E extending v.
The height of an arbitrary resultant can be expressed in terms of mixed heights:
Lemma 2.14. Let X ∈ Z+r
(
Pn
k(t)
)
and d ∈ (Nm \ {0})r+1. Then
degt(Resd(X)) = coeffηθn
(
[X]
k[t]
r∏
i=0
m∑
j=1
di,jθj
)
.
In particular, for b ∈ Nmr and dr ∈ Nm \ {0},
(2.15) degt(Rese(b),dr(X)) =
m∑
j=1
dr,jhb+ej(X).
Proof. Write d = (d0, . . . ,dr) for di ∈ Nm \ {0}. We claim that
(2.16) degt(Resd0,...,dr(X)) =
m∑
j=1
d0,j degt(Resej ,d1,...,dr(X)).
We first consider the case r = 0. Let X
k(t)
=
∑
ξmξ ξ with ξ ∈ Pn and mξ ≥ 1. For
each of these points write ξ = (ξi,j)i,j for some ξi,j ∈ k(t). Let F0 and Lj denote the
general forms of degree d0 and ej as in (1.21), respectively. By Proposition 1.28 and
Corollary 1.38, there exist µ, λj ∈ k(t)× such that
Resd0(X)(F0) = µ
∏
ξ
F0(ξ)
mξ , Resej (X)(Lj) = λj
∏
ξ
Lj(ξj)
mξ .
Picking a suitable choice of multihomogeneous coordinates for the ξ’s, it is possible
to set λj = 1 for all j. We have
Resd0(X)
( m∏
j=1
L
d0,j
j
)
= µ
∏
ξ
m∏
j=1
Lj(ξ)
d0,jmξ = µ
m∏
j=1
Resej (X)(Lj)
d0,j .
We deduce that µ ∈ k(t)× since all considered resultants have coefficients in k[t].
Now let E be a sufficiently large finite extension of k(t) containing all the chosen
coordinates ξi,j. For any valuation v of E,
(2.17) v(F0(ξ)) = min
|a|=d0
v(ξa) =
m∑
j=1
d0,j min
ℓ
v(ξj,ℓ) =
m∑
j=1
d0,jv(Lj(ξj)).
Let H be an irreducible k-hypersurface of Pp different from H∞, and vH a valuation
of E extending ordH . Since Resd0(X) and Resej (X) are primitive with respect to k[t],
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we have that vH(Resd0(X)) = vH(Resej(X)) = 0. By Gauss Lemma,
ordH(µ) = −ordH
(∏
ξ
F0(ξ)
mξ
)
= −
∑
ξ
mξ vH(F0(ξ)),
0 = ordH
(∏
ξ
Lj(ξj)
mξ
)
=
∑
ξ
mξ vH(Lj(ξj)).
Applying (2.17),
ordH(µ) = −
∑
ξ
mξvH(F0(ξ)) = −
m∑
j=1
d0,j
(∑
ξ
mξ vH(Lj(ξj))
)
= 0.
Since this holds for every H 6= H∞, we deduce that µ ∈ k×. Now let v∞ be a valuation
of E extending ordH∞ . Applying again Gauss Lemma and (2.17),
ordH∞(Resd0(X)) =
∑
ξ
mξ v∞(F0(ξ))
=
m∑
j=1
d0,j
(∑
ξ
mξ v∞(Lj(ξj))
)
=
m∑
j=1
d0,j ordH∞(Resej (X)).
Hence degt(Resd0(X)) =
∑m
j=1 d0,j degt(Resej(X)), which concludes the case r = 0.
The case r ≥ 1 follows by reduction to the zero-dimensional case. For 1 ≤ i ≤ r,
let Fi be the generic polynomial of multidegree di and ui the variables corresponding
to its coefficients. Set k˜ = k(u1, . . . ,ur). Observe that div(Fj) intersects properly
the cycle X
k˜(t)
·∏j−1i=1 div(Fi), 1 ≤ j ≤ r. Therefore, Xk˜(t) ·∏ri=1 div(Fi) is a cycle of
dimension 0 and, by Proposition 1.40, there exists λ ∈ k˜(t)× such that
Resd(X) = λResd0
(
X
k˜
·
r∏
i=1
div(Fi)
)
,
Since both resultants are primitive with respect to k˜[t], λ ∈ k˜× and so these resultants
have the same t-degree. Analogous relations hold for Resej ,d1,...,dr(X), 1 ≤ j ≤ m.
Hence, (2.16) follows by applying the previously considered zero-dimensional case.
From Proposition 1.27, we deduce that the map
(Nm \ {0})r+1 −→ Z , d 7−→ degt(Resd(X))
is multilinear with respect to the variables d0, . . . ,dr. The same holds for the map
d 7→ coeffηθn
(
[X]
k[t]
∏r
i=0
∑m
j=1 di,jθj
)
. Both maps coincide when d = e(c) for c ∈
Nmr+1 because
degt(Rese(c)(X)) = hc(X) = coeffη θn(θ
c [X]
k[t]
).
Since the family {e(c)}c is a basis of the semigroup (Nm\{0})r+1, both maps coincide
for all d. This completes the proof of the statement. 
The following is an arithmetic version of Be´zout’s theorem for multiprojective cycles
over k(t).
Theorem 2.18. Let X ∈ Zr
(
Pn
k(t)
)
and f ∈ k[t][x1, . . . ,xm] a polynomial, multiho-
mogeneous in the variables x, such that X and div(f) intersect properly.
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(1) If X is effective, then for any b ∈ Nmr
hb(X · div(f)) ≤ h(f) degb(X) +
m∑
i=1
degxi(f)hb+ei(X).
(2) hc(X) = 0 for any c ∈ Nmr+1 such that ci > ni for some i.
(3) If X is effective, then [X · div(f)]
k[t]
≤ [X]
k[t]
· [div(f)]
k[t]
.
Proof.
(1) Set d = deg(f) and let u = (u0, . . . ,ur−1,ur) be the groups of variables corre-
sponding to (e(b),d). By Proposition 1.40, there exists λ ∈ k(t)× such that
Rese(b),d(X)(u0, . . . ,ur−1, f) = λRese(b)(X · div(f))(u0, . . . ,ur−1).
Indeed, λ ∈ k[t] \{0} because the resultant in the right-hand side is primitive. Hence,
degt
(
Rese(b)(X · div(f))
) ≤ degt (Rese(b),d(X)(u0, . . . ,ur−1, f))
≤ degt(f) degur(Rese(b),d(X)) + degt(Rese(b),d(X)).
From the definition of the height and Proposition 1.32, we deduce that hb(X ·div(f)) ≤
h(f) degb(V ) + degt(Rese(b),d(X)). The statement follows then from (2.15).
(2) It is enough to prove the statement for a k(t)-variety V . We first consider the
case when V is determined by a regular sequence. We proceed by induction on its
codimension. Let fj, 1 ≤ j ≤ |n| − r, be a regular sequence of multihomogeneous
polynomials. For r ≤ ℓ ≤ |n|, set
Yℓ =
|n|−ℓ∏
j=1
div(fj) ∈ Z+ℓ
(
Pn
k(t)
)
.
For r = |n|, we have Y|n| = Pn and Proposition 2.13(2) implies that hc(Y|n|) = 0 for
all c ∈ N|n|+1. Suppose now that r < |n| and that the statement holds for Yr+1. Let
c ∈ Nmr+1 such that ci > ni for some i. By Proposition 2.13(1) and item (1) above,
0 ≤ hc(Yr) ≤ h(f|n|−r) degc(Yr+1) +
m∑
j=1
degxj(f|n|−r)hc+ej (Yr+1).
The inductive hypothesis together with the fact that degc(Yr+1) = 0 imply that the
right-hand side of this inequality vanishes, and hence hc(Yr) = 0.
For the general case, consider |n| − r generic linear combinations of a system of
generators of I(V ). The obtained polynomials form a regular sequence and define
a variety Yr such that Yr − V is effective. By the previous analysis, 0 ≤ hc(V ) ≤
hc(Yr) = 0, hence hc(V ) = 0 as stated.
(3) This is a direct consequence of (1) and (2) together with Theorem 1.11 and Propo-
sition 2.13(4). 
Corollary 2.19. Let V ⊂ Pn
k(t)
be a k(t)-variety of pure dimension r and f ∈
k[t][x1, . . . ,xm] a multihomogeneous polynomial. Let W denote the union of the com-
ponents of dimension r − 1 of the intersection V ∩ V (f). Then
[W ]
k[t]
≤ [V ]
k[t]
· [V (f)]
k[t]
.
In particular, hb(W ) ≤ h(f) degb(V ) +
∑m
i=1 degxi(f)hb+ei(V ) for all b ∈ Nmr .
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Proof. Let V ′ ⊂ Pn
k(t)
be the union of the components of V not contained in |div(f)|.
Then W ⊂ V ′ ∩ V (f) and V (f) intersects V ′ properly. By Theorem 2.18(3),
[W ]
k(t)
≤ [V ′ · V (f)]
k(t)
≤ [V ′]
k(t
· [V (f)]
k(t)
≤ [V ]
k(t
· [V (f)]
k(t)
.
The last statement follows from this inequality when b ≤ n and from Theorem 2.18(2)
otherwise. 
Corollary 2.20. Let n ∈ Z>0, X ∈ Z+r
(
Pn
k(t)
)
and fj ∈ k[t][x0, . . . , xn] \ k[t] a family
of s ≤ r polynomials homogeneous in the variables x0, . . . , xn such that X ·
∏i−1
j=1 div(fj)
and div(fi) intersect properly for 1 ≤ i ≤ s. Then
h
(
X ·
s∏
j=1
div(fj)
)
≤
( s∏
j=1
degx(fj)
)(
h(X) + deg(X)
( s∑
ℓ=1
degt(fℓ)
degx(fℓ)
))
.
Proof. Set Y = X ·∏sj=1 div(fj). We have
[Y ]
k[t]
= h(Y ) η θn−r+s−1 + deg(Y ) θn−r+s , [X]
k[t]
=
(
h(X) η θn−r−1 + deg(X) θn−r
)
.
Applying recursively Theorem 2.18(3),
[Y ]
k[t]
≤ [X]
k[t]
·
s∏
j=1
[div(fj)]k[t] .
The statement follows by comparing the coefficients corresponding to the monomial
η θn−r+s−1 in the above inequality. 
Next result shows that, for projective k(t)-cycles, the inequality in Theorem 2.18(1)
is an equality in the generic case.
Proposition 2.21. Let X ∈ Zr(Pnk(t)) with k an algebraically closed field, t a sin-
gle variable and n, r ≥ 1. Let X ⊂ P1k × Pnk be the standard model of X and
ℓ ∈ k[x0, . . . , xn] a generic linear form. Then
(1) X · div(ℓ) is the standard model of X · div(ℓ);
(2) deg(X · div(ℓ)) = deg(X) and h(X · div(ℓ)) = h(X).
Proof.
(1) By Lemma 2.7, it is enough to prove the claim for an irreducible k(t)-variety V of
dimension r ≥ 1. Let V ⊂ P1k × Pnk be the standard model of V . By Lemma 2.6(2), it
suffices to prove that V ·div(ℓ) is the generic fiber of V ·div(ℓ) and that the support of
V · div(ℓ) has no vertical components. Consider the projection ̟ : V → Pnk . We have
1 ≤ r = dim(V)− dim(P1k) ≤ dim(̟(V)) ≤ dim(V) = r + 1.
If dim(̟(V)) = 1, then dim(V ) = 1 and ̟−1(ξ) = P1k × {ξ} for all ξ ∈ ̟(V) because
of the theorem of dimension of fibers. Hence, in this case,
V = P1k ×̟(V).
Therefore, V · div(ℓ) = P1k × (̟(V) · div(ℓ)) has no vertical components. Moreover,
by considering the generic fiber of π : V → P1k, it follows from Lemma 2.6(1) that
V = ̟(V)
k(t)
. Hence, the generic fiber of V · div(ℓ) over P1k coincides with V · div(ℓ),
which proves the claim for dim(̟(V)) = 1.
If dim(̟(V)) ≥ 2, V ∩ V (ℓ) is an irreducible k-variety of dimension r by [Jou83,
Thm. 6.3(4)]. Moreover, the induced projection πℓ : V · div(ℓ) → P1k is surjective.
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Indeed, for τ ∈ P1(k), we have that V ∩ π−1(τ ) is a projective variety of dimension
r ≥ 1 and so (V ∩ V (ℓ)) ∩ π−1(τ ) = (V ∩ π−1(τ )) ∩ V (ℓ) 6= ∅.
Hence, the projection πℓ has no vertical fibers, as it is surjective and the support
of V · div(ℓ) is irreducible. By going through the ideals of definition, we can verify
that its generic fiber coincides with V ·div(ℓ), which completes the proof of the claim.
(2) The statement concerning the degree follows from Theorem 1.11. For the height,
h(X) = deg0,r+1(X ) = deg0,r(X · div(ℓ)) = h(X · div(ℓ)).
The first and third equalities follow from Proposition 2.8 and the second one follows
from Theorem 1.11. 
We next show that mixed heights are monotonic with respect to linear projections.
We keep the notation from Proposition 1.16. In particular, we consider the linear
projection π : PnK 99K P
l
K in (1.15) and the inclusion  : A
∗(Pl; k[t]) →֒ A∗(Pn; k[t])
defined by (P ) = θn−lP .
Proposition 2.22. Let π : Pn
k(t)
99K Pl
k(t)
be the linear projection defined in (1.15)
and X ∈ Z+r
(
Pn
k(t)
)
. Then

(
[π∗X]k[t]
) ≤ [X]
k[t]
.
In particular, hc(π∗X) ≤ hc(X) for all c ∈ Nmr+1.
Proof. The statement is equivalent to the inequalities degb(π∗X) ≤ degb(X) and
hc(π∗X) ≤ hc(X) for all b, c. Because of Proposition 1.16, we only need to prove the
latter. Let c ∈ Nmr+1. By Proposition 1.41, Rese(c)(π∗X) divides init≺(Rese(c)(X)) in
k[t][u]. We deduce that
hc(π∗X) = degt(Rese(c)(π∗X)) ≤ degt(Rese(c)(X)) = hc(X),
which proves the statement. 
The following result gives the behavior of extended Chow rings and classes with respect
to products.
Proposition 2.23. Let mi ∈ Z>0 and ni ∈ Nmi for i = 1, 2. Then
(1) A∗(Pn1 × Pn2 ; k[t]) ≃ A∗(Pn1 ; k[t])⊗Z[η] A∗(Pn2 ; k[t]).
(2) Let Xi ∈ Z+ri
(
Pni
k(t)
)
for i = 1, 2. The above isomorphism identifies [X1×X2]k[t]
with [X1]k[t] ⊗ [X2]k[t]. In particular, for ci ∈ Nmi such that |c1| + |c2| =
r1 + r2 + 1,
h(c1,c2)(X1 ×X2) =

degc2(X2) hc1(X1) if |c1| = r1 + 1, |c2| = r2,
degc1(X1) hc2(X2) if |c1| = r1, |c2| = r2 + 1,
0 otherwise.
Proof. (1) is immediate from the definition of the extended Chow ring while (2) follows
directly from Proposition 1.45. 
Finally, we compute the class in the extended Chow ring of the ruled join of two
projective varieties. Let n1, n2 ∈ N and consider the Z-linear map i : A∗(Pni ; k[t]) →֒
A∗(Pn1+n2+1; k[t]) defined by i(θ
lηb) = θlηb for 0 ≤ l ≤ ni and b = 0, 1.
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Proposition 2.24. Let Xi ∈ Zri
(
Pni
k(t)
)
for i = 1, 2. Then
[X1#X2]k[t] = 1([X1]k[t]) · 2([X2]k[t]).
In particular, h(X1#X2) = deg(X1) h(X2) + deg(X2) h(X1).
We need some lemmas for the proof of this result. The first of them deals with
0-dimensional cycles. For i = 1, 2 and j = 0, 1, let xi = {xi,0, . . . , xi,ni} be the
homogeneous coordinates of Pni
k(t)
and u
(i)
j = {u(i)j,l }0≤l≤ni a group of ni + 1 variables.
Write L
(i)
j for the general linear form in the variables xi.
Lemma 2.25. Let Xi ∈ Z0(Pni
k(t)
) for i = 1, 2. Then h(X1#X2) = deg(X1) h(X2) +
deg(X2) h(X1).
Proof. For i = 1, 2, write Res1(Xi) = λi
∏
ξi
L
(i)
0 (ξi)
mξi with λi ∈ k(t)×, ξi ∈ Pni(k(t))
and mξi ∈ Z. We claim that there exists ν ∈ k(t)× such that
Res1,1(X1#X2) = ν λ
deg(X2)
1 λ
deg(X1)
2
∏
ξ1,ξ2
(
L
(1)
0 (ξ1)L
(2)
1 (ξ2)−L(1)1 (ξ1)L(2)0 (ξ2)
)mξ1mξ2 .
Indeed, for each ξ1 ∈ Pn1(k(t)) and ξ2 ∈ Pn2(k(t)), Proposition 1.37(1) and Corol-
lary 1.33 imply that Res1,1(ξ1#ξ2) is equal to L
(1)
0 (ξ1)L
(2)
1 (ξ2) − L(1)1 (ξ1)L(2)0 (ξ2) up
to a constant in k(t)
×
. We deduce that there exists µ ∈ k(t)× such that
(2.26) Res1,1(X1#X2) = µ
∏
ξ1,ξ2
(
L
(1)
0 (ξ1)L
(2)
1 (ξ2)− L(1)1 (ξ1)L(2)0 (ξ2)
)mξ1mξ2 .
By setting u
(1)
1 = 0 in this equality and comparing its right-hand side with the explicit
expression for Res1(Xi) plus the fact that Res1,1(X1#X2) has coefficients in k(t), we
get that µ = ν λ
deg(X2)
1 λ
deg(X1)
2 with ν ∈ k(t)×.
Let E be a sufficiently large extension of k(t), H ⊂ Ppk a hypersurface and v a valuation
of E extending ordH . For i = 1, 2 and ξi = (ξi,j)j ∈ Eni+1 set v(ξi) = min{v(ξi,j)}.
Observe that
v
(
L
(1)
0 (ξ1)L
(2)
1 (ξ2)− L(1)1 (ξ1)L(2)0 (ξ2)
)
= v(ξ1) + v(ξ2) = v(L
(1)
0 (ξ1)) + v(L
(2)
0 (ξ2)).
Therefore, applying Gauss’ lemma, we obtain that ordH(Res1,1(X1#X2)) is equal to
ordH(ν) + deg(X2)v(λ1) + deg(X1)v(λ2) +
∑
ξ1,ξ2
mξ1mξ2
(
v(ξ1) + v(ξ2)
)
=ordH(ν) + deg(X2)
(
v(λ1) +
∑
ξ1
mξ1v(ξ1)
)
+ deg(X1)
(
v(λ2) +
∑
ξ2
mξ2v(ξ2)
)
= ordH(ν) + deg(X1) ordH(Res1(X2)) + deg(X2) ordH(Res1(X1)).
Let H∞ be the hyperplane at infinity. For H 6= H∞, ordH(Res1,1(X1#X2)) =
ordH(Res1(Xi)) = 0 and the identity above implies that ordH(ν) = 0 in this case.
Since this holds for all H 6= H∞, it follows that ν ∈ k×. Hence, ordH∞(ν) = 0. For
H = H∞ in the same identity, we get
ordH∞(Res1,1(X1#X2)) = deg(X1) ordH∞(Res1(X2)) + deg(X2)ordH∞(Res1(X1)).
This implies the statement. 
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Lemma 2.27. Let k be an algebraically closed field and t a single variable. Let
V ⊂ P1k × Pn1+n2+1k be the standard model of V1#V2, where each Vi ⊂ Pnik(t) is an
irreducible k(t)-variety and dim(V2) ≥ 1. Let ℓ ∈ k[x2] be a generic linear form. Then
V · div(ℓ) is the standard model of V1#(V2 · div(ℓ)).
Proof. By Lemma 2.6(2), it suffices to prove that V1#(V2 · div(ℓ)) is the generic fiber
of V · div(ℓ) and that the support of the cycle V · div(ℓ) has no vertical components.
Let Ii,0 = I(Vi)∩ k[t][xi] and I0 =
(
I(V1)+ I(V2)
)∩ k[t][x1,x2] be the prime ideals of
Vi,0 and of V0 respectively, following the notation in Remark 2.5. Then I0 ⊃ I1,0+I2,0.
In addition, there is an isomorphism of k[t]-algebras
k[t][x1,x2]/(I1,0 + I2,0) ≃ k[t][x1]/I1,0 ⊗k[t] k[t][x2]/I2,0.
Hence I1,0 + I2,0 is a prime ideal of Krull dimension r1 + r2 + 2. By Remark 2.5
and Lemma 2.6(1), I0 is also a prime ideal of Krull dimension r1 + r2 + 2. Hence,
I0 = I1,0 + I2,0. This implies that I0 + (ℓ) = I1,0 + I2,0 + (ℓ) and so
k[t][x1,x2]/(I0 + (ℓ)) ≃ k[t][x1]/I1,0 ⊗k[t] k[t][x2]/(I2,0 + (ℓ)).
Let τ ∈ P1(k) \ {(0 : 1)} and write τ = (1 : τ) with τ ∈ k. The k[t]-algebra
k[t][x1,x2]/(I0 + (ℓ))⊗k[t] k(τ) is isomorphic to(
k[t][x1]/I1,0 ⊗k[t] k(τ)
)⊗k[t] (k[t][x2]/(I2,0 + (ℓ)) ⊗k[t] k(τ))
The cycle X(I0 + (ℓ)) coincides with V0 · div(ℓ) because of the definition of the inter-
section product. Since dim(V2) ≥ 1, Proposition 2.21(1) and Lemma 2.7 imply that
the cycle X(I2,0 + (ℓ)) coincides with the standard model of V2 · div(ℓ).
We also deduce that dim(π−1(τ )) = r1 + r2 = dim(V0 · div(ℓ)) − 1, and so there are
no vertical components. The case when τ = (0 : 1) can be treated in the same way
by considering I∞ and Ii,∞ instead of I0 and Ii,0, respectively. Finally, applying the
isomorphism above to the generic point of P1k, we deduce that the generic fiber of
π : V · div(ℓ)→ P1k coincides with V1#(V2 · div(ℓ)). This concludes the proof. 
Proof of Proposition 2.24. The statement is equivalent to the equalities
deg(X1#X2) = deg(X1) deg(X2) , h(X1#X2) = deg(X1) h(X2) + deg(X2) h(X1).
The first one is (1.20) and so we only need to prove the second. It is enough to prove
this equality for irreducible k(t)-varieties V1, V2 over an algebraically closed field k.
Suppose first that the group of parameters consists in a single variable t. In this case,
the proof will be done by induction on the dimension of the Vi’s. Write ri = dim(Vi).
The case r1 = r2 = 0 is covered by Lemma 2.25, so we assume that either r1 or r2
are not 0. By symmetry, we can suppose that r2 ≥ 1. Let Vi and V be the standard
models of Vi and of V1#V2, respectively, and ℓ ∈ k[x2] a generic linear form. Then,
by Proposition 2.8, Theorem 1.11, Lemma 2.27 and again Proposition 2.8,
h(V1#V2) = deg0,r1+r2+2(V) = deg0,r1+r2+1(V · div(ℓ)) = h(V1#(V2 · div(ℓ))).
Using the inductive hypothesis and Proposition 2.21(2), we get
h(V1#(V2 · div(ℓ))) = deg(V1) h(V2 · div(ℓ)) + deg(V2 · div(ℓ)) h(V1)
= deg(V1) h(V2) + deg(V2) h(V1),
which proves the statement for this case.
The case of an arbitrary number p of parameters reduces to the previous one as follows.
Given an irreducible subvariety W ⊂ Pn
k(t)
, consider the field k˜ = k
( t1−γ1
w , . . . ,
tp−γp
w
)
where w is an additional variable and γi ∈ k is a generic element. Observe that k˜(w)
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coincides with k(t)(w) and so it is a transcendental extension of k(t). The scalar
extension W
k˜(w)
⊂ Pn
k˜(w)
is an irreducible subvariety of the same dimension and degree
as W . Let Res1
(
W
k˜(w)
)
be the Chow form of W
k˜(w)
, primitive with respect to the base
ring k˜[w]. By Proposition 1.28, there exists λ ∈ k˜(w)× such that
λRes1
(
W
k˜(w)
)
(w) = Res1(W )(t) = Res1(W )
(t1 − γ1
w
w + γ1, . . . ,
tp − γp
w
w + γp
)
.
Indeed, Res1(W ) is a polynomial over k˜[w] and Res1
(
W
k˜(w)
)
is primitive with respect
to this ring. Hence, λ ∈ k˜[w] \ {0}. Furthermore, let ζ be a root of λ in the algebraic
closure of k˜. If ζ 6= 0, setting w = ζ in the equality above we get Res1(W ) = 0, which
is impossible. If ζ = 0, we get 0 = Res1(W )(γ), which is also impossible since γ is
generic. We conclude that λ ∈ k˜×. In particular,
(2.28) h(W ) = degt(Res1(W )) = degw
(
Res1(W
k˜(w)
)
)
= hw
(
W
k˜(w)
)
,
where hw denotes the height with respect to the base ring k˜[w]. Coming back to
our problem, we observe that (V1#V2)k˜(w) = V1,k˜(w)#V2,k˜(w), which follows read-
ily from the definition of the ruled join. Applying (2.28) and the previously con-
sidered case when p = 1, we conclude that h(V1#V2) = hw
(
V
1,k˜(w)
#V
2,k˜(w)
)
=
deg
(
V
1,k˜(w)
)
hw
(
V
2,k˜(w)
)
+deg
(
V
2,k˜(w)
)
hw
(
V
1,k˜(w)
)
= deg(V1)h(V2)+deg(V2)h(V1). 
2.2. Measures of complex polynomials. To study cycles defined over Q, we will
use different measures for the size of a complex multivariate polynomial. We introduce
them in this section and collect some of their properties.
Definition 2.29. Let f =
∑
a αa x
a ∈ C[x1, . . . , xn]. The ℓ∞-norm, the ℓ1-norm and
the sup-norm of f are respectively defined as
||f ||∞ = maxa|αa| , ||f ||1 =
∑
a
|αa| , ||f ||sup = supx∈(S1)n |f(x)|,
where S1 = {x ∈ C : |x| = 1} denotes the unit circle of C. The Mahler measure of f
is defined as
m(f) =
∫ 1
0
· · ·
∫ 1
0
log |f(e2πiu1 , . . . , e2πiun)| du1 . . . dun =
∫
(S1)n
log |f |dµn
where µ denotes the Haar measure on S1 of total mass 1.
We list some inequalities comparing these measures.
Lemma 2.30. Let f ∈ C[x1, . . . , xn]. Then
(1) log ||f ||∞ ≤ log ||f ||sup ≤ log ||f ||1 ≤ log ||f ||∞ + log(n+ 1) deg(f);
(2) m(f) ≤ log ||f ||sup;
(3) log ||f ||1 ≤ m(f) + log(n+ 1) deg(f);
(4) |m(f)− log ||f ||∞ | ≤ log(n+ 1) deg(f).
Proof.
(1) Let f =
∑
a αa x
a. By Cauchy’s formula, for a ∈ supp(f),
αa =
∫
(S1)n
f(x)
xa
dµn.
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Hence ||f ||∞ = maxa|αa| ≤ supx∈(S1)n |f(x)| = ||f ||sup, which gives the first inequal-
ity. The second follows easily from the definitions while the third one follows from
||f ||1 =
∑
a
|αa| ≤ #supp(f) ||f ||∞ ≤
(
n+ deg(f)
n
)
||f ||∞ ≤ (n+ 1)deg(f) ||f ||∞.
(2) follows easily from the definitions, (3) follows from [Phi86, Lem. 1.13] while (4)
follows from (1), (2) and (3). 
We also list some well-known properties of the Mahler measure. Recall that a weight
monomial order on C[x] is a partial order on the monomials of C[x] defined by a
vector v ∈ Rn as xa ≺ xb if and only if 〈v,a〉 < 〈v, b〉.
Lemma 2.31. Let f, g ∈ C[x]. Then
(1) m(fg) = m(f) + m(g).
(2) m(f(ω1x1, . . . , ωnxn)) = m(f) for any (ω1, . . . , ωn) ∈ (S1)n.
(3) m(f(xℓ1, . . . , x
ℓ
n)) = m(f) for any ℓ ≥ 1.
(4) Let ≺ be a weight monomial order on C[x]. Then m(init≺(f)) ≤ m(f).
Proof.
(1), (2) These follow easily from the definition of the Mahler measure.
(3) For u ∈ Rn set w = (ℓu1, . . . , ℓun) and observe that dw1 . . . dwn = ℓndu1 . . . dun.
Hence,
m(f(xℓ)) =
∫
[0,1]n
log |f(e2πiℓu)| du1 . . . dun = 1
ℓn
∫
[0,ℓ]n
log |f(e2πiw)| dw1 . . . dwn
=
∫
[0,1]n
log |f(e2πiw)| dw1 . . . dwn = m(f(x)).
(4) Let v ∈ Rn be a vector defining ≺. The exponents of the monomials of f which
are minimal with respect to ≺ are the vectors in supp(f) lying in the maximal face F
of the Newton polytope of f which has v as an inner exterior normal. Hence, init≺(f)
is the face polynomial corresponding to F , that is, the sum of the terms in f whose
exponent lies in that face. The result then follows from the fact that the Mahler
measure of a polynomial is bounded below by the Mahler measure of any of its face
polynomials, see for instance [Smy81]. 
We collect in the following lemma some further inequalities comparing the measures
of polynomials depending on groups of variables.
Lemma 2.32. Let f ∈ C[y1, . . . ,ym] be a polynomial in m groups of ni variables
each. Then
(1) log ||f ||sup ≤ log ||f ||1 ≤ log ||f ||∞ +
∑m
i=1 log(ni + 1) degyi(f);
(2) |m(f)− log ||f ||∞ | ≤
∑m
i=1 log(ni + 1) degyi(f).
Proof. (1) can be proved in the same way as the third inequality in Lemma 2.30(1),
while (2) follows from [KPS01, Lem. 1.1]. 
For multihomogeneous polynomials, we will also need the following variant of the
Mahler measure, introduced and studied by Philippon in [Phi91].
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Definition 2.33. Let f ∈ C[x1, . . . ,xm] be a multihomogeneous polynomial in m
groups of ni + 1 variables each. The Philippon measure of f is defined as
ph(f) =
∫
S2n1+1×···×S2nm+1
log |f | dµ1 . . . dµm +
m∑
i=1
( ni∑
j=1
1
2 j
)
degxi(f),
where S2ni+1 = {x ∈ Cni+1 : |x0|2+ · · ·+ |xni |2 = 1} denotes the unit sphere of Cni+1
and µi the Borel measure on S
2ni+1 of total mass 1, invariant under the action of the
unitary group.
The Philippon measure is related to the Mahler measure by the inequalities
(2.34) 0 ≤ ph(f)−m(f) ≤
m∑
i=1
log(ni + 1) degxi(f),
which follow from [Lel94, Thm. 4]. In particular,
(2.35) ph(f) ≤ log ||f ||sup +
m∑
i=1
log(ni + 1) degxi(f).
Definition 2.36. Let f ∈ Z[x1, . . . , xn]. The height of f is defined as h(f) = log ‖f‖∞
if f 6= 0 and as 0 otherwise.
The following lemma estimates the behavior of the height of polynomials with respect
to the arithmetic operations and composition. Its proof follows directly from the
definitions.
Lemma 2.37. Let f1, . . . , fs ∈ Z[x1, . . . , xn]. Then
(1) h(
∑
i fi) ≤ maxi h(fi) + log(s);
(2) h(
∏
i fi) ≤ h(f1) +
∑s
i=2 log ||fi||1 ≤
∑
i h(fi) + log(n+ 1)
∑s
i=2 deg(fi).
(3) Let g ∈ C[y1, . . . , ys] and write d = maxi deg(fi) and h = maxih(fi). Then
h(g(f1, . . . , fs)) ≤ h(g) + deg(g)(h + log(s+ 1) + d log(n + 1)).
2.3. Canonical mixed heights of cycles over Q. The projective space Pn = Pn(Q)
has a standard structure of toric variety with torus
(Pn)◦ := Pn \ V (x0 · · · xn) ≃ (Q×)n.
The action of this torus on Pn writes down as u ·x = (u0x0 : · · · : unxn) for u = (u0 :
· · · : un) ∈ (Pn)◦ and x = (x0 : · · · : xn) ∈ Pn. This toric structure on Pn allows to
define a notion of canonical height for its subvarieties [BPS11]. Following David and
Philippon, this height can be defined by a limit process a` la Tate [DP99]. In precise
terms, for ℓ ≥ 1, consider the ℓ-power map
[ℓ] : Pn −→ Pn , (x0 : · · · : xn) 7−→ (xℓ0 : · · · : xℓn).
Let V ⊂ Pn be an irreducible subvariety and let h denote the Fubini-Study height of
projective varieties [Phi95, KPS01]. The canonical (or normalized) height of V can
be defined as
(2.38) ĥ(V ) = deg(V ) lim
ℓ→∞
h([ℓ]V )
ℓ deg([ℓ]V )
.
Both h and ĥ extend to cycles by linearity. Alternatively, the canonical height can be
defined using Arakelov geometry, as the height of V with respect to canonical metric
on the universal line bundle O(1), see for instance [Mai00, BPS11].
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We collect in the proposition below some of the basic properties of this notion. For a
cycle X of Pn, we denote by [ℓ]∗X its direct image under the map [ℓ]. We denote by
µ∞ the subgroup of Q
×
of roots of unity and by µℓ the subgroup of ℓ-roots. A variety
is called a torsion subvariety of Pn if it is the closure of the orbit of the action of a
subtorus of (Pn)◦ over a point with coordinates in {0} ∪ µ∞.
Proposition 2.39.
(1) Let X ∈ Zr(Pn). Then ĥ(X) = limℓ→∞ ℓ−r−1 h([ℓ]∗X).
(2) Let X ∈ Zr(Pn) and ℓ ∈ Z>0. Then deg([ℓ]∗X) = ℓr deg(X) and ĥ([ℓ]∗X) =
ℓr+1 ĥ(X).
(3) If X is an effective cycle, then ĥ(X) ≥ 0.
(4) If X is a sum of torsion subvarieties, then ĥ(X) = 0. In particular, ĥ(Pn) = 0.
(5) Let X ∈ Z+r (Pn). Then
∣∣ĥ(X)− h(X)∣∣ ≤ 72 (r + 1) log(n + 1) deg(X).
(6) Let ξ ∈ Pn be a point with rational coordinates and write ξ = (ξ0 : · · · : ξn) for
some coprime ξi ∈ Z. Then ĥ(ξ) = log(maxi|ξi|).
(7) Let D ∈ Div+(PnQ) and fD ∈ Z[x] its primitive defining polynomial. Then
ĥ(D) = m(fD).
Proof.
(1-2) By linearity, we reduce to the case of an irreducible variety V . We can assume
that V ∩ (Pn)◦ 6= ∅, otherwise we restrict to a sufficiently small standard subspace of
Pn, that is, a linear subspace defined by a subset of the coordinates xi.
For shorthand, let [ℓ] denote also the restriction of the ℓ-power map to the torus (Pn)◦.
This is a group homomorphism with kernel ker[ℓ] ≃ µnℓ . Let stab(V ) = {u ∈ (Pn)◦ :
u · V = V } be the stabilizer of V . On the one hand, by [DP99, Prop. 2.1(i)],
deg([ℓ]V ) =
ℓr
#(stab(V ) ∩ ker[ℓ]) deg(V ).
On the other hand, for a generic point x ∈ V ,
deg([ℓ]
∣∣
V
) = #{y ∈ V : [ℓ]y = [ℓ]x} = #{ω ∈ ker[ℓ] : ω x ∈ V } = #(stab(V )∩ker[ℓ]).
Therefore, deg([ℓ]∗V ) = deg([ℓ]
∣∣
V
) deg([ℓ]V ) = ℓr deg(V ). Furthermore,
ĥ(V ) = lim
ℓ→∞
deg(V )h([ℓ]V )
ℓ deg([ℓ]V )
= lim
ℓ→∞
deg([ℓ]
∣∣
V
)h([ℓ]V )
ℓr+1
= lim
ℓ→∞
h([ℓ]∗V )
ℓr+1
.
Finally
ĥ([ℓ]∗V ) = lim
j→∞
h([j]∗[ℓ]∗V )
jr+1
= ℓr+1 lim
j→∞
h([j ℓ]∗V )
(ℓ j)r+1
= ℓr+1ĥ(V ).
(3) This is a direct consequence of the definition of ĥ and the analogous property for
the Fubini-Study height.
(4–7) These follow from [DP99, Prop. 2.1 and display (2)]. 
In the sequel, we extend the notion of canonical height to the multiprojective setting
and study its behavior under geometric constructions. Our approach relies on the
analogous theory for the Fubini-Study mixed height developed by Re´mond in [Rem01a,
Rem01b]. For simplicity, we will restrict to subvarieties of Pn defined over Q or
equivalently, to Q-varieties in PnQ, see Remark 1.1. We will apply the resultant theory
in §1 for the case when A = Z. In particular, the resultant of an irreducible Q-variety
is a primitive polynomial in Z[u].
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Definition 2.40 ([Rem01b, §2.3]). Let V ⊂ PnQ be an irreducible Q-variety of dimen-
sion r, c ∈ Nmr+1 and e(c) as defined in (1.43). The Fubini-Study (mixed) height of V
of index c is defined as
hc(V ) = ph(Rese(c)(V )).
This definition extends by linearity to cycles in Zr(P
n
Q).
Next, we introduce morphisms relating different multiprojective spaces.
Definition 2.41. Let δi ∈ Z>0 and set Ni =
(δi+ni
ni
)
. The Veronese embedding and
the modified Veronese embedding of index δi are the embeddings vδi , v˜δi : P
ni →֒ PNi−1
respectively defined for xi ∈ Pni as
vδi(xi) = (x
ai
i )ai∈N
ni+1
δi
, v˜δi(xi) =
((
δi
ai
)1/2
xaii
)
ai∈N
ni+1
δi
For δ = (δ1, . . . , δm) ∈ (Z>0)m, we set vδ = vδ1 ×· · ·× vδm and v˜δ = v˜δ1 ×· · ·× v˜δm for
the Veronese embedding and the modified Veronese embedding of index δ, respectively.
These are embeddings of Pn into PN−1, where N = (N1, . . . , Nm) and 1 = (1, . . . , 1).
Consider the Segre embedding s : PN−1 →֒ PN1···Nm−1 defined as s(y1, . . . ,ym) =(
y1,j1 · · · ym,jm
)
1≤ji≤Ni
for yi ∈ PNi−1. The composed maps s ◦ vδ, s ◦ v˜δ : Pn −֒→
PN1···Nm−1 are called the Segre-Veronese embedding and the modified Segre-Veronese
embedding of index δ, respectively.
Let δ = (δ1, . . . , δm) ∈ (Z>0)m. For each i, consider the diagonal endomorphism
∆i : P
Ni−1 ∼→ PNi−1 defined as
∆i((yi,ai)ai) =
((
δi
ai
)1/2
yi,ai
)
ai∈N
ni+1
δi
.
Consider also the diagonal endomorphism ∆ : PN1···Nm−1
∼→ PN1···Nm−1 defined as
(2.42) ∆((ya)a) =
((
δ1
a1
)1/2
· · ·
(
δm
am
)1/2
ya
)
a∈Nn+1δ
.
These linear maps allow to write the modified Veronese and the modified Segre-
Veronese embeddings in terms of the Veronese and Segre-Veronese embeddings as
(2.43) v˜δi = ∆i ◦ vδi , s ◦ v˜δ = ∆ ◦ s ◦ vδ.
The degree and the Fubini-Study height of the direct image of a cycle X ∈ Zr(PnQ)
under the Segre-Veronese and the modified Segre-Veronese embeddings decompose in
terms of mixed degrees and Fubini-Study mixed heights of X.
Proposition 2.44. Let X ∈ Zr(PnQ) and δ ∈ (Z>0)m. Then
deg
(
(s ◦ vδ)∗X
)
=
∑
b∈Nmr
(
r
b
)
degb(X) δ
b , h
(
(s ◦ v˜δ)∗X
)
=
∑
c∈Nmr+1
(
r + 1
c
)
hc(X) δ
c.
Proof. This follows from [Rem01b, p. 103]. 
Let ℓ ∈ Z>0. The ℓ-power map of Pn is defined as
[ℓ] : Pn −→ Pn , x = (xi,j)i,j 7−→ xℓ = (xℓi,j)i,j.
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Proposition-Definition 2.45. Let X ∈ Zr(PnQ) and c ∈ Nmr+1. Then the sequence
(ℓ−r−1hc([ℓ]∗X))ℓ≥1 converges for ℓ→∞. The limit
ĥc(X) := lim
ℓ→∞
ℓ−r−1hc([ℓ]∗X)
is called the canonical (mixed) height of X of index c. For any δ ∈ (Z>0)m it holds
(2.46) ĥ
(
(s ◦ vδ)∗X
)
=
∑
c∈Nmr+1
(
r + 1
c
)
ĥc(X) δ
c.
In particular, for a projective cycle X ∈ Zr(PnQ) we have that ĥr+1(X) = ĥ(X).
Proof. Proposition 2.44 applied to the cycle [ℓ]∗X implies that
(2.47) h
(
(s ◦ v˜δ)∗[ℓ]∗X
)
=
∑
c∈Nmr+1
(
r + 1
c
)
hc([ℓ]∗X) δ
c.
Let I ⊂ (Z>0)m be a subset of cardinality #(Nmr+1) such that the square matrix((r+1
c
)
δc
)
c∈Nmr+1, δ∈I
is of maximal rank. Inverting this matrix, we can write the
mixed heights in the formula above in terms of heights of projective cycles as
(2.48) hc([ℓ]∗X) =
∑
δ∈I
νc,δ h
(
(s ◦ v˜δ)∗[ℓ]∗X
)
.
with νc,δ ∈ Q not depending on ℓ. Observe that
(s ◦ v˜δ ◦ [ℓ])∗X = ∆∗(s ◦ vδ ◦ [ℓ])∗X,
where ∆ denotes the linear map in (2.42). By [KPS01, Lem. 2.7] applied to the
projective cycle (s ◦ vδ ◦ [ℓ])∗X, the map ∆ and its inverse, there exists κ(m, r, δ) ≥ 0
such that the quantity |h((s ◦ v˜δ)∗[ℓ]∗X)− h((s ◦ vδ)∗[ℓ]∗X)| is bounded above by
κ(m, r, δ) log
( m∏
i=1
(
δi + ni
ni
))
deg((s ◦ vδ)∗[ℓ]∗X).
We have that [ℓ] commutes with s ◦ vδ. By Proposition 2.39(2),
deg((s ◦ vδ)∗[ℓ]∗X) = deg([ℓ]∗(s ◦ vδ)∗X) = ℓr deg((s ◦ vδ)∗X).
We deduce h
(
(s ◦ v˜δ)∗[ℓ]∗X
)
= h
(
[ℓ]∗(s ◦ vδ)∗X
)
+O(ℓr). Therefore, for each δ ∈ I,
lim
ℓ→∞
ℓ−r−1 h
(
(s ◦ v˜δ)∗[ℓ]∗X
)
= lim
ℓ→∞
ℓ−r−1 h
(
[ℓ]∗(s ◦ vδ)∗X
)
= ĥ
(
(s ◦ vδ)∗X
)
.
This proves that the sequence (ℓ−r−1hc([ℓ]∗X))ℓ≥1 converges for ℓ→∞, since it is a
linear combination of convergent sequences as shown in (2.48). The formula (2.46)
follows from (2.47) by passing to the limit for ℓ→∞. The last statement is this
formula applied to X ∈ Zr(PnQ) and δ = 1. 
Remark 2.49. The definition of canonical mixed heights in [PS08, Formula (1.3)]
is different from the one presented here. Nevertheless, both notions coincide as they
both satisfy (2.46). These mixed heights can be alternatively defined using Arakelov
geometry, as explained at the end of [PS08, §I], and they correspond to the canonical
mixed heights induced by the toric structure of PnQ, see [BPS11].
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Definition 2.50. Let η be an indeterminate. The extended Chow ring of PnQ is the
graded ring
A∗(PnQ;Z) = A
∗(PnQ)⊗Z R[η]/(η2) ≃ R[η, θ1, . . . , θm]/(η2, θn1+11 , . . . , θnm+1m ),
where θi denotes the class in A
∗(PnQ) of the inverse image of a hyperplane of P
ni
Q under
the projection PnQ → PniQ . For short, we alternatively denote this ring as A∗(Pn;Z).
To a cycle X ∈ Zr(PnQ) we associate an element of this ring, defined as
[X]
Z
=
∑
c∈Nmr+1, c≤n
ĥc(X) η θ
n1−c1
1 · · · θnm−cmm +
∑
b∈Nmr ,b≤n
degb(X) θ
n1−b1
1 · · · θnm−bmm .
It is a homogeneous element of degree |n| − r.
There is an inclusion ı : A∗(PnQ) →֒ A∗(PnQ;Z) which satisfies [X]Z ≡ ı([X]) (mod η).
In particular, the class of a cycle in the Chow ring is determined by its class in the
extended Chow ring.
For X ∈ Zr(PnQ), Theorem 2.58(2) shows that ĥc(X) = 0 for every c such that ci > ni
for some i. Hence [X]
Z
contains the information of all mixed degrees and heights,
since {θa, η θa}a≤n is a basis of A∗(Pn;Z).
Next proposition extends the first properties of the canonical height in Proposition 2.39
to the multiprojective setting. The space Pn is a toric variety with torus
(Pn)◦ =
m∏
i=1
(Pni)◦ ≃ (Q×)|n|.
A variety V is called a torsion subvariety of Pn if it is the closure of the orbit of the
action of a subtorus of (Pn)◦ over a point with coordinates in {0} ∪ µ∞.
Proposition 2.51.
(1) Let X ∈ Zr(PnQ) and ℓ ≥ 1. Then degb([ℓ]∗X) = ℓr degb(X) and ĥc([ℓ]∗X) =
ℓr+1ĥc(X) for all b ∈ Nmr and c ∈ Nmr+1.
(2) Let X ∈ Z+r (PnQ). Then [X]Z ≥ 0. In particular, ĥc(X) ≥ 0 for all c ∈ Nmr+1.
(3) If X is a linear combination of torsion subvarieties, then [X]
Z
= ı([X]) or
equivalently, ĥc(X) = 0 for all c ∈ Nmr+1. In particular, [PnQ]Z = 1.
(4) Let X ∈ Z+r (PnQ). Then there exists κ(r,m) ≥ 0 such that for all c ∈ Nmr+1,∣∣ĥc(X)− hc(X)∣∣ ≤ κ(r,m) log(|n|+ 1) ∑
b∈Nmr
degb(X).
Proof.
(1) Recall that [ℓ] commutes with s ◦ vδ. Hence, propositions 2.44 and 2.39(2) imply
that
ℓr
∑
b∈Nmr
(
r
b
)
degb(X)δ
b = ℓr deg
(
(s ◦ vδ)∗X
)
= deg
(
(s ◦ vδ)∗[ℓ]∗X
)
=
∑
b∈Nmr
(
r
b
)
degb([ℓ]∗X) δ
b.
Since this holds for all δ ∈ (Z>0)m, we deduce that degb([ℓ]∗X) = ℓr degb(X). The
statement for the height follows analogously by using (2.46) and Proposition 2.39(2).
(2) The non-negativity of the canonical mixed heights is a consequence of the non-
negativity of the Fubini-Study mixed heights. The latter follows from the estimates
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in (2.34) and the non-negativity of the Mahler measure of a polynomial with integer
coefficients. Hence, ĥc(X) ≥ 0 for all c ∈ Nmr+1. The rest of the statement follows
from this together with Proposition 1.10(1).
(3) It suffices to prove this statement for a torsion subvariety V of Pn. Given δ ∈
(Z>0)
m, Proposition 2.39(4) implies that ĥ((s◦vδ)∗X) = 0 since the image of V under
a Segre-Veronese embedding is a torsion subvariety of a projective space. Therefore,
the right-hand side of (2.46) is equal to 0 for all δ, which implies that all its coefficients
are 0. Hence all canonical mixed heights of V are 0, as stated.
(4) By (2.46) and Proposition 2.44, for each δ ∈ (Z>0)m,
ĥ
(
(s ◦ vδ)∗X
)− h((s ◦ v˜δ)∗X) = ∑
c∈Nmr+1
(
r + 1
c
)(
ĥc(X)− hc(X)
)
δc.
As in the proof of Proposition-Definition 2.45, we pick a subset I ⊂ (Z>0)m of cardi-
nality #(Nmr+1) such that the square matrix MI :=
((r+1
c
)
δc
)
c∈Nmr+1,δ∈I
is of maximal
rank. Inverting this matrix, we obtain for each c
(2.52) ĥc(X)− hc(X) =
∑
δ∈I
νc,δ
(
ĥ
(
(s ◦ vδ)∗X
)− h((s ◦ v˜δ)∗X))
with νc,δ ∈ Q. Using (2.43), [KPS01, Lem. 2.7], Proposition 2.44 and the inequality
log
(∏m
i=1
(
δi+ni
ni
)) ≤ |δ| log(|n|+1), we get that there exists κ1(r,m, δ) ≥ 0 such that∣∣h((s ◦ v˜δ)∗X)− h((s ◦ vδ)∗X)| ≤ κ1(r,m, δ) log(|n|+ 1) ∑
b∈Nmr
degb(X).
By propositions 2.39(5) and 2.44, there exists κ2(r,m, δ) ≥ 0 such that∣∣ĥ((s ◦ vδ)∗X)− h((s ◦ vδ)∗X)∣∣ ≤ κ2(r,m, δ) log(|n|+ 1) ∑
b∈Nmr
degb(X).
Therefore, setting κ3(r,m, δ) = κ1(r,m, δ) + κ2(r,m, δ), we get∣∣ĥ((s ◦ vδ)∗X)− h((s ◦ v˜δ)∗X)∣∣ ≤ κ3(r,m, δ) log(|n|+ 1) ∑
b∈Nmr
degb(X).
Observe that the matrix MI does not depend on n. Using (2.52), we deduce that
there exists κ(r,m) such that
|ĥc(X)− hc(X)| ≤ κ(r,m) log(|n|+ 1)
∑
b∈Nmr
degb(X)
for all c ∈ Nmr+1, as stated. 
The following proposition describes the mixed heights and classes of points and divi-
sors, extending Proposition 2.39(6-7) to the multiprojective setting.
Proposition 2.53.
(1) Let ξ = (ξ1, . . . , ξm) ∈ Pn be a point with coordinates in Q and for each
1 ≤ i ≤ m write ξi = (ξi,j)j for coprime ξi,j ∈ Z. Then
[ξ]
Z
=
m∑
i=1
ĥ(ξi) η θ
n−ei + θn.
In particular, ĥei(ξ) = ĥ(ξi).
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(2) Let D ∈ Div+(PnQ) and fD ∈ Z[x] its primitive defining polynomial. Then
[D]
Z
= m(fD) η +
m∑
i=1
degxi(fD) θi.
In particular, ĥn(D) = m(fD).
We need the following lemma.
Lemma 2.54. Let H be an irreducible Q-hypersurface of PnQ which is not a standard
hyperplane and ℓ ≥ 1. Then
f[ℓ]∗[ℓ]∗H =
∏
ω∈ker[ℓ]
fH(ω · x).
Proof. Let stab(H) = {u ∈ (Pn)◦ : u ·H = H} be the stabilizer of V . Then
[ℓ]−1[ℓ]H =
⋃
ω
ω ·H,
the union being over a set of representatives of ker[ℓ]/(stab(H) ∩ ker[ℓ]). As in the
proof of Proposition 2.39(1-2), we can show that deg([ℓ]
∣∣
H
) = #(stab(H) ∩ ker[ℓ]).
Hence,
[ℓ]∗[ℓ]∗H = deg([ℓ]
∣∣
H
) [ℓ]−1[ℓ]H =
∑
ω∈ker[ℓ]
ω ·H.
This implies that the primitive polynomial defining this divisor satisfies
f[ℓ]∗[ℓ]∗H = λ
∏
ω∈ker[ℓ]
fH(ω · x)
with λ ∈ Q×. It only remains to prove that λ = ±1. Let K be the ℓ-th cyclotomic
field, so that fH(ω · x) ∈ K[x] for all ω ∈ ker[ℓ]. Let p ∈ Z be a prime number and v
a valuation of K extending ordp. By Gauss Lemma,
ordp
(∏
ω
fH(ω · x)
)
=
∑
ω
v
(
fH(ω · x)
)
= 0
since fH is primitive and v(ω) = 0 for all ω ∈ ker[ℓ]. This implies that ordp(λ) = 0
for all p and λ = ±1 as desired. 
Proof of Proposition 2.53.
(1) It is enough to prove that ĥei(ξ) = ĥ(ξi). We have that [ℓ]∗ξ = ξ
ℓ, hence
Resei([ℓ]∗ξ) = λi Li(ξ
ℓ
i), where Li is the general linear form of multidegree ei and
λi ∈ Q×, thanks to Corollary 1.38. Since Resei(ξ) and Li(ξi) are primitive polyno-
mials, we deduce that λi = ±1. Applying Definition 2.40, the estimates in (2.34) and
Lemma 2.30(4), we obtain
ℓ−1 hei([ℓ]∗ξ) = ℓ
−1 ph
(
Li(ξ
ℓ
i)
)
= log(maxj|ξi,j|) +O(ℓ−1).
The statement follows by letting ℓ→∞.
(2) By Proposition 1.10(4),
[D]
Z
= ĥn(D) η + [D] = ĥn(D) η +
m∑
i=1
degxi(fD) θi.
Thus, we only have to prove that ĥn(D) = m(fD). We reduce without loss of generality
to the case of an irreducible hypersuface H. If H is a standard hyperplane of PnQ, then
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fH = xi,j for some i, j. Hence ĥn(H) = 0 = m(xi,j), and the statement is true in this
case.
We can then suppose that H is an irreducible Q-hypersurface which is not a standard
hyperplane. Let ℓ ≥ 1. By definition, f[ℓ]∗[ℓ]∗H = f[ℓ]∗H(xℓ). Applying successively
Lemma 2.31(3), Lemma 2.54 and Lemma 2.31(2), we get
m(f[ℓ]∗H) = m(f[ℓ]∗H(x
ℓ)) =
∑
ω∈ker[ℓ]
m(fH(ω · x)) = ℓ|n|m(fH).
By [Rem01b, Thm. 3.4], the estimates in (2.34) and Proposition 2.51(1),
hn([ℓ]∗H) = ph(f[ℓ]∗H) +
m∑
i=1
( ni−1∑
j=1
j∑
l=1
1
2l
)
degn−ei([ℓ]∗H) = m(f[ℓ]∗H) +O(ℓ
|n|−1).
Therefore, ℓ−|n| hn([ℓ]∗H) = m(fH) + O(ℓ
−1). We conclude that ĥn(H) = m(fH) by
letting ℓ→∞. 
The following result gives the behavior of mixed degrees and heights with respect to
Veronese embeddings.
Proposition 2.55. For δ ∈ (Z>0)m let vδ be the Veronese embedding of index δ,
X ∈ Zr(PnQ), b ∈ Nmr and c ∈ Nmr+1. Then
degb((vδ)∗X) = δ
b degb(X) , ĥc((vδ)∗X) = δ
c ĥc(X).
Proof. It is enough to prove the statement for an irreducible Q-variety V . Set Ni =(
δi+ni
ni
)
for 1 ≤ i ≤ m, N = (N1, . . . , Nm) and 1 = (1, . . . , 1) ∈ Nm. The embedding
vδ induces an isomorphism of multigraded algebras
Q[PN−1]/I(vδ(V )) =
⊕
d∈Nm
(
Q[PN−1]/I(vδ(V ))
)
d
≃
⊕
d∈Nm
(
Q[Pn]/I(V )
)
(d1δ1,...,dmδm)
.
Hence, the Hilbert-Samuel functions of V and of vδ(V ) satisfy Hvδ(V )(d1, . . . , dm) =
HV (δ1d1, . . . , δmdm) for all d. Comparing the coefficient of the monomial d
b in the
corresponding Hilbert polynomials and using that vδ is a map of degree 1, it follows
that degb((vδ)∗V ) = degb(vδ(V )) = δ
b degb(V ).
Concerning the height, consider the embeddings
s ◦ vdδ : Pn −֒→ PN ′1···N ′m−1 , s ◦ vd ◦ vδ : Pn −֒→ PM1···Mm−1,
where N ′i =
(diδi+ni
ni
)
and Mi =
(di+Ni−1
Ni−1
)
. For xi ∈ Pni,
vdiδi(xi) = (x
ai
i )|ai|=diδi , vdi ◦ vδi(xi) =
(
((xbii )|bi|=δi)
ci
)
|ci|=di
Observe that the monomials appearing in the image of both maps are the same. This
implies that there are linear maps Ai : P
Mi−1 → PN ′i−1 and Bi : PN ′i−1 → PMi−1 such
that Ai ◦ vdi ◦ vδi = vdiδi and vdi ◦ vδi = Bi ◦ vdiδi . In turn, this implies that there exist
linear maps A : PM1···Mm−1 → PN ′1···N ′m−1 and B : PN ′1···N ′m−1 → PM1···Mm−1 such that
A ◦ s ◦ vd ◦ vδ = s ◦ vdδ , s ◦ vd ◦ vδ = B ◦ s ◦ vdδ.
Let ℓ ≥ 1. We apply [KPS01, Lem. 2.7] to compare the Fubini-Study height of the
image of the cycle [ℓ]∗V under the maps s◦vdδ and s◦vd ◦vδ. Using also propositions
2.44 and 2.51(1), we obtain that there exists κ(n,d, δ) ≥ 0 such that
(2.56)
∣∣h(s ◦ vdδ([ℓ]∗V ))− h(s ◦ vd ◦ vδ([ℓ]∗V ))∣∣ ≤ κ(n,d, δ)∑
b
degb([ℓ]∗V ) = O(ℓ
r).
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The map [ℓ] commutes with vδ, vd, vdδ and s. Hence, s◦vdδ([ℓ]∗V ) = [ℓ]∗s◦vdδ(V ) and
s◦vd◦vδ([ℓ]∗V ) = [ℓ]∗s◦vd◦vδ(V ). From (2.56), we deduce that h([ℓ]∗s◦vd◦vδ(V )) =
h([ℓ]∗s ◦ vdδ(V )) +O(ℓr). Therefore,
ĥ(s ◦ vd ◦ vδ(V )) = lim
ℓ→∞
ℓ−r−1h([ℓ]∗s ◦ vd ◦ vδ(V ))
= lim
ℓ→∞
ℓ−r−1h([ℓ]∗s ◦ vdδ(V )) = ĥ(s ◦ vdδ(V )).
Hence, Proposition 2.44 implies that∑
c
(
r + 1
c
)
ĥc(vδ(V ))d
c = ĥ(s ◦ vd ◦ vδ(V ))
= ĥ(s ◦ vdδ(V )) =
∑
c
(
r + 1
c
)
ĥc(V ) (d δ)
c.
As this hold for all d ∈ Nm, it follows that ĥc(vδ(V )) = δc ĥc(V ), as stated. 
The following result is the arithmetic analogue of Be´zout’s theorem for multiprojective
Q-cycles. It contains Theorem 0.3 in the introduction. Given a multihomogeneous
polynomial f ∈ Z[x1, . . . ,xm], we consider the element in the extended Chow ring
(2.57) [f ]sup = log ||f ||sup η +
m∑
i=1
degxi(f)θi ∈ A∗(Pn;Z).
Observe that [div(f)]
Z
≤ [f ]sup.
Theorem 2.58. Let X ∈ Zr(PnQ) and f ∈ Z[x1, . . . ,xm] a multihomogeneous polyno-
mial such that X and div(f) intersect properly.
(1) If X is effective, then for any b ∈ Nmr ,
ĥb(X · div(f)) ≤
m∑
i=1
degxi(f)ĥb+ei(X) + log ||f ||sup degb(X).
(2) ĥc(X) = 0 for any c ∈ Nmr+1 such that ci > ni for some i.
(3) If X is effective, then [X · div(f)]
Z
≤ [X]
Z
· [f ]sup.
Proof.
(1) We reduce without loss of generality to the case of an irreducible Q-variety
V . Let ℓ ≥ 1 and set ℓ = (ℓ, . . . , ℓ) ∈ (Z>0)m. Consider the Veronese embed-
ding vℓ : P
n → PN−1 where N = ((ℓ+nini ), . . . , (ℓ+nini )),1 = (1, . . . , 1) ∈ Nm. Set
d = (d1, . . . , dm) = deg(f). We have that f
ℓ ∈ Q[Pn]ℓd and so there is a unique poly-
nomial Fℓ ∈ Q[PN−1]d such that v∗ℓ div(Fℓ) = div(f ℓ) = ℓ div(f). Then, the projection
formula (1.6) implies that
(2.59) (vℓ)∗V · div(Fℓ) = ℓ (vℓ)∗(V · div(f)).
Set ||F ||
vℓ(V )
= supξ∈vℓ(V )
|Fℓ(ξ)|
||ξ1||
d1 ···||ξm||
dm
, where || · || is the Euclidean norm. We
apply the arithmetic Be´zout’s theorem for the Fubini-Study mixed height ([Rem01b,
Thm. 3.4 and Cor. 3.6]) to the variety Zℓ := vℓ(V ) = (vℓ)∗V and the divisor div(Fℓ)
and we obtain
hb(Zℓ · div(Fℓ)) ≤
m∑
i=1
di hb+ei(Zℓ) + degb(Zℓ) log
(||Fℓ||vℓ(V )).
HEIGHTS OF VARIETIES AND ARITHMETIC NULLSTELLENSA¨TZE 47
Applying Proposition 2.51(4) to Zℓ and to Zℓ·div(Fℓ) together with the multiprojective
Be´zout’s theorem 1.11, it follows that there exist κ(r,m,d) ≥ 0 such that
(2.60) ĥb(Zℓ · div(Fℓ)) ≤
m∑
i=1
di ĥb+ei(Zℓ) + degb(Zℓ) log(||Fℓ||vℓ(V )
)
+ κ(r,m,d) log(|N − 1|+ 1)
∑
b
degb(Zℓ).
By Proposition 2.55, degb(Zℓ) = ℓ
r degb(V ) and ĥb+ei(Zℓ) = ℓ
r+1 ĥb+ei(V ). The
same result together with (2.59) also implies that
ĥb(Zℓ · div(Fℓ)) = ĥb(ℓ vℓ,∗(V · div(f))) = ℓr+1 ĥb(V · div(f)).
We have that
||Fℓ||vℓ(V ) = supx∈V
|f ℓ(x)|
||vℓ(x1)||d1 · · · ||vℓ(xm)||dm
≤ supx∈V
|f ℓ(x)|∏m
i=1maxj|xi,j|ℓdi
≤ supx∈Dn+1 |f ℓ(x)|,
where D = {z ∈ C : |z| ≤ 1} is the unit disk. Hence, log(||Fℓ||vℓ(V )
) ≤ ℓ log ||f ||sup
because of the maximum modulus principle applied to f . Besides, log(|N − 1|+1) =
O(log(ℓ)) and we deduce from (2.60) that
ĥb
(
V · div(f)) ≤ m∑
i=1
di ĥb+ei(V ) + degb(V ) log ||f ||sup +O
( log(ℓ)
ℓ
)
.
The result follows by letting ℓ→∞.
(2) This follows by adapting the proof of Theorem 2.18(2) to this setting without
major changes.
(3) This is an immediate consequence of (1) and (2), together with Theorem 1.11 and
Proposition 1.10(4). 
The following results can be proved by adapting the arguments in the proofs of corol-
laries 2.19 and 2.20 without major changes.
Corollary 2.61. Let V ⊂ PnQ be a Q-variety of pure dimension r and f ∈ Z[x1, . . . ,xm]
a multihomogeneous polynomial. Let W denote the union of the components of dimen-
sion r − 1 of the intersection V ∩ V (f). Then
[W ]
Z
≤ [V ]
Z
· [V (f)]sup.
In particular, ĥb(W ) ≤
∑m
i=1 degxi(f) ĥb+ei(V ) + log ||f ||sup degb(V ) for all b ∈ Nmr .
Corollary 2.62. Let n ∈ Z>0, X ∈ Z+r (PnQ) and fj ∈ Z[x0, . . . , xn] be s ≤ r homo-
geneous polynomials such that X ·∏i−1j=1 div(fj) and div(fi) intersect properly for all
1 ≤ i ≤ s. Then
ĥ
(
X ·
s∏
j=1
div(fj)
)
≤
( s∏
i=1
deg(fi)
)(
ĥ(X) + deg(X)
( s∑
ℓ=1
log ||fℓ||sup
deg(fℓ)
))
.
Remark 2.63. Theorem 2.58 is one of the main reasons for considering canonical
mixed heights instead of others. For instance, the fact that the canonical mixed
heights of index c such that ci > ni for some i are zero is quite convenient in the
applications. Observe that the analogue of this statement for the Fubini-Study mixed
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heights does not hold: for instance, hn+1(P
n) equals the n-th Stoll number, which
is not zero. This fact implies that the class in A∗(PnQ;Z) of a cycle X contains the
information about all canonical mixed heights of X. This information is necessary if
one wants to express the arithmetic Be´zout’s inequality in Theorem 2.58(1) in terms
of elements in the extended Chow ring.
We next show that canonical mixed heights are monotonic with respect to linear
projections. We keep the notation from Proposition 1.16 and consider also the injective
R-linear map  : A∗(Pl;Z) →֒ A∗(Pn;Z) defined by (P ) = θn−lP .
Proposition 2.64. Let π : PnQ → PlQ be the standard projection defined in (1.15) and
X ∈ Z+r
(
PnQ
)
. Then

(
[π∗X]Z
) ≤ [X]
Z
.
In particular, ĥc(π∗X) ≤ ĥc(X) for all c ∈ Nmr+1.
Proof. The statement is equivalent to degb(π∗X) ≤ degb(X) and ĥc(π∗X) ≤ ĥc(X)
for all b, c. Because of Proposition 1.16, we only need to prove the latter inequality.
Let ℓ ≥ 1. By Proposition 1.41, Rese(c)(π∗[ℓ]∗X) divides init≺(Rese(c)([ℓ]∗X)) in Z[u].
Using the fact that the Mahler measure of a polynomial with integers coefficients is
≥ 0 and Lemma 2.31(4), we deduce that
m(Rese(c)(π∗[ℓ]∗X)) ≤ m
(
init≺(Rese(c)([ℓ]∗X))
) ≤ m(Rese(c)([ℓ]∗X)).
From the estimates in (2.34) and Proposition 2.51(1), it follows that
hc(π∗[ℓ]∗X)) = ph(Rese(c)(π∗[ℓ]∗X)) = m(Rese(c)(π∗[ℓ]∗X)) +O(ℓ
r),
hc([ℓ]∗X)) = ph(Rese(c)([ℓ]∗X)) = m(Rese(c)([ℓ]∗X)) +O(ℓ
r).
Since π commutes with [ℓ],
ĥc(π∗(X)) = lim
ℓ→∞
hc([ℓ]∗π∗(X))
ℓr+1
= lim
ℓ→∞
hc(π∗[ℓ]∗X)
ℓr+1
≤ lim
ℓ→∞
hc([ℓ]∗X)
ℓr+1
= ĥc(X),
which completes the proof. 
Example 2.65. We revisit the problem in Example 1.13 of computing the pairs
(eigenvalue, eigenvector) for the case of a matrix M with entries in Z. We use the
notations therein and furthermore we set Z =
∏n
i=1 div(fi) ∈ Z+0 (P1 × Pn−1;Q). By
Corollary 2.62,
[Z]
Z
≤
n∏
i=1
[div(fi)]sup.
We have that [Z]
Z
= ĥ(1,0)(Z) η θ
n−1
2 + ĥ(0,1)(Z) η θ1 θ
n−2
2 + deg(Z) θ1 θ
n−1
2 and that
[div(fi)]sup = log ||fi||sup η + θ1 + θ2. By comparing coefficients, it follows that
ĥ(1,0)(Z) ≤
∑
i
log ||fi||sup , ĥ(0,1)(Z) ≤ (n− 1)
∑
i
log ||fi||sup , deg(Z) ≤ n.
Let π1 and π2 denote the projections from P
1×Pn−1 to the first and the second factor,
respectively. We have that
Z1 := (π1)∗Z ∈ Z+0 (P1Q) , Z2 := (π2)∗Z ∈ Z+0 (Pn−1Q )
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are the cycles of eigenvalues and of eigenvectors of M , respectively. Applying Propo-
sition 2.64, we deduce that the heights of these cycles satisfy
ĥ(Z1) ≤
∑
i
log ||fi||sup , ĥ(Z2) ≤ (n− 1)
∑
i
log ||fi||sup.
A straightforward application of the arithmetic Be´zout inequality for projective cycles
(Corollary 2.62) would have given the much worse bound 2n−1
∑
i log ||fi||sup.
Next result gives the behavior of extended Chow rings and classes with respect to
products.
Proposition 2.66. Let mi ∈ Z>0 and ni ∈ Nmi for i = 1, 2. Then
(1) A∗(Pn1 × Pn2 ;Z) ≃ A∗(Pn1 ;Z)⊗R[η] A∗(Pn2 ;Z).
(2) Let Xi ∈ Zri(PniQ ) for i = 1, 2. The above isomorphism identifies [X1 ×X2]Z
with [X1]Z⊗ [X2]Z . In particular, for ci ∈ Nmi such that |c1|+ |c2| = r1+r2+1,
ĥ(c1,c2)(X1 ×X2) =

degc1(X1) ĥc2(X2) if |c1| = r1, |c2| = r2 + 1,
degc2(X2) ĥc1(X1) if |c1| = r1 + 1, |c2| = r2,
0 otherwise.
Proof.
(1) This is immediate from the definition of the extended Chow ring.
(2) Consider the case when |c1| = r1 +1, |c2| = r2. By propositions 1.45 and 2.51(1),
hc([ℓ]∗(X1 ×X2)) = ph(Rese(c)([ℓ]∗X1 × [ℓ]∗X2))
= ph(Rese(c1)([ℓ]∗X1)
degc2 ([ℓ]∗X2)) = ℓr2 degc2(X2) hc1([ℓ]∗X1).
Hence,
ĥc(X1 ×X2) = lim
ℓ→∞
ℓ−r1−r2−1hc([ℓ]∗(X1 ×X2))
= degc2(X2) limℓ→∞
ℓ−r1−1hc1([ℓ]∗X1) = ĥc1(X1) degc2(X2).
The other cases can be proved similarly. The equality of classes in the extended Chow
ring follows from this together with Proposition 1.19. 
Finally, we compute the class in the extended Chow ring of the ruled join of two
projective varieties. For i = 1, 2 consider the injective R-linear map i : A
∗(Pni ;Z) →֒
A∗(Pn1+n2+1;Z) defined by θlηb 7→ θlηb for 0 ≤ l ≤ ni and b = 0, 1.
Proposition 2.67. Let ni ∈ N and Xi ∈ Zri(PniQ ) for i = 1, 2. Then
[X1#X2]Z = 1([X1]Z) · 2([X2]Z).
In particular, ĥ(X1#X2) = deg(X1) ĥ(X2) + deg(X2) ĥ(X1).
Proof. The equality of classes is equivalent to deg(X1#X2) = deg(X1) deg(X2) and
ĥ(X1#X2) = deg(X1) ĥ(X2)+deg(X2) ĥ(X1). The first one is (1.20) while the second
one is [PS08, Prop. 4.9(a)]. 
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3. The height of the implicit equation
As an application of the results in the previous sections, we obtain sharp bounds for
the exponents and the coefficients of an equation defining the closure of the image of
an affine variety under a rational map. We consider separately the cases K a field of
functions and K = Q. Besides of their intrinsic interest, these results play a central
role in our treatment of the parametric and arithmetic Nullstellensa¨tze.
In the sequel, we will be mostly concerned with affine varieties instead of multipro-
jective cycles. Given n ∈ Nm, we identify the affine space
AnK := A
n1
K × · · · × AnmK
with the dense open subset PnK \V (x1,0, . . . , xm,0). This identification allows to trans-
fer notions and results from PnK to A
n
K . For instance, subvarieties, cycles and divisors
of AnK correspond to the restriction of subvarieties, cycles and divisors of P
n
K to this
open subset. Thus, we can consider their mixed degrees and heights, which will corre-
spond to the analogous notions for their closure in the corresponding multiprojective
space. In particular, the degree and the height of a subvariety of AnK are respectively
defined as the degree and the height of its closure in PnK .
For n ∈ N, the set of K-varieties of AnK is in one-to-one correspondence with the set of
radical ideals of K[x1, . . . , xn]. For an affine K-variety V ⊂ AnK , we denote by V (K)
the set of closed points of VK . It can be identified with the subset of K
n
defined by
I(V ). A polynomial relation is said to hold on V if it holds for every point of V (K).
Since Q is a perfect field, a Q-variety of AnQ can be identified with a subvariety of
An(Q) defined over Q, see Remark 1.1.
3.1. The function field case. Let k be an arbitrary field and consider the groups of
variables t = {t1, . . . , tp} and x = {x1, . . . , xn}. The following result is a parametric
analogue of Perron’s theorem on the size of an equation of algebraic dependence for
r + 1 polynomials over a variety of dimension r.
Theorem 3.1. Let V ⊂ An
k(t)
be a k(t)-variety of pure dimension r and q1, . . . , qr+1
∈ k[t,x] \ k[t]. Set dj = degx(qj), hj = degt(qj) for 1 ≤ j ≤ r + 1 and write
d = (d1, . . . , dr+1), h = (h1, . . . , hr+1). Then there exists
E =
∑
a∈Nr+1
αay
a ∈ k[t][y1, . . . , yr+1] \ {0}
satisfying E(q1, . . . , qr+1) = 0 on V and such that, for all a ∈ supp(E),
• 〈d,a〉 ≤
( r+1∏
j=1
dj
)
deg(V ),
• deg(αa) + 〈h,a〉 ≤
( r+1∏
j=1
dj
)(
h(V ) + deg(V )
r+1∑
ℓ=1
hℓ
dℓ
)
.
Our proof below follows Jelonek’s approach in [Jel05, Thm. 3.3] and heavily relies on
the arithmetic intersection theory developed in the previous sections.
Lemma 3.2. Let V ⊂ An
k(t)
be a k(t)-variety of pure dimension r and l ∈ N. Then
deg
(
V × Al
k(t)
)
= deg(V ) , h
(
V × Al
k(t)
)
= h(V ).
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Proof. Consider the standard inclusions ι1, ι2 and ι3 of A
n, Al−1 and An+l into Pn,
Pl−1 and Pn+l, respectively. We can easily verify that ι3(V × Al) = ι1(V )#ι2(Al−1).
Applying propositions 2.24 and 2.13(2),
[V × Al]
k(t)
= [V ]
k(t)
· [Al−1]
k(t)
= [V ]
k(t)
,
which implies the statement. 
Proof of Theorem 3.1. Consider first the case when the map
ψ : V −→ Ar+1
k(t)
, x 7−→ (q1(x), . . . , qr+1(x))
is generically finite onto its image, that is, when the fiber of a generic point in Im(ψ) is
finite. In our setting, this implies that Im(ψ) is a hypersurface. Let E ∈ k[t][y]\{0} be
a primitive and squarefree polynomial defining this hypersurface. Let v,w1, . . . , wr+1
be a set of auxiliary variables and write
P = E(w1 + v
h1yd11 , . . . , wr+1 + v
hr+1y
dr+1
r+1 ) ∈ k[t, v][w,y].
Hence,
(3.3) maxa{〈d,a〉} = degw,y(P ) , maxa{deg(αa) + 〈h,a〉} = degt,v(P ).
We have that E is primitive and squarefree as a polynomial in k[t, v][w,y]. Hence the
same holds for P , since the map defined by yj 7→ wj + vhjydjj , wj 7→ yj is the identity
on k[t, v] and an automorphism of k[t, v][w,y] which sends P to E.
Write V (P ) for the k(t, v)-hypersurface of A2r+2
k(t,v)
defined by P . By Proposition 2.13(4),
(3.4) degw,y(P ) = deg(V (P )) , degt,v(P ) = h(V (P )).
We will bound both the degree and the height of this hypersurface. Consider the
following subvarieties of An+2r+2
k(t,v)
:
G = (V ×A2r+2)∩
r+1⋂
j=1
V (yj−qj) , G(d,h) = (V ×A2r+2)∩
r+1⋂
j=1
V (wj+v
hjy
dj
j −qj).
Both varieties are of pure dimension 2r+1: indeed, each of them is defined by a set of
r+1 polynomials which form a complete intersection over V ×A2r+2 as they depend on
different variables yj. Let ρ : A
r+1 → Ar+1 be the map defined by yj 7→ wj + vhjydjj
and π the projection An+2r+2 ≃ An × A2r+2 → A2r+2. We have a commutative
diagram
G(d,h)
Id
An×Ar+1×ρ
//
π

G
π

V (P )
Id
Ar+1×ρ
// V (E)
Both G(d,h) → G and G → V (E) are generically finite since ψ is generically finite,
and so this is also the case for π : G(d,h) → V (P ). Proposition 2.22 then implies
that
(3.5) deg(V (P )) ≤ deg(G(d,h)) , h(V (P )) ≤ h(G(d,h)).
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Observe that degx,w,y(v
hjy
dj
j +wj−qj) = dj and degt,v(vhjy
dj
j +wj−qj) = hj . Hence,
since G(d,h) is an open set of a component defined by the homogenization of these
equations in Pn+2r+2,
deg(G(d,h)) ≤
( r+1∏
j=1
dj
)
deg(V × A2r+2) =
( r+1∏
j=1
dj
)
deg(V ),
h(G(d,h)) ≤
( r+1∏
j=1
dj
)(
h(V × A2r+2) + deg(V × A2r+2)
r+1∑
ℓ=1
hℓ
dℓ
)
≤
( r+1∏
j=1
dj
)(
h(V ) + deg(V )
r+1∑
ℓ=1
hℓ
dℓ
)
,
thanks to Corollary 2.19 and Lemma 3.2. The statements follows from these bounds,
together with (3.3), (3.4) and (3.5).
The general case reduces to the generically finite one by a deformation argument.
Choose variables xi1 , . . . , xir+1 among those in the group x in such a way that the
projection V → Ar+1
k(t)
,x 7→ (xi1 , . . . , xir+1) is generically finite onto its image. Adding
a further variable z, we consider the map
Vk(z,t) −→ Ar+1k(z,t) , x 7−→
(
q1(x) + z xi1 , . . . , qr+1(x) + z xir+1
)
.
It is also generically finite onto its image. Thus, we are in the hypothesis of the previous
case with respect to the base ring k(z)[t]. We deduce that there is a polynomial
E˜ =
∑
a α˜ay
a ∈ k(z)[t][y] \ {0} defining the closure of the image of this map and
satisfying, for all a ∈ supp(E˜),
〈d,a〉 ≤
( r+1∏
j=1
dj
)
deg(V ) , degt(α˜a)+〈h,a〉 ≤
( r+1∏
j=1
dj
)(
h(V )+deg(V )
r+1∑
ℓ=1
hℓ
dℓ
)
.
After multiplying by a suitable non-zero polynomial in z, we can assume without loss
of generality that E˜ lies in k[z][t,y] and that it is primitive as a polynomial in the
variables t,y. Set E = E˜(0, t,y) ∈ k[t,y] \{0}. We have that E˜(q1+ z xi1 , . . . , qr+1+
z xir+1) ∈ I(V ) ⊗ k(t)[z] and so E(q) ∈ I(V ) or, equivalently, E(q) = 0 on V . We
deduce that E = 0 is an equation of algebraic dependence for q1, . . . , qr+1 which
satisfies the same bounds as E˜. 
For V = An
k(t)
we have r = n, deg(V ) = 1 and h(V ) = 0. The above result gives the
bounds
(3.6) 〈d,a〉 ≤
n+1∏
j=1
dj , deg(αa) + 〈h,a〉 ≤
n+1∑
ℓ=1
(∏
j 6=ℓ
dj
)
hℓ
for the y-degree and the t-degree of an equation of algebraic dependence for n + 1
polynomials in k[t,x] of x-degree dj ≥ 1 and t-degree hj .
Example 3.7. Let d1, d2 ∈ N be coprime integers and set qj = gjxdj − 1 ∈ k[t, x] for
a generic univariate polynomial gj ∈ k[t] of degree hj , j = 1, 2. The implicit equation
of the closure of the image of
A1
k(t)
−→ A2
k(t)
, x 7−→ (q1(x), q2(x))
is gd12 (y1 + 1)
d2 − gd21 (y2 + 1)d1 = 0. The bounds (3.6) are optimal in this case.
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Theorem 3.1 can be regarded as an estimate for the Newton polytope of the equa-
tion E: if we write E =
∑
a,c γa,ct
cya ∈ k[t,y] with γa,c ∈ k, the corresponding
Newton polytope is the convex hull
N(E) = conv
{
(a, c) : γa,c 6= 0
} ⊂ Rr+1 × Rp.
Theorem 3.1 is equivalent to the statement that N(E) is contained in the intersection
of the non-negative orthant with the two half-spaces defined by the inequalities
〈d,a〉 ≤
( r+1∏
j=1
dj
)
deg(V ) , 〈1, c〉+ 〈h,a〉 ≤
( r+1∏
j=1
dj
)(
h(V ) + deg(V )
r+1∑
ℓ=1
hℓ
dℓ
)
,
where 1 = (1, . . . , 1) ∈ Np. Indeed, it can be shown that, for V = An
k(t)
and generic
polynomials qj of x-degree dj ≥ 1 and t-degree hj , the Newton polytope of E coincides
with the set cut out by these inequalities.
For instance, consider in Example 3.7 the case when d2h1 ≥ d1h2. Then, the New-
ton polytope of E is the convex hull of the points (0, 0, 0), (d2 , 0, 0), (d2, 0, d1h2),
(0, 0, d2h1), (0, d1, d2h1), (0, d1, 0), as shown in the figure:
(0, 0, d1h2)
(0, d1, 0)
t
(0, 0, d2h1)
(0, d1, d2h1)
(d2, 0, 0)
y1
y2
(d2, 0, d1h2)
It coincides with the subset of R3 cut out by the inequalities (3.6), namely{
(a1, a2, c) : a1, a2, c ≥ 0, d1a1 + d2a2 ≤ d1d2, c+ h1a1 + h2a2 ≤ d1h2 + d2h1
}
.
Example 3.8. Consider the elliptic curve C = V
(
(t + 1)x31 + x
2
1 − x22
) ⊂ A2
k(t)
and
the polynomials q1 = x1 + (t+ 1)x2 − 1, q2 = x1x2 + (t − 1)x22 + t ∈ k[t, x1, x2]. The
implicit equation of the closure of the image of
C −→ A2
k(t)
, (x1, x2) 7−→
(
q1(x1, x2), q2(x1, x2)
)
is defined by a polynomial E ∈ k[t, y1, y2] with 138 terms. Its Newton polytope is the
polytope conv
(
(0, 0, 0), (6, 0, 0), (6, 0, 5), (0, 0, 11), (0, 3, 8), (0, 3, 0)
) ⊂ R3 :
(6, 0, 5)
(0, 3, 0)
(6, 0, 0)
(0, 3, 8)
(0, 0, 11)
y2
t
y1
It also coincides with the polytope cut out by the inequalities in the parametric
Perron’s theorem: we have that deg(C) = 3 and h(C) = 1 while degx(q1) = 1,
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degx(q2) = 2 and degt(qi) = 1, i = 1, 2. Theorem 3.1 implies the inclusion of poly-
topes
N(E) ⊂ {(a1, a2, c) : a1, a2, c ≥ 0, a1 + 2a2 ≤ 6, c+ a1 + a2 ≤ 11},
which turns out to be an equality.
The following result is an upper bound for the degree and the height of the implicit
equation of a hypersurface defined as the closure of the image of a general rational
map. These estimates are not used in the proof of the arithmetic Nullstellensa¨tze.
Nevertheless, we include them because they may have some independent interest.
Recall that a rational map ρ : V 99K Ar+1
k(t)
is defined by quotients of polynomials
whose denominators do not vanish identically on any of the components of V . It is
generically finite onto its image if the fiber of a generic point in Im(ρ) is finite. In our
setting, this implies that the closure of its image is a hypersurface.
Theorem 3.9. Let V ⊂ An
k(t)
be a k(t)-variety of pure dimension r and
ψ : V 99K Ar+1
k(t)
, x 7−→
(
q1
p1
(x), . . . ,
qr+1
pr+1
(x)
)
a rational map, generically finite onto its image, defined by polynomials qj, pj ∈ k[t,x]
such that qj/pj /∈ k(t). Let E ∈ k[t,y] be a primitive and squarefree polynomial
defining Im(ψ). Set dj = max{degx(qj),degx(pj)} and hj = max{degt(qj),degt(pj)}
for 1 ≤ j ≤ r + 1. Then
• degyi(E) ≤
(∏
j 6=i
dj
)
deg(V ) for 1 ≤ i ≤ r + 1,
• degt(E) ≤
( r+1∏
j=1
dj
)(
h(V ) + deg(V )
r+1∑
ℓ=1
hℓ
dℓ
)
.
Proof. Let U = V \ ⋃r+1j=1 V (pj) be the dense open subset of V where ψ is defined.
The graph of ψ is
{(x,y) : x ∈ U, yjpj(x) = qj(x) for 1 ≤ j ≤ r + 1} ⊂ U × Ar+1(k(t)).
Let G be the closure of this set in V × Ar+1
k(t)
. The equations yjpj = qj intersect
properly on U × Ar+1
k(t)
because they depend on different variables yj. Hence, G is an
equidimensional variety of dimension r, and the projection V ×Ar+1 → Ar+1 induces
a generically finite map between G and V (E).
We consider mixed degrees and heights of G and V (E) with respect to the inclusions
V × Ar+1 →֒ Pn × (P1)r+1 , Ar+1 →֒ (P1)r+1.
Set 1 = (1, . . . , 1) ∈ Nr+1 and let ei denote the i-th vector of the standard basis
of Rr+1. By Proposition 2.13(4),
(3.10) degyi(E) = deg1−ei(V (E)) , degt(E) = h1(V (E)).
Proposition 2.22 applied to the projection Pn × (P1)r+1 → (P1)r+1 implies that
(3.11) deg1−ei(V (E)) ≤ deg0,1−ei(G) , h1(V (E)) ≤ h0,1(G).
Let [G]
k[t]
∈ Z[η, θ0,θ]/(η2, θn+10 , θ21, . . . , θ2r+1) be the class of G in the extended Chow
ring of Pn × (P1)r+1. Observe that G is contained in the part of dimension r of the
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intersection
(V × Ar+1) ∩
r+1⋂
j=1
V (yjpj − qj).
We will give an upper bound for the class of G by applying Corollary 2.19 recursively
to the variety V × Ar+1 and the polynomials gj = yjpj − qj for j = 1, . . . , r + 1. By
propositions 2.23 and 2.13(2),
[V × Ar+1]
k[t]
= [V ]
k[t]
⊗ [A1]⊗(r+1)
k[t]
= [V ]
k[t]
= h(V )ηθn−r−10 + deg(V )θ
n−r
0 .
Hence,
[G]
k[t]
≤ [V × Ar+1]
k[t]
r+1∏
j=1
(
degt(gj)η + degx(gj)θ0 +
r+1∑
ℓ=1
degyℓ(gj)θℓ
)
=
(
h(V )ηθn−r−10 + deg(V )θ
n−r
0
) r+1∏
j=1
(hjη + djθ0 + θj).
Observe that h0,1(G) and deg0,1−ei(G) are the coefficients in [G]k[t] of the monomi-
als η θn0 and θ
n
0 θi, respectively. Therefore
deg0,1−ei(G) ≤
(∏
j 6=i
dj
)
deg(V ) , h0,1(G) ≤
( r+1∏
j=1
dj
)(
h(V ) + deg(V )
r+1∑
ℓ=1
hℓ
dℓ
)
.
The statement follows from these estimates, together with (3.10) and (3.11). 
For V = An
k(t)
, the above result gives the bounds
(3.12) degyi(E) ≤
∏
j 6=i
dj , degt(E) ≤
n+1∑
ℓ=1
(∏
j 6=ℓ
dj
)
hℓ.
It can be shown that, for generic polynomials of x-degree dj and t-degree hj , the New-
ton polytope of E coincides with the subset of Rr+1×Rp cut out by these inequalities.
Example 3.13. Let d1, d2 ∈ N be coprime integers and gi ∈ k[t] univariate polyno-
mials of degree hi, i = 1, 2. Set
q1
p1
=
xd1
(x+ 1)d1g1
− 1 , q2
p2
=
(x+ 1)d2
xd2g2
− 1.
The implicit equation of the closure of the image of the map
A1
k(t)
99K A2
k(t)
, x 7−→
( q1
p1
(x),
q2
p2
(x)
)
is given by the polynomial E = g1
d2g2
d1(y1 + 1)
d2(y2 + 1)
d1 − 1 ∈ k[t, y1, y2]. Theo-
rem 3.9 is optimal in this case, since degy1(E) = d2, degy2(E) = d1 and degt(E) =
d1h2 + d2h1. Moreover, we can check that the Newton polytope of E coincides with
the set cut out by the inequalities in (3.12).
The previous results can be extended to polynomials depending on groups of param-
eters. For the sequel, we will need the multiparametric version of Theorem 3.1 that
we state below. Let tl = {tl,1, . . . , tl,pl} be a group of variables for 1 ≤ l ≤ m and
set t = {t1, . . . , tm}. For each 1 ≤ l ≤ m, write kl = k(t1, . . . , tl−1, tl+1, . . . , tm)
and observe that kl(tl) = k(t). Hence, for a given projective k(t)-variety V , we can
consider its height with respect to the base ring kl[tl]. We denote this height htl(V ).
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Corollary 3.14. Let V ⊂ Ank(t) be a k(t)-variety of pure dimension r and q1, . . . , qr+1 ∈
k[t][x] \ k[t] such that the map
ψ : V −→ Ar+1 , x 7−→ (q1(x), . . . , qr+1(x))
is generically finite onto its image. Let E =
∑
a∈Nr+1 αay
a ∈ k[t][y1, . . . , yr+1] be
a primitive and squarefree polynomial defining Im(ψ). Set dj = degx(qj), hl,j =
degtl(qj) for 1 ≤ j ≤ r + 1, 1 ≤ l ≤ m and write d = (d1, . . . , dr+1), hl =
(hl,1, . . . , hl,r+1). Then, for all a ∈ supp(E),
• 〈d,a〉 ≤
( r+1∏
j=1
dj
)
deg(V ),
• degtl(αa) + 〈hl,a〉 ≤
( r+1∏
j=1
dj
)(
htl(V ) + deg(V )
r+1∑
ℓ=1
hl,ℓ
dℓ
)
for 1 ≤ l ≤ m.
Proof. Observe that E is primitive and squarefree as an element of kl[tl][y]. The result
then follows from Theorem 3.1 applied to the field kl and the group of variables tl. 
3.2. The rational case. We now turn our attention to the problem of estimating the
size of the implicit equation for a rational map defined over Q. It will be convenient
to consider a more general situation where the input polynomials depend on groups
of parameters. As in the end of the previous section, we set tl = {tl,1, . . . , tl,pl} for
1 ≤ l ≤ m and t = {t1, . . . , tm}.
Theorem 3.15. Let V ⊂ AnQ be a Q-variety of pure dimension r and q1, . . . , qr+1 ∈
Z[t][x] \ Z[t] such that the map
ψ : V
Q(t)
−→ Ar+1
Q(t)
, x 7−→ (q1(x), . . . , qr+1(x))
is generically finite onto its image. Let E =
∑
a∈Nr+1 αay
a ∈ Z[t][y1, . . . , yr+1]
be a primitive and squarefree polynomial defining Im(ψ) Set dj = degx(qj), δl,j =
degtl(qj), hj = h(qj) for 1 ≤ j ≤ r + 1, 1 ≤ l ≤ m and write d = (d1, . . . , dr+1),
δl = (δl,1, . . . , δl,r+1), h = (h1, . . . , hr+1). Then, for all a ∈ supp(E),
• 〈d,a〉 ≤
( r+1∏
j=1
dj
)
deg(V ),
• degtl(αa) + 〈δl,a〉 ≤
( r+1∏
j=1
dj
)
deg(V )
r+1∑
ℓ=1
δl,ℓ
dℓ
for 1 ≤ l ≤ m,
• h(αa) + 〈h,a〉 ≤
( r+1∏
j=1
dj
)(
ĥ(V ) + deg(V )
(
log(r + 2)
+
r+1∑
ℓ=1
1
dℓ
(
hℓ + log
(
#supp(qℓ) + 2
)
+
m∑
l=1
δl,ℓ log(pl + 1)
)))
.
We need the following lemma for the proof of this result. It is the analogue for Q of
Lemma 3.2 and can be proved using the same arguments and Proposition 2.67 instead
of 2.24.
Lemma 3.16. Let V ⊂ AnQ be a Q-variety of pure dimension r and l ∈ N. Then
deg(V × AlQ) = deg(V ) , ĥ(V × AlQ) = ĥ(V ).
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Proof of Theorem 3.15. By Proposition 2.13(2), the height htl of VQ(t) with respect to
the base ring Q(t1, . . . , tl−1, tl+1, . . . , tm)[tl] is zero. Then, the bounds for the degrees
are a direct consequence of Corollary 3.14. For the height, the proof follows closely
the lines of that of Theorem 3.1 with Z instead of k[t]. We will avoid repeating the
same verifications when they follow mutatis mutandis the parametric case.
Let w1, . . . , wr+1 be a group of variables and consider the polynomial
P = E(w1 +H1y1, . . . , wr+1 +Hr+1yr+1) ∈ Z[t,w,y],
with Hj = e
hj ∈ N. It verifies
(3.17) maxa{h(αa) + 〈h,a〉} = h(P (0,y)).
Applying successively lemmas 2.32(2) and 2.31(4),
h(P (0,y)) ≤ m(P (0,y)) + degy(P (0,y)) log(r + 2) +
m∑
l=1
degtl(P (0,y)) log(pl + 1)
≤ m(P ) + degy(E) log(r + 2) +
m∑
l=1
degtl(E) log(pl + 1).(3.18)
The polynomial P is primitive and squarefree. Hence, it gives a defining equation for
the Q-hypersurface V (P ) ⊂ ApQ × A2r+2Q , where p := (p1, . . . , pm). Considering the
standard inclusion of this affine space into PpQ × P2r+2Q , Proposition 2.53(2) implies
(3.19) m(P ) = ĥp,2r+2(V (P )).
Consider the variety
G(d,h) = (Ap × V ×A2r+2) ∩
r+1⋂
j=1
V (wj +Hjyj − qj) ⊂ Ap × An+2r+2.
As in the proof of Theorem 3.1, we can verify that it is of pure dimension |p|+2r+1
and that the projection Ap ×An+2r+2 → Ap ×A2r+2 induces a generically finite map
π : G(d,h)→ V (P ). Considering mixed heights with respect to the standard inclusion
Ap × An+2r+2 →֒ Pp × Pn+2r+2, Proposition 2.64 implies
(3.20) ĥp,2r+2(V (P )) ≤ ĥp,2r+2(G(d,h)).
The closure of Ap × V × A2r+2 is Pp × ι(V × A2r+2), where ι denotes the standard
inclusion An+2r+2 →֒ Pn+2r+2. We will consider classes in the extended Chow ring
A∗(Pp × Pn+2r+2;Z) = R[η,θ, ζ]/(η2, θp1+11 , . . . , θpl+1l , ζn+2r+3).
With this notation, propositions 2.66(2) and 2.51(3) together with Lemma 3.16 imply
[Ap × V × A2r+2]
Z
= [Ap]
Z
⊗ [V × A2r+2]
Z
= [V ]
Z
= ĥ(V )ηζn−r−1 + deg(V )ζn−r.
Write gj = wj + Hjyj − qj ∈ Z[t,x,w,y] and consider the class associated to its
sup-norm as defined in (2.57):
[gj ]sup = log ||gj ||supη+
m∑
l=1
degtl(gj)θl+degx,w,y(gj)ζ = log ||gj ||supη+
m∑
l=1
δl,jθl+djζ.
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The divisors defined by these polynomials intersect Ap×V ×A2r+2 properly. Applying
recursively Corollary 2.61,
[G(d,h)]
Z
≤ [Ap × V × A2r+2]
Z
r+1∏
j=1
[gj ]sup
=
(
ĥ(V )ηζn−r−1 + deg(V )ζn−r
) r+1∏
j=1
(
log ||gj ||supη +
m∑
l=1
δl,jθl + djζ
)
.
The mixed height ĥp,2r+2(G(d,h)) is the coefficient of η ζ
n in [G(d,h)]
Z
. Furthermore,
log ||gℓ||sup ≤ hℓ+log
(
#supp(qℓ)+2
)
by Lemma 2.32(1). The above inequality implies
ĥp,2r+2(G(d,h)) ≤
( r+1∏
j=1
dj
)(
ĥ(V ) + deg(V )
r+1∑
ℓ=1
hℓ + log
(
#supp(qℓ) + 2
)
dℓ
)
.
The statement follows from this inequality together with (3.17), (3.18), (3.19), (3.20),
and the already considered bounds for the partial degrees of E. 
Theorem 0.4 in the introduction follows from the case m = 0 of this result and the
inequality #supp(qℓ) + 2 ≤ (n + 3)dℓ .
Remark 3.21. Theorem 0.4 can be regarded as a first bound for the extended Newton
polytope of the implicit equation, defined as the convex envelope of the subset
{(a, λ) : a ∈ supp(E), 0 ≤ λ ≤ h(αa)} ⊂ Rr+1 × R.
Indeed, it would be interesting to have a better understanding of this “arithmetic”
polytope in terms of finer invariants of the input polynomials qj like for instance their
extended Newton polytope, instead of just their degree and height.
Example 3.22. Let d1, d2 ∈ N and H1,H2 ∈ N be two pairs of coprime integers and
set qj = Hjx
dj ∈ Z[x] for j = 1, 2. The implicit equation of the image of the map
A1Q −→ A2Q , x 7−→ (q1(x), q2(x))
is given by the polynomial E = Hd12 y
d2
1 −Hd21 yd12 ∈ Z[y1, y2]. Then, max(a1,a2){d1a1 +
d2a2} = d1d2 and
max(a1,a2){log |coeff (a1,a2)(E)| + h1a1 + h2a2} = d1h2 + d2h1,
with hj = log(Hj). Hence, the bounds in Theorem 0.4 are optimal in this example,
up to a term of size O(d1d2).
Using a deformation argument, we can extend Theorem 3.15 to the case when the map
is not generically finite. For simplicity, we will only state this result for polynomials
not depending on parameters.
Corollary 3.23. Let V ⊂ AnQ be a Q-variety of pure dimension r and q1, . . . , qr+1 ∈
Z[x] \ Z. Set dj = deg(qj) and hj = h(qj) for 1 ≤ j ≤ r + 1 and write d =
(d1, . . . , dr+1), h = (h1, . . . , hr+1). Then there exists
E =
∑
a∈Nr+1
αay
a ∈ Z[y1, . . . , yr+1] \ {0}
HEIGHTS OF VARIETIES AND ARITHMETIC NULLSTELLENSA¨TZE 59
satisfying E(q1, . . . , qr+1) = 0 on V and such that, for all a ∈ supp(E),
• 〈d,a〉 ≤
( r+1∏
j=1
dj
)
deg(V ),
• h(αa) + 〈h,a〉 ≤
( r+1∏
j=1
dj
)(
ĥ(V ) + deg(V )
( r+1∑
ℓ=1
hℓ
dℓ
+ (r + 2) log(2n + 8)
))
.
Proof. We will follow the arguments in the proof of Theorem 3.1 adapted to this
situation. Choose r + 1 variables xi1 , . . . , xir+1 in the group x so that the linear
projection V → Ar+1Q ,x 7→ (xi1 , . . . , xir+1) is generically finite onto its image. Adding
a further variable z, consider the map
VQ(z) −→ Ar+1Q(z) , x 7−→
(
q1(x) + z xi1 , . . . , qr+1(x) + z xir+1
)
,
which is generically finite onto its image. Let E˜ =
∑
a αay
a ∈ Z[z][y] be a primitive
and squarefree polynomial defining the closure of the image of this map. The polyno-
mials qj(x) + z xij have x-degree dj, z-degree 1 and height hj . Theorem 3.15 applied
to this case gives 〈d,a〉 ≤ (∏r+1j=1 dj) deg(V ) and
h(αa) + 〈h,a〉 ≤
( r+1∏
j=1
dj
)(
ĥ(V ) + deg(V )
(
log(r + 2)
+
r+1∑
ℓ=1
1
dℓ
(
hℓ + log
(
#supp(qℓ) + 3
)
+ log(2)
)))
.
The polynomial E := E˜(0,y) ∈ Z[y] gives a non-trivial relation of algebraic de-
pendence for the qj’s and it satisfies the same degree and height bounds as E˜. The
statement then follows from the inequality #supp(qℓ)+3 ≤ (n+1)dℓ+3 ≤ (n+4)dℓ . 
Next result gives an upper bound for the Mahler measure and a fortiori, for the height
of the implicit equation for a rational map.
Theorem 3.24. Let V ⊂ AnQ be a Q-variety of pure dimension r and
ψ : V 99K Ar+1Q , x 7→
(
q1
p1
(x), . . . ,
qr+1
pr+1
(x)
)
a rational map, generically finite onto its image, defined by polynomials qj, pj ∈ Z[x]
such that qj/pj /∈ Q. Let E ∈ Z[y] be a primitive and squarefree polynomial defin-
ing Im(ψ). Set dj = max{degx(qj),degx(pj)} and hj = log(||qj ||1 + ||pj ||1) for
1 ≤ j ≤ r + 1. Then
• degyi(E) ≤
(∏
j 6=i
dj
)
deg(V ) for 1 ≤ i ≤ r + 1,
• m(E) ≤
( r+1∏
j=1
dj
)(
ĥ(V ) + deg(V )
r+1∑
ℓ=1
hℓ
dℓ
)
.
Proof. The bounds for the partial degrees of E follow from Theorem 3.9. Thus, we
only have to prove the upper bound for the Mahler measure. Let V (E) ⊂ Ar+1Q and
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G ⊂ V ×Ar+1Q denote the closure of the image of ψ and of the graph of ψ, respectively.
We consider mixed heights of G and V (E) with respect to the inclusions
V × Ar+1 →֒ Pn × (P1)r+1 , Ar+1 →֒ (P1)r+1.
Propositions 2.53 and 2.64 imply that
(3.25) m(E) = ĥ1(V (E)) ≤ ĥ0,1(G).
Let [G]
Z
∈ R[η, θ0,θ]/(η2, θn+10 , θ21, . . . , θ2r+1) be the class of the closure of G in the
extended Chow ring of Pn × (P1)r+1. We will bound it by applying Corollary 2.61
recursively to V × Ar+1 and gj := yjpj − qj for j = 1, . . . , r + 1. Propositions 2.66(2)
and 2.51(3) imply that [V × Ar+1]
Z
= ĥ(V )ηθn−r−10 + deg(V )θ
n−r
0 . Besides, ||pjyj −
qj||sup ≤ ||pj ||1 + ||qj||1 and so [pjyj − qj]sup ≤ hjη + djθ0 + θj. Hence,
[G]
Z
≤ [V ×Ar+1]
Z
r+1∏
j=1
[pjyj−qj]sup ≤
(
ĥ(V )ηθn−r−10 +deg(V )θ
n−r
0
) r+1∏
j=1
(
hjη+djθ0+θj).
The mixed height ĥ0,1(G) is the coefficient of the monomial η θ
n
0 in [G]Z . The above
inequality then implies
ĥ0,1(G) ≤
( r+1∏
j=1
dj
)
ĥ(V ) + deg(V )
r+1∑
ℓ=1
(∏
j 6=ℓ
dj
)
hℓ.
The statement follows from this inequality and (3.25). 
For V = AnQ, the above result gives the bounds
degyi(E) ≤
∏
j 6=i
dj , m(E) ≤
n+1∑
ℓ=1
(∏
j 6=ℓ
dj
)
hℓ
for the degree and the Mahler measure of Im(ψ). Using Lemma 2.32(2), we can bound
the height of this polynomial by
h(E) ≤
n+1∑
ℓ=1
(∏
j 6=ℓ
dj
)
(hℓ + log(2)).
Example 3.26. Let d1, d2,H1,H2 ≥ 1 such that d1, d2 are coprime and set
q1
p1
=
xd1
H1(x+ 1)d1
,
q2
p2
=
(x+ 1)d2
H2 xd2
.
The implicit equation of the closure of the image of
A1Q 99K A
2
Q, x 7−→
(
q1
p1
(x),
q2
p2
(x)
)
is defined by E = H1
d2H2
d1yd21 y
d1
2 −1 ∈ Z[y1, y2]. We have max{deg(pj),deg(qj)} = dj
while log(||q1||1 + ||p1||1) = log(1 + H12d1) and log(||q2||1 + ||p2||1) = log(2d2 + H2).
Hence, Theorem 3.24 gives
m(E) ≤ d2 log(1 +H12d1) + d1 log(2d2 +H2).
Indeed, m(E) = d1 log(H2) + d2 log(H1) and so the obtained bound is optimal up a
term of size O(d1d2).
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4. Arithmetic Nullstellensa¨tze
4.1. An effective approach to the Nullstellensatz. Recall the statement of the
weak Nullstellensatz over a variety:
Let V ⊂ AnK be a K-variety and f1, . . . , fs ∈ K[x1, . . . , xn] without
common zeros in V (K). Then there exist g1, . . . , gs ∈ K[x1, . . . , xn]
such that 1 = g1f1 + · · · + gsfs on V .
We recall Jelonek’s approach in [Jel05] to produce bounds for the degree of the gi’s
and explain how it can be adapted to obtain bounds for their height. Set r = dim(V ).
We assume without loss of generality that s ≤ r+1, otherwise we reduce to this case
by taking generic linear combinations of the input polynomials. Consider the regular
map
(4.1) ϕ : V ×A1K−→V × AsK , (x, z) 7−→ (x, zf1(x), . . . , zfs(x)) .
Since the fj’s have no common zeros in V (K), the subsets {(x, z1, . . . , zs) : fj(x) 6= 0}
form an open covering of V × AsK . This implies that
Im(ϕ) =
{
(x, z1, . . . , zs) ∈ V × AsK : fi(x)zj = fj(x)zi for all i, j
}
.
In particular, Im(ϕ) is a subvariety of V × AsK . Furthermore, let g1, . . . , gs be poly-
nomials such that 1 = g1f1 + · · · + gsfs. The map Im(ϕ) → V × A1K defined as
(x, z1, . . . , zs) 7→ (x, g1(x)z1 + · · · + gs(x)zs) is a left inverse of ϕ. Hence, ϕ induces
an isomorphism V × A1K → Im(ϕ).
Assume there exists a finite linear projection π : Im(ϕ)→ Ar+1K . Such a map exists if
the field K is sufficiently big (for instance, if it is infinite). In this case, we can assume
without loss of generality that π is given by a (r + 1) × (n + s)-matrix in reduced
triangular form. Hence, there are linear forms ℓi = γi,1x1 + · · · + γi,nxn ∈ K[x],
1 ≤ i ≤ r + 1, such that this projection writes down as
π : Im(ϕ)→Ar+1K , (x, z1, . . . , zs) 7→
(
z1 + ℓ1(x), . . . , zs + ℓs(x), ℓs+1(x), . . . , ℓr+1(x)
)
.
Thus, the composition π ◦ ϕ : V × A1K→Ar+1K is a finite map or equivalently, the
inclusion of algebras (π ◦ ϕ)∗ : K[y1, . . . , yr+1] →֒ K[x, z]/I(V × A1K) is an integral
extension. This map writes down, for (x, z) ∈ V × A1K , as
π ◦ ϕ(x, z) = (zf1(x) + ℓ1(x), . . . , zfs(x) + ℓs(x), ℓs+1(x), . . . , ℓr+1(x)).
Up to a non-zero scalar in K, the minimal polynomial of z over K[y] is of the form
E = zδ +
δ∑
j=1
∑
a∈Nr+1
αa,jy
azδ−j ∈ K[y, z].
Therefore,
(4.2) zδ +
δ∑
j=1
∑
a
αa,j(zf1 + ℓ1)
a1 · · · (zfs + ℓs)asℓas+1s+1 · · · ℓαr+1r+1 zδ−j = 0 on V × A1
and so all the coefficients in the expansion of (4.2) with respect to the variable z
vanish identically on V . We derive a Be´zout identity from the coefficient of zδ as
follows: for each 1 ≤ j ≤ δ and a ∈ Nr+1, the coefficient of zj in the expansion of
(zf1 + ℓ1)
a1 · · · (zfs + ℓs)asℓas+1s+1 · · · ℓαr+1r+1 writes down as∑
b
gbf
b1
1 · · · f bss
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with gb ∈ K[x] and b ∈ Ns such that |b| = j ≥ 1. Hence each term in this sum is a
multiple of some fj and, regrouping terms, we can write the coefficient of z
δ in the
expansion of (4.2) as 1− g1f1 − · · · − gsfs with gi ∈ K[x].
Remark 4.3. The argument above is not a proof of the Nullstellensatz since it relies
on the a priori existence of a Be´zout identity: this is used to prove that the map ϕ
in (4.1) is an isomorphism onto its image.
In our treatment of the arithmetic Nullstellensatz, we will use the previous construc-
tion for the general linear forms
(4.4) ℓi := ui,1x1 + · · ·+ ui,nxn ∈ K[ui][x] for 1 ≤ i ≤ r + 1,
where ui = {ui,j}1≤j≤n is a group of auxiliary variables. This is a valid choice,
since the associated linear projection π : Im(ϕ)K(u) → Ar+1K(u) is a finite map, see for
instance [Lan93, Ch. 7, Thm. 2.2].
Assume that K is the field of fractions of a factorial ring A. Let E ∈ A[u][y, z] be the
minimal polynomial of z with respect to the map π ◦ ϕ, primitive with respect to the
ring A[u]. We expand it as
(4.5) E = α0,0z
δ +
δ∑
j=1
∑
a∈Nr+1
αa,jy
azδ−j
with αa,j ∈ A[u] such that α0,0 6= 0. For 1 ≤ i ≤ s, set
(4.6) g˜i = −
δ∑
j=1
∑
a
∑
b
αa,j
(( r+1∏
k=1
(
ak
bk
)
ℓak−bkk
)
f b11 · · · f bi−1i−1 f bi−1i
)
∈ A[u][x],
the sums being indexed by all a, b ∈ Nr+1 such that (a, j) ∈ supp(E) and |b| = j,
bk ≤ ak for 1 ≤ k ≤ i, bk = 0 for i + 1 ≤ k ≤ r + 1 and bi ≥ 1. Using (4.2), we can
verify that α0,0 − g˜1f1 − · · · − g˜sfs is the coefficient of zδ in the expansion of
E(zf1 + ℓ1, . . . , zfs + ℓs, ℓs+1, . . . , ℓr+1, z).
Hence,
(4.7) α0,0 = g˜1f1 + · · ·+ g˜sfs on VK(u).
We then extract a Be´zout identity on V by considering the coefficient of any monomial
in u in (4.7) appearing in the monomial expansion of α0,0.
We need the following lemma relating minimal polynomials with the implicitization
problem.
Lemma 4.8. Let V ⊂ AnK be a K-variety of pure dimension r and q1, . . . , qr+1 ∈
K[x, z] such that the map
V × A1K −→ Ar+1K , (x, z) 7−→ (q1(x, z), . . . , qr+1(x, z))
is finite. Let E ∈ K[y][z] \ {0} be the minimal polynomial of z with respect to this
map. Then the map
ψ : VK(z) −→ Ar+1K(z) , x 7−→ (q1(x), . . . , qr+1(x))
is generically finite onto its image. Furthermore, E ∈ K[z][y] is a squarefree polyno-
mial, primitive with respect to the ring K[z], defining Im(Ψ).
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Proof. We reduce without loss of generality to the case of an irreducible K-variety V .
Consider the map
ρ : V × A1K −→ Ar+1K × A1K , (x, z) 7−→ (q1(x, z), . . . , qr+1(x, z), z).
Its image is the irreducible K-hypersurface defined by E. In algebraic terms, the
kernel of ρ∗ : K[y, z] → K[x, z]/I(V × A1K) is the principal ideal generated by E.
Furthermore, E /∈ K[z] as, otherwise, this would imply that the qj’s are constant on
V × A1K , which is not possible because of the finiteness assumption.
We have K[x, z]/I(V × A1K) = K[z] ⊗K K[x]/I(V ). Hence, E is also a generator of
the kernel of ψ∗ : K(z)[y] → K(z)[x]/I(VK(z)). The image of ψ is a hypersurface
of Ar+1K(z), since E does not lie in K[z]. Hence, this map is generically finite onto
its image. Furthermore, E is an irreducible polynomial defining this hypersurface,
primitive with respect to the ring K[z]. 
Consider the polynomials qj ∈ A[u][x, z] defined by
(4.9) qj =
{
zfj + ℓj, for 1 ≤ j ≤ s,
ℓj, for s+ 1 ≤ j ≤ r + 1.
In our setting, π ◦ ϕ : VK(u) × A1K(u)−→Ar+1K(u) is finite. Hence, Lemma 4.8 implies
that the polynomial E in (4.5) is a squarefree polynomial, primitive with respect to
the ring A[u, z], defining the closure of the image of the generically finite map
(4.10) ψ : VK(u,z) −→ Ar+1K(u,z) , x 7−→ (q1(x), . . . , qr+1(x)).
Thus, we can produce bounds for its size by using a suitable version of Perron’s
theorem. In turn, this will allow us to bound the size of the polynomials in the
associated Be´zout identity. We will see the details in the next sections.
4.2. Parametric Nullstellensa¨tze. We now apply the previous construction to-
gether with the parametric Perron’s theorem to produce different Nullstellensa¨tze
for polynomials with coefficients depending on groups of parameters. Let k be a field.
Consider groups of variables x = {x1, . . . , xn} and tl = {tl,1, . . . , tl,pl}, 1 ≤ l ≤ m.
Set t = {t1, . . . , tm} and, for each 1 ≤ l ≤ m, write kl = k(t1, . . . , tl−1, tl+1, . . . , tm).
Recall that kl(tl) = k(t) and that for a projective k(t)-variety V , we denote by htl(V )
its height with respect to the base ring kl[tl].
Theorem 4.11. Let V ⊂ An
k(t)
be a k(t)-variety of pure dimension r and f1, . . . , fs ∈
k[t,x] \ k[t] a family of s ≤ r + 1 polynomials without common zeros in V (k(t)). Set
dj = degx(fj) and hl,j = degtl(fj) for 1 ≤ j ≤ s and 1 ≤ l ≤ m. Then there exist
α ∈ k[t] \ {0} and g1, . . . , gs ∈ k[t,x] such that
(4.12) α = g1f1 + · · ·+ gsfs on V
with
• degx(gifi) ≤
( s∏
j=1
dj
)
deg(V ),
• degtl(α),degtl(gifi) ≤
( s∏
j=1
dj
)(
htl(V ) + deg(V )
s∑
ℓ=1
hl,ℓ
dℓ
)
for 1 ≤ l ≤ m.
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Proof. We apply the construction explained in §4.1 to the ring A := k[t], the variety V
and the polynomials fj. We will freely use the notations introduced in that section.
As a result of that construction, we obtain α ∈ A \ {0} and gi ∈ A[x] satisfying the
Be´zout identity (4.12). These scalar and polynomials are obtained as the coefficients
of a monomial in the variables u in the Be´zout identity on VK(u) in (4.7). Hence,
(4.13) degx (gifi) ≤ degx (g˜ifi) , degtl(α) ≤ degtl(α0,0) , degtl(gifi) ≤ degtl(g˜ifi).
Let E ∈ A[u][y, z] be the polynomial in (4.5) and set d = (d1, . . . , ds, 1, . . . , 1) ∈ Nr+1.
From the definition of g˜i in (4.6) and using that, by hypothesis, di ≥ 1 for all i,
(4.14) degx(g˜ifi) ≤ maxj,a,b
{
degx
(
αa,j
( r+1∏
e=1
(
ae
be
)
ℓae−bee
)
f b11 · · · f bi−1i−1 f bii
)}
≤ maxa,b
{ r+1∑
e=1
(ae − be) +
i∑
ℓ=1
dℓbℓ
}
≤ maxa〈d,a〉,
with 1 ≤ j ≤ degz(E), a ∈ Nr+1 in the support of E with respect to the variables y
and b ∈ Nr+1 satisfying |b| = j, be ≤ ae for 1 ≤ e ≤ i, be = 0 for i+1 ≤ e ≤ r+1 and
bi ≥ 1. For 1 ≤ l ≤ m we set hl = (hl,1, . . . , hl,s, 0, . . . , 0) ∈ Nr+1. Using Lemma 2.1,
we obtain similarly
degtl(g˜ifi) ≤ maxj,a,b
{
degtl
(
αa,j
( r+1∏
e=1
(
ae
be
)
ℓae−bee
)
f b11 · · · f bi−1i−1 f bii
)}
(4.15)
≤ maxj,a,b
{
degtl(αa,j) +
i∑
ℓ=1
hl,ℓbℓ
}
≤ maxa
{
degtl(αa) + 〈hl,a〉
}
.
By Lemma 4.8, E is a primitive and squarefree polynomial in k[t,u, z][y] defining the
closure of the image of the map ψ in (4.10). Hence, we can apply Corollary 3.14 to
bound the partial degrees of this polynomial. We have degx(qj) = dj , degtl(qj) =
hl,j for 1 ≤ j ≤ s while degx(qj) = 1, degtl(qj) = 0 for s + 1 ≤ j ≤ r + 1. By
Proposition 2.13(2), deg(Vk(t,u,z)) = deg(V ) and htl(Vk(t,u,z)) = htl(V ). Therefore,
for all a ∈ supp(E),
〈d,a〉 ≤
( s∏
j=1
dj
)
deg(V ) , degtl(αa)+〈hl,a〉 ≤
( s∏
j=1
dj
)(
htl(V )+deg(V )
s∑
ℓ=1
hl,ℓ
dℓ
)
.
The statement follows from this inequality together with (4.13), (4.14) and (4.15). 
Theorem 0.5 in the introduction corresponds to the case of polynomials depending on
one group of parameters. It follows readily from the above result and the fact that a
variety defined over k(t) can be identified with a k(t)-variety, see Remark 1.1.
Example 4.16. Consider the following variant of a classical example due to Masser
and Philippon: let t be a variable, d1, . . . , dn ≥ 1, h ≥ 0 and set
f1 = x
d1
1 , f2 = x1 x
d2−1
n − xd22 , . . . , fn−1 = xn−2 xdn−1−1n − xdn−1n−1 ,
fn = xn−1 x
dn−1
n − th ∈ k[t, x1, . . . , xn].
It is a system of n polynomials without common zeros in k(t)
n
. We have degx(fj) = dj
for all j while degt(fj) = 0 for 1 ≤ j ≤ n− 1 and degt(fn) = h. Theorem 4.11 implies
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that there exists a Be´zout identity α = g1 f1 + · · · + gn fn with
(4.17) degx (gifi) ≤ d1 · · · dn , deg(α),degt(gifi) ≤ d1 · · · dn−1h.
To obtain a lower bound, consider a further variable u and specialize any such Be´zout
identity at xi = γi with
γ1 = t
d2···dn−1h ud2···dn−1, . . . , γn−2 = t
dn−1h udn−1dn−1, γn−1 = t
h udn−1, γn = 1/u.
We obtain that α = g1(γ1, . . . , γn−1, 1/u) t
d1 ···dn−1hud1···dn−d1 . From this, we deduce
the lower bounds
degx(g1f1) ≥ d1 · · · dn , deg(α) ≥ d1 · · · dn−1h.
Hence, both bounds in (4.17) are optimal in this case.
Example 4.18. Let V ⊂ Ank be a k-variety of pure dimension r. For 1 ≤ j ≤ r + 1,
let dj ≥ 1 and consider the general n-variate polynomial of degree dj
Fj =
∑
|a|≤dj
uj,ax
a ∈ k[uj][x1, . . . , xn],
where uj = {uj,a}|a|≤dj . Set u = {u1, . . . ,ur+1}. It is not difficult to verify that the
Fj ’s have no common zeros in Vk(u)(k(u)). Hence, we can apply Theorem 4.11 to the
Fj ’s as a system of polynomials with coefficients depending on the groups of param-
eters u1, . . . ,ur+1. We have that deg(Vk(u)) = deg(V ) and, by Proposition 2.13(2),
hul(Vk(u)) = 0. Besides, degx(Fj) = dj and degul(Fj) is equal to 1 if l = j and to 0
otherwise. We deduce that there exist α ∈ k[u] \ {0} and gi ∈ k[u][x1, . . . , xn] such
that α = g1F1 + · · ·+ gr+1Fr+1 on Vk(u) with
(4.19) degx(giFi) ≤
( r+1∏
j=1
dj
)
deg(V ) , degul(α),degul(giFi) ≤
(∏
j 6=l
dj
)
deg(V ).
Using Lemma 1.34 and Corollary 1.33, we can verify that the elimination ideal(
I(V ) k[u][x1, . . . , xn] + (F1, . . . , Fr+1)
) ∩ k[u]
is generated by the resultant Resd1,...,dr+1(V ) of the closure of V in P
n
k . This is a
multihomogeneous polynomial of partial degrees
degul(Resd1,...,dr+1(V )) =
(∏
j 6=l
dj
)
deg(V ).
Hence, α is a multiple of this resultant and, comparing degrees, we see that α and
Resd1,...,dr+1(V ) coincide up to a factor in k
×. This implies that the bound for the ul-
degrees in (4.19) is optimal. Observe that the bound for the x-degree is not optimal,
at least when V = Ank . In this case, it can be shown that there exist gi’s satisfying
the same bound for the ul-degree and such that degx(gifi) ≤
(∑n+1
j=1 dj
)− n.
The following result is a partial extension of Theorem 4.11 to an arbitrary number of
polynomials. For simplicity, we only state it for polynomials depending on one group
of parameters t = {t1, . . . , tp}. In this setting, we loose track of the contribution of
the t-degrees of most of the individual input polynomials. However, it is possible to
differentiate the contribution of one of them, which will be important in the proof of
the strong parametric Nullstellensatz.
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Corollary 4.20. Let V ⊂ An
k(t)
be a k(t)-variety of pure dimension r and f1, . . . , fs ∈
k[t,x] \ k[t] without common zeros in V (k(t)) such that V (fs) intersects V properly.
Set dj = degx(fj) for 1 ≤ j ≤ s. Assume that d1 ≥ · · · ≥ ds−1 and that ds is arbitrary.
Set also h = max1≤j≤s−1 degt(fj) and hs = degt(fs). Then there exist α ∈ k[t] \ {0}
and g1, . . . , gs ∈ k[t,x] such that α = g1f1 + · · ·+ gsfs on V with
• degx (gifi) ≤
(
ds
min{s−1,r}∏
j=1
dj
)
deg(V ),
• deg(α),degt(gifi) ≤
(
ds
min{s−1,r}∏
j=1
dj
)(
h(V ) + deg(V )
(hs
ds
+
min{s−1,r}∑
ℓ=1
h
dℓ
))
.
Proof. If s ≤ r + 1, the result follows from the case m = 1 in Theorem 4.11. In the
case s ≥ r + 2, we can reduce to r + 1 polynomials by taking linear combinations as
follows: let v = {vj,i}1≤j≤r,1≤i≤s−r−1 be a group of variables and set K = k(v). Write
f j = fj + vj,1fr+1 + · · ·+ vj,s−r−1fs−1 for 1 ≤ j ≤ r, f r+1 = fs.
The hypothesis that V (fs) and V intersect properly implies that the polynomials above
do not have common zeros in VK(t)(K(t)). We have that degx(f j) = dj and degt(f j) =
h for 1 ≤ j ≤ r while degx(f r+1) = ds and degt(f r+1) = hs. By Theorem 4.11, there
exist α ∈ k[v, t] \ {0} and gi ∈ k[v, t][x] such that α = g1f1+ · · ·+ gr+1f r+1 on VK(t)
with
degx(gif i) ≤
(
ds
r∏
j=1
dj
)
deg(V ),
degt(α),degt(gif i) ≤
(
ds
r∏
j=1
dj
)(
h(V ) + deg(V )
(hs
ds
+
r∑
ℓ=1
h
dℓ
))
.
Unfolding the linear combinations in the above identity and taking a non-zero coeffi-
cient with respect to the variables v, we extract a Be´zout identity α = g1f1+ · · ·+gsfs
on V satisfying the same degree bounds. 
Remark 4.21. The previous results by Smietanski are for polynomials depending
on at most two parameters without common zeros in the affine space. For instance,
let f1, . . . , fs be polynomials in k[t1, t2][x1, . . . , xn] \ k[t1, t2] without common zeros
in An(k(t1, t2)). Set dj = deg(fj), h = maxj degt1,t2(fj), and suppose that d2 ≥
· · · ≥ ds ≥ d1. Set also ν = min{n + 1, s}. In [Smi93], it is shown that there exist
α ∈ k[t1, t2] \ {0} and gi ∈ k[t1, t2][x1, . . . , xn] such that α = g1f1 + · · ·+ gsfs with
• degx (gifi) ≤ 3
ν∏
j=1
dj ,
• degt1,t2(α), degt1,t2(gifi) ≤
ν∏
j=1
(dj + h) + 3
ν−1
( ν∏
j=1
dj
)( ν∑
ℓ=1
1
dℓ
)
h.
We deduce from Corollary 4.20 the following parametric version of the strong effective
Nullstellensatz.
Theorem 4.22. Let V ⊂ An
k(t)
be a k(t)-variety of pure dimension r and g, f1, . . . , fs ∈
k[t,x] such that g vanishes on the set of common zeros of f1, . . . , fs in V (k(t))
and degx(f1) ≥ · · · ≥ degx(fs) ≥ 1. Set dj = degx(fj) for 1 ≤ j ≤ s, h =
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max1≤j≤s degt(fj), d0 = max{1,degx(g)} and h0 = degt(g). Then there exist µ ∈ N,
α ∈ k[t] \ {0} and g1, . . . , gs ∈ k[t,x] such that
α gµ = g1f1 + · · ·+ gsfs on V
with
• µ ≤ 2
(min{s,r+1}∏
j=1
dj
)
deg(V ),
• degx(gifi) ≤ 4
(min{s,r+1}∏
j=0
dj
)
deg(V ),
• deg(α),degt(gifi) ≤ 2
(min{s,r+1}∏
j=0
dj
)(
h(V ) + deg(V )
(3h0
2d0
+
min{s,r+1}∑
ℓ=1
h
dℓ
))
.
Proof. Set W = V × A1
k(t)
, let y be an additional variable and consider
(4.23) 1− yd0g, f1, . . . , fs ∈ k[t,x, y].
These polynomials have no common zeros on W (k(t)) and V (1 − yd0g) intersects W
properly. We have that dim(W ) = r + 1, deg(W ) = deg(V ) and h(W ) = h(V ),
thanks to Lemma 3.2. Besides, degx,y(fj) = dj and degt(fj) ≤ h for 1 ≤ j ≤ s,
while degx,y(1− yd0g) = 2d0 and degt(1− yd0g) = h0. By Corollary 4.20, there exists
α ∈ k[t] \ {0} and gi ∈ k[t][x, y] such that
(4.24) α = g0(1− yd0g) + g1f1 + · · ·+ gsfs on W
with
degx,y(gifi) ≤ 2
(min{s,r+1}∏
j=0
dj
)
deg(V ),
deg(α),degt(gifi) ≤ 2
(min{s,r+1}∏
j=0
dj
)(
h(V ) + deg(V )
( h0
2d0
+
min{s,r+1}∑
ℓ=1
h
dℓ
))
.
The input system (4.23) lies in the subring k[t,x, yd0 ] of k[t,x, y] and we can suppose
without loss of generality that the Be´zout identity (4.24) lies in this subring. Let
ĝi ∈ k[t,x, y] such that gi(t,x, y) = ĝi(t,x, yd0). Then
(4.25) α = ĝ0
(
1− y g)+ ĝ1f1 + · · ·+ ĝsfs.
Specializing y at 1/g(t,x) in the above identity and multiplying by a suitable denomi-
nator, we obtain an identity of the form αgµ = g1f1+· · ·+gsfs with µ = maxl degy(ĝl)
and gi = g
maxl degy(ĝl) ĝi(x, 1/g). Therefore,
(4.26) µ = maxl degy(ĝl) ≤ maxl
{degx,y(gl)
d0
}
≤ 2
(min{s,r+1}∏
j=1
dj
)
deg(V ).
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Besides, degx,y(ĝifi) ≤ degx,y(gifi) and degt(ĝifi) ≤ degt(gifi). Therefore
degx(gifi) ≤ degx(ĝifi) + degx(g)maxl degy(ĝl) ≤ 4
(min{s,r+1}∏
j=0
dj
)
deg(V ),
degt(gifi) ≤ degt(ĝifi) + degt(g)maxl degy(ĝl)
≤ 2
(min{s,r+1}∏
j=0
dj
)(
h(V ) + deg(V )
(3h0
2d0
+
min{s,r+1}∑
ℓ=1
h
dℓ
))
,
as stated. 
Remark 4.27. In the previous argument, the use of a differentiated version of the
effective weak Nullstellensatz was crucial. Otherwise, the obtained bounds for the
Noether exponent µ would have depended on the degree of g, as for instance in [Bro87],
and the bounds for the height of the gi’s would have been considerably worse.
4.3. Nullstellensa¨tze over Z. In this section we present different arithmetic Null-
stellensa¨tze over Z for polynomials depending on groups of parameters. As before, let
tl = {tl,1, . . . , tl,pl} be a group of variables for 1 ≤ l ≤ m and set t = {t1, . . . , tm}.
Write also x = {x1, . . . , xn}.
Theorem 4.28. Let V ⊂ AnQ be a Q-variety of pure dimension r and f1, . . . , fs ∈
Z[t,x] \ Z[t] a family of s ≤ r + 1 polynomials without common zeros in VQ(t)(Q(t)).
Set dj = degx(fj), δl,j = degtl(fj) and hj = h(fj) for 1 ≤ j ≤ s and 1 ≤ l ≤ m. Then
there exist α ∈ Z[t] \ {0} and g1, . . . , gs ∈ Z[t,x] such that
(4.29) α = g1f1 + · · ·+ gsfs on VQ(t)
with
• degx (gifi) ≤
( s∏
j=1
dj
)
deg(V ),
• degtl(α),degtl(gifi) ≤
( s∏
j=1
dj
)
deg(V )
s∑
ℓ=1
δl,ℓ
dℓ
for 1 ≤ l ≤ m,
• h(α),h(gi) + h(fi) ≤
( s∏
j=1
dj
)(
ĥ(V ) + deg(V )
(
(3r + 7) log(n + 3)
+
s∑
ℓ=1
1
dℓ
(
hℓ + log (#supp(fℓ)) + 2
m∑
l=1
δl,ℓ log(pl + 1)
)))
.
Proof. We apply again the construction explained in §4.1 to the ringA := Z[t1, . . . , tm],
the variety V and the polynomials fj. As a result, we obtain α ∈ A× and polyno-
mials gi satisfying the Be´zout identity (4.29). The bounds for their x-degree and
tl-degree follow from Theorem 4.11, since deg(VQ(t)) = deg(V ) and htl(VQ(t)) = 0 by
Proposition 2.13(2). So, we only have to bound the height of these polynomials.
We will use the notations introduced in §4.1. Let ui denote the group of coefficients of
the general linear forms ℓi = ui,1x1+ · · ·+ui,nxn in (4.4) and set u = {u1, . . . ,ur+1}.
Consider the minimal polynomial E ∈ Z[t,u][y, z] of z with respect to the map π ◦ϕ,
primitive with respect to Z[t,u]. We expand it in two different ways as follows:
E = α0,0z
δ +
δ∑
j=1
∑
a∈Nr+1
αa,jy
azδ−j =
∑
a∈Nr+1
αay
a
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with αa,j ∈ Z[t,u] such that α0,0 6= 0 and αa =
∑δ
k=0 αa,kz
δ−k ∈ Z[t,u, z]. Set
supp(E) = {a : αa 6= 0} and recall that, for 1 ≤ i ≤ s,
g˜i = −
δ∑
j=1
∑
a∈supp(E)
∑
b
αa,j
(( r+1∏
k=1
(
ak
bk
)
ℓak−bkk
)
f b11 · · · f bi−1i−1 f bi−1i
)
∈ Z[t,u][x],
the last sum being indexed by all b ∈ Nr+1 such that |b| = j, bk ≤ ak for 1 ≤ k ≤ i,
bk = 0 for i + 1 ≤ k ≤ r + 1 and bi ≥ 1. The constant α and polynomials gi are
obtained as the coefficient of some monomial in u in α0,0 and g˜i, respectively. Hence,
(4.30) h(α) ≤ h(α0,0) , h(gi) + h(fi) ≤ h(g˜i) + h(fi).
We have∑
j,a,b
r+1∏
k=1
(
ak
bk
)
≤
∑
a∈supp(E)
∑
b≤a
r+1∏
k=1
(
ak
bk
)
=
∑
a∈supp(E)
2|a| ≤ #supp(E) 2degy(E).
Hence, by Lemma 2.37(1),
(4.31) h(g˜i) + h(fi) ≤ maxa,j
{
h
(
αa,j
( r+1∏
k=1
ℓak−bkk
)
f b11 · · · f bi−1i−1 f bi−1i
)}
+ h(fi) + log
(
#supp(E) 2degy(E)
)
.
Set d = (d1, . . . , ds, 1, . . . , 1), δl = (δl,1, . . . , δl,s, 0, . . . , 0) for 1 ≤ l ≤ m and h =
(h1, . . . , hs, 0, . . . , 0). Using Lemma 2.37(2),
(4.32) h
(
αa,j
( r+1∏
k=1
ℓak−bkk
)
f b11 · · · f bi−1i−1 f bi−1i
)
≤ h(αa,j) + |a| log(n)
+ 〈h− ei,a〉+ 〈d,a〉 log(n+ 1) +
m∑
l=1
〈δl,a〉 log(pl + 1),
since log ||ℓk||1 = log(n), log ||fj ||1 ≤ h(fj) + dj log(n + 1) +
∑m
l=1 δl,j log(pl + 1) and
b ≤ a.
By Lemma 4.8, E ∈ Z[t,u, z][y] is a primitive and squarefree polynomial defining
the closure of the image of the map ψ in (4.10). Hence, we can apply Theorem 3.15
to bound its partial degrees and height. We have degx(qj) = dj , degtl(qj) = δl,j and
h(qj) = hj for 1 ≤ j ≤ s while degx(qj) = 1, degtl(qj) = h(qj) = 0 for s+1 ≤ j ≤ r+1.
The partial degree of qj in the group of (r+1)n+1 variables u∪{z} is equal to 1. Set
D =
∏s
j=1 dj . Then, a direct application of Theorem 3.15 gives, for all a ∈ supp(E),
(4.33) 〈d,a〉 ≤ D deg(V ) , degtl(αa)+〈δl,a〉 ≤ D deg(V )
s∑
ℓ=1
δl,ℓ
dℓ
for 1 ≤ l ≤ m
and
h(αa)+ 〈h,a〉 ≤ D
(
ĥ(V )+deg(V )
(
log(r+2)+
s∑
ℓ=1
1
dℓ
(
hℓ+log (#supp(fℓ)+n+2)
+
m∑
l=1
δl,ℓ log(pl + 1)
)
+ (r + 1− s) log(n+ 2) + (r + 1) log((r + 1)n + 2)
))
.
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Using the inequalities log (#supp(fℓ) + n + 2) ≤ log (#supp(fℓ)) + log(n + 3) and
log((r + 1)n + 2) ≤ 2 log(n+ 1) together with
log(r+2)+s log(n+3)+(r+1−s) log(n+2)+2(r+1) log(n+1) ≤ (3r+4) log(n+3),
we deduce
(4.34) h(αa) + 〈h,a〉 ≤ D
(
ĥ(V ) + deg(V )
(
(3r + 4) log(n+ 3)
+
s∑
ℓ=1
1
dℓ
(
hℓ + log (#supp(fℓ)) +
m∑
l=1
δl,ℓ log(pl + 1)
)))
.
Moreover, we get from (4.33) that
log
(
#supp(E) 2degy(E)
)
+ |a| log(n) + 〈d,a〉 log(n+ 1) ≤ 3D deg(V ) log(n+ 2).
The statement follows from (4.30), (4.31), (4.32), (4.34) and this inequality. 
Theorem 0.1 in the introduction follows from the case m = 0 in the previous result,
noticing that for a polynomial f ∈ Z[x] of degree d it holds #(supp(f)) ≤ (n + 1)d.
Example 4.35. Let d1, . . . , dn,H ≥ 1 and set
f1 = x
d1
1 , f2 = x1 x
d2−1
n − xd22 ,
. . . , fn−1 = xn−2 x
dn−1−1
n − xdn−1n−1 , fn = xn−1 xdn−1n −H ∈ Z[x1, . . . , xn].
It is a system of polynomials without common zeros in Q
n
. Theorem 4.28 implies that
there is a Be´zout identity α = g1 f1 + · · ·+ gn fn with deg(gifi) ≤ d1 · · · dn and
(4.36) log(α),h(gi) + h(fi) ≤ d1 · · · dn−1 log(H) + (4n+ 7) log(n + 2)d1 · · · dn.
On the other hand, let u be an additional variable and consider the specialization of
any such identity at xi = γi with
γ1 = H
d2···dn−1 ud2···dn−1, . . . , γn−1 = H u
dn−1, γn = 1/u.
We obtain α = g1(γ1, . . . , γn−1, 1/u)H
d1 ···dn−1 ud1···dn−d1 . From this, we deduce the
lower bounds
degxn(g1f1) ≥ d1 · · · dn , log(α) ≥ d1 · · · dn−1 log(H).
Hence, the height bound in (4.36) is optimal up to a term of size O(n log(n) d1 · · · dn).
We next analyze Example 4.18 from the point of view of heights.
Example 4.37. Let V ⊂ AnQ be a Q-variety of pure dimension r. For 1 ≤ j ≤ r + 1
and dj ≥ 1, consider again the general n-variate polynomial of degree dj
Fj =
∑
|a|≤dj
uj,ax
a ∈ Z[uj][x1, . . . , xn].
It follows from Example 4.18 that there exist λ ∈ Z \ {0} and gi ∈ Z[u][x1, . . . , xn]
such that
λResd1,...,dr+1(V ) = g1F1 + · · · + gr+1Fr+1 on V
satisfying the degree bounds in (4.19). For the height, we have that degx(Fj) = dj ,
h(Fj) = 0 and log(#supp(Fj)) ≤ dj log(n+1). Furthermore, δl,j = degul(Fj) equals 1
if l = j and 0 otherwise. Theorem 4.28 then implies
h(Resd1,...,dr+1(V )),h(gi) ≤
( r+1∏
ℓ=1
dℓ
)(
ĥ(V ) + (6r + 10) log(n+ 3) deg(V )
)
.
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The following result is a partial extension of Theorem 4.28 to an arbitrary number of
polynomials. For simplicity, we state it for polynomials not depending on parameters.
Corollary 4.38. Let V ⊂ AnQ be a Q-variety of pure dimension r and f1, . . . , fs ∈
Z[x] \ Z without common zeros in V (Q) such that V (fs) intersects V properly. Set
dj = deg(fj) for 1 ≤ j ≤ s. Assume that d1 ≥ · · · ≥ ds−1 and that ds is arbitrary.
Set also h = max1≤j≤s−1h(fj) and hs = h(fs). Then there exist α ∈ Z \ {0} and
g1, . . . , gs ∈ Z[x] such that α = g1f1 + · · · + gsfs on V with
• deg (gifi) ≤
(
ds
min{s−1,r}∏
j=1
dj
)
deg(V ),
• h(α),h(gi) + h(fi) ≤
(
ds
min{s−1,r}∏
j=1
dj
)(
ĥ(V ) + deg(V )
(
hs
ds
+
min{s−1,r}∑
ℓ=1
h
dℓ
+ (6r + 9) log(n+ 3) + 3r log(max{1, s − r})
))
.
Proof. The proof follows closely the lines of that of Corollary 4.20. If s ≤ r + 1, the
result follows from the case m = 0 in Theorem 4.11. Hence, we only have to consider
the case s ≥ r + 2. Set
f j = fj + vj,1fr+1 + · · · + vj,s−r−1fs−1 for 1 ≤ j ≤ r, f r+1 = fs
for a group v = {vj,i}j,i of p := r(s − r − 1) variables. It is a system of polynomials
without common zeros in VQ(v)(Q(v)). We have that degx(f j) = dj, degv(f j) = 1
and h(f j) ≤ h for 1 ≤ j ≤ r while degx(f r+1) = ds, degv(fr+1) = 0 and h(f s) = hs.
By Theorem 4.28, there are α ∈ Z[v]\{0} and gi ∈ Z[v,x] such that α = g1f1+ · · ·+
gr+1f r+1 on VQ(v) with degx(gif i) ≤ (ds
∏r
j=1 dj) deg(V ) and
h(α),h(gi) + h(f i) ≤
(
ds
r∏
j=1
dj
)(
ĥ(V ) + deg(V )
( 1
ds
(
hs + log(#supp(fs))
)
+
r∑
ℓ=1
1
dℓ
(
h+ log(#supp(f ℓ)) + 2 log(p + 1)
)
+ (3r + 7) log(n+ 3)
))
.
We have that log(p + 1) ≤ log(n + 2) + log(s − r) and #supp(f ℓ) ≤ (s − r)(n + 1)dℓ
for 1 ≤ ℓ ≤ r while #supp(fr+1) ≤ (n+ 1)ds . Therefore,
(4.39) h(α),h(gi) + h(f i) ≤
(
ds
r∏
j=1
dj
)(
ĥ(V ) + deg(V )
(hs
ds
+
r∑
ℓ=1
h
dℓ
+ 3r log(s− r)
+ (6r + 8) log(n+ 3)
))
.
Set g˜i = gi for 1 ≤ i ≤ r, g˜i =
∑r
k=1 vk,i−rgk for r+1 ≤ i ≤ s− 1 and g˜s = gr+1, then
(4.40) g˜1f1 + · · ·+ g˜sfs = g1f1 + · · ·+ gr+1f r+1 = α
with h(g˜i)+h(fi) ≤ maxk{h(gk)+h(fk)}+log(r) for all i. By taking the coefficients of
a suitable monomial in v, we extract from (4.40) a Be´zout identity α = g1f1+· · ·+gsfs
on V . By (4.39), these polynomials satisfy the stated degree and height bounds. 
We finally prove the arithmetic strong Nullstellensatz presented in the introduction.
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Proof of Theorem 0.2. We use the same notations of the proof of Theorem 4.22 for k =
Q and p = 0. The proof of this corollary already gives the stated bounds for the degree
of the gi’s and the exponent µ. Hence, it only remains to bound the height in the
identity αgµ = g1f1 + · · ·+ gsfs on V .
Corollary 4.38 applied to W = V ×A1 and 1− yd0g, f1, . . . , fs and Lemma 3.16 imply
(4.41) h(α),h(gi) + h(fi) ≤ 2 d0D
(
ĥ(V ) + deg(V )
( h0
2d0
+
min{s,r+1}∑
ℓ=1
h
dℓ
+ (6r + 15) log(n+ 4) + 3(r + 1) log(max{1, s − r})
))
,
with D :=
∏min{s,r+1}
j=1 dj . From this, we deduce the bound for the height of α. Let ĝi
be as in (4.25). If we write ĝi =
∑
a,j αa,jx
ayj, then gi =
∑
a,j αa,jx
agmaxl{degy(ĝl)}−j .
Using Lemma 2.37 we deduce that
h(gi) ≤ maxa,j{h(αa,jxagmaxl{degy(ĝl)}−j)}+ log(#supp(ĝi))
≤ h(ĝi) + maxl{degy(ĝl)}(h0 + log(n+ 1)d0) + log(#supp(ĝi)).
Observe that h(ĝi) ≤ h(gi) and #supp(ĝi) ≤ (n + 2)degx,y(ĝi). Moreover, degy(ĝi) ≤
2D deg(V ) and degx,y(ĝi) ≤ 2d0D deg(V ), as shown in the proof of Theorem 4.22.
Therefore, h(gi) + h(fi) is bounded above by
h(gi) + h(fi) + 2D deg(V )(h0 + log(n+ 1)d0) + 2d0D deg(V ) log(n + 2)).
The stated bound for h(gi) + h(fi) follows from this and (4.41). 
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