Abstract In this paper, we establish the first and the second-order asymptotics of distributions of normalized maxima of independent and non-identically distributed bivariate Gaussian triangular arrays, where each vector of the nth row follows from a bivariate Gaussian distribution with correlation coefficient being a monotone continuous positive function of i/n. Furthermore, parametric inference for this unknown function is studied. Some simulation study and real data sets analysis are also presented.
Introduction
Let {(X ni , Y ni ), 1 ≤ i ≤ n, n ≥ 1} be independent bivariate Gaussian triangular arrays, and let ρ ni denote the correlation coefficient of (X ni , Y ni ), 1 ≤ i ≤ n. The bivariate maxima M n are defined componentwise by
For the asymptotic distribution of M n , Sibuya (1960) showed that M n1 and M n2 are asymptotic independent if ρ ni = ρ ∈ (−1, 1), which coincides with the tail asymptotic independence of Gaussian copula, see Embrechts et al. (2002) . For the case of ρ ni = ρ n , Hüsler and Reiss (1989) The rest of this paper is organized as follows. In section 2, we provide the main results and statistical procedures. A simulation study and some real data analysis are presented in Section 3. All proofs are given in Section 4.
Methodology

Convergence of maxima
In this section, the limiting distribution and the second-order expansion of distribution of normalized M n are provided with ρ ni satisfying (1.4). The first result is about the first-order asymptotic which is stated as follows.
To establish the second-order distributional expansion of normalized maxima, we consider the following three cases in turn: m(t) is monotone and continuous on [0, 1]; lim n→∞ max 1≤i≤n m(i/n) = 0; and 
where ϕ(x) is the probability density function of standard Gaussian distribution.
Theorem 3. Let the norming constant b n be given by (1.3) . Assume that lim n→∞ (log n)
Theorem 4. Let the norming constant b n be given by (1.3) . Assume that lim n→∞ (log log n)/(min 1≤i≤n m(i/n)) = 0, we have
Parametric inference
Now we consider statistical inference for fitting a parametric form to the unknown function m(s). Here we consider the family m(s) = α + βs γ , where α > 0, β = 0, γ > 0. Note that when β = 0, γ can not be identified, and when γ = 0, α and β cann't be distinguished, cf. Liao et al. (2014a) .
We use the maximum likelihood estimation (MLE) to get the estimator, which is α,β,γ = arg max
That is, α,β,γ is the solution to the following score equations
The following theorem gives the asymptotic normality of the proposed estimator. 
where the matrices∆ and Σ are given bŷ
Another interesting parametric form is m(s) = α + βs for some α > 0, β ∈ R. In this case, when
and identically distributed random vectors. 
whereΣ is given bỹ
Simulation and data analysis
In this section we examine the finite sample performance of the proposed estimators by drawing independent (X n1 , Y n1 ), · · · , (X nn , Y nn ) with (X ni , Y ni ) following the bivariate Gaussian distribution with coefficient ρ ni = 1 − m(i/n)/ log n. We consider n = 1000, 3000 or 10000, and repeat 1000 times.
First we consider m(s) = α with α = 1 or 10, and calculate the average and mean squared error forα.
We can observe from Table 1 that i) the averages ofα is near by the true value α; ii) small mean squared errors show the robustness ofα. Next the case of m(s) = α + βs is considered. Table 2 reports the averages and mean squared errors for estimator (α,β). As n becomes large, the accuracy of all estimators improve.
Finally, we consider the case of m(s) = α + βs γ with sample size n = 10000. The simulation shows that all estimators are closer to their true values with small mean squared errors, cf. Table 3 for details. 
n = 1000 n = 1000 n = 3000 n = 3000 n = 10000 n = 10000 Table 2 : Estimators for the case of m(s) = α + βs with α = 1.
n = 1000 n = 1000 n = 3000 n = 3000 n = 10000 n = 10000 Table 3 : Estimators for the case of m(s) = α + βs γ with α = β = 1. First, we calculate the ith sample correlation for each couple of the mentioned data sets by using 
Proofs
The aim of this section is to prove our main results. In the sequel, let F i (x, y) denote the distribution function of (X ni , Y ni ), 1 ≤ i ≤ n; and let u n (x) = b n + x/b n for notational simplicity.
Proof of Theorem 1. We only consider the case (iii) here, since the other two cases can be derived by Slepian's Lemma and the result of case (iii). It follows from (1.3) that b n = (2 log n) 1 2 − log log n + log 4π 2(2 log n)
which implies that b 2 n ∼ 2 log n as n → ∞. Combining with (1.4), we have
for large n.
By using the inequality |Φ(x) − Φ(y)| ≤ |x − y| for any x, y ∈ R, we have
log log n log n + (1 + |z|)O 1 log n for large n and any z ∈ R, which implies that
as n → ∞.
Note that by Castro (1987) and (1.3),
for large n, and Nair (1981) showed that
Combining with (4.3), we have
as n → ∞, which implies the desired result.
The proof is complete.
Proof of Theorem 2. By (4.2) we can get
By Taylor expansion with Lagrange reminder term, we have
Combining with (4.7) we have
Now, we first assert that
holds for any x, y ∈ R. Combining with (4.8), we can get
From (4.4), (4.5) and (4.10), it follows that
The remainder is to show that (4.9) holds for any fixed x, y ∈ R. Without loss of generality, we assume that m(t) is increasing.
e −z dz is increasing about t, so we have
which implies that (4.9) holds for x ≤ y.
To verify (4.9) holding for x > y, we just need to prove that
which will be proved in return by the following three cases: (i) y ≤ x−2m(1); (ii) x−2m(1) < y < x−2m(0), and (iii) x − 2m(0)≤y < x. In fact, the arguments of (i) and (iii) are similar. The rest is to focus on (i) and
(ii).
For case (i), i.e. y ≤ x − 2m(1), it is known that y ≤ x − 2m(t) ≤ x for any t ∈ [0, 1]. Hence,
Combining with (4.12)-(4.15), it shows that (4.11) holds for case (i).
Next we consider case (ii), i.e. x − 2m(1) < y < x − 2m(0). Note that there exists x * ∈ (0, 1) such that y = x − 2m(x * ) since m(t) is increasing and continuous. Split the following integral into two parts:
By arguments similar with (4.12)-(4.15), we can get
Combining above with (4.14), (4.15), we show that (4.11) holds for case (ii). Now, (4.11) is derived for any fixed x, y ∈ R, which complete the proof.
Proof of Theorem 3. For fixed x, y ∈ R, if max(x, y) < z < 4 log b n we have
for large n by using Mills' inequality. Combining with (1.4), (4.1) and lim n→∞ (log n) 4 max 1≤i≤n m(i/n) = 0, we have
Noting that
for large n. Hence combining above with (4.5), we can get
as n → ∞, which implies (2.2). The proof is complete.
Proof of Theorem 4. By Mills' inequality we have
for large n, which implies that
for any 1 ≤ i ≤ n due to (1.4), (4.1), lim n→∞ min 1≤i≤n m (i/n) = ∞ and lim n→∞ log log n min 1≤i≤n m(i/n) = 0. Combining with
we have
It follows from (4.5) and (4.16) that
as n → ∞. Hence (2.3) can be derived, which complete the proof.
Proof of Theorem 5. Define
as n → ∞. It is easy to check that
which combining with (4.17) implies that Proof of Theorem 6. It follows from the proof of Theorem 5 with known γ = 1.
