A linear time© -approximation algorithm is presented for the NP-hard problem of finding a minimum strongly-connected spanning subgraph. It is based on cycle contraction that was first introduced by Khuller, Raghavachari and Young (1995) . We improve their result by contracting special cycles and utilizing a more efficient data structure.
Introduction
We treat directed graphs, which may be simply called graphs unless confusion arises. Given a strongly connected graph, we consider the problem of finding a strongly-connected spanning subgraph (SCSS for short) with the smallest number of edges. This problem is important in network design (see [3] for a survey and related topics). Due to its NP-hardness (which can be seen by an easy reduction from the Hamilton Cycle problem), we are interested in designing efficient approximation algorithms. An algorithm is said a -approximation (or of guarantee ) if it can always find an SCSS with at most edges, where is the optimal value. Let and denote the number of vertices and the number of edges in the given graph, respectively; In the rest of this paper, we first give a high-level description of our algorithm, then show the guarantee in Section 2. The correctness and the implementation are shown in Sections 3 and 4, respectively. Finally we conclude with remarks in Section 5. The proof of Lemma 1 will be given in Section 3. Based on the lemma, we design an algorithm with a high-level description shown in Fig. 2 (where, for simplicity, we suppose that the input graph a has no self-loop or multiple edges). Let us show that it is a© -approximation. Let S c W a # f denote the optimal value, i.e. the number of edges in a minimum SCSS of a . We introduce two lower bounds of S c W a # f
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edges. Therefore the guarantee is bounded by 
is a lower bound of the optimal value. Therefore the guarantee is actually bounded by
.
Proof of Lemma 1 -finding a concealing cycle in linear time
Let a be a strongly connected graph that contains a cycle of length at least S . Let us show how to find a concealing cycle of length at least 3 by a DFS (depth first search) process. For simplicity, we assume that a has no self-loop or multiple edges.
Let us review the process of a (pure) DFS. Initially it marks all vertices "unvisited", then starts by visiting an arbitrarily chosen vertex f , called the root. When a vertex s is visited, its mark is changed (from "unvisited") to "active". In visiting vertex . Assume that so far no concealing cycle of length at least S has been found (in the way explained later). This will be shown later to be equivalent to the following property (2), as illustrated in Fig. 3 . has length at least 3).
We are done if one of (a) and (b) occurs during the DFS process (for the first time).
Observe that property (2) The first fact is that, the contracted DFS tree is a DFS tree in the contracted graph where (2) . ) Hence after each contraction, we can restart the DFS from the latest contacted vertex. In other words, a single run of the DFS in the input graph is enough for finding all desired cycles.
The second fact is the availability of an efficient data structure for handling contractions. For this, the KRY algorithm employs a data structure for the disjoint set union (see e.g., [2] ). It, however, can be improved by treating only a special case: the incremental tree set union ( [2] ). Let us explain in the following.
This involves a tree , called the incremental tree. In our algorithm, is nothing but the DFS tree of the input graph. Initially it consists of a single vertex, the root f . This means that initially we have a singleton set f t n . A data structure for the incremental tree set union must support (an intermixed sequence of) three operations: Even for more contractions, the above statements can be generalized; simply by applying a find to vertices. This results in procedure tryContract as listed in Fig. 5 in PASCAL-like language. Notice that it is not necessary to delete self-loop or multiple edges. They are handled properly by a simple check on the length of the cycle (by the first if statement). Update of the HBE is done by the second if statement. The DFS process written thereby is listed in Fig. 6 . In case 1, grow is called. . It is interesting to see if the idea in this paper would be helpful to improve their result.
