Computational algorithms that mimic the response of the basilar membrane must be capable of reproducing a range of complex features that are characteristic of the animal observations. These include complex input output functions that are nonlinear near the site's best frequency, but linear elsewhere. This nonlinearity is critical when using the output of the algorithm as the input to models of inner hair cell function and subsequent auditory-nerve models of low-and high-spontaneous rate fibers. We present an algorithm that uses two processing units operating in parallel: one linear and the other compressively nonlinear. The output from the algorithm is the sum of the outputs of the linear and nonlinear processing units. Input to the algorithm is stapes motion and output represents basilar membrane motion. The algorithm is evaluated against published chinchilla and guinea pig observations of basilar membrane and Reissner's membrane motion made using laser velocimetry. The algorithm simulates both quantitatively and qualitatively, differences in input/output functions among three different sites along the cochlear partition. It also simulates quantitatively and qualitatively a range of phenomena including isovelocity functions, phase response, two-tone suppression, impulse response, and distortion products. The algorithm is potentially suitable for development as a bank of filters, for use in more comprehensive models of the peripheral auditory system.
I. INTRODUCTION
Using observations in chinchilla and guinea pig preparations, we evaluate an algorithm for simulating the nonlinear response of the cochlear partition in response to stapes motion. The algorithm is intended as a high-speed component in much larger models of the response of the whole auditory periphery to acoustic stimulation. It is not a model of cochlear mechanics, but rather a signal-processing algorithm. It is, however, an example of a recent tradition of nonlinear algorithms ͑e.g., Carney, 1993; Giguère and Woodland, 1994; Goldstein, 1990 Goldstein, , 1995 Irino and Patterson, 1997; Lopez-Poveda et al., 1998; Lyon, 1982; Meddis et al., 1990; Robert and Eriksson, 1999͒ . The aim of such models is to promote the evaluation of computational psychoacoustic theories based on the anatomy and physiology of the peripheral auditory system. Nonlinearity is an important characteristic of the response of the auditory partition ͑Rhode, 1971͒ and is relevant to a range of psychophysical phenomena. A high-speed nonlinear algorithm for simulating the nonlinear mechanical input to the inner hair cell transduction process is also essential to the rigorous modeling of the response of the auditory nerve ͑AN͒ and the auditory signal processing in the auditory brainstem ͑Winter et al Yates et al., 1990͒. The eventual aim is to construct a filter bank consisting of a series of such algorithms to represent as many locations along the cochlear partition as the modeller requires ͑cf. Lopez-Poveda and Meddis, 2000͒ . Unfortunately, we only have detailed cochlear measurements of the input/output ͑I/O͒ functions at a limited number of sites. Below, we evaluate the algorithm at three sites for which detailed laser velocimetry observations are available. These three regions have best frequencies ͑BFs͒ of approximately 0.8, 10, and 18 kHz ͑Rhode and Ruggero et al., 1997; and Nuttall and Dolan, 1996͒ . The development of a complete filter bank will be deferred so that this study can deal with the more focused question of the algorithm's ability to simulate, qualitatively and quantitatively, direct measurements of cochlear response functions. Future development of the filter bank will inevitably need to draw on observations of auditory nerve ͑AN͒ activity to fill in the gaps between the cochlear locations for which we have direct measurements. Unfortunately, nonlinear processes in the inner hair cell, the synapse, and AN dendrites intervene between the basilar membrane ͑BM͒ and AN fibers. As a result, AN data cannot be used as a direct test of the validity of the algorithm, even though such data will undoubtedly help tune the model once its value is established. In this study, we restrict our attention to the narrower question of whether the algorithm can generate a useful simulation of the complex, nonlinear behavior observed at those sites where physical measurements have been reported.
A particular challenge for the algorithm is the need to simulate the considerable differences in the appearance of the input/output ͑I/O͒ functions at different points along the cochlear partition ͓see Figs. 1͑a͒, ͑c͒, and ͑e͔͒, particularly the difference between basal and apical sites. We also need to know whether it can simulate a range of ancillary phe-nomena including impulse responses showing frequency sweeps, filter functions that vary with signal level, two-tone suppression effects, and appropriate distortion products. All of these effects have been observed ͑see below͒ at the level of the cochlea. This model is not unique in attempting to simulate nonlinear responding, but it is probable that this is the first time that any nonlinear computational algorithm has been tested in such detail against a wide range of physical observations.
An important motivation for this research comes from the observations of Winter et al. ͑1990͒ and Yates et al. ͑1990͒ at the level of the auditory nerve. They demonstrated that the differences between low-and high-spontaneous rate fibers could be understood in terms of a nonlinear contribution to their driving force. Much of this nonlinearity probably originates at the level of the BM. It follows that the appropriate AN rate-intensity functions can only be reproduced in a composite model of the auditory periphery when an appropriate nonlinearity is present prior to the inner hair cell ͑IHC͒ stage. The principal has already been explored in computational models of IHC response ͑Lopez- Poveda et al., 1998; Schoonhoven et al., 1997͒. Existing nonlinear models can be characterized in various ways; some are transmission-line models ͑Giguère and Woodland, 1994; Lyon, 1982͒ others are point models ͑Car-ney, 1993; Goldstein, 1990 Goldstein, , 1995 Irino and Patterson, 1997͒ . Point models simulate the response of the cochlear partition at a single site while transmission models simulate the flow of energy along the length of the partition. Most use feedback to control compression while Goldstein used an explicit compression function. Most use a single processing path while Goldstein used a dual resonance approach. The model to be evaluated below is a point model using an explicit compression function in a dual resonance configuration. It is, therefore, most similar to that of Goldstein's multiple bandpass nonlinear model and both derive their ''bandpass nonlinear'' method of compression from an idea by Pfeiffer ͑1970͒. However, there are important differences to note. For example, both use a linear ''tail'' and a nonlinear ''tip'' processing path, but the present algorithm has different center frequencies ͑CFs͒ 1 for the two paths. It is this difference that produces the shift in BF of the overall system as signal intensity rises. Like Goldstein, we use an explicit compression function, but we have found it possible to avoid the use of his expansive nonlinearity function. The use of dual resonance is also not new. Schoonhoven et ample, used a dual resonance model with different BFs to model threshold functions. Because they were concerned only with threshold functioning, they did not add a compression function.
The computational details of the model are presented in Sec. II while in Sec. III we evaluate the model against published input/output functions measured at three cochlear sites. In Sec. IV we review the response of the model to intensity changes, impulsive stimuli, and two-tone stimuli against physical measurements where these exist.
II. MODEL DESCRIPTION
The input to the algorithm is stapes motion, x(t), and its output represents the vibration velocity, 2 y(t), of a particular location along the cochlear partition. Each individual site is represented as a tuned system consisting of two parallel processes, one linear and the other nonlinear ͑Fig. 2͒. The linear path consists of a bandpass function, a low pass function, and a gain/attenuation factor, g, in a cascade. The nonlinear path is also a cascade consisting of a bandpass function, a compression function, a second bandpass function, and a low pass function, in that order. The output of the system is the sum of the outputs of the linear and the nonlinear paths. The complete unit is referred to below as a dual resonance nonlinear ͑DRNL͒ filter.
The three bandpass functions each consist of a cascade of two or more gammatone filters ͑Hartmann, 1997͒ with unit gain at CF. The low pass filters, likewise, consist of a cascade of second-order low pass filters. The low pass filters also have unit gain at low frequencies and a 6 dB down cutoff set to the CF of their matching bandpass functions. Figure 3͑a͒ illustrates the shape of the gammatone and low pass filters both singly and in cascade. In the nonlinear path, the CFs and bandwidths ͑BW͒ of the two sets of gammatone filters are the same. The CF and BW of the gammatone filters in the linear path ͑CF nl and BW nl , respectively͒ are different from those in the nonlinear path ͑CF lin and BW lin ͒. The parameters of the filters ͑including the number of elements in each cascade͒ for all three cochlear sites are specified in Table I .
The shape of the compressive function in the nonlinear path was chosen to agree with observations based on animal data. It is linear at low signal levels, 
FIG. 3. ͑a͒
Examples of the gammatone and low pass filter used to construct the signal-processing units illustrated in Fig. 2 . The gammatone filter shown has a CF of 10 kHz, a BW ͑3 dB down͒ of 1000 Hz and unit gain. A cascade of two gammatone filters is also shown. A low pass filter ͑6 dB down at 10 kHz͒ is also shown along with the result of four cascading identical filters. A cascade of the ''second-order'' gammatone filter and the ''fourth-order'' lowpass filter is shown to illustrate the effect of combining the components. ͑b͒ The compression effect is based on two functions ͑shown slightly displaced as dotted lines͒, one linear, y a , and the other a power function, y b . The individual data points are chinchilla peak velocity observations ͑Rug-gero et al., 1997, Fig. 6͒ and the continuous line is the model compression function, y ͑see the text͒. ͑c͒ Stapes velocity as a function of frequency used in the evaluation of the model. These data points are taken from animal measurements. White triangles: chinchilla data at the apical site ͑Rhode and Cooper, 1996, Fig. 4͒ . Black squares: chinchilla data used at the ϳ10 kHz site ͑Ruggero et al ., 1990, Fig. 8͒ . White circles: guinea-pig data used at the basal site ͑see note 3͒. All data points are scaled to 0-dB SPL. For modeling purposes, these are rescaled to the level of the stimulating tone.
where x͓t͔ is the output of the first filter in the nonlinear path and a is a parameter of the system. At higher signal levels, the response is nonlinear,
where b and v are parameters of the model. At all signal levels, the smaller result of the two functions is chosen, i.e., The output of the nonlinear path is linear at very low signal levels but is otherwise compressive. The output of the linear path is, of course, linear at all signal levels. At low signal levels, when both outputs are linear, the response of the linear path to tones near CF is typically weak and the response of the nonlinear path dominates the output of the system as a whole. At higher signal levels, the output of the nonlinear path will eventually be less than the output of the linear path because the former is subject to compression. As a consequence, the output of the system is typically linear at very high signal levels. This can be seen most easily in Fig.  1͑b͒ , where the response to 800-Hz tones is linear up to 60-dB SPL, then shows a mild compression up to 75-dB SPL when it again becomes linear. This return to linearity at high signal levels cannot be seen in at the basal sites featured in Figs. 1͑d͒ and ͑f͒ because it occurs at signal levels greater than those displayed.
The parameters shown in Table I were obtained in the following manner. It was assumed that the output of the system, at very low stimulus levels, is dominated by the activity of the nonlinear filter, at least for frequencies close to BF. However, at the highest signal levels, it was assumed that the linear filter dominates the output of the system. This is because the output from the nonlinear path is compressed at high signal levels while the output from the linear path continues to increase linearly with the signal level. The CF and BW of the nonlinear gammatone filters were, therefore, adjusted to fit the animal data at low stapes velocities close to BF. The exercise was then repeated for the parameters of the linear path by fitting the system output to the animal data at the highest stapes velocities and paying special attention to frequencies well away from the CF of the nonlinear path. The compression parameters were then adjusted to give the best match at BF.
Various trials were made using gammatone filters of different ''orders'' ͑i.e., the number of filters in the cascade͒. Third order was generally best for the nonlinear path and second order for the linear path. These orders are used at all three cochlear sites in order to limit the number of free parameters in the model. Similarly, a compression exponent of 0.25 was found to be generally satisfactory at all three sites. This parameter was, therefore, fixed at an early stage in the research. The order of the low pass filtering was also fixed to be the same at all three sites. In the linear path the cascade was fixed at four second-order low pass filters. In the nonlinear path, three low pass filters were used. Small improvements can be achieved by varying these parameters between sites; the establishment of uniformity across sites was primarily to reduce the number of degrees of freedom in fitting the model.
III. EVALUATION OF THE MODEL

A. Methods
The algorithm is implemented using digital IIR filters. It was implemented in the Development System for Auditory Modeling ͑DSAM͒, a computational environment for evaluating auditory models. The input to the system is stapes velocity ͑m/s͒ and was sampled at a rate of 100 kHz, except where stated. Sinusoidal stimulation was used throughout testing except when a 20-s wide pulse was used to evaluate impulse responses. Rhode and Cooper ͑1996͒ and Nuttall and Dolan ͑1996͒ measured activity at the stapes and their data ͑for chinchilla and guinea pig, respectively͒ were used to convert input sound pressure levels to stapes velocity directly. When modeling the data of Ruggero et al. ͑1997͒ , it was necessary to Fig. 3͑c͒ . Note that the first two functions ͑800-Hz and 10-kHz sites͒ are for chinchilla and the third function is from a guinea pig ͑18-kHz site͒. Input/output functions were computed using 50-ms pure tones. The output from the model is given in terms of peak velocity ͑m/s͒ measured during the last 25 ms of the tone. For the purpose of comparison, the published animal data were converted, where necessary, from displacement measurements to velocity. The model was evaluated using only those stimuli for which corresponding animal data exist.
B. InputÕoutput functions
800-Hz site. Figure 1͑a͒ shows measurements made using chinchilla at the apex of the cochlea in a region with BF around 800 Hz ͑Rhode and Cooper, 1996, preparation CH16͒. At this site, there is only limited evidence of nonlinearity. However, it can be seen at 800, 900, 1000 Hz as a bend in the function above 50-dB SPL followed by a return to linearity at around 70-dB SPL. Figure 1͑b͒ shows the I/O functions generated by the model using the parameters given in Table I ͑CH16͒. The nonlinear effect seen in the animal data is reproduced both quantitatively and qualitatively. At this site, the CFs of the filters in the linear and nonlinear paths are almost the same ͑700 and 750 Hz, respectively͒ and the gain of the two paths ͑g and a͒ is also roughly equal at low signal levels ͑see Table I͒ . At higher signal levels, the linear path is dominant because the output from the nonlinear path is compressed. As a result, all response are linear above 80-dB SPL. Compression is only briefly visible between the compression threshold at around 50-dB SPL and the level at which the linear resonance comes to dominate all channels at around 70-dB SPL.
10-kHz site. Figures 1͑c͒ and ͑d͒ compare the animal data as measured by Ruggero et al. ͑1997͒ with input/output functions of the DRNL algorithm. For clarity, only the results for multiples of 2 kHz are shown even though the complete dataset of multiples of 1 kHz were used when fitting the model. Both the animal data and the model response are compressive at 10 kHz at high signal levels while the response to low frequencies are linear at all signal levels. The animal data show a notch in the 10-kHz response at 100-dB SPL. The model reproduces this notch at the same signal intensity. Notches occur ͑in the model͒ when the outputs of the linear and nonlinear paths have similar levels but different phases. Notches are frequently seen in animal data, particularly at low BF ͓cf. Rhode and Cooper, 1996, Fig. 7͑a͔͒ .
18-kHz site. Figure 1͑e͒ shows data obtained in the basal turn of the guinea pig cochlea ͑Nuttall and Dolan, 1996, animal GP #23.81 4 ͒ at a site with BF close to 18 kHz. Figure  1͑f͒ shows the results from the DRNL model for the corresponding data points. The model shows a good qualitative and reasonably good quantitative match to the guinea pig data. Below BF, the functions are largely linear and above BF they are highly compressed.
The isovelocity contours for all three sites are plotted in Fig. 4 for a criterion output velocity of 3e-5 m/s ͑close to typical auditory nerve firing thresholds͒. They are not strictly comparable with each other because they are modeled on different animals from different species. However, they do show the characteristic broadening of the shape of the function at very low frequencies frequently seen in auditory nerve recordings. The high-frequency slopes may appear to be too shallow, particularly at the 10-and 18-kHz site. However, the inspection of Figs. 1͑d͒ and ͑e͒ show that the model is underestimating the BM response at the highest frequencies. If anything, the high-frequency slope of the model result is steeper than the animal data allow. Figure 4 shows an additional isovelocity contour derived using a second set of parameters shown in Table I . These parameters were derived by fitting I/O functions for a second animal studied by Rhode and Cooper ͑1996, CH 35͒. A simulated version of this unit will be required when evaluating the response to phase ͑see below͒.
C. Phase
In a linear system, we expect the phase to remain invariant with respect to intensity. The animal data show phase invariance at many frequencies, but not all. Phase shifts as a function of intensity are often observed for frequencies close to or above BF. The model data show a similar qualitative effect. When evaluating the phase response of the algorithm, no attempt was made to manipulate the model parameters. The parameters used are unchanged from those required to fit the I/O functions described above and are given in Table I .
Figures 5͑a͒ and ͑b͒ compare the animal observations made by Rhode and Cooper ͑1996, preparation CH 35͒ with the algorithm results. The chinchilla phase-intensity functions were arranged by Rhode and Cooper in order of ascending frequency. The model data are presented alongside with a similar adjustment. In both animal and model data the phase is constant with respect to intensity for low frequencies. At high frequencies, an accumulating phase lag can be observed at high signal intensities. The shifts can be seen in the animal data at 800, 900, and 1000 Hz. In the model   FIG. 4 . Isovelocity contours for three sites computed with the algorithm and parameters given in Table I . Two contours are given for the ϳ800-Hz site ͑modeling data for animals CH 16 and 35, Rhode and Cooper, 1996͒ . The criterion velocity is 3E-5 m/s. results the phase shifts can be seen at 800, 900, and 1100 Hz. At low intensities and close to BF, the model phase reflects the phase of the nonlinear path. At high intensity, the phase for all channels reflects the phase of the dominant linear path. The model phase response disagrees with the animal data at 1 kHz. This discrepancy matches the failure to reproduce the I/O function exactly in Fig. 1͑b͒ at the same frequency.
A similar effect can be seen in the phase/intensity function for a more basal site in Fig. 5͑c͒ ͑Nuttall and Dolan, 1996͒. The phase does not change significantly as a function of the signal level for frequencies at or below 14 kHz. Above this frequency, phase shifts as a function of intensity. Figure  5͑d͒ shows the model response, which has a similar shift in phase at 19 kHz.
Figures 5͑e͒ and ͑f͒ show how phase changes as a function of frequency at the 8-kHz site for the chinchilla and the model ͑Ruggero et al., 1997͒. The chinchilla data were collected using pure tones. For computational convenience, the model data were evaluated using clicks. A 0.2-Pa, 20 swide reference click ͑i.e., 80 dB re 20 Pa͒ was used for this purpose along with two other clicks; one 10 dB greater and one 10 dB smaller than the reference. No attempt was made to optimize the model's parameters to improve the fit. The slope of the model function is about three times that of the chinchilla data. This probably indicates that the filter bandwidths in the nonlinear path are too narrow. The total phase lag at high frequencies is also greater in the model response. The discontinuity in the animal function at 14 kHz suggests FIG. 5 . A comparison of phase characteristics for animal and model data. ͑a͒ and ͑b͒ Phase as a function of the signal level at the apical, ϳ800-Hz site for chinchilla ͑Rhode and Cooper, 1996, Fig. 6 , preparation CH 16͒ and model data, respectively. ͑c͒ and ͑d͒ Phase as a function of signal level at the basal, ϳ18-kHz site for a guinea pig. ͑Nuttall and Dolan, 1996, Fig. 8 , preparation, GP#23-81͒ and model data, respectively. ͑e͒ and ͑f͒ Phase as a function of frequency at the 10-kHz site for chinchilla ͑Ruggero et al., 1997, preparation L113, Fig. 13͒ and model data, respectively. Model parameters are given in Table I . The model data were computed using a 0.2-Pa, 20-s-wide reference click ͑i.e., 80 dB re 20 Pa͒. Data are also shown for clicks 10 dB more and less intense than the reference. that some of this difference may be the result of different methods used to unwrap phase.
The chinchilla data also show increasing phase lag with the stimulus level in a region below BF with a tendency in the opposite direction above BF. Figure 5͑c͒ shows the phase response to tones at 70 and 90-dB SPL expressed relative to the response to a reference click at 80-dB SPL. No variation in phase lag is observed at BF for any intensity. The model shows a similar pattern with a change over around BF, except that the sign is reversed ͑i.e., increasing intensity produces less phase lag below BF͒. The reason for this discrepancy is unclear. Unfortunately, Ruggero et al. do not give full details of their phase unwrapping algorithm. Moreover, the idealized model clicks may not constitute the ideal comparison method.
D. Two-tone suppression
Two-tone suppression ͑2TS͒ was first observed at the level of the AN, where ''it has been shown that average discharge rate in response to a tone at a fiber's BF can be reduced by the addition of a second tone of appropriate frequency and sound pressure level'' ͑Abbas and Sachs, 1976͒. Ruggero et al. ͑1992͒ did find an analogous suppression in the velocity response of the BM. Cooper and Rhode ͑1996͒ did not find any overall suppression at an apical site but did observe a reduction in the response of the spectral component at BF when a second tone was added. Geisler and Nuttall ͑1997͒ also report no overall suppression at a basal site.
These results leave open the question of how AN observations relate to BM observations and whether a second mechanism is required to complete the picture. However, the question for the present evaluation is simply whether the algorithm can simulate the observations made at the level of the BM.
The data of Cooper and Rhode ͑1996͒ are particularly useful in this respect because they measured both I/O and 2TS functions at the same site. Their measurement paradigm was replicated almost exactly in the evaluation of the algorithm. Figure 6͑a͒ shows the chinchilla data ͑preparation CH35͒ at a site with an 800-Hz BF. In this experiment, a probe tone ͑f1͒ at 800 Hz ͑ϭBF͒ was presented at the same time as a suppressor tone ͑f2͒ at 1000 Hz. Cooper and Rhode did not observe a reduction in the amplitude of the peak displacement of Reisner's membrane, but they did observe a reduction in the spectral component of the displacement at f1 when f2 was added. Suppression is expressed as the ratio of the Fourier component at f1 in the presence and the absence of the f2 suppressor. Figure 6͑a͒ shows the amount of suppression observed during an analysis using all combinations of levels ͑L1 and L2͒ of f1 and f2. Figure 6͑b͒ shows the corresponding model functions using the parameters given in Table I ͑CH 35͒ for the 800-Hz site. The algorithm results agree with those of Cooper and Rhode in that they did not show any net suppression ͑not shown͒.
Ruggero et al. ͑1992͒ did observe total suppression at a site with a BF of 8.6 kHz. The peak BM velocity was observed to decrease when the suppressor was added. Figure  6͑d͒ shows how the algorithm can simulate their main finding. In this example a probe tone is presented at BF ͑10 kHz͒ at a range of signal levels either alone or in the presence of a suppressor tone (12 kHzϭ1.2 BF) at four signal levels between 60-and 90-dB SPL, respectively͒. The suppressor tone clearly produces a reduction in the peak velocity of the output. Note that this is a net reduction in response level, and not just a reduction at the level of the spectral component. A similar pattern can be observed in the chinchilla data, where the y axis represents the raw physical measurement ͑''r counts'' or gamma-radiation energy͒ when using the Möss-bauer method. Note that the algorithm parameters used are the same as those given in Table I ͑ϳ10 kHz site͒ and are based on a different animal. This may explain differences in the signal level required to produce suppression.
Geisler and Nuttall ͑1997͒ reported observations at a basal site with a BF of around 17 kHz. They measured the effect of very low-frequency suppressors ͑f2͒ when added to FIG. 6 . Two-tone suppression. ͑a͒ and ͑b͒ Suppression ratio ͑suppressed/ unsuppressed f1 Fourier component͒ for two tones ͑f1ϭ800 HzϭBF and f2ϭ1000 Hz͒ as a function of the level of f2 ͑L2͒. Each function represents a fixed level ͑L1͒ of f1. Animal data are taken from Cooper and Rhode ͑1996, Fig. 3 , preparation CH 35͒. The model data use the parameters for CH 35 given in Table I . ͑c͒ and ͑d͒ Intensity functions for a BF probe tone alone and in the presence of a 1.2*BF suppressor tone at four suppressor levels ͑60-90-dB SPL͒. The animal observations are the average rates of gamma radiation. The model data are based on the parameters given in Table I and are for a 10-kHz BF site. ͑e͒ and ͑f͒ The effect of a 200-Hz suppressor tone ͑50-dB and 80-dB SPL, respectively͒ on the velocity response to a CF ͑17.3 kHz, 30-dB SPL͒ probe tone using the model parameters given in Table I for the 18-kHz site. The velocity has been processed using a very narrow filter at the suppressor and probe-tone frequencies and reflects the spectral component at that frequency. As the suppressor tone increases in amplitude, the velocity response to the probe tone decreases. The left y axis shows the scale for the probe tone; the right y axis shows the scale for the suppressor tone. The model data are similar to measurements reported by Geisler and Nuttall ͑1997, Fig. 5͒. high-frequency ͑f1͒ stimuli presented at BF. Like Cooper and Rhode ͑1996͒, they also found no net suppression of the combined waveform but did observe suppression of the magnitude of the spectral component at f1. The response of the algorithm was computed using the parameters given in Table  I for the 18-kHz site using their paradigm.
Geisler and Nuttall do not report comprehensive I/O measurements for their animal data and the parameters used are based on the model for the Nuttall and Dolan ͑1996͒ data. The algorithm produced no net suppression when the suppressor was added and this is similar to the Geisler and Nuttall data in this respect. Figures 6͑e͒ and ͑f͒ shows the effect of a 200-Hz suppressor at two signal levels on the Fourier component at 17.3 kHz. The resulting figures are very similar to those of Geisler and Nuttall ͓1997, Figs. 5͑a͒ and ͑d͔͒. Note that there is strong suppression at the BF frequency at two different points in the suppressor cycle, soon after both the highest and lowest suppressor-tone velocities.
5 This is a characteristic feature of the Geisler and Nuttall data, although there is an asymmetry in their compression that is not present in the model output. Figure 7 shows the impulse response data from the chinchilla investigated using 20-s wide clicks at different signal levels ͑Recio et al., 1998͒. Comparable model results are shown alongside. The parameters of the model are the same as those used above ͑see Table I͒. In both the animal and the model data, it is possible to see at high signal levels a lowfrequency rapid response that is not visible at low signal levels. This results in an apparent increase in the frequency of the impulse response during the first millisecond after the click. This low-frequency component has a very low amplitude at low click levels but increases linearly with click level. The higher-frequency component is prominent at low click intensities but shows little increase in amplitude over a 60-dB increase in click level. In the model, these two components are the outputs of two separate processing paths, linear and nonlinear. The linear path has a greater bandwidth and a lower CF resulting in an impulse response that peaks earlier and has a lower instantaneous frequency. The nonlinear path has a smaller bandwidth and a higher CF. This produces an impulse response that peaks later, lasts longer, and has a higher instantaneous frequency.
E. Impulse response
There are some differences between the animal and model impulse responses. In particular, the animal impulse response lasts considerably longer and shows amplitude modulations missing in the model response. This might be explained by the fact that the model parameters in Table I were tuned to the data from another animal in another study. Alternatively, it might be the case that the animal preparation has a third very narrowly tuned resonance at around BF that is not represented in the model. It should be noted that the model uses a perfect click stimulus that is not achievable using loudspeakers. The character of the model response changes when nonidealized clicks are used containing oscillations following the leading pulse ͑not shown͒. This alone may explain the discrepancies between the model and the animal observations. Figure 8 shows the spectrum of the response of the model to a two-tone stimulus. The parameters of the pure tones are based on an experiment by Robles et al. ͑1990͒ . They used two tones ͑f1 and f2͒ whose frequencies were chosen such that distortion products 2f1-f2 and 3f1-2f2 would be close to the BF of the site on the basilar membrane being measured. Their data showed clear frequency components in the response at f1, f2, 2f1-f2 and 3f1-2f2. The model was evaluated using two, 50-dB SPL test tones with frequencies of 12.5 and 14 kHz, respectively. The parameters of the DRNL model are given in Table I ͑ϳ10-kHz site͒. The model output gives a distortion product at the 2f1-f2 frequency of 11 kHz and at the 3f1-2f2 frequency of 9.5 kHz. Other distortion products are also visible. In the model, many distortion products are generated by the compression function in the nonlinear path. However, most of these are attenuated by the second bandpass filter ͑after the compression function͒ and are lost to the output. Pfeiffer ͑1970͒ first suggested this arrangement. It has frequently been used since then, most notably by Goldstein ͑1990 and 1995͒, who has also explored the strength of combination tones as a function of the level of the primaries.
F. Distortion products
IV. DISCUSSION
The signal-processing algorithm reproduces a wide range of phenomena that are desirable in a nonlinear filter bank to be used in more general models of the auditory periphery. The I/O functions show compression near BF but are linear at low and sometimes very high frequencies. As a consequence, the I/O functions cross at high signal levels and the BF of the system shifts as signal intensity increases. At least, this is true at the basal but not at the most apical sites, where both the animal and the algorithm show largely linear responses with only small shifts in BF. The model shows phase changes with intensity at frequencies above BF. Appropriate two-tone suppression effects mirror the results of animal observations. The impulse response is characterized by a shift in frequency with time. Distortion products are limited to a range of frequencies close to the site's BF. Most importantly, the model can produce reasonably good quantitative fits to the animal data.
While the algorithm has been tested against observations of motion in the cochlear partition, it is important to stress that this is not a model of the mechanics of the system. It is a high-speed simulation of cochlear response and is not intended as an explanation of cochlear phenomena. Its primary value will rest with its potential to act as a component in much larger-scale simulations of the response of the auditory periphery to arbitrary sounds. However, the similarities between the animal and model data do permit us to conclude that the animal responds as if a linear and nonlinear resonance were both involved. It is also the case that recent direct measurements of the apical cochlear partition in guinea pig have found two modes of vibration, not dissimilar to those implemented above when modeling chinchilla data below 1 kHz ͑Hemmert et al., 2000͒. The model offers a close quantitative fit most of the time. However, there are some difficulties in reproducing, exactly, the full range of effects in the impulse response. Some I/O functions and phase characteristics could not be replicated exactly. These failures may indicated the need for more than two resonances. The Recio et al. ͑1998͒ impulse response measurements at 84-and 94-dB SPL are indicative of a very narrowly tuned resonance whose impulse response substantially outlasts that of the model. The Nuttall and Dolan data give another example of this. Their detailed isovelocity functions show a number of irregularities that could never be simulated with a double resonance ͑Nuttall and Dolan, 1996, Fig. 2͒ . Their results show two minima close to CF ͑17 and 18 kHz, respectively͒ that could not be attributed to measurement error. The DRNL algorithm is a good match to most of the data published at these three sites but it could still be improved given a larger database.
There are limits as to what might be expected of a point model of cochlea filtering. Distortion products are known to migrate from their point of origin to be detected at remote locations. As a consequence, measurements on the BM must reflect the sum of such indirect contributions as well as purely local effects. A point model can only estimate the local effects. A desirable future development of the model would be to find a computational procedure for simulating the migration of distortion products among simulated sites.
Our aim in this study was to show that the basic algorithm is robust enough to be considered a useful candidate for inclusion in a filter bank arrangement. However, it is not possible to use the parameters in Table I as the basis of such a filter bank. The animal data are limited to a small number of sites along the cochlear partition within the human hearing range and these data were collected from two species, chinchilla and guinea pig. Given the technical difficulties of making these measurements, it is unlikely that many more locations at the apical end of the partition will be subjected to measurement in the near future and other routes will be required to develop a full filterbank representing all sites along the partition.
Auditory nerve data are not suitable for evaluating the model directly because additional nonlinearities intervene between the basilar membrane and the AN fibers. The I/O functions observed at the level of the AN fiber are characterized by firing thresholds and saturation of firing rates that are consequences of process that occur subsequent to mechanical frequency selectivity. Nevertheless, we might be able to use AN data to help define the parameters of the DRNL if used in conjunction with a good model of the inner hair cell and the IHC/AN synapse. Studies using REVCOR methods with low BF AN fibers for reconstructing the frequency response characteristics have shown frequency sweeps in the derived impulse responses ͑Carney et Lin and Guinan, 2000͒ . These parallel those found in BM measurements ͑see above͒ and these could be used to help define some of the details of the filter bank. Similarly, it is likely that AN measurements using off-BF frequencies can be used to infer some aspects of the I/O functions of the cochlear partition using methods indicated by Winter et al. ͑1990͒ and Yates et al. ͑1990͒ .
Human psychophysical data can also be used to help define the way that parameters of the algorithm need to vary across cochlear sites. Moore et al. ͑1999͒, and Plack and Oxenham ͑1998, 2000͒ have used masking techniques to measure the degree of nonlinearity at different stimulating frequencies. As with the animal data, compression is severe at high frequencies but much weaker at very low frequencies. The transition appears to occur between 1 and 3 kHz. At its most severe, the slope of the compression is rarely less than 0.3. These two items of data suggest useful constraints on a filter bank to simulate mechanical frequency selectivity in the human cochlea. Alcantara and Moore ͑2000͒ have recently shown that a two-filter approach similar to that proposed above can be used to successfully model psychophysical frequency-selectivity measures of intensity-dependent changes in bandwidth. This suggests that our algorithm may benefit from the availability of extensive data on human fre-quency selectivity in the design of a full filter bank suitable for use in models of human psychophysics but consistent with direct measurements of mechanical frequency selectivity in animals. 1 CF is used throughout to represent the center frequency of digital filters that are components of the model. This is to distinguish it from BF which is used to specify observed best frequencies either in animal data or the response of the DRNL system as a whole when being compared to animal data.
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The model was explored using both displacement and velocity. Velocity was finally chosen because the threshold for compression at a particular site changed less with respect to signal frequency when velocity was used. However, opinions vary on this topic and the use of velocity in this project does not preclude the use of displacement as the metric of choice when the issue is decided using empirical methods. Published displacement observations were converted to velocity using the formula, vϭ2 f D, where v is velocity, f is frequency, and D is the displacement measure. Velocity is always expressed as meters per second ͑ms Ϫ1 ͒.
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O'Mard and Meddis ͑1997͒. The software platform and an application that can be used to run all of the tests in this paper is available through the internet at ''http://www.essex.ac.uk/psychology/hearinglab/dsam/ index.htm. '' 4 The data were taken from files available in American Institute of Physics Auxiliary Publication Service ͑JASA PAPS͒ archive using AIP Document No. PAPS JASMA-99-1556. For further details, see Nuttall and Dolan ͑1996͒ or on the internet at ''http://ftp.aip.org/epaps/journ -acoust -soc/E-JASMA-99-1556-disk/. '' 5 Stapes velocity at 200 Hz was set to a value of 2e-6 m/s at 0-dB SPL. This is an arbitrary value as no measured stapes velocity was available at a frequency 200 Hz for the guinea pig. The value chosen is the one that would be required to yield a degree of suppression comparable to that observed by Geisler and Nuttall ͑1997͒. Note that the parameters in Table I are based on a different animal and a close quantitative correspondence is not expected nor claimed.
