There are still many security risks in the current power monitoring system network, and lack of independent learning ability. Based on this, a network learning based power detection system network active detection technology is proposed. The scheme analyzes and processes the data, uses feature engineering to process the features, and improves the common filtering method by using the feature correlation matrix in feature selection. Model training and prediction based on threshold-enhanced k-means semi-supervised algorithm. The experimental results show that the program has a certain accuracy rate, has certain self-learning ability, and has certain feasibility.
Introduction
With the popularization and development of computer networks at home and abroad, network security is becoming more and more important, especially in the event that the Iranian Bushehr nuclear power plant was attacked by the "seismic network" worm in 2010, which caused the security problems in the industrial control system come out. At the same time, power companies began to pay attention to the security protection of the monitoring system, and conducted in-depth research and reflection.
Research status
Machine learning based anomaly detection techniques use machine learning methods to build system images. In China, a lot of achievements have been made in anomaly detection: Zhang Cheng and Peng Qinke proposed a method of constructing an indefinite long sequence pattern by using a function returning address chain in the process stack [1] . Wenqiao and Wang Weiping introduced an improved Bayesian classification algorithm [2] . Yin Qingbo, Zhang Yibo et al. proposed an intrusion detection method based on linear prediction combined with Markov model [3] . Zhuang Zhengmao, Chen Xingyu et al. proposed a clustering algorithm based on the combination of distribution rate, clustering bias and density to construct a time-dependent traffic anomaly detection model [4] . Zheng Liming et al. applied the hash histogram and SVDD method advantages to the traffic anomaly detection. The online SVDD training method based on increasing and decreasing is proposed, and the optimization of detection accuracy and the selection of new training samples are discussed. [5] Li Zhiyuan and Wang Yuchuan use wavelet multi-scale characteristics and SVM classification advantages to propose a machine learning model based on wavelet support vector machine to realize P2P traffic identification [6] .
In foreign countries, a large number of scholars have conducted in-depth research on the use of machine learning methods for anomaly detection: Lin W C et al [7] proposed a new feature representation method, namely cluster center method and nearest neighbor method. Faced with anomaly detection has increasingly become the focus of the online social network (OSN) security field. Attackers use OSN as a new platform for malicious behavior, seriously threatening users' privacy and OSN reputation, including sending spam and phishing. In the past few years, we have developed many detection techniques specifically for anomalies in OSN. Zhang Y Q et al [8] reviewed the important results of abnormal detection in recent years. M. Elif et al. designed and implemented a new semi-supervised anomaly detection system using k-means algorithm. In the training phase, the normal sample is divided into clusters using a k-means algorithm. Based on their distance from the cluster center and using the verification dataset-a threshold to distinguish between normal and abnormal, new samples with a distance threshold greater than the threshold are detected as abnormal. Casas P et al. used automatic network traffic anomaly detection and classification using machine learning (ML)-based techniques to design a simple decision tree based on the specific traffic anomalies observed in cellular network measurements. Detection and classification techniques are compared and their performance is compared to other well-supervised learning classifiers in the ML database (eg, support vector machines, neuron networks, etc.).
The goal of machine learning is the same as statistics and data mining. However, unlike statistical methods, it does not focus on understanding the process of data generation. Instead, it focuses on building a system that can continuously improve its performance based on previous results. That is to say, based on the latest information obtained, machine learning-based systems have the ability to change execution strategies. At present, machine learning is widely used in anomaly detection. Therefore, this study introduces the machine-based anomaly detection technology into the analysis of the collection logs for security devices, which can greatly improve the problem of quantity errors in the abnormal alarms based on rule judgment.
Machine Learning-Based Power Monitoring System Network Active Monitoring System Architecture
The connotation and extension of the power monitoring system are constantly changing. The objects, methods and contents of the active detection of the network security of the power monitoring system are also constantly changing. This paper proposes to use the threshold-based improved k-means algorithm to achieve the proactive detection of unsafe events in the power system, establish a safe event behavior pattern cluster model and power system threat model, and finally realize the understanding of the overall security situation of the power system. forecasting and traceability. The main architecture is designed as follows: Figure 1 . Architecture diagram of network active monitoring system for power monitoring system based on machine learning. a) Management display layer: responsible for data management and data display; b) Task scheduling layer: responsible for distributing the scanning task to the detecting node, and recovering the data information completed by the probe node scanning; c) Probe scanning layer: is the main working node, responsible for performing scanning tasks; d) Functional microservice layer: Based on the scalable capability plugin layer, each probe node should be equipped with a corresponding microservice, ie capability plugin.
The system adopts a comprehensive and integrated method to integrate the application platform services into the network monitoring system of the power monitoring system. As a whole, the main steps of the implementation of the whole system are: collecting data in the network of the power monitoring system, analyzing the attack behavior and normal behavior. Extracting feature values, establishing a classification model through machine learning algorithm, training the normal operation model of the power monitoring system network using known multiple sets of data; when the performance of the trained behavior model reaches a certain performance index, starting to run the detection power monitoring System network active monitoring system. During the system operation, the normal data detected by the behavior model allows it to be passed to the next node. The abnormal data is audited by the security administrator, which is convenient for verifying the accuracy of the model and tracking the attack behavior. The security administrator's audit strategy should be updated in time. In the behavioral model, the ability to judge the model is strengthened. According to the actual network security level requirements of the power control system, a reasonable judgment threshold and the weight ratio between the parameters are formulated to make the inspection rate and the false positive rate meet the requirements.
Experimental Data and Analysis

Data Set
The data used in this experiment was from KDD-CPU 99, which was a nine-week network connection data collected from a simulated US Air Force LAN divided into labeled training data and unlabeled test data. The test data and the training data have different probability distributions. The test data contains some types of attacks that do not appear in the training data, which makes the intrusion detection more realistic.
In this experiment, kddcup.data_10_percent_corrected is used as the training set, and kddcup.data.corrected with all data is used as the test set. In the training set, there are 1 normal identification type normal and 22 training attack types. The identification types of KDDCup99 intrusion detection experimental data are as follows: 
Experimental Plan
In order to avoid program compilation errors and better use of the data set, the data needs to be processed before model training and prediction. Data processing includes: basic information analysis, null processing, exception processing, numerical distribution analysis, and feature engineering. The processed structured data will help the training of active detection models and classification predictions better and faster.
For the large amount of heterogeneous security event data existing in the power system, the feature engineering method is needed to process the data, so as to extract features from the original data for the algorithm and model, including data preprocessing and feature selection. Multiple steps such as dimensionality reduction.
Data preprocessing: There are many problems with the safety-related original information collected by the power monitoring system, which is not conducive to the training and discrimination of the model. It is proposed to use a non-dimensionalization method to convert data of different dimensions into a unified specification, and use class number coding to convert class data of the original string or object into numerical data. After data preprocessing, unified, quantified, and refined data can be obtained to provide data support for subsequent feature selection.
Feature selection: The improved filtering method is used for feature selection. The filtering method scores each feature according to divergence or correlation, sets the threshold or the number of thresholds to be selected, and selects features. When the filtering method selects features with strong correlation with the target variable, there is a disadvantage: the negligence of the association between the features may result in the feature not being very accurate. This experiment uses a filtering method based on correlation matrix improvement.
Improved filtering method based on correlation matrix: In this experiment, before the filtering method, the data is normalized, and then the covariance matrix between each feature is calculated to establish the correlation matrix between the features. A heat map is made based on the correlation matrix. Analyze the heat map and select features as needed.
Dimensionality reduction: In order to solve the problem that the feature matrix is too large, resulting in large calculation and long training time, this experiment uses principal component analysis. Principal component analysis is mainly used to reduce the dimensions of the data set and then select the basic features. Dimensionality reduction of features, by mapping the original features into the feature space with lower dimensions, the main idea is to move the coordinate axes and map the n-dimensional features to the k-dimensional (k<n), which is completely new. The orthogonal feature, called the principal element, is not simply removing the remaining nk-dimensional features from the n-dimensional features, but constructing the k-dimensional features again.
Structural data is extracted from the original safety data of the power system through feature engineering to provide high quality training data for secure clustering and situational awareness prediction and traceability models.
According to the clustering result of behavior patterns of different security events, the occurrence rules of some common attributes in the security event data set can be described, the association rules between different security events are generated, and the active detection model of the security event behavior pattern is constructed, and finally Achieve awareness of the security posture of the power system.
Summary
This paper proposes a network active detection technology for power monitoring systems, adopting a semi-supervised model based on threshold improvement, which is more suitable for processing large amounts of data. In the feature selection, the common filtering method is improved by using the correlation matrix to reduce the influence of the direct filtering feature correlation on the model. Compared with the traditional safety monitoring system, the active detection mechanism will enhance the immunity of the network of the power monitoring system, and has the ability of self-learning. Although it has certain false detection rate and inspection rate error, it still has a lot in the future security field Great advantage.
