A new algorithm for low-level signal processing is proposed based on dynamic programming principle. It is shown that it is possible to extend the dynamic programming procedure to the case of continuous variables by introducing the parametric family of Bellman functions, represented as a minimum of a set of quadratic functions. The procedure can take into account a wide range of prior assumptions about the sought-for result, and leads to the effective algorithms of data analysis.
Introduction
There is a considerably wide class of low-level signal processing problems, where the optimization-based approach is claimed to play a role of the universal framework. This class includes, in particular, such data analysis problems as smoothing, nonstationary regression analysis, segmentation, etc.
In all these cases the ultimate aim of processing can be represented as a transformation of the original data ( ,
, y ∈ Y , defined on a subset T , of the signal axis, into a secondary array ( ,
which would be defined on the same argument set
and take values x ∈ X from a set specific for each particular problem. It is important that the signal axis is naturally supplied by the binary neighborhood relation, which turns it into a simple graph in the form of a chain.
The problem of finding the best, in some sense, transformation of source data Y into a secondary array X can be mathematically set as those of minimizing objective functions ( ) J X of a special kind, defined over the variety of all the feasible results of processing, and meant to assess the discrepancy between each admissible version of the result X and the given data array Y .
The structure of objective function ( ) J X reflects the fact that the data are ordered along the axis of one or two arguments, and can be defined by the undirected neighborhood graph G T T ⊂ × . Such objective functions are called pair-wise separable, as far as they are representable as sums of elementary objective functions each of only one or two variables. These functions are associated, respectively, with nodes and edges of the neighborhood graph. The data dependent node functions ( | ) x Y ψ t t t are to be chosen with respect to the essence of a particular data processing problem so that the greater value each of them takes, the more evident is the contradiction between the hypothesis that t x is just the correct local value we are seeking and the respective vicinity Y t of the data array. Each of the model based edge functions ( , ) x x
is meant to impose an individual penalty upon the distinction of values in the respective pair of adjacent variables of the edge ( , ) ′ ′′ t t of neighborhood graph G . The evident neighborhood graph G for signals is chain.
In the case of finitely valued objective variables
, such an optimization problem is known under the name of the (min,+) labeling problem. For an arbitrary adjacency graph G this problem is NP-hard, however, in the case of acyclic graph it is possible to construct very effective optimization procedures, dynamic programming (DP) in nature. But if the number of elements in the set X grows, the computation time and the amount of computer memory for large majority of (min,+) optimization algorithms becomes inapplicable very fast.
Nevertheless, it is possible to construct a generalization of the classical dynamic programming procedure to the case of continuous variables [1, 2] . Such a generalization can be made on the basis of introducing the concept of a parametric family of Bellman functions.
It will allow us to reduce, first, requirements to memory, as the number of parameters of Bellman functions is less than the number of elements in the set X , second, to increase computational speed, as we can turn the intermediate optimization problems on each step of the DP procedure to recurrent reevaluation of parameters, third, to increase accuracy in the tasks, where objective variables continuous in nature. Unfortunately, the class of appropriate parametric families of functions is quite deficient, and greatly reduces the amount of practical applications of parametric DP procedures.
We propose here a way to extend parametric family of Bellman functions to the case of most widely used optimization criteria
Generalized Dynamic Programming Procedure
A pair-wise separable objective function (1) allows a highly effective global optimization procedure [1] when the neighborhood graph on the set of its variables has no cycles, i.e. is a tree (Fig. 1) . 
will be referred to as the downward recurrent relation.
The procedure runs through all the nodes of the graph in order of their membership in the hierarchy levels j T at the upward pass 1,..., j M = , recurrently calculate and store Bellman functions in accordance with upward recurrent relation (2) starting with ( ) ( )
The Bellman function at the root * ( ) t J x , x ∈ X , that is obtained at the last step of the upward pass, immediately gives the optimal value of the root variable. On the downward pass, as the procedure descends the hierarchy levels ,..., 2 j M = , the already found optimal values of the current level determine optimal values of the variables at the immediately underlying level in accordance with the downward recurrent rule (3).
In the case of continuous variables, e.g. if ( , ) ( )
in the sense that Bellman functions ( ) J x t t belong to this family at each step. In this case, the upward pass of the procedure consists in recurrent re-evaluating parameters t a that completely represent the
a . In particular, as is shown in [1] , if the node and edge functions are quadratic, the Bellman functions will be quadratic too. In such case, the DP procedure is entirely equivalent to Kalman-Bucy filter and interpolator [3] . However, prior smoothness constraints in the form of quadratic edge functions do not allow to keep abrupt changes of the data in the course of processing.
The parametric representation is also possible in the case of using absolute value of difference of adjacent variables instead of quadratic node functions. It leads to piecewise constant form of sought-for data array [2] . Though this kind of assumption is appropriate for separate problems, for example in economy, it yields not so good result generally.
We propose here to use the following form of the edge functions in criterion (1):
It has been known [4] , that the following edge function possesses the properties to preserve the abrupt changes in the data being analyzed. The node functions are also chosen in the quadratic form
t . In this case it is possible to construct the parametric DP procedure for minimization of the criterion in the form (1) .
Let us consider the case, then the adjacency graph G has a form of a chain, so the source data ( , ) x T = ∈ t X t and the result of processing ( , ) Y y T = ∈ t t are signals
It can be proven, that if the Bellman function at the node 1 t − is
then the next Bellman function will be:
It is easy to see that each function ( ) ( )
The downward recurrent relation (3) takes the form
. Thus, the number of functions in the representation of Bellman function at the step t can be reduced. We consider the procedure of such reduction in the following section by the example of the edge-preserving smoothing of signals.
Parametric DP Procedure for Edge-Preserving Smoothing of Signals
Let us suppose that the observable signal ( , 1, , )
ξ -additive white Gaussian noise, with zero mean. The aim of processing is to restore the hidden signal ( , 1, , )
The basic assumption in the problem is that the original signal changes smoothly enough except, perhaps, some points, where jumps or breaks can be observed. It has been known [4] , that the following edge function possesses the required properties of edge-preservation:
It is easy to see, that the form of function (5) coincides with (4), if it is remembered that constant is the degenerate form of a quadratic function. The criterion (1) takes the following simple form:
Suppose that in step 1 t − , the Bellman function 
where ( ) 
Experiments
For an experimental study of complexity of the algorithm, described in section 3, the following data model has been used.
Observable signal:
Gaussian noise, with zero mean and variance 2 σ .
Hidden signal: (Fig. 2) .
Results of experiments have shown that the procedure has the average complexity ( ) O N . 
Conclusion
The DP procedure based on parametric family of Bellman functions represented as a minimum of a set of quadratic functions, can reduce the amount of memory, required for its implementation, if the number of parameters of Bellman functions is small enough and less than the amount of memory needed in the case of trivial parameterization by the finite set of values.
This is of particular importance as the number of discrete values of the objective variables makes a massive impact to the requirements of modern (min,+) optimization algorithms.
Experimental study let us to guess, that for the vast majority of source data arrays two or three quadratic functions is usually enough to completely represent each Bellman function.
The proposed procedure allows parametric implementation, can take into account a wide range of prior assumptions about the sought-for result, and leads to the effective algorithm of data analysis with linear average computation complexity.
