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Abstract
In this paper, we proposed using a hybrid method
that utilises deep convolutional and recurrent neu-
ral networks for accurate delineation of skin lesion of
images supplied with ISBI 2017 lesion segmentation
challenge. The proposed method was trained using
1800 images and tested on 150 images from ISBI 2017
challenge.
1 Introduction
Melanoma is one of the most deadliest types of can-
cer that affects large sector of population in United
States and Australia. It is responsible for more than
10,000 deaths in 2016. Clinicians diagnose melanoma
by visual inspection of skin lesions and moles [1]. In
this work, we propose an novel approach to segment
lesions using deep neural networks. We compared our
results to popular deep learning semantic segmen-
tation convolutional neural networks FCN [2] and
SegNet [3]. This approach will be presented in the
in International Symposium on Biomedical Imaging
2017.
The rest of this paper is organised as follows. Sec-
tion 2 describes the related work. The proposed
method is presented in Section 3. Section 4 presents
results and, finally, Section 5 concludes.
2 Related Work
Traditional intensity based segmentations achieved
high accuracies. However, low contrast images with
high variance uni-modal histograms resulted in in-
accurate delineation of borders. Most of these inac-
curacies were corrected with post-processing of im-
ages [4, 5, 6].
Deep convolutional neural network (CNN) with
auto encoder-decoder architectures achieved great
results in semantic segmentation [2]. Upsampling
methods were proposed to solve lost spatial resolu-
tion [2]. Ronneberger et al. concatenated a copy
of encoded feature map during decoding phase to in-
crease spatial accuracy of the output feature maps
[7]. Zheng et al. proposed a trainable conditional
random field (CRF) module to refine segmentation
prediction map [8]. Visin et al. proposed a recurrent
neural network (RNN) as post processing module for
the coarse extracted feature maps [9].
3 Proposed Hybrid Deep Ar-
chitecture
The main drawback of semantic segmentation with
fully convolutional neural networks (FCN [2] and
SegNet [3]) is over segmentation due to coarse output
of the max-pooling layers during the encoding phase.
In order to address this problem, we propose to use
recurrent neural networks to learn the spatial depen-
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Figure 1: Proposed architecture for RNN and CNN. Auto encoder network consists of 7-convolutional layers
with 2 max-pooling layers. Then, extracted feature maps are fed into 4 layers of recurrent network with 4
decoupled direction. The mask is reconstructed using auto decoder network [10].
dencies between active neurones after the max-pool
encoding [9].
The RNN layers are fed with flattened non-
overlapping data patches to model spatial dependen-
cies. Let D is the input data such that D ∈ Rw×h×c
where w, h and c are width, height and channels re-
spectively. D is splitted into n × m patches Pi,j
such that Pi,j ∈ Rwp×hp×c where wp = w/n and
hp = h/m. Input patches are flattened into 1-D vec-
tor to update its hidden state z∗i,j where ∗ is the di-
rection of the sweep direction ↑, ↓,→ and ←.
For every patch Pi,j , the composite activation map
feature O = {o∗i,j}{j=1,2,...,m}{i=1,2,...,n} is concatenation of
output activation two coupled direction RNN either
horizontal (right to left and left to right) or ver-
tical sweep (up to down and down to up) where
o∗i,j ∈ R2U ∀∗ ∈ {(↑, ↓), (→,←)} is activation of the
recurrent unit at position (i, j) with respect to all
patches in the column j in case of coupled vertical
direction {(↓, ↑)} and to all patches in the row i in
case of coupled horizontal sweep {(→,←)} and Ol
denotes concatenated output of o↓ and o↑ and sim-
ilarly O↔ for O← and O→ and U is the number of
recurrent units.
Similarly, o↓i,j and coupled horizontal sweep func-
tion can be defined. It is worth noting that both
directions are computed independently.
Finally, in the decoding stage, deeply encoded fea-
tures by sequenced recurrent units are used to re-
construct the segmentation mask at the same reso-
lution of the input. Fractionally strided convolutions
were used in reconstruction of final output. In strided
convolutions, prediction are calculated by inner prod-
uct between the flattened input and a sparse matrix,
whose non-zero elements are elements of the convolu-
tional kernel. This method is both computationally
and memory efficient to support joint training of con-
volutional and recurrent neural networks [11].
4 Results
The proposed network was trained using 1800 lesion
images provided along with ground truth. These im-
ages were provided for the first task of ISBI 2017
challenge “Skin Lesion Analysis Toward Melanoma
Detection”[12]. The performance of the proposed
method is compared to other methods using pixel-
wise metrics: Jaccard index, accuracy, sensitivity,
specificity and dice coefficient. The results shown
in Fig. 2 demonstrate the efficacy of the proposed
method compared to over the classical SegNet [10].
These results were obtained on the ISBI training
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(a) Segmentation of a low contrast lesion
(b) Segmentation result of a hair occluded lesion
Figure 2: Example of lesions segmentation. From left
to right: image, ground truth, proposed method and
SegNet. The output of proposed method does not
require any contrast enhancement or postprocessing
operations compared to SegNet.
dataset released in January, 2017. The results tabu-
lated in Table 1 will be presented in ISBI 2017 [10].
Figure 3 and Figure 4 show sample of the output
masks. the ground truth are not published yet.
5 Conclusion
We utilised a joint architecture that incorporates
both deep convolutional and recurrent neural net-
works for skin lesion segmentation. The results pre-
sented great potentials by outperforming state-of-
the-art methods of segmentation on skin melanoma
delineation problem. Also, it is immune, with high
sensitivity, to all artifacts such as markers, ruler
marks, and hair occlusions.
Table 1: Lesion Segmentation Results. Higher results
is better.
AC SE SP DI JA
SegNet [3] 0.91 0.87 0.96 0.92 0.86
Proposed 0.98 0.954 0.94 0.96 0.93
FCN [2] 0.82 0.85 0.70 0.82 0.86
(a) Low contrast lesion
(b) Hair occluded lesion
Figure 3: Samples of the output segmentation mask
of validation set. Ground truth masks are not re-
leased yet.
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