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Abstract
The Cauchy problem of the homogeneous fractional-order evolution equation and evolutionary
integral equation have been considered in [J. Fract. Calc. 7 (1995) 89] and [Korean J. Comput. Appl.
Math. 9 (2002) 525]. The existence and uniqueness of the solution have been proved and the contin-
uation of the solution and its fractional order derivative has been proved. Here we study the maximal
regularity, continuation and some other properties of the Cauchy problem of the non-homogeneous
fractional order evolution equation.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Let X be a Banach space with norm ‖.‖. We shall define some classes of functions u
from the interval J = [0, T ], T < ∞, of R into X which will be used in this paper. Let
L(J,X) be the space of integrable functions defined on the interval J with values in X,
C(J,X) be the space of continuous functions from J to X with the sup-norm, Cm(J,X) =
{u ∈ C(J,X): Dku ∈ C(J,X), k m}, and Wm,p(J,X) is the Sobolev spaces.
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Cθ (J,X) =
{
u : J → X: ‖u‖θ = sup
t,s∈J
‖u(t) − u(s)‖
|t − s|θ < ∞
}
with norm ‖u‖Cθ (J,X) = ‖u‖C(J,X) + ‖u‖θ . Finally define
Cθ0 (J,X) =
{
u ∈ Cθ (J,X): u(0)= 0}.
Let A be a closed linear operator with dense domain D(A) ⊂ X. It is known (see [13])
XA = D(A) is a Banach space under the graph norm ‖x‖A = ‖x‖ + ‖Ax‖.
Consider the two Cauchy problems:
Dγ u(t) = Au(t), t ∈ (0, T ], with u(0) = uo, γ ∈ (0,1] (1)
and
Dβu(t) = Au(t), t ∈ (0, T ], with u(0) = uo, ut (0) = u1, β ∈ (1,2], (2)
where Dα is the Caputo derivative defined below in Definition 2.2.
The first author (see [2]) proved, under certain conditions, that problem (1) has a unique
solution uγ ∈ L(J,D(A)) and problem (2) has a unique solution uβ ∈ L(J,D(A)). These
two solutions satisfy the continuation properties
lim
γ→1−
uγ (t) = lim
β→1+
uβ(t) = u(t) = T (t)uo, (3)
lim
γ→1−
Dγ uγ (t) = lim
β→1+
Dβuβ(t) = AT (t)uo = du(t)
dt
, (4)
where u(t) = T (t)uo is the solution of the Cauchy problem
du(t)
dt
= Au(t), t ∈ (0, T ], with u(0) = uo (5)
and {T (t): t  0} is the semigroup generated by the operator A. Also the two authors (see
[5]) studied the continuation of the solution and the fractional derivative of it of the Cauchy
problem:
Dγ u(t) =
t∫
0
h(t − s)Au(s) ds, u(0)= uo.
Let α ∈ (0,1), consider the Cauchy problem:
Dαu(t) = Au(t) + f (t), u(0)= uo, (6)
where f ∈ C(J,X) . Here we study, under certain conditions imposed on f (t), the exis-
tence of a unique solution uα(t) to (6). Also we prove the continuation properties of the
solution uα(t) and its fractional order derivative Dαuα(t).
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Let f ∈ L(J,R) and let α be a positive real number.
Definition 2.1. The fractional integral of order α of the function f is defined by (see
[7,10–12,14])
Iαf (t) =
t∫
0
(t − s)α−1
Γ (α)
f (s) ds = (f ∗ φα)(t), (7)
where φα(t) = tα−1/Γ (α) for t > 0 and φα(t) = 0 for t  0, and (see [6]) φα(t) → δ(t)
(the delta function) as α → 0.
Definition 2.2 (Caputo derivative). The Caputo fractional derivative of order α ∈ (0,1) of
the absolutely continuous function g(t) is defined by (see [1–5,7,11,12,14])
Dαg(t) = I 1−αDg(t), D = d
dt
. (8)
Now the following lemma gives some properties of the two operators Iα and Dα .
Lemma 2.1. Let L1 = L1[0, T ]. Let β,γ ∈ R+ and α ∈ (0,1). Then we have (see [7,11,
12,14])
(i) Iβ : L1 → L1, and if f (x) ∈ L1 then Iγ Iβf (x) = Iγ+βf (x);
(ii) limβ→n Iβf (x) = Inf (x) uniformly on [a, b], n = 1,2,3, . . . , where I 1f (x) =∫ x
0 f (s) ds;
(iii) limβ→0 Iβf (x)= f (x) weakly;
(iv) if f (x) is absolutely continuous on [a, b], then limα→1 Dαf (x) = df (x)/dx;
(v) if f (x) = k = 0, k is a constant, then Dαk = 0.
Consider now the integral equation
u(t) = f (t)+
t∫
0
a(t − s)Au(s) ds, (9)
where A is a closed linear unbounded operator with dense domain D(A) = XA in the
Banach space X and 0 = a(t) ∈ L1loc(R+). The existence of a unique solution of Eq. (9)
and its properties have been studied by some authors (see [8,13]).
Till the end of this section we state some definitions and theorems (see [13]) which are
used in the sequel.
Definition 2.3. A function u ∈ C(J ;X) is called
(a) strong solution of (9) on J if u ∈ C(J ;XA) and (9) holds on J ;
(b) mild solution of (9) on J if a ∗ u ∈ C(J ;XA) and u(t) = f (t) +A(a ∗ u)(t) on J .
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resolvent for (9) if the following conditions are satisfied:
(1) S(t) is strongly continuous on R+ and S(0) = I ;
(2) S(t) commutes with A, which means that S(t)D(A) ⊂ D(A) and AS(t)x = S(t)Ax
for all x ∈ D(A) and t  0;
(3) the resolvent equation
S(t)x = x +
t∫
0
a(t − s)AS(s)x ds for all x ∈ D(A), t  0 (10)
holds.
Proposition 2.1. Suppose (9) admits a resolvent S(t) and let f ∈ C(J ;X).
(i) If u ∈ C(J ;X) is a mild solution of (9), then S ∗ f is continuously differentiable on
J and
u(t) = d
dt
t∫
0
S(t − s)f (s) ds, t ∈ J. (11)
(ii) If f ∈ W 1,1(J ;X), then
u(t) = S(t)f (0)+
t∫
0
S(t − s)f˙ (s) ds, t ∈ J (12)
is a mild solution of (9).
(iii) If f = x + a ∗ g, with g ∈ W 1,1(J ;X) and x ∈ D(A), then
u(t) = S(t)x + a ∗ S(t)g(0) + a ∗ S ∗ g˙(t), t ∈ J (13)
is a strong solution of (9).
(iv) If f ∈ W 1,1(J ;XA), then u(t) defined by (12) is a strong solution of (9).
Definition 2.5. Equation (9) with a ∈ L1loc(R+) be of sub-exponential growth, which
means
∫∞
0 e
−t |a(t)|dt < ∞ for all  > 0, is called “parabolic” if the following condi-
tions hold:
(1) aˆ(λ) = 0, 1/aˆ(λ) ∈ ρ(A), the resolvent set of A, for all Re(λ) > 0;
(2) there is a constant M  1 such that H(λ) = (I − aˆ(λ)A)−1/λ satisfies
∥∥H(λ)∥∥ M|λ| for all Re(λ) > 0,
where aˆ(λ) is the Laplace transform of a(t).
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Re(λ) > 0. a is called sectorial with angle θ > 0 (or merely θ -sectorial) if | arg(aˆ(λ)| θ
for all Re(λ) > 0.
Definition 2.7. Let a ∈ L1loc(R+) be of sub exponential growth and k ∈ N . a(t) is called
k-regular if there is a constant c > 0 such that∣∣λnaˆ(n)(λ)∣∣ c∣∣aˆ(λ)∣∣ for all Re(λ) > 0, 0 n k.
Theorem 2.1. Let X be a Banach space, A is a closed linear operator in X with dense
domain D(A) and a ∈ L1loc(R+). Assume (9) is parabolic and a(t) is k-regular, for some
k  1. Then there is a resolvent S ∈ Ck−1((0,∞);B(X)) for (9) and there is a constant
M  1 such that the estimates
∥∥tnS(n)(t)∥∥M for all t  0, n k − 1, (14)
∥∥tkS(k−1)(t) − skS(k−1)(s)∥∥M(t − s)
(
1 + log
(
t
t − s
))
,
0 s < t < ∞ (15)
are valid.
Corollary 2.1. Let a ∈ L1loc(R+) be 1-regular and sectorial with θ < π/2 and suppose
A generates a bounded Co-semigroup {T (t): t  0} in the Banach space X. Then (9) is
parabolic and there exists a bounded resolvent S(t) for it.
Theorem 2.2. Suppose a ∈ L1loc(R+) is 2-regular and such that (9) is parabolic and let
α ∈ (0,1). Then
(i) for each f ∈ Cα0 (J ;X) there is a mild solution u ∈ Cα0 (J ;X) to (9);
(ii) for each f ∈ Cα0 (J ;XA) there is a strong solution u ∈ Cα0 (J ;XA) to (9);
(iii) for each f = a ∗ g, g ∈ Cα0 (J ;X) there is a strong solution u ∈ Cα0 (J ;XA) to (9).
3. Existence of solution
Consider the Cauchy problem (6) where A is a closed linear operator with dense domain
D(A) ⊂ X.
Definition 3.1. A function u ∈ C(J ;X) is called
(a) strong solution of (6) on J if it is absolutely continuous function from J into X with
u ∈ C(J ;XA) and (6) holds on J ;
(b) mild solution of (6) on J if φα ∗ u ∈ C(J ;XA) and u(t) = uo + A(φα ∗ u)(t) +
(φα ∗ f )(t) on J .
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generator of a bounded semigroup {T (t): t  0}. Then there is a unique strong solution
uα ∈ C(J,XA) of (6) given by
uα(t) = etSα(t)uo −
(
etSα(t)
) ∗ uo + (etSα(t)) ∗ φα(t) ∗ (f (0)δ(t)+ f˙ (t) − f (t)),
where Sα ∈ Ck−1(J ;B(X)) is a bounded resolvent given as in Definition 2.4 and satisfies
Theorem 2.1.
Proof. Operating by the convolution of φα(t) on (6), we get the integral equation
uα(t) = fα(t)+
t∫
0
(t − s)α−1
Γ (α)
Auα(s) ds, (16)
where fα(t) = uo + φα(t) ∗ f (t). In (16) we can write it in the form
uα(t) = uo + φα(t) ∗ f (t) + φα(t) ∗Auα(t);
if we let e−tuα(t) = vα(t), we get
vα(t) = Fα(t) + hα(t) ∗ Avα(t), (17)
where Fα(t) = e−tuo + (e−tφα(t)) ∗ (e−t f (t)) = e−t fα(t) and hα(t) = e−tφα(t).
Now we apply the conditions of Theorem 2.1 and Corollary 2.1:
hα(t) = e−tφα(t) ⇒ hˆα(λ) = 1
(λ + 1)α ⇒ hˆ
′
α(λ) =
−α
(λ + 1)α+1
⇒ ∣∣hˆ′α(λ)∣∣ c∣∣hˆα(λ)∣∣
and so we find that hα(t) is 1-regular and similarly we get hα(t) is k-regular for all k ∈ N .
Now for the sectorial of hα(t) we have
∣∣arg(hˆα(λ))∣∣=
∣∣∣∣arg 1(λ + 1)α
∣∣∣∣= |α|∣∣arg(λ+ 1)∣∣ α∣∣arg(λ)∣∣< απ/2,
for Re(λ) > 0.
Thus hα(t) is θ -sectorial with θ = απ/2 < π/2.
Then (17) is parabolic equation and from Theorem 2.1 we deduce that Eq. (17) ad-
mits a bounded resolvent Sα ∈ Ck−1(J ;B(X)) satisfies for some M  1 the two Eqs. (14)
and (15). And the solution of (17) will be given in the form vα(t) = ddt (Sα(t) ∗ Fα(t)) and
where f ∈ W 1,1(J ;XA), uo ∈ XA, we get
Fα(t) = e−tuo +
(
e−tφα(t)
) ∗ (e−t f (t)) ⇒ Fα ∈ W 1,1(J ;XA),
which gives by Proposition 2.1 that vα(t) given by
vα(t) = Sα(t)Fα(0)+
t∫
0
Sα(t − s)F˙α(s) ds, t ∈ J (18)
is a strong solution of (17).
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F˙α(t) = −e−tuo + e−tφα(t)f (0)+
(
e−tφα(t)
) ∗ (e−t f˙ (t) − e−t f (t))
and we can write (18) in the form
vα(t) = Sα(t)uo − Sα(t) ∗
(
e−tuo
)+ Sα(t) ∗ (e−tφα(t)f (0))
+ Sα(t) ∗
(
e−tφα(t)
) ∗ (e−t f˙ (t))− Sα(t) ∗ (e−tφα(t)) ∗ (e−t f (t)).
But we have vα(t) = e−tuα(t) thus we can get uα(t) in the form
uα(t) = etSα(t)uo −
(
etSα(t)
) ∗ uo + (etSα(t)) ∗ φα(t)
∗ (f (0)δ(t)+ f˙ (t) − f (t)). (19)
We want to prove that (19) satisfies (6):
Duα(t) = etSα(t)uo + et S˙α(t)uo − etSα(t)uo + φα(t) ∗
(
f (0)δ(t)+ f˙ (t) − f (t))
+ (etSα(t) + et S˙α(t)) ∗ φα(t) ∗ (f (0)δ(t)+ f˙ (t)− f (t)).
Now we can write Dαuα(t) = φ1−α(t) ∗Duα(t) which gives
Dαuα(t) = φ1−α(t) ∗
(
et S˙α(t)uo
)+ (etSα(t)) ∗ (f (0)δ(t) + f˙ (t) − f (t)).
But we have
etSα(t) = et + φα(t) ∗
(
AetSα(t)
)
,
et S˙α(t)x = φα(t)Ax +Aφα(t) ∗
(
et S˙α(t)
)
x, x ∈ D(A).
Then we get the following:
Dαuα(t) = φ1−α(t) ∗
[
φα(t)Auo +Aφα(t) ∗
(
et S˙α(t)uo
)]
+ (et + φα(t) ∗ (AetSα(t))) ∗ (f (0)δ(t) + f˙ (t) − f (t))
= φ(t)Auo +Aφ1(t) ∗
(
et S˙α(t)uo + etSα(t)uo
)−Aφ1(t) ∗ (etSα(t)uo)
+ et ∗ (f (0)δ(t)+ f˙ (t) − f (t))
+Aφα(t) ∗
(
etSα(t)
) ∗ (f (0)δ(t) + f˙ (t) − f (t))
= Auo +A
(
etSα(t)uo
)−Auo −A(etSα(t)) ∗ uo
+ et ∗ (f (0)δ(t)+ f˙ (t) − f (t))
+Aφα(t) ∗
(
etSα(t)
) ∗ (f (0)δ(t) + f˙ (t) − f (t)).
But we have et ∗ (f (0)δ(t)+ f˙ (t) − f (t)) = f (t). Then we get
Dαuα(t) = A
[
etSα(t)uo −
(
etSα(t)
) ∗ uo + φα(t) ∗ (etSα(t))
∗ (f (0)δ(t)+ f˙ (t)− f (t))]+ f (t),
hence we get
Dαuα(t) = Auα(t) + f (t)
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problem (6). 
For the mild solution we have the following corollary.
Corollary 3.1. Let α ∈ (0,1), uo ∈ D(A), f ∈ W 1,1(J,X), and A is the infinitesimal
generator of a bounded semigroup {T (t): t  0}. Then there is a unique mild solution
uα ∈ C(J,X) of (6) given by (19).
Proof. Where f ∈ W 1,1(J,X), we get
Fα(t) = e−tuo +
(
e−tφα(t)
) ∗ (e−t f (t)) ⇒ Fα ∈ W 1,1(J,X);
then from Proposition 2.1 we get that (18) is a mild solution of (17) which gives
hα ∗ vα ∈ C(J,XA) with vα(t) = Fα(t) + A(hα ∗ vα)(t) and where hα(t) = e−tφα(t),
Fα(t) = e−tuo+(e−tφα(t))∗(e−t f (t)), and vα(t) = e−t uα(t) we get, φα ∗uα ∈ C(J ;XA)
and uα(t) = uo +A(φα ∗uα)(t)+ (φα ∗f )(t) on J , thus (19) is a mild solution of (6). 
4. Continuation theorem
Let u1(t) be the solution of the problem
du(t)
dt
= Au(t)+ f (t), u(0)= uo, (20)
which is given by (see [9])
u1(t) = T (t)uo +
t∫
0
T (t − s)f (s) ds, (21)
where {T (t): t  0} is the bounded semigroup generated by the closed operator A.
Theorem 4.1. If the solution of the initial value problem (6) exists, then
lim
α→1−
uα(t) = u1(t). (22)
Proof. Taking Laplace transformation to both sides of (21) and (19), and using the inequal-
ity (etSα(t))ˆ = (I − 1/λαA)−1/(λ − 1) where (ˆ) denotes the Laplace transformation, we
get
uˆ1(λ) = (λI −A)−1uo + (λI −A)−1fˆ (λ), (23)
uˆα(λ) = 1
λ
(
I − 1
λα
A
)−1
uo + 1
λα
(
I − 1
λα
A
)−1
fˆ (λ). (24)
Eliminating fˆ (λ) from (23) and (24) we get,
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(
λαI −A)uˆα(λ)− λ
α
λ
uo
= (λαI − λI)uˆα(λ) + (λI −A)uˆα(λ)− λ
α
λ
uo,
which implies
uˆ1(λ)− uˆα(λ) = λ(λI −A)−1
(
1
λ1−α
− 1
)
uˆα(λ) +
(
1 − 1
λ1−α
)
(λI −A)−1uo.
By taking the Laplace inverse transformation, we get
u1(t)− uα(t) = dδ(t)
dt
∗ T (t) ∗ (φ1−α(t) − δ(t)) ∗ uα(t)
+ T (t) ∗ (δ(t) − φ1−α(t))uo
= AT (t) ∗ (φ1−α(t)− δ(t)) ∗ uα(t)+ T (t) ∗ (δ(t) − φ1−α(t))uo
= T (t) ∗ (φ1−α(t) − δ(t)) ∗Auα(t)+ T (t) ∗ (δ(t) − φ1−α(t))uo,
hence we get∥∥u1(t) − uα(t)∥∥ ∥∥T (t)∥∥∣∣φ1−α(t) − δ(t)∣∣∥∥Auα(t)∥∥
+ ∥∥T (t)∥∥∣∣φ1−α(t) − δ(t)∣∣‖uo‖.
But uα ∈ C1(J ;XA) ⇒ ‖Auα(t)‖ ‖uα(t)‖D(A) M1 ⇒∥∥u1(t) − uα(t)∥∥MM1∣∣φ1−α(t) − δ(t)∣∣+M∣∣φ1−α(t) − δ(t)∣∣‖uo‖
and as α → 1−, we obtain ‖u1(t)− uα(t)‖ → 0 ⇒ limα→1− uα(t) = u1(t). 
Theorem 4.2. If the solution of the initial value problem (6) exists with uo ∈ D(A2) and
f ∈ W 1,1(J,D(A2)), we get
lim
α→1−
Dαuα(t) = du1(t)
dt
. (25)
We have from (19) that
Auα(t) = A
[
etSα(t)uo −
(
etSα(t)
) ∗ uo + (etSα(t)) ∗ φα(t)
∗ (f (0)δ(t)+ f˙ (t) − f (t))].
Let Auo = vo ∈ XA, Af = g ∈ W 1,1(J ;XA) then we get
Auα(t) = etSα(t)vo −
(
etSα(t)
) ∗ vo + (etSα(t)) ∗ φα(t)
∗ (g(0)δ(t) + g˙(t) − g(t)). (26)
But by Theorem 3.2, we have that (26) is a strong solution to
Dαv(t) = Av(t) + g(t), v(0) = vo.
We prove in Theorem 4.1 that this solution converges to v1(t) ∈ XA, A is closed opera-
tor with uα(t) → u1(t) and Auα(t) → v1(t) then v1(t) = Au1(t) thus we get Auα(t) →
Au1(t) as α → 1− which implies that limα→1− Dαuα(t) = du1(t)/dt .
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Consider now the Cauchy problem
Dαu(t) = Au(t) + f (t), u(0)= 0, (27)
which is a special case of (6) but it has weaker conditions than in (6). The maximal regu-
larity result that we prove states essentially that if f is Hölder continuous then there is a
unique solution uα(t) such that Auα and Dαuα(t) are Hölder continuous.
Theorem 5.1. Let α ∈ (0,1], f ∈ W 1,1(J ;X), and A is the infinitesimal generator of a
bounded Co-semigroup {T (t): t  0}. Then there is a unique strong solution of (27) given
by
uα(t) = φα(t) ∗
(
etSα(t)
) ∗ (f (0)δ(t) + f˙ (t) − f (t)).
Proof. Putting Fα(t) = 0 + (hα ∗ F)(t), F(t) = e−t f (t), in (17), where f ∈ W 1,1(J ;X),
we get F ∈ W 1,1(J ;X) and from Proposition 2.1(ii) we get the result. 
Theorem 5.2. For problem (27) if f ∈ Cδ0(J ;X) for δ ∈ (0,1), then there is a strong
solution uα ∈ Cδ0(J ;XA) where Auα , Dαuα ∈ Cδ0(J ;X).
Proof. Since Fα(t) = hα(t) ∗ (e−t f (t)), then∥∥F(t) − F(s)∥∥= ∥∥e−t f (t) − e−sf (s)∥∥
= ∥∥e−t f (t) − e−sf (t) + e−sf (t)− e−sf (s)∥∥

∣∣e−t − e−s∣∣∥∥f (t)∥∥+ ∣∣e−s∣∣∥∥f (t) − f (s)∥∥
M1
∣∣e−t − e−s∣∣+M2|t − s|δ.
By the inequality
∣∣eλt − eλs∣∣ (1 − δ)1−δ |λ||Reλ|1−δ |t − s|δ, Reλ < 0,
we find that F ∈ Cδ0(J ;X). Then from Theorem 2.2 we get that there is a strong solution
vα ∈ Cδ0(J,XA) ⇒ uα ∈ Cδ0(J,XA) where uα(t) = etvα(t) and for the fractional derivative
we get
∥∥Dαuα(t) −Dαuα(s)∥∥= ∥∥Auα(t) + f (t) −Auα(s) − f (s)∥∥

∥∥A(uα(t)− uα(s))∥∥+ ∥∥f (t)− f (s)∥∥

∥∥uα(t)− uα(s)∥∥A +
∥∥f (t) − f (s)∥∥
M|t − s|δ.
But also we have Dαuα(0) = 0 thus we get Dαuα ∈ Cδ0(J,X) and it is obvious that Auα ∈
Cδ0(J,X) which are the required. 
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