Abstract
Introduction
More than 30 years ago, the world witnessed a remarkable breakthrough event in cryptography. Through the work of Whitfield Diffie and Martin Hellman in [6] , a brilliant idea to resolve the key distribution problem revolutionized the field of cryptography -to be known as public key cryptography. Inspired by the Diffie-Hellman protocol, Elgamal developed a new public key cryptosystem [5] . The ElGamal cryptosystem is one of the fundamental public key cryptosystem and is widely used apart to RSA cryptosystem, and remains amongst the most attractive cryptographic public key constructions until today.
Suppose Bob wants to sends a message to Alice using the Elgamal encryption scheme. We begin by describing the Elgamal encryption scheme as follows. Let  be a group of large prime order  and  be its generator (i.e an element that generates all the other elements in the group). We assume that the value of ,  and  are placed in public domain. Then the scheme works as follows. Alice picks a random integer  ∈ ℤ  as her private key and set a value  =   to be her public key. In order for Bob to send a message  (encoded into an element of ), Bob chooses a random integer  ∈ ℤ  and computes  =   ,   and  =  •   . Then he sets his ciphertext as (, ) and sends to Alice. Upon receiving the ciphertext, Alice computes   and then performs    to obtain the message . Interestingly, this scheme comes with simple design, their computation requires roughly two exponentiations, and most importantly the encryption algorithm is probabilistic [9] , which is necessary feature for any public key construction. Furthermore, this scheme also proven to be semantically secure against chosen plaintext attack (CPA).
Despite all of these advantages, the original Elgamal scheme actually faces some deficiencies. As stated in [1, 4, 9] the disadvantage of the scheme is based on the fact that the message space is somewhat limited, since the message needs to be encoded into an element of the group . In addition in the literature mentioned above, if the order of the group  is not prime, then the scheme loses its CPA security. Nevertheless, it is easy to make the order to be prime. The problem of group encoding could be solved via manipulating any appropriate hash function onto the ElGamal scheme, which in these days referred as the hash ElGamal cryptosystem. As mentioned in [4, 9] , instead of multiplication operation (i.e.  =  •   ) from the original Elgamal, the encryption algorithm for hash Elgamal computes the ciphertext as  =  ⨁(  ) where (•) is modeled as a random oracle function. Throughout the years, many cryptosystems are found out to be broken and the crypto-community needs a much stronger security assurance. Nowadays, any public key scheme would be required more than just to be proven secure against chosen plaintext attacks. It is also demanded that for such systems to withstand a stronger attacks known as the chosen ciphertext attack (CCA). As shown in [5] , the original Elgamal is completely insecure against the CCA. This is also true for the hash ElGamal version, as mentioned in [2] . Attempts are made to produce a scheme that achieves chosen ciphertext security. We give some examples of existing schemes related to ElGamal variants that are proven to be CCA-secure such as the DHIES [1] , the Compact Elgamal Encryption [2] , the Twin Elgamal Encryption [3] , the Cramer-Shoup scheme [5 ] and also a variant presented in [12] .
Related work
We now restate the idea of [11] for protecting the original ElGamal scheme against chosen ciphertext attacker. Firstly, let us consider the original Elgamal scheme and suppose we have a collision resistance hash function (•). Let ℎ = () be the hash value of the corresponding message . Next we append this value ℎ along with the ciphertext before we send it receiver. Now the ciphertext is in the form (, , ℎ). Upon receiving the ciphertext (, , ℎ), the decryption algorithm will decrypt as usual and obtain the message ′. Finally decryption algorithm will compute the hash value (′) and compare it with the appended value ℎ. Since whoever is sending this ciphertext must able to generate exactly the same hash value as the appended ℎ, therefore if we have (′) ≠ ℎ, then we immediately declare the ciphertext is invalid.
This approach, however, has shortcomings when the encrypted message is known to be small (i.e. yes or no, PIN numbers, password). The adversary only need to check the hash value for the entire message space (it is easy since the message space is known from a small set) until the value ℎ appears.
Our contributions
We design an encryption scheme based on the hash Elgamal which is secure against chosen ciphertext attack. The security of our scheme stands in the standard model; avoid the need of the random oracle assumption. In term of performance, our scheme replicates the same algebraic structure as the hash Elgamal. Furthermore, the message that is to be encrypted does not require to be encoded to be a group element before encryption.
On the other hand, the valuable information can be very short, for example credit card numbers, PIN code etc. Such data are often being transmitted in digitally (e.g. online transactions). Most existing schemes however do not guarantee the security if a short message is encrypted, or require extra redundancy to offer such security [2] . Interestingly, our scheme can be very useful to provide a secure and efficient mechanism for encryption of short messages.
Paper organization
The paper is organized as follows. Section 2 reviews the definitions for public key encryption, the chosen ciphertext security, the computational hardness and brief explanation on the collision resistance hash function. In section 3, we describe our proposed scheme, and accompany it with a numerical example in section 4. We then proceed to give the security proof in section 5. Conclusions appear in the final section.
Preliminaries
In this section, we give a bit of background regarding the definition of the public key cryptosystem, description of our security goal namely chosen ciphertext security. Then we continue to introduce the computational intractibility assumption, and finally we specify a particular type of hash function.
Public key encryption scheme
A public key encryption scheme is a triple of algorithm (, , ) such that: · Key generation algorithm : is a probabilistic algorithm that will generate a pair of public and private keys,  and  respectively. · Encryption algorithm : is a probabilistic algorithm that takes a message  and the public key , to produce its corresponding ciphertext as a function (, ).
·
Decryption algorithm : is a deterministic algorithm which is given the private key  and the ciphertext (, ), will output  or returns ⊥ if the ciphertext was invalid. (Correctness): For each pairs of key (, ) output by the algorithm , and for every message  then , (, ) = . This mathematical statement says that for any legitimate ciphertext, given the private key  then the decryption algorithm always produce its corresponding message .
Chosen ciphertext security
Suppose we have a challenger  and an adversary . We describe the chosen ciphertext attack (CCA) via the following game played by the challenger  and adversary .
1. The challenger  generates(, ) and sends  to the adversary .
2. The adversary  makes decryption queries for any ciphertext of his choice to the challenger , which decrypts as usual or rejects if it is invalid ciphertext. 3. The adversary  outputs the two messages   and   and send to the challenger . During this stage, the challenger  chooses  ∈ {0,1}at random and set (,   ) as the challenge ciphertext. 4. The adversary  is allowed to submit decryption queries for any ciphertext ′(, ) ≠ (,   ) to the challenger .
5. The adversary  outputs the value of ′ and wins the game if
The adversary's goal is to answer whether the challenge ciphertext (,   )is the encryption of   or   . Thus the adversary's advantage to win the game is defined to be |Pr[
The encryption scheme is said to be CCA-secure if for all efficient adversaries, the advantage is negligible. This has been shown to ensure that the adversaries cannot acquire any useful information about a message from its ciphertext.
Computational intractability
In general, there are more formulations on the computational hard problem based on the DiffieHellman family [8] . However, for the purpose of this research we begin with two well known standard assumptions in this class namely the Computational Diffie-Hellman, the Decisional Diffie-Hellman and then the nonstandard Gap Hashed Diffie-Hellman assumptions, which we shall use for our scheme.
Computational Diffie-Hellman Assumption.
The Computational Diffie-Hellman (CDH assumption) is the assumption that a certain computational problem within a cyclic group is hard. Consider a cyclic group  of order . The CDH assumption states that, given (,   ,   ) for a randomly chosen generator g and random ,  ∈ ℤ  it is computationally intractable to compute the value   .
Decisional Diffie-Hellman Assumption.
The Decisional Diffie-Hellman (DDH) assumption states that given the distributions (,   ,   ,   ) ∈ ℤ  it is hard to decide whether   is actually   or not. In another words, it is computationally indistinguishable when , ,  ∈ ℤ  are chosen randomly. The best known algorithm to solve DDH in general is to solve discrete logarithms problem. The DDH assumption is stronger as compare to the CDH assumption.
Gap Hashed Diffie-Hellman Assumption[10].
Let  be a particular group of order  and assume that we have a suitable hash function (•) that maps an element in  into a value ℎ of certain binary strings of fixed length  (i.e. {0,1}  ). Basically, if we choose random exponents ,  ∈ ℤ  and a random  ∈ {0,1}  , then the Gap Hashed Diffie-Hellman (GHDH) assumption states that the following distribution of (,   ,   , (  )) and (,   ,   , ) are computationally indistinguishable.
Collision resistance hash function
Basically, a cryptographic hash function (•) is a function that takes arbitrary-length strings of input and generates a fixed size and much shorter strings, denotes by ℎ. Suppose we apply the hash function (•) onto two distinct messages   and   and both end up with the same output ℎ.
We say that a collision for (•) has occurred since the different inputs produce the same hash value ℎ. Instantly, we define that the function (•) is collision resistance if it is hard to find such collisions for this function; that is infeasible to find any   ≠   such that (  ) = (  ).
The scheme
In this section we present our construction on the CCA-secure scheme which its security lays on the intractability of GHDH assumption. We suppose that we have a group  of order large prime  and an element  ∈  ≠ 1 which is a generator of . We also require a collision resistance hash function (•) that takes arbitrary large inputs and produce a fixed size output values.
Key generation algorithm
Let  be an abelian group of large prime order  and  ∈  ≠ 1 is generator of , and then the key generation algorithm will run as follows.
1. Choose a random element  ∈ ℤ  . 2. Set  =   . 3. Set (, ) as the public key. 4. Set  as the private key.
Encryption algorithm
To encrypt a message  ∈  using the public key (, ), the encryption algorithm will run as follows.
1. Choose a random integer  ∈ ℤ  .
Compute
The ciphertext is the tuple (, , ℎ  ).
Decryption algorithm
To decrypt the ciphertext (, , ℎ  ), the decryption algorithm will run as follows.
If the answer in the step 3 is no, then the decryption algorithm will reject the ciphertext (i.e. returns ⊥). 6. If the answer in the step 3 is yes, then the decryption algorithm will output the message m.
Proof of correctness
We now proceed to prove the correctness of the scheme as follows.
Proposition 1.
If the ciphertext tuple (u, c, h  ) is valid, then the decryption algorithm will always output the correct m.
Proof: Given the ciphertext (, , ℎ  ), the decryption algorithm will compute   and (  ). Observe that
Suppose that the ciphertext is valid, and then we will obtained  by computing ⨁(  ) = ⨁(  )⨁(  ) = ⨁ℎ  ⨁ℎ  = . Afterwards, it is trivial to extract  from its concatenation, thus the decryption algorithm is correct.
Remark
We note that, during decryption process, the algorithm will check the validity of the given ciphertext before returning the message  . This is made possible with the help of the collision resistance hash function (•) as a checking mechanism for this process.
Numerical example
We will now provide a clear illustration of the scheme. Suppose Bob decides to send Alice the message  = 432. First of all, Alice selects the prime  = 249863 and the primitive root  = 2.
Let  be an abelian group of large prime order  and  ∈  ≠ 1 is generator of , and then the key generation algorithm will run as follows. 
Security proof
In this section we provide the following proposition for our proof of security.
Proposition 2.
The above scheme is secure against chosen ciphertext attack assuming that the GHDH problem is intractable in the group  and the hash function H(•) is a collision resistance hash function.
Proof: The proof of the above proposition follows from the following lemmas.
Lemma 1.
If there exists an adversary that is able to break the scheme, then we could use such adversary to solve the GHDH problem.
Suppose we are given GHDH problem; to decide whether  = (  ) or whether it is just a random number from the distribution of (,   ,   , ). First of all, we assume that there exists an adversary  that could break our scheme with nonnegligible probability. Recall that during the CCA game, the adversary makes an arbitrary amount of decryption queries and is given a challenge ciphertext for distinguishability test. If the adversary  could break the scheme then it is capable to distinguish whether the challenge ciphertext is an encryption of   or   . If such adversary exists, then we can solve the GHDH problem by constructing a simulator  and treat the adversary  as our black box. We illustrate the simulation as follows.
Note that the simulation is pictured as a CCA game played by the simulator  and the adversary. From here on, we will only denote  for the simulator and  as the adversary. At the beginning of the game,  setups his public key (, )and sends it to . Next,  is allowed to request the decryption of any ciphertext ( ′ ,  ′ , ℎ ′ ) of his choices from . As a result,  receives ′ or just ⊥ as his query results. During the challenge stage,  chooses a pair of distinct messages   and   and sends the messages to . Let  =  ∥   where  ∈ {0,1} is chosen randomly, then  computes the value  = ⨁ where  is obtained from the earlier distribution of (,   ,   , ) and the hash value ℎ = (). Next,  sets the challenge ciphertext as the tuple of (, , ℎ) and submits the tuple to . Since we assume that  could break our scheme, if the value of  is actually (  ), then  will always give the answer of  correctly, with nonnegligible probability. Else, we are certain that  is just a random value in the group  . This is sufficient to prove the lemma 1.
Next, we need to prove that any decryption queries of any invalid ciphertexts will certainly be rejected.
Lemma 2. Decryption oracle will reject all invalid ciphertext.
Suppose that the adversary submits an invalid ciphertext (′, ′, ℎ  ′) ≠ (, , ℎ  ). Hence we are considering the following three cases. Case 1: Suppose (  ,   , ℎ′) = (  , , ℎ  ). For the first case, upon receiving the ciphertext (  , , ℎ  ), the decryption algorithm will proceed with ⨁(′  ). It is obvious that one can notice the value of (′  ) is not equal to (  ), since we assume our hash function is collision resistant. As a result, the decryption algorithm will obtain  ′ from ⨁(′  )and proceed to compare with the hash value ( ′ ). Once again, if our assumption on the hash function holds, then ( ′ ) ≠ ℎ  . Thus with high probability, the ciphertext will be rejected by decryption oracle. We observe that the only option for the adversary to avoid rejection is appending the same value   = .
For the second case, we utilize to the same value  (. .   = ) with some modification done on the element . There are various ways we can modify . Let ′ denote the modification of . Recall tha  = ⨁ℎ  , and we proceed to alter as follows:
1. Let   in the form of   ∥ 0. Then we compute   =   ⨁ and submit it as (,   , ℎ  )to the decryption oracle. Note that the decryption of   will result in the value   ⨁ = ′⨁ ∥ . In this case the hash value (′⨁ ∥ ) ≠ ℎ  implies that the decryption algorithm certainly returns ⊥. will also will be rejected because the value (′⨁ ∥ ′⨁) ≠ ℎ  . Case 3: We assume (  ,   , ℎ  ) = (,   , ℎ  ) and the adversary has already modified   . Furthermore we assume that our adversary is able to generate his own hash value ℎ  ≠ ℎ  . That is, the adversary has knowledge of the preimage of ℎ  upon submission. However this situation contradicts with our assumption upon the hash function, (i.e. it is infeasible to find such that () = ℎ). Therefore, for this case, the decryption algorithm will return ⊥. The proof is now complete.
Conclusion
In this paper, we have proposed a new variant of the ElGamal encryption scheme. Our scheme is proven secure against the chosen ciphertext attacks based on the assumption that the Gap Hashed Diffie-Hellman problem is hard and the hash function is collision resistance. Our system maintains the simple algebraic structure of the hash Elgamal and preserves its computational performance for encryption and decryption. Finally, the scheme is suitable to encrypt small messages securely.
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