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Complete Weight Enumerator of a Family of Linear
Codes from Cyclotomy
Shudi Yang and Zheng-An Yao and Chang-An Zhao
Abstract
Linear codes have been an interesting topic in both theory and practice for many years. In this paper, for a prime p, we
determine the explicit complete weight enumerators of a family of linear codes over Fp with defining set related to cyclotomy.
These codes may have applications in cryptography and secret sharing schemes.
Index Terms
Linear code, complete weight enumerator, cyclotomy, Gaussian period, period polynomial.
I. INTRODUCTION
Throughout this paper, let p be a prime and r = pm for some positive integer m. Denote by Fp a finite field with p elements.
An [n, κ, δ] linear code C over Fp is a κ-dimensional subspace of Fnp with minimum distance δ [1], [2].
The complete weight enumerator [1], [3] of a code C over Fp enumerates the codewords according to the number of symbols
of each kind contained in each codeword. Denote the field elements by Fp = {w0, w1, · · · , wp−1}, where w0 = 0. Also let
F
∗
p denote Fp\{0}. For a codeword c = (c0, c1, · · · , cn−1) ∈ Fnp , let w[c] be the complete weight enumerator of c defined as
w[c] = wk00 w
k1
1 · · ·wkp−1p−1 ,
where kj is the number of components of c equal to wj ,
∑p−1
j=0 kj = n. The complete weight enumerator of the code C is
then
CWE(C) =
∑
c∈C
w[c].
The weight distribution of a linear code has been studied extensively for decades and we refer the reader to [4], [5], [6],
[7], [8], [9], [10], [11], [12], [13], [14], [15], [16] and references therein for an overview of the related researches. It is not
difficult to see that the complete weight enumerators are just the (ordinary) weight enumerators for binary linear codes. For
nonbinary linear codes, the weight enumerators can be obtained from their complete weight enumerators.
The information of the complete weight enumerator of a linear code is of vital use in theories and practical applications. For
instance, Blake and Kith investigated the complete weight enumerator of Reed-Solomon codes and showed that they could be
helpful in soft decision decoding [3], [17]. In [18], the study of the monomial and quadratic bent functions was related to the
complete weight enumerators of linear codes. It was illustrated by Ding et al. [19], [20] that the complete weight enumerator
can be applied to calculate the deception probabilities of certain authentication codes. In [21], [22], [23], the authors studied the
complete weight enumerators of some constant composition codes and presented some families of optimal constant composition
codes.
However, it is generally an extremely difficult problem to evaluate the complete weight enumerator of linear codes and there
are few information on this topic in literature besides the above mentioned [3], [17], [21], [22], [23]. Kuzmin and Nechaev
considered the generalized Kerdock code and related linear codes over Galois rings and determined their complete weight
enumerators in [24] and [25]. Very recently, the complete weight enumerators of linear codes over finite fields were studied
in [26], [27], [28], [29], [30].
In [2], [31], [32], [33], [34], Ding et al. proposed a generic method to construct linear codes with a few nonzero weights
by employing trace function. We introduce this construction below.
Let D = {d1, d2, · · · , dz} ⊆ Fr for a positive integer z. Denote by Tr the trace function from Fr to Fp. A linear code of
length z over Fp is defined by
CD = {(Tr(xd))d∈D : x ∈ Fr}, (1)
and D is called the defining set of this code CD.
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The authors in [2], [31], [32], [33], [34] presented such linear codes and investigated their weight enumerators for some
well chosen defining sets. Along this research line, the authors of [27] and [29] investigated the complete weight enumerators
of linear codes with defining sets for certain special cases.
Let α be a fixed primitive element of Fr and r − 1 = nN for positive integers n > 1 and N > 1. We always assume that
N | r−1p−1 . The cyclotomic classes of order N are defined by C
(N,r)
i = α
i
〈
αN
〉
for i = 0, 1, · · · , N − 1, where 〈αN 〉 denotes
the subgroup of F∗r generated by αN .
In [31], Ding and Niederreiter constructed two classes of cyclotomic linear codes CD¯ over Fp of order 3 with defining sets
D¯ = D0 and D¯ = D0
⋃
D1, where Dj = {αjα3i : i = 0, 1, · · · , r−13(p−1) − 1} for j = 0, 1. Inspired by the original idea
proposed in [31], we shall study the complete weight enumerator of CD with defining sets constructed from cyclotomy.
In this paper, the defining set D of the code CD is given by
D =
⋃
i∈I
C
(N,r)
i , (2)
where I ⊂ {0, 1, · · · , N − 1} with #I = l > 0.
Therefore the code CD defined by (1) with defining set D of (2) is a linear code with length nl and dimension at most m.
Obviously, the different choices of I lead to different codes CD.
We employ Gaussian periods to determine the complete weight enumerator of CD. A general formula is given for the defining
set D of (2). Moreover, as applications of this formula, we explicitly present the complete weight enumerator of CD for the
special cases of N = 3 and N = 4, respectively. In fact, the defining set of [31] is a complete set of coset representatives of
the factor group C(3,r)0 /F∗p. We generalize it to the whole coset C
(3,r)
i with i = 0, 1, 2. As it turns out that, the codes CD for
N = 3 and N = 4 are linear codes with few weights. More precisely, they have nonzero weights not more than four and thus
will have many applications in cryptography [35] and secret sharing schemes [36]. They can be employed to construct constant
composition codes [21], [37] which have important use in communications engineering [38]. We also give some examples to
illustrate our results, which shows that some of these codes are optimal or have the best parameters due to Ding’s tables [2].
It should be remarked that, when D = C(N,r)0 , our result is as same as that of [26]. We give the result by Gaussian periods
and the authors of [26] gave the result by Gauss sums. They are equivalent though in different manner. In addition, when
N = 3, since C(3,r)0 = {xy : x ∈ F∗p and y ∈ D0} = (F∗p)D0, the weight enumerator of CD¯ in [31] can be obtained from
that of CD. Thus, we extend the results in [31] to some extent. These will be shown in details in the consequent sections.
The remainder of this paper is organized as follows. Section II recalls some definitions and results about cyclotomic classes
and Gaussian periods which will be useful in the sequel. Section III presents the complete weight enumerator of the code CD
with defining set D, including a general strategy and the special case of N = 3 and N = 4. Section III concludes this paper.
II. MATHEMATICAL FOUNDATION OF CYCLOTOMY IN Fr
In this section, we introduce some necessary mathematical foundation which will be of use in the sequel.
Recall that p is a prime, r = pm and r − 1 = nN for two positive integers n > 1 and N > 1. Let α be a fixed primitive
element of Fr. Define C(N,r)i = αi
〈
αN
〉
for i = 0, 1, · · · , N−1, where 〈αN 〉 denotes the subgroup of F∗r generated by αN . The
cosets C(N,r)i are called the cyclotomic classes of order N . It is easily seen that #C
(N,r)
i =
r−1
N = n and C
(N,r)
i = C
(N,r)
i (mod N).
Moreover, C(N,r)0 , C
(N,r)
1 , · · · , C(N,r)N−1 and {0} form a partition of Fr.
The Gaussian periods are defined by
η
(N,r)
i =
∑
x∈C(N,r)
i
ζTr(x)p ,
where ζp = e2pi
√−1/p and Tr is the trace function from Fr to Fp. Clearly η(N,r)i = η
(N,r)
i (mod N) if i > N .
Generally speaking, it is very hard to compute the values of Gaussian periods. They are known only in a few cases and
they can be obtained from period polynomials Ψ(N,r)(X) which are defined by
Ψ(N,r)(X) =
N−1∏
i=0
(X − η(N,r)i ).
It was shown that Ψ(N,r)(X) is a polynomial with integer coefficients [39]. The following two lemmas, which were cited
from [39], will be of use in the sequel.
Lemma 1. [39] Let N = 3 and r = pm. We have the following results on the factorization of Ψ(3,r)(X).
(a) If p ≡ 2 (mod 3), then m ≡ 0 (mod 2), and
Ψ(3,r)(X) =
{
3−3(3X + 1 + 2
√
r)(3X + 1−√r)2 if m ≡ 0 (mod 4),
3−3(3X + 1− 2√r)(3X + 1 +√r)2 if m ≡ 2 (mod 4).
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(b) If p ≡ 1 (mod 3), and m ≡ 0 (mod 3), then
Ψ(3,r)(X) = 3
−3(3X + 1− s1r 13 )(3X + 1 + 1
2
(s1 + 9t1)r
1
3 )(3X + 1 +
1
2
(s1 − 9t1)r 13 ).
where s1 and t1 are given by 4r
1
3 = s21 + 27t
2
1, s1 ≡ 1 (mod 3) and gcd(s1, p) = 1.
Lemma 2. [39] Let N = 4 and r = pm. We have the following results on the factorization of Ψ(4,r)(X).
(a) If p ≡ 3 (mod 4), then m ≡ 0 (mod 2), and
Ψ(4,r)(X) =
{
4−4(4X + 1 + 3
√
r)(4X + 1−√r)3 if m ≡ 0 (mod 4),
4−4(4X + 1− 3√r)(4X + 1 +√r)3 if m ≡ 2 (mod 4).
(b) If p ≡ 1 (mod 4), and m ≡ 0 (mod 4), then
Ψ(4,r)(X) = 4
−4
(
(4X + 1) +
√
r + 2r
1
4u1
)(
(4X + 1) +
√
r − 2r 14u1
)
×
(
(4X + 1)−√r + 4r 14 v1
)(
(4X + 1)−√r − 4r 14 v1
)
,
where u1 and v1 are given by r
1
2 = u21 + 4v
2
1 , u1 ≡ 1 (mod 4) and gcd(u1, p) = 1.
III. MAIN RESULTS
We maintain al notations from the previous sections, and we want now to determine the complete weight enumerator of the
codes CD defined by (1) with defining set D of (2). These codes may have different property with different defining set D.
Thus, we focus on a general case and two special cases.
A. A general strategy
Recall that
CD = {(Tr(xd))d∈D : x ∈ Fr},
where D =
⋃
i∈I C
(N,r)
i with I ⊂ {0, 1, · · · , N − 1} and #I = l > 0.
Clearly x = 0 gives the zero codeword which contributes wnl0 to the complete weight enumerator. Thus, we only need to
focus on x ∈ F∗r .
Let
Nk(ρ) = #{d ∈ D : Tr(xd) = ρ and x ∈ C(N,r)k },
where 0 6 k 6 N − 1.
Note that N | r−1p−1 leads to F∗p ⊆ C
(N,r)
0 . Thus, we can deduce that
Nk(ρ) =
∑
d∈D
1
p
∑
y∈Fp
ζy(Tr(xd)−ρ)p
=
nl
p
+
1
p
∑
y∈F∗p
ζ−yρp
∑
d∈D
ζyTr(xd)p
=
nl
p
+
1
p
∑
y∈F∗p
ζ−yρp
∑
i∈I
∑
d∈C(N,r)
i
ζTr(yxd)p

=
nl
p
+
1
p
∑
y∈F∗p
ζ−yρp
∑
i∈I
η
(N,r)
k+i
=
{
nl
p +
p−1
p
∑
i∈I η
(N,r)
k+i if ρ = 0,
nl
p − 1p
∑
i∈I η
(N,r)
k+i otherwise,
(3)
where the fourth equality holds since F∗p ⊆ C(N,r)0 .
Therefore, it follows from Equation (3) that
CWE(CD) = w
nl
0 + n
N−1∑
k=0
w
nl
p
+p−1
p
∑
i∈I η
(N,r)
k+i
0
p−1∏
ρ=1
w
nl
p
− 1
p
∑
i∈I η
(N,r)
k+i
ρ , (4)
where n = #C(N,r)k =
r−1
N .
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B. Linear codes from cyclotomy of order N=3
In this subsection, we will give the complete weight enumerator of the code CD with defining set D constructed from
cyclotomy of order N = 3.
The results on Gaussian periods of order N = 3 follow immediately from Lemma 1.
Lemma 3. Let N = 3, r = pm and N | r−1p−1 . We have the following results on Gaussian periods.
(a) If p ≡ 1 (mod 3), then m ≡ 0 (mod 3) and
η
(3,r)
0 = −
1− s1r 13
3
,
η
(3,r)
1 = −
2 + (s1 + 9t1)r
1
3
6
,
η
(3,r)
2 = −
2 + (s1 − 9t1)r 13
6
,
where s1 and t1 are defined in Lemma 1.
(b) If p ≡ 2 (mod 3), then m ≡ 0 (mod 2).
For the case of m ≡ 0 (mod 4), we have
η
(3,r)
0 = −
1 + 2
√
r
3
,
η
(3,r)
1 = η
(3,r)
2 = −
1−√r
3
.
For the case of m ≡ 2 (mod 4), we have
η
(3,r)
0 = −
1− 2√r
3
,
η
(3,r)
1 = η
(3,r)
2 = −
1 +
√
r
3
.
The following gives the complete weight enumerator of the code CD with defining set D constructed from cyclotomy of
order N = 3.
Theorem 4. Let N = 3, r = pm and N | r−1p−1 . Let #I = 2 and r− 1 = nN . Then the code CD of (1) is a [2n,m] linear code
over Fp and its complete weight enumerator is given as follows.
(a) If p ≡ 1 (mod 3) and m ≡ 0 (mod 3), then
CWE(CD) = w
2n
0 + nw
2n
p
− p−16p (4−(s1−9t1)r
1
3 )
0
p−1∏
ρ=1
w
2n
p
+ 16p (4−(s1−9t1)r
1
3 )
ρ
+nw
2n
p
− p−13p (2+s1r
1
3 )
0
p−1∏
ρ=1
w
2n
p
+ 13p (2+s1r
1
3 )
ρ
+nw
2n
p
− p−16p (4−(s1+9t1)r
1
3 )
0
p−1∏
ρ=1
w
2n
p
+ 16p (4−(s1+9t1)r
1
3 )
ρ .
(b) If p ≡ 2 (mod 3) and m ≡ 0 (mod 4), then
CWE(CD) = w
2n
0 + 2nw
2n
p
− p−13p (2+
√
r)
0
p−1∏
ρ=1
w
2n
p
+ 13p (2+
√
r)
ρ
+nw
2n
p
− 2(p−1)3p (1−
√
r)
0
p−1∏
ρ=1
w
2n
p
+ 23p (1−
√
r)
ρ .
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(c) If p ≡ 2 (mod 3) and m ≡ 2 (mod 4), then
CWE(CD) = w
2n
0 + 2nw
2n
p
− p−13p (2−
√
r)
0
p−1∏
ρ=1
w
2n
p
+ 13p (2−
√
r)
ρ
+nw
2n
p
− 2(p−1)3p (1+
√
r)
0
p−1∏
ρ=1
w
2n
p
+ 23p (1+
√
r)
ρ .
Proof: It follows from Lemma 3 that the following assertions hold.
(a) If p ≡ 1 (mod 3) and m ≡ 0 (mod 3), then
η
(3,r)
0 + η
(3,r)
1 = −
4− (s1 − 9t1)r 13
6
,
η
(3,r)
1 + η
(3,r)
2 = −
2 + s1r
1
3
3
,
η
(3,r)
2 + η
(3,r)
0 = −
4− (s1 + 9t1)r 13
6
,
where s1 and t1 are defined in Lemma 1.
(b) If p ≡ 2 (mod 3) and m ≡ 0 (mod 4), then
η
(3,r)
0 + η
(3,r)
1 = −
2 +
√
r
3
= η
(3,r)
2 + η
(3,r)
0 ,
η
(3,r)
1 + η
(3,r)
2 = −
2(1−√r)
3
.
(c) If p ≡ 2 (mod 3) and m ≡ 2 (mod 4), then
η
(3,r)
0 + η
(3,r)
1 = −
2−√r
3
= η
(3,r)
2 + η
(3,r)
0 ,
η
(3,r)
1 + η
(3,r)
2 = −
2(1 +
√
r)
3
.
The desired conclusions then follow from Equation (4).
When #I = 1, the result is straightforward from Lemma 3 and Equation (4).
Theorem 5. Let N = 3, r = pm and N | r−1p−1 . Let #I = 1 and r− 1 = nN . Then the code CD of (1) is an [n,m] cyclic code
over Fp and its complete weight enumerator is given as follows.
(a) If p ≡ 1 (mod 3) and m ≡ 0 (mod 3), then
CWE(CD) = w
n
0 + nw
n
p
− p−13p (1−s1r
1
3 )
0
p−1∏
ρ=1
w
n
p
+ 13p (1−s1r
1
3 )
ρ
+nw
n
p
− p−16p (2+(s1+9t1)r
1
3 )
0
p−1∏
ρ=1
w
n
p
+ 16p (2+(s1+9t1)r
1
3 )
ρ
+nw
n
p
− p−16p (2+(s1−9t1)r
1
3 )
0
p−1∏
ρ=1
w
n
p
+ 16p (2+(s1−9t1)r
1
3 )
ρ ,
where s1 and t1 are defined in Lemma 1.
(b) If p ≡ 2 (mod 3) and m ≡ 0 (mod 4), then
CWE(CD) = w
n
0 + 2nw
n
p
− p−13p (1−
√
r)
0
p−1∏
ρ=1
w
n
p
+ 13p (1−
√
r)
ρ
+nw
n
p
− p−13p (1+2
√
r)
0
p−1∏
ρ=1
w
n
p
+ 13p (1+2
√
r)
ρ .
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(c) If p ≡ 2 (mod 3) and m ≡ 2 (mod 4), then
CWE(CD) = w
n
0 + 2nw
n
p
− p−13p (1+
√
r)
0
p−1∏
ρ=1
w
n
p
+ 13p (1+
√
r)
ρ
+nw
n
p
− p−13p (1−2
√
r)
0
p−1∏
ρ=1
w
n
p
+ 13p (1−2
√
r)
ρ .
Remark 6. It should be remarked that the authors in [31] determined the weight enumerators of two classes of cyclotomic linear
codes CD¯ over Fp of order 3 with defining sets D¯ = D0 and D¯ = D0
⋃
D1, where Dj = {αjα3i : i = 0, 1, · · · , r−13(p−1) − 1}
for j = 0, 1.
Note that C(3,r)0 = {xy : x ∈ F∗p and y ∈ D0} = (F∗p)D0. By Theorems 4 and 5, we can obtain the weight enumerator of
CD for D =
⋃
i∈I C
(3,r)
i with I ⊂ {0, 1, 2}. Dividing each nonzero weight of CD with p− 1 yields the weight enumerator of
CD¯ , which conforms to the results described in [31]. Thus we generalize the results of [31] to some extent.
Example 7. Let (p,m) = (2, 6) and N = 3. Then r = 64 and n = 21. Suppose that α is a primitive element of F64.
(1) For the case of D = C(3,r)1 = α〈α3〉.
By Theorem 5, the code CD of (1) is a binary [21, 6, 8] cyclic code and its complete weight enumerator is
CWE(CD) = w
21
0 + 21w
13
0 w
8
1 + 42w
9
0w
12
1 ,
which is consistent with numerical computation by Magma.
This code is the best binary cyclic code of length 21 and dimension 6 according to the tables given by Ding [2].
(2) For the case of D = C(3,r)0
⋃
C
(3,r)
1 = 〈α3〉
⋃
α〈α3〉.
By Theorem 4, the code CD of (1) is a binary [42, 6, 20] cyclic code which is optimal with respect to the Griesmer bound,
and its complete weight enumerator is
CWE(CD) = w
42
0 + 42w
22
0 w
20
1 + 21w
18
0 w
24
1 ,
which is consistent with numerical computation by Magma.
C. Linear codes from cyclotomy of order N=4
In this subsection, we will present the complete weight enumerator of the code CD with defining set D constructed from
cyclotomy of order N = 4.
The results on Gaussian periods of order N = 4 follow immediately from Lemma 2.
Lemma 8. Let N = 4, r = pm and N | r−1p−1 . We have the following results on Gaussian periods.
(a) If p ≡ 1 (mod 4), then m ≡ 0 (mod 4) and
η
(4,r)
0 = −
1 +
√
r + 2r
1
4u1
4
,
η
(4,r)
1 = −
1−√r + 4r 14 v1
4
,
η
(4,r)
2 = −
1 +
√
r − 2r 14u1
4
,
η
(4,r)
3 = −
1−√r − 4r 14 v1
4
,
where u1 and v1 are defined in Lemma 2.
(b) If p ≡ 3 (mod 4), then m ≡ 0 (mod 2).
For the case of m ≡ 0 (mod 4), we have
η
(4,r)
0 = −
1 + 3
√
r
4
,
η
(4,r)
j = −
1−√r
4
for all j 6= 0.
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For the case of m ≡ 2 (mod 4), we have
η
(4,r)
0 = −
1− 3√r
4
,
η
(4,r)
j = −
1 +
√
r
4
for all j 6= 0.
The following gives the complete weight enumerator of the code CD with defining set D constructed from cyclotomy of
order N = 4.
Theorem 9. Let N = 4, r = pm and N | r−1p−1 . Let #I = 3 and r− 1 = nN . Then the code CD of (1) is a [3n,m] linear code
over Fp and its complete weight enumerator is given as follows.
(a) If p ≡ 1 (mod 4) and m ≡ 0 (mod 4), then
CWE(CD) = w
3n
0 + nw
3n
p
−p−14p (3−
√
r+2r
1
4 u1)
0
p−1∏
ρ=1
w
3n
p
+ 14p (3−
√
r+2r
1
4 u1)
ρ
+nw
3n
p
− p−14p (3−
√
r−2r 14 u1)
0
p−1∏
ρ=1
w
3n
p
+ 14p (3−
√
r−2r 14 u1)
ρ
+nw
3n
p
− p−14p (3+
√
r+4r
1
4 v1)
0
p−1∏
ρ=1
w
3n
p
+ 14p (3+
√
r+4r
1
4 v1)
ρ
+nw
3n
p
− p−14p (3+
√
r−4r 14 v1)
0
p−1∏
ρ=1
w
3n
p
+ 14p (3+
√
r−4r 14 v1)
ρ ,
where u1 and v1 are defined in Lemma 2.
(b) If p ≡ 3 (mod 4) and m ≡ 0 (mod 4), then
CWE(CD) = w
3n
0 + 3nw
3n
p
− p−14p (3+
√
r)
0
p−1∏
ρ=1
w
3n
p
+ 14p (3+
√
r)
ρ
+nw
3n
p
− 3(p−1)4p (1−
√
r)
0
p−1∏
ρ=1
w
3n
p
+ 34p (1−
√
r)
ρ .
(c) If p ≡ 3 (mod 4) and m ≡ 2 (mod 4), then
CWE(CD) = w
3n
0 + 3nw
3n
p
− p−14p (3−
√
r)
0
p−1∏
ρ=1
w
3n
p
+ 14p (3−
√
r)
ρ
+nw
3n
p
− 3(p−1)4p (1+
√
r)
0
p−1∏
ρ=1
w
3n
p
+ 34p (1+
√
r)
ρ .
Proof: From Lemma 8, we can deduce the following assertions.
(a) If p ≡ 1 (mod 4) and m ≡ 0 (mod 4), then
η
(4,r)
0 + η
(4,r)
1 + η
(4,r)
2 = −
3 +
√
r + 4r
1
4 v1
4
,
η
(4,r)
1 + η
(4,r)
2 + η
(4,r)
3 = −
3−√r − 2r 14u1
4
,
η
(4,r)
2 + η
(4,r)
3 + η
(4,r)
0 = −
3 +
√
r − 4r 14 v1
4
,
η
(4,r)
3 + η
(4,r)
0 + η
(4,r)
1 = −
3−√r + 2r 14u1
4
,
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where u1 and v1 are defined in Lemma 2.
(b) If p ≡ 3 (mod 4) and m ≡ 0 (mod 4), then
η
(4,r)
0 + η
(4,r)
1 + η
(4,r)
2 = η
(4,r)
2 + η
(4,r)
3 + η
(4,r)
0
= η
(4,r)
3 + η
(4,r)
0 + η
(4,r)
1
= −3 +
√
r
4
,
η
(4,r)
1 + η
(4,r)
2 + η
(4,r)
3 = −
3(1−√r)
4
.
(c) If p ≡ 3 (mod 4) and m ≡ 2 (mod 4), then
η
(4,r)
0 + η
(4,r)
1 + η
(4,r)
2 = η
(4,r)
2 + η
(4,r)
3 + η
(4,r)
0
= η
(4,r)
3 + η
(4,r)
0 + η
(4,r)
1
= −3−
√
r
4
,
η
(4,r)
1 + η
(4,r)
2 + η
(4,r)
3 = −
3(1 +
√
r)
4
.
The desired conclusions then follow from Equation (4).
Theorem 10. Let N = 4, r = pm and N | r−1p−1 . Let #I = 2 and r − 1 = nN . Then the code CD of (1) is a [2n,m] linear
code over Fp and its complete weight enumerator is given as follows.
(a) If p ≡ 1 (mod 4) and m ≡ 0 (mod 4), then
CWE(CD) = w
2n
0 + 2nw
2n
p
− p−12p (1+
√
r)
0
p−1∏
ρ=1
w
2n
p
+ 12p (1+
√
r)
ρ
+2nw
2n
p
− p−12p (1−
√
r)
0
p−1∏
ρ=1
w
2n
p
+ 12p (1−
√
r)
ρ ,
for the case of I = {0, 2} and I = {1, 3}, and for other cases,
CWE(CD) = w
2n
0 + nw
2n
p
− p−12p (1+r
1
4 (u1+2v1))
0
p−1∏
ρ=1
w
2n
p
+ 12p (1+r
1
4 (u1+2v1))
ρ
+nw
2n
p
− p−12p (1−r
1
4 (u1+2v1))
0
p−1∏
ρ=1
w
2n
p
+ 12p (1−r
1
4 (u1+2v1))
ρ
+nw
2n
p
− p−12p (1+r
1
4 (u1−2v1))
0
p−1∏
ρ=1
w
2n
p
+ 12p (1+r
1
4 (u1−2v1))
ρ
+nw
2n
p
− p−12p (1−r
1
4 (u1−2v1))
0
p−1∏
ρ=1
w
2n
p
+ 12p (1−r
1
4 (u1−2v1))
ρ ,
where u1 and v1 are defined in Lemma 2.
(b) If p ≡ 3 (mod 4) and m ≡ 0 (mod 2), then
CWE(CD) = w
2n
0 + 2nw
2n
p
− p−12p (1+
√
r)
0
p−1∏
ρ=1
w
2n
p
+ 12p (1+
√
r)
ρ
+2nw
2n
p
− p−12p (1−
√
r)
0
p−1∏
ρ=1
w
2n
p
+ 12p (1−
√
r)
ρ .
Proof: From Lemma 8, we can deduce the following assertions.
(a) If p ≡ 1 (mod 4) and m ≡ 0 (mod 4).
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For the case of I = {0, 2} and I = {1, 3}, we have
η
(4,r)
0 + η
(4,r)
2 = − 1+
√
r
2 = η
(4,r)
2 + η
(4,r)
0 ,
η
(4,r)
1 + η
(4,r)
3 = − 1−
√
r
2 = η
(4,r)
3 + η
(4,r)
1 .
And, for other cases, we have
η
(4,r)
0 + η
(4,r)
1 = −
1 + r
1
4 (u1 + 2v1)
2
,
η
(4,r)
1 + η
(4,r)
2 = −
1− r 14 (u1 − 2v1)
2
,
η
(4,r)
2 + η
(4,r)
3 = −
1− r 14 (u1 + 2v1)
2
,
η
(4,r)
3 + η
(4,r)
0 = −
1 + r
1
4 (u1 − 2v1)
2
.
where u1 and v1 are defined in Lemma 2.
(b) If p ≡ 3 (mod 4) and m ≡ 0 (mod 2).
For the case of m ≡ 0 (mod 4), we have
η
(4,r)
0 + η
(4,r)
1 = − 1+
√
r
2 = η
(4,r)
3 + η
(4,r)
0 ,
η
(4,r)
1 + η
(4,r)
2 = − 1−
√
r
2 = η
(4,r)
2 + η
(4,r)
3 .
For the case of m ≡ 2 (mod 4), we have
η
(4,r)
0 + η
(4,r)
1 = − 1−
√
r
2 = η
(4,r)
3 + η
(4,r)
0 ,
η
(4,r)
1 + η
(4,r)
2 = − 1+
√
r
2 = η
(4,r)
2 + η
(4,r)
3 .
The desired conclusions then follow from Equation (4).
When #I = 1, the result is straightforward from Lemma 8 and Equation (4).
Theorem 11. Let N = 4, r = pm and N | r−1p−1 . Let #I = 1 and r − 1 = nN . Then the code CD of (1) is an [n,m] cyclic
code over Fp and its complete weight enumerator is given as follows.
(a) If p ≡ 1 (mod 4) and m ≡ 0 (mod 4), then
CWE(CD) = w
n
0 + nw
n
p
− p−14p (1+
√
r+2r
1
4 u1)
0
p−1∏
ρ=1
w
n
p
+ 14p (1+
√
r+2r
1
4 u1)
ρ
+nw
n
p
− p−14p (1+
√
r−2r 14 u1)
0
p−1∏
ρ=1
w
n
p
+ 14p (1+
√
r−2r 14 u1)
ρ
+nw
n
p
− p−14p (1−
√
r+4r
1
4 v1)
0
p−1∏
ρ=1
w
n
p
+ 14p (1−
√
r+4r
1
4 v1)
ρ
+nw
n
p
− p−14p (1−
√
r−4r 14 v1)
0
p−1∏
ρ=1
w
n
p
+ 14p (1−
√
r−4r 14 v1)
ρ ,
where u1 and v1 are defined in Lemma 2.
(b) If p ≡ 3 (mod 4) and m ≡ 0 (mod 4), then
CWE(CD) = w
n
0 + 3nw
n
p
− p−14p (1−
√
r)
0
p−1∏
ρ=1
w
n
p
+ 14p (1−
√
r)
ρ
+nw
n
p
− p−14p (1+3
√
r)
0
p−1∏
ρ=1
w
n
p
+ 14p (1+3
√
r)
ρ .
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(c) If p ≡ 3 (mod 4) and m ≡ 2 (mod 4), then
CWE(CD) = w
n
0 + 3nw
n
p
− p−14p (1+
√
r)
0
p−1∏
ρ=1
w
n
p
+ 14p (1+
√
r)
ρ
+nw
n
p
− p−14p (1−3
√
r)
0
p−1∏
ρ=1
w
n
p
+ 14p (1−3
√
r)
ρ .
Remark 12. We remark that the general strategy of Equation (3) is equivalent to the formula given in Theorem 3.1 of [26]
for the special case of D = C(N,r)0 . In other words,
η
(N,r)
k =
1
N
N−1∑
i=0
G(τ¯ i)τ i(a), (5)
where a ∈ C(N,r)k , τ = χn and τ¯ be the conjugate character of τ . We shall show this in detail.
Recall that α is the primitive element of Fr. Let η(N,r)k =
∑
x∈C(N,r)
k
ψ(x), where ψ(x) = ζTr(x)p is the canonical additive
character over Fr.
Define Gauss sum over Fr to be
G(λ) =
∑
x∈F∗r
λ(x)ψ(x),
where λ is a multiplicative character of Fr.
It is known that the set F̂∗r of all the multiplicative characters of F∗r forms a group generated by χ, i.e., F̂∗r = 〈χ〉, where
χ is a multiplicative character of order r − 1. Then Gauss sums can be regarded as the Fourier coefficients in the Fourier
expansion of the restriction of ψ to F∗r in terms of the multiplicative characters of Fr. That is
ψ(x) =
1
r − 1
∑
λ∈〈χ〉
G(λ¯)λ(x), for x ∈ F∗r . (6)
With above preparation, the left hand side of (6) is
LHS =
∑
x∈C(N,r)
k
ψ(x)
=
∑
x∈C(N,r)
k
1
r − 1
∑
λ∈〈χ〉
G(λ¯)λ(x)
=
1
r − 1
∑
λ∈〈χ〉
G(λ¯)
n−1∑
j=0
λ(αkαNj)
=
1
r − 1
∑
λ∈〈χ〉
G(λ¯)λ(αk)
n−1∑
j=0
λ(αNj)
=
n
r − 1
∑
λ∈〈χn〉
G(λ¯)λ(αk)
=
1
N
N−1∑
i=0
G(χ¯ni)χni(αk),
where the fifth equal sign holds since
n−1∑
j=0
λ(αNj) =
{
n if λN = 1,
0 otherwise.
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On the other hand the right hand side of (6) is
RHS =
1
N
N−1∑
i=0
G(τ¯ i)τ i(a)
=
1
N
N−1∑
i=0
G(χ¯ni)χni(αkαNj0)
=
1
N
N−1∑
i=0
G(χ¯ni)χni(αk).
Therefore, Equation (6) holds for all x 6= 0.
The results of case p ≡ 2 (mod 3) in Theorem 5 and case p ≡ 3 (mod 4) in Theorem 11 consistent with the result of
Theorem 3.5 in [26] for semi-primitive case.
We also mention that the general strategy can be applied to the case of N ∈ {5, 6, 8, 12}, though we did not list them here,
by ultilizing the Gaussian periods of order N ∈ {5, 6, 8, 12} since the period polynomial Ψ(N,r)(X) and its factorization were
determined explicitly for N = 5 in [40], and for N ∈ {6, 8, 12} in [41], with quite complex expression.
Example 13. Let (p,m) = (3, 4) and N = 4. Then r = 81 and n = 20. Suppose that α is a primitive element of F81.
(1) For the case of D = C(4,r)1 = α〈α4〉.
By Theorem 11, the code CD of (1) is a [20, 4, 12] cyclic code over F3 with complete weight enumerator
CWE(CD) = w
20
0 + 60w
8
0w
6
1w
6
2 + 20w
2
0w
9
1w
9
2 ,
which is consistent with numerical computation by Magma.
This code is the best ternary cyclic code of length 20 and dimension 4 due to the tables given by Ding [2].
(2) For the case of D = C(4,r)0
⋃
C
(4,r)
1 = 〈α4〉
⋃
α〈α4〉.
By Theorem 10, the code CD of (1) is a [40, 4, 24] linear code over F3 with complete weight enumerator
CWE(CD) = w
40
0 + 40w
16
0 w
12
1 w
12
2 + 40w
10
0 w
15
1 w
15
2 ,
which is consistent with numerical computation by Magma.
(3) For the case of D = C(4,r)0
⋃
C
(4,r)
1
⋃
C
(4,r)
2 .
By Theorem 9, the code CD of (1) is a [60, 4, 36] linear code over F3 with complete weight enumerator
CWE(CD) = w
60
0 + 20w
24
0 w
18
1 w
18
2 + 60w
18
0 w
21
1 w
21
2 ,
which is consistent with numerical computation by Magma.
Example 14. Let (p,m) = (5, 4) and N = 4. Then r = 625 and n = 156. Suppose that α is a primitive element of F625.
(1) For the case of D = C(4,r)1 = α〈α4〉.
By Theorem 11, the code CD of (1) is a [156, 4, 112] cyclic code over F5 with complete weight enumerator
CWE(CD) = w
156
0 + 156w
44
0 (w1w2w3w4)
28 + 156w320 (w1w2w3w4)
31
+156w280 (w1w2w3w4)
32 + 156w200 (w1w2w3w4)
34,
which is consistent with numerical computation by Magma.
(2) For the case of D = C(4,r)1
⋃
C
(4,r)
3 = α〈α4〉
⋃
α3〈α4〉.
By Theorem 10, the code CD of (1) is a [312, 4, 240] linear code over F5 with complete weight enumerator
CWE(CD) = w
312
0 + 312w
72
0 (w1w2w3w4)
60 + 312w520 (w1w2w3w4)
65,
which is consistent with numerical computation by Magma.
(3) For the case of D = C(4,r)0
⋃
C
(4,r)
3 = 〈α4〉
⋃
α3〈α4〉.
By Theorem 10, the code CD of (1) is a [312, 4, 236] linear code over F5 with complete weight enumerator
CWE(CD) = w
312
0 + 156w
76
0 (w1w2w3w4)
59 + 156w640 (w1w2w3w4)
62
+156w600 (w1w2w3w4)
63 + 156w480 (w1w2w3w4)
66,
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which is consistent with numerical computation by Magma.
(4) For the case of D = C(4,r)0
⋃
C
(4,r)
1
⋃
C
(4,r)
2 .
By Theorem 9, the code CD of (1) is a [468, 4, 364] linear code over F5 with complete weight enumerator
CWE(CD) = w
468
0 + 156w
104
0 (w1w2w3w4)
91 + 156w960 (w1w2w3w4)
93
+156w920 (w1w2w3w4)
94 + 156w800 (w1w2w3w4)
97,
which is consistent with numerical computation by Magma.
IV. CONCLUDING REMARKS
In this paper, we proposed the complete weight enumerator of a family of linear code CD with defining set D constructed
from cyclotomy. The formulae for the general strategy and two special cases of N = 3 and N = 4 were presented by
employing Gaussian periods. This indicates that the complete weight enumerator of CD can be determined by the explicit
Gaussian periods. As is well known that, the determination of Gaussian periods is quite complicated, so is the complete weight
enumerator of CD .
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