Abstract. We treat problems of fair division, their various interconnections, and their relations to Sperner's lemma and the KKM theorem as well as their variants. We prove extensions of Alon's necklace splitting result in certain regimes and relate it to hyperplane mass partitions.
Introduction
The area of fair division comprises a class of mathematical problems where topology has found some of its most striking applications. Usually one strives to partition an object and distribute it among a set of agents under a certain fairness requirement. Examples include equipartitions of measures in Euclidean space by affine hyperplanes, cutting up a necklace with q types of beads and partitioning the pieces into k parts each containing the same number of beads of each kind, and dividing a unit interval cake into n pieces such that n cake eaters will not be jealous of one another given their subjective preferences about the cake. Here we treat these three incarnations of the fair division problem and their interconnections as well as results from topological combinatorics that can be used to establish the existence of fair divisions: the KKM theorem and Sperner's lemma. Section 2 is concerned with the necklace splitting problem. Two thieves can cut an unclasped necklace with q different types of beads in q places in order to fairly divide the beads of each kind between them; see Goldberg and West [16] . Alon [1] extended this to the case of k thieves. Here (k − 1)q cuts suffice to accomplish a fair division among the k thieves. We establish optimal necklace splitting results with additional constraints. That is, we require that adjacent pieces of the necklace cannot be claimed by certain pairs of thieves while the optimal number of (k − 1)q cuts still suffices to accomplish this division of the necklace. In particular, we show that k = 4 thieves can pass the necklace around in a circle (where a change of direction is allowed) while still fairly dividing it with 3q cuts, that is, two pairs of thieves (the diagonal pairs) will not receive adjacent pieces; see Theorem 2.4:
Theorem. For k = 4 thieves and a necklace with q types of beads, there exists a cyclic k-splitting of size at most (k − 1)q = 3q.
This properly extends Alon's result for k = 4 and any q. The proof uses hyperplane mass partitions in Euclidean space by placing the necklace along the moment curve, similar to Matoušek's proof [22] of the Date: January 19, 2017. k = 2 case. We also extend Alon's result for arbitrary k and q = 2 types of beads with a combinatorial proof; see Theorem 2.7:
Theorem. Given a necklace with q = 2 kinds of beads and k thieves, there exists a binary necklace splitting of size 2(k − 1).
Here binary necklace splitting means that we may place the k thieves on the vertices of a hypercube of dimension ⌈log 2 k⌉, and require thieves who receive adjacent pieces of the necklace to be joined by an edge in the hypercube. Our interest in this particular constraint on the necklace partition stems from the fact that an extension of Theorem 2.7 to any q and k = 2 t would imply that a conjecture of Ramos on hyperplane mass partitions is true for configurations of measures along the moment curve. Since all lower bounds for this problem are obtained from configurations along the moment curve, see Avis [5] , and upper bounds can be obtained from studying solutions for these configurations [10] , it is of particular importance to understand this special case.
Section 3 deals with envy-free divisions of desirables -the usual metaphor being cake -and undesirables, such as rent, among hungry birthday guests or frugal roommates, respectively. While for necklace splittings what constitutes a fair division is an objective fact, the attraction of envy-free cake and rent divisions is due to participants having subjective preferences: for a given partition of the cake, people might prefer different pieces. Su [30] showed (partially reporting on work of Simmons) that under mild conditions such envy-free divisions always exist: a cake can be cut into n pieces such that n people with subjective preferences get their most preferred piece, and thus are not envious of anyone else. Our goal is to establish existence results for envy-free divisions (of cake or rent) even in the absence of full information, extending the work of Su. We show (see Corollary 3.7 and Corollary 3.9):
Theorem. Envy-free cake divisions exist for any number of people even if the preferences of one person are secret. Dually, envy-free rent divisions exist for any number of people even if the preferences of one person are secret.
We note the practical importance of this existence theorem: if a birthday cake is to be divided into pieces before it is presented to the birthday girl, but she gets the first pick, this can always be done in such a way that the guests and host of the party are not envious of one another. Dually, of n future roommates it suffices if only n − 1 of them are involved in deciding how to divide the rent among the rooms such that none of them will be jealous. To prove this theorem we strengthen the colorful KKM theorem of Gale [15] ; see Theorem 3.6.
In Section 4 we consider further extensions of the KKM theorem and Sperner's lemma, which was used by Su [30] to establish his fair division theorem. For a simplicial subdivision of the d-simplex ∆ d , we consider a labelling of its vertices with the d + 1 vertices of ∆ d in such a way that no vertex subdividing a face of ∆ d disjoint from vertex v of ∆ d receives label v. Given such a labelling, Sperner's lemma [29] guarantees the existence of a facet of the subdivision that exhibits all d + 1 labels. De Loera, Peterson, and Su [12] extended Sperner's lemma to a quantitative version for arbitrary d-polytopes in place of the simplex ∆ d . Here quantitative means that for a subdivision of a d-polytope on n vertices, one can find at least n − d facets exhibiting d + 1 distinct labels. Slightly better bounds for a larger class of objects are due to Meunier [23] . Musin [25, 26] established such Sperner-type results for PL manifolds with polytopal boundary. We further extend Musin's results to pseudomanifolds with boundary. Moreover, our lower bound for the number of facets with pairwise distinct labels depends on the number f d−1 of (d − 1)-faces in the boundary instead of the number of vertices: the bound of
fully labelled facets is at least as good as n − d for simplicial polytopes (and more generally pseudomanifolds) by the lower bound theorem.
It is a proper improvement apart from the case of stacked polytopes.
We define the notion of a d-pseudomanifold with boundary to be Sperner colored with respect to a closed 
Splitting necklaces with additional constraints
An unclasped necklace with q types of beads arranged in some arbitrary order is to be divided among k thieves in such a way that for each kind of bead each thief receives the same number of beads of that kind, provided the number of beads of each kind is divisible by k. This task is to be accomplished with as few cuts of the necklace as possible. Such a partition of the necklace among k thieves is referred to as a k-splitting. The number of cuts is the size of a k-splitting.
For k = 2 thieves Goldberg and West [16] found that q cuts always suffice and this number is optimal.
Alon and West [3] conjectured that every open necklace with q types of beads has a k-splitting of size (k − 1)q and this was proven by Alon:
Theorem 2.1 (Alon [1] ). Every unclapsed necklace with q types of beads and ka i beads of each type with
The k = 2 case is a consequence of the Borsuk-Ulam theorem, and Theorem 2.1 follows from more general topological machinery. Matoušek [22] observed that the k = 2 case can also be deduced from the cuts the moment curve in at most q points and cuts that happen to go through beads may be adjusted in pairs to not pass through beads. Here we are interested in whether hyperplane equipartition results for more than one hyperplane may be applied to the necklace splitting problem in a similar way.
We give a brief overview of the sparse landscape of known results about hyperplane equipartitions and refer to the survey [10] . A mass is a finite Borel measure on R Mani-Levitska, Vrećica, and Živaljević [21] ; Ramos [28] ; Hadwiger [18] ; and Blagojević, Haase, Ziegler, and the second author [10, 11] . In fact, all known tight cases for Ramos' conjecture follow from the setup in [11] .
Viewing necklace splittings under a mass equipartition framework places additional constraints on the way the necklace pieces are distributed. Placing the necklace on the moment curve as before, each thief occupies an orthant of a hyperplane equipartition. However, orthants that are not contained in the same halfspace of some hyperplane are not adjacent. For k = 4 thieves this leads to a cyclic distribution of the pieces of the necklace, that is, there are two disjoint pairs of thieves, say 1 and 3 as well as 2 and 4, that may not receive adjacent necklace pieces. Here we consider two pieces to be nonadjacent even if only an empty piece is in between them. Empty pieces are the result of cutting twice at the same point.
There is a particular complication that comes with using hyperplane equipartitions to prove necklace splitting results: we want to think of the beads as point masses, but the equipartition results only hold for those masses that assign measure zero to each hyperplane. Thus, we rather think of beads as small ε-balls of mass (or intervals of length ε on the moment curve). Then hyperplanes may pass through beads. Not wanting to cut beads into pieces, we first show that these cuts can be adjusted to not pass through beads. The case k = 2 was treated by Goldberg and West [16, Sec. 2] . It was pointed out to us by Frédéric Meunier that the case for general k was also treated by Alon, Moshkovitz, and Safra [2, Proof of Lemma 7] using the theory of network flows. Proof. We think of the measures µ i as beads. The prerequisites then guarantee a k-splitting of the necklace where cuts are allowed to pass through beads and each thief gets the same mass of each type of bead, but the beads are not necessarily intact. We present an algorithm to adjust those cuts that pass through beads:
(1) Find some cut which passes through a bead of color C.
(2) Consider the graph G constructed with the vertices corresponding to the thieves, that is, the parts of the splitting. For every cut through a color C bead, draw an edge between the two thieves who receive the parts of nonzero length situated immediately on either side of that cut.
It is possible that some pairs of vertices might have multiple edges between them.
(3) Find a cycle in G, and direct the edges along that cycle. For each directed edge A → B move the corresponding cut point so that B's part gets larger. Do this simultaneously for all edges in the cycle, so that the total amount of bead C designated to each robber remains constant.
Continue this movement until either two cuts coincide, or one of the moving cuts reaches a point in between two beads. Proof. We first prove the statement for q a power of two, say q = 2 t . Place the necklace along the moment
. More precisely, let the n-th bead be at the point γ(n).
Each kind of bead now defines a discrete mass on R points. Now let q be arbitrary, say q = 2 t − r for some integer r ≥ 0. From the necklace with q different kinds of beads construct an extended necklace with 2 t kinds of beads by appending four beads each of r new kinds. We know that a cyclic 4-splitting of size 3 · 2 t exists for this extended necklace. Of those 3 · 2 t cuts 3r cuts have to split the appended r kinds of beads. This leaves 3 · 2 t − 3r = 3q beads for the original part of the necklace. This induced splitting is cyclic as well.
Example 2.5. In our notion of cyclic splitting a change of direction is allowed. Here we note that without this flexibility splittings with the optimal number of cuts that assign the pieces to thieves in order 1, 2, . . . , k, 1, 2, . . . do not exist for any k ≥ 3. For k = 3 thieves and q = 2 kinds of beads, the optimal number of cuts is (k − 1)q = 4. In the necklace above two of those cuts must divide the red block into three pieces and the other two cuts must occur in each of the green blocks. But with the distribution order 1, 2, 3, 1, 2, thief 3 does not receive any green beads.
This reasoning generalizes to any odd number of thieves. For an even number of thieves, say k = 4, the following configuration is a counterexample: Figure 2 . This necklace cannot be cut into seven pieces and fairly distributed among four thieves in the order 1, 2, 3, 4, 1, 2, 3.
Here three cuts have to occur in the red block, one cut in the first green block, and the last two cuts in the second green block. However, with the distribution order 1, 2, 3, 4, 1, 2, 3, thief 4 receives no green beads.
When the number of thieves k is equal to 2 t for positive integer t, the notion of a cyclic necklace splitting has a natural generalization. We may place each thief on the vertices of a t-dimensional hypercube, and stipulate that adjacent parts of the necklace partition are assigned to thieves along some edge of the hypercube. Such a splitting will be called a binary necklace splitting; below is a more general definition for arbitrary k. Again, cutting multiple times in the same spot and thus creating empty pieces is explicitly allowed. If, for some t ≥ 3, Ramos' conjecture ∆(j, t) = ⌈j
t ⌉ holds for arbitrarily large pairs (j, t) with t dividing j, then the proof of Theorem 2.4 may be adapted to show that binary necklace splittings are always possible for 2 t thieves.
, we say that a given necklace partition is a binary necklace splitting if there exists some assignment of the robbers to k distinct length t binary strings such that, for any pair of robbers that receive adjacent parts of the necklace, the corresponding binary strings differ by a single bit.
For k not a power of two, this generalizes the notion of a binary necklace splitting by stipulating that the thieves occupy some subset of the vertices of the smallest possible hypercube and if two thieves receive adjacent pieces they must share an edge in the hypercube. The first relevant case here is k = 3, with the condition implying that some robber gets every other piece of the necklace. See the figure below for an example: Figure 3 . A binary necklace partition for k = 3, q = 4
However, the 3-robber case is a too restrictive to hope for the existence of a binary splitting for any configuration of more than two kinds of beads, as we will point out in Example 2.10.
We will now give a combinatorial proof that binary k-splittings exist for any number k of thieves and two kinds of beads. The proof uses a sliding window trick that was already used by Goldberg and West [16] , and Meunier [24] in a similar context. Our proof below in particular is a combinatorial proof of Alon's result for two kinds of beads. Such combinatorial proofs for q = 2 were found before by Epping,
Hochstättler, and Oertel [13] ; Meunier [24] treats some additional cases. Epping, Hochstättler, and
Oertel consider "a paint shop problem": in a factory cars of different car body types and colors are built to order. The number of color changes between successive cars is to be minimized. Epping, Hochstättler, and Oertel, unaware of Alon's earlier work on splitting necklaces, consider regular instances, where the number of cars of a certain body type and color does not depend on body type or color. This is a necklace splitting problem where colors correspond to thieves and car body types correspond to kinds of beads.
This problem is equivalent to necklace splitting if each car body type is colored equally often by each color (but this number may depend on the body type). In this interpretation Theorem 2.4 shows that for four colors two pairs of disjoint color changes can be disallowed without increasing the upper bound for the number of color changes. The theorem below gives further constraints on the color changes we have to admit for any number of colors and two car body types.
Theorem 2.7. Given a necklace with q = 2 kinds of beads and k thieves, there exists a binary necklace splitting of size 2(k − 1).
Proof. To prove this result, we first rescale the necklace and place it along the interval [0, k], without loss of generality regarding the beads as equally sized intervals. We assume for simplicity that the necklace consists of black and white beads. Given a necklace of length k, a subnecklace of length b for some integer 
If any of these necklaces is balanced, the statement is true already. Otherwise, some of these subnecklaces contain too many white beads and some contain too many black beads. It is impossible for all of the subnecklaces to be one of these types, since the subnecklaces on average have bead colors proportionally equal to that of the full necklace. Therefore, some two adjacent subnecklaces have too many of opposite types of beads.
It follows by continuity that some subnecklace between these necklaces is balanced, as required. 
Regarding this as a single necklace, there is by the previous lemma some length b balanced subnecklace of this necklace. If this subnecklace is contained entirely in one of the length k necklaces, then we are done.
Otherwise, the complement of the parts of the length k necklaces intersecting the balanced b subnecklace is a balanced k − b subnecklace.
We now return to the proof of the theorem. We will prove a stronger hypothesis by strong induction on the number of thieves k. In particular, we will prove that there always exists a binary splitting with 2(k − 1) cuts for which the first and last pieces go to the same person. The base case k = 1 is clear. Now suppose that for some k ≥ 2, there is a length k necklace of two colors which must be split in a binary fashion among k thieves, with the first and last pieces going to the same person, and
Since k ≥ 2, we know that a binary necklace splitting exists for any necklace of length ⌊ 
we may assign a length t − 1 binary string b i to thief t i such that the length b balanced subnecklace can be split using 2(⌊ k 2 ⌋ − 1) cuts and assigned to these thieves in such a manner that adjacent pieces are assigned to thieves whose binary strings differ by one bit. We then combine the [0, b] and [b + ⌊ k 2 ⌋, k] parts of the necklace into a single length ⌈ k 2 ⌉ balanced subnecklace. We can similarly assign, for 1 ≤ j ≤ ⌈ k 2 ⌉, a length t − 1 binary string c j to thief u j such that this length k − b balanced subnecklace can be split using 2(⌈ k 2 ⌉ − 1) cuts and assigned to these thieves in such a manner that adjacent pieces are assigned to thieves whose binary strings differ by one bit. Now we claim that, using these 2 + 2(⌊
we may find a distribution and binary string assignment which satisfies the required conditions. Indeed, we may distribute the necklace parts exactly as they are distributed in the subnecklaces; this ensures that the same person gets the first and last pieces in the overall splitting. Furthermore, it ensures that there is exactly one adjacency between the t-thieves and the u-thieves; say between t x and u y , which occurs twice. This can be ensured even in the case that a cut in the u-subnecklace corresponds exactly to the location of the t-subnecklace, because in this case the extra cut available can be used to make an extra length 0 piece on an appropriate end of the t-subnecklace. and assign this piece to a u-thief.
Let || denote concatenation and ⊕ denote the bitwise XOR of binary strings, that is, 0 ⊕ 0 = 0 = 1 ⊕ 1 and 0⊕1 = 1 = 1⊕0. Then we may assign 0||b i to each thief t i , and 1||(c j ⊕b x ⊕c y ) to each thief u j . These k binary strings all have length t and are unique; it remains to check that every pair of adjacent pieces in the partition is assigned to thieves whose binary representations differ by one bit. Due to construction, this holds for all pairs of adjacent pieces assigned to thieves who are either both t-thieves or both uthieves. Furthermore, the binary strings assigned to t x and u y are 0||b x and 1||(c y ⊕ b x ⊕ c y ) = 1||b x , which differ by one bit as required. This completes the induction, so the theorem holds as required.
Example 2.10. For three thieves a binary necklace splitting forces that every other piece goes to the same thief. For more than two kinds of beads this condition is too restrictive to guarantee the existence of a binary necklace splitting for any order of the beads. Consider the following configuration: Figure 4 . A configuration of beads without binary splitting for k = 3 thieves
The necklace above does not admit a binary necklace splitting among k = 3 thieves with the optimal number of (k − 1)q = 6 cuts. Four of those cuts are forced (the dashed lines), as the red and green blocks have to be cut into three pieces each. Of the remaining two cuts one must occur in each of the gray blocks since no thief receives three gray beads. Say thief 1 and 3 are not supposed to receive adjacent pieces. Then both the central red and green bead have to go to thief 2, since otherwise thief 2 would receive two green or two red beads, but there are two pieces of the necklace in between these beads, so they cannot both go to thief 2. This reasoning easily generalizes to q ≥ 3 kinds of beads by appending blocks of three beads of the same kind.
In summary, binary necklace splittings exist for k = 4 and any q and for any k and q ≤ 2. They do not necessarily exist for k = 3 and q ≥ 3. Moreover, the validity of Ramos' conjecture would imply that binary splittings exist for k a power of two and any q. We thus conjecture: Conjecture 2.11. Given a necklace with q kinds of beads and k ≥ 4 thieves, there exists a binary necklace splitting of size (k − 1)q.
For k a power of two this conjecture is equivalent to the assertion that there are no counterexamples to Ramos' conjecture along the moment curve, provided that log 2 k divides q.
KKM-type results and fair cake division
We now consider the following fair division problem: We wish to divide some rectangular "cake" into d + 1 slices (indexed by i) such that each person (indexed j) can have their most preferred slice. That is, no person should be envious of another's piece -an "envy-free" division.
Being reasonable bakers, we bake our cake in a unit-length rectangular pan, place our finished cake along [0, 1], and slice perpendicular to this axis. Slicing the cake into a particular set of d + 1 slices can be specified by giving the (d + 1)-tuple (x 0 , . . . , x d ) of slice lengths, so that the slices are (0, x 0 ), (x 0 , x 0 + x 1 ), etc. Note that x i ≥ 0 and i x i = 1, so the x i are those points lying in the first orthant in the hyperplane specified by i x i = 1, so the space of such divisions is the d-simplex ∆ d .
We will assume, in the language of Su [30] , that everyone is hungry, that is, any nonempty piece is preferable to any empty one, and that the preference sets -subsets C 
This is simply due to the fact that i C i = ∅ would imply that the map
does not have a fixed point -the KKM condition means that if x is in the relative interior of the face
is not in the relative interior of σ -in contradiction to Brouwer's fixed point theorem.
Using partitions of unity subordinate to the covering and Birkhoff's theorem that any doubly stochastic matrix is a convex combination of permutation matrices, Gale was able to extend the KKM theorem to the following colorful version: Gale's theorem guarantees an intersection among sets of pairwise distinct colors. Choosing all d + 1 KKM covers to be the same specializes to the classical KKM Theorem 3.2. Theorem 3.3 is precisely equivalent to the existence of envy-free cake divisions as defined above. This was apparently first observed by Musin [27, Sec. 3] . Here the assumption that individuals are hungry guarantees that the preference sets form a KKM cover. Su [30] gave a proof of the existence of envy-free cake divisions, but was unaware of Gale's earlier work. These sets are closed by assumption and they form a KKM cover since person j will not prefer an empty piece over a nonempty one. Theorem 3.3 now guarantees the existence of an envy-free cake division.
The proof of Corollary 3.4 presented in [30] uses Sperner's lemma and thus can easily be adapted
to yield a combinatorial proof of Theorem 3.3, which we briefly sketch below. Bapat [7] also gave a combinatorial proof of Theorem 3.3 using path-following methods. He established the following colorful Sperner's lemma. Proof of Theorem 3.3. We will show that for every ε > 0 there exists a permutation π and a point x ∈ ∆ d such that x has distance at most ε from every C j π(j) . This implies the colorful KKM by letting ε tend to zero since the simplex is compact and there are only finitely many permutations of the set {0, . . . , d}. Here we extend Gale's arguments to prove a stronger version of the colorful KKM theorem and apply it to fair cake division. 
Each row and each column of M sums to one; M is doubly stochastic. By Birkhoff's theorem M is a convex combination of permutation matrices. Since all the entries are nonzero in the first column, for each i there is always a permutation π i : {0, . . . , d} −→ {0, . . . , d} such that π i (0) = i and f j,πi(j) = 0 for j = 1, . . . , d. By restricting the domain of π i to {1, . . . , d}, we have a bijection from {1, . . . , d} to {0, . . . , d} \ {i} and f j,πi(j) (x 0 ) = 0 for j = 1, . . . , d, which implies
By applying Theorem 3.6 to the preference sets of d + 1 people, there is a way to cut the cake such that regardless of which slice the first person chooses, the remaining slices can still be distributed in a way where everyone is satisfied with the division. Thus, this is a fair cake division where the preference sets of one person are hidden. Corollary 3.7 is the correct analog of the two-person case. Envy-free cake divisions for two people exist simply because the first person cuts the cake such that she would be satisfied with either piece, and the second person chooses her favorite piece. Here the person cutting the cake fairly divides it without knowing the preferences of the other person. Corollary 3.7 is an existence result that does not inform algorithmic aspects. For recent progress on these aspects see Aziz and Mackenzie [6] .
A problem dual to cake division is rental harmony, also treated by Su [30] , where instead of desirables (cake) one strives to fairly distribute undesirables (rent). We normalize the rent of a (d + 1)-bedroom apartment to 1, and thus rent divisions among the d + 1 rooms are parametrized by ∆ d . The d + 1 tenants of the apartment try to find a partition of the rent among the rooms such that tenants can be bijectively assigned to rooms in an envy-free way. Each tenant has a collection of d + 1 preference sets C 0 , . . . , C d+1 ⊆ ∆ d , where x ∈ C j means that for rent division x the tenant (weakly) prefers room j over the other rooms. We assume that the sets C j are closed, and that each tenant prefers a free room over a nonfree one. This leads to the notion of dual KKM cover. Su [30] shows that envy-free rent divisions exist under the given conditions. Here we want to extend this existence result in the same way as for cake divisions. Even if one tenant does not show up for the meeting where the division of rent among rooms is decided, and thus her preferences are secret, we still can guarantee the existence of an envy-free rent division. 
The same proof as for Theorem 3.6 works only that now f maps each boundary face σ into the opposite face, and thus f is homotopic to the antipodal map on the boundary. In particular, f has nonvanishing degree on the boundary. As for cake division we now obtain the following corollary:
Corollary 3.9. Envy-free rent divisions exist for any number of people even if the preferences of one person are secret.
Quantitative Sperner and KKM-type results
In this section we prove quantitative generalizations of Sperner's lemma and the KKM theorem. That means that we replace the simplex by an arbitrary polytope or pseudomanifold and establish Sperner-type results with a lower bound for the number of multicolored facets. As an extension of the KKM theorem we get many (d + 1)-fold intersections for certain generalized KKM coverings of d-pseudomanifolds.
Atanassov [4] conjectured a polytopal extension of Sperner's lemma, which was proven by De Loera, Peterson, and Su [12] . To state their result we first need some definitions.
Let P be a d-polytope, and let K be a triangulation of P , that is, K is topologically a d-ball and ∂K is a subdivision of ∂P . A map c : V (K) −→ V (P ) from the vertex set of K to the vertex set of P is called Sperner coloring if whenever vertex v of K is contained in the face σ of P then c(v) is a vertex of σ. In this case we refer to K as Sperner colored. We think of the vertices of P as colored by pairwise distinct colors, and the vertices of K colored by the same color as some vertex of the minimal face of P it subdivides. A facet σ of K (that is, a maximal face) such that c is injective on the vertex set of σ is called rainbow facet. [12] ). Let P be a d-polytope with n vertices, and let K be a Sperner colored triangulation of P . Then K has at least n − d rainbow facets.
For P = ∆ d this specializes to Sperner's lemma. This was improved by Meunier [23] to at least n + ⌈ [25, 26] . In particular, using the results of De Loera, Peterson, and Su on pebble sets [12] Musin extended Theorem 4.1 to a quantitative Sperner's lemma for PL manifolds with boundary PL homeomorphic to the boundary of a polytope [26, Cor. 3.4] .
Our first goal is to give a new, entirely elementary, and simple proof of a quantitative Sperner's lemma for simplicial polytopes. We will identify the boundary of a simplicial polytope as a subdivision of the boundary of a simplex in several different ways. The classical Sperner's lemma for simplices and multiplecounting then already yields a quantitative version of Sperner's lemma for simplicial polytopes. Instead of the number of vertices our lower bound will depend linearly on the number of facets. This lower bound turns out to be at least as strong as that of Theorem 4.1 for simplicial d-polytopes without vertices of degree d. We will show later that it is superfluous to exclude vertices of degree d.
Grünbaum [17] showed that the boundary of any polytope is a subdivision of ∂∆ d . Actually his proof also shows that any (simplicial) polytope is a subdivision of ∂∆ d in many different ways. We state this stronger version of Grünbaum's theorem below and briefly outline the proof; for details refer to [17] . Multiple-counting and Sperner's lemma now imply a quantitative version of Sperner's lemma for simplicial polytopes: Every Sperner colored triangulation of P contains at least
rainbow facets, where
denotes the number of (d − 1)-faces of P . In order to refine this bound further we need an additional lemma. Since our eventual goal is to prove quantitative Sperner-type results for pseudomanifolds we will phrase and prove the lemma in this generality.
A d-dimensional simplicial complex is called pure if every face is contained in a d-dimensional face.
These top-dimensional faces are called facets. The dual graph of a pure d-dimensional simplicial complex K has as vertex set the facets of K and an edge for any two facets that share a common (d − 1)-face. If the dual graph is connected K is strongly connected. The link of a face σ ∈ K is the subcomplex K is precisely the topological boundary of the geometric realization of K. We only consider compact pseudomanifolds, that is, every pseudomanifold has only finitely many faces.
For two faces σ and τ of a simplicial complex we denote by τ * σ their join, that is, the face with vertices τ ∪ σ. Theorem 4.4. Let P be a simplicial d-polytope on n vertices without stacking vertices and K a Sperner colored triangulation of P . Then K has at least
rainbow facets.
Proof. For the d-simplex ∆ d we have that
= 1 and thus the statement is true by the classical Sperner lemma. Otherwise the fact that P has no stacking vertices implies that P does not have vertices of degree d. For each facet σ of P we can consider ∂P as a subdivision of ∂∆ d , where σ is a facet of the simplex. We want to invoke the classical Sperner lemma for each such simplex. This will yield the result by multiple counting.
Fix a facet σ of P and let ∆ d be the simplex given by Theorem 4.2 such that ∆ d = σ * v for some vertex v ∈ P \ σ and ∂P subdivides ∂∆ d . Recolor the vertices of K to yield a Sperner coloring with respect to ∆ d . We accomplish this by coloring every vertex of K that is not colored by one of the colors in σ by the same color as v. Now Sperner's lemma guarantees the existence of a rainbow facet. In particular, this facet is also a rainbow facet in the original coloring of K that exhibits all the colors of σ.
We repeat this process for each facet σ of P . A rainbow facet of K cannot be counted more than d − 1 times in this way by Lemma 4.3 since P does not contain vertices with degree d. So the number of rainbow facets in K is at least
For simplicial polytopes without stacking vertices the bound of Theorem 4.4 is at least as good as that of Theorem 4.1. This follows from Barnette's lower bound theorem [9] . We have that has at least one additional rainbow facet compared to the minimal number of rainbow facets of a Sperner colored triangulation of P . Again, we will prove this in greater generality for pseudomanifolds below. In order to obtain quantitative results for pseudomanifolds we need to employ different methods.
Our proof essentially is a path-following argument (one of the standard ways to prove Sperner-type results). However, we will first introduce level sets of PL maps as a convenient bookkeeping device for path-following arguments. Then r(f ) ≡ r + (f ) mod 2.
Proof. We assumed that no such vertex exists. Thus the number of rainbow facets in K is at least
It is left to show that the lower bound is preserved when we perform stackings on B. So both of these cases are impossible.
Musin [26, Cor. 3.4] proved that any Sperner coloring of a triangulation of a PL manifold with boundary an n-vertex polytope has at least n − d rainbow facets. This lower bound is improved by Theorem 4.7
(and extended to a larger class of objects). Barnette's lower bound theorem holds more generally for manifolds, see Kalai [19] , and pseudomanifolds, see Fogelsanger [14] and Tay [31] . Thus we have that 
