The electromagnetic (EM) wave control through surfaces or border layers is a subject of great interest for researches in the field of applied electromagnetism. At this scenario, the study of Frequency Selective Surfaces (FSS) is highlighted [2] , [3] , [5] - [9] , due to their capacity to effectively control characteristics such as frequency response magnitude, polarization and wave propagation phase in specific frequency bands [10] . This justifies the development of new techniques for the analysis, project and modeling of novel FSS geometrical shapes for applications in different patterns of frequency spectrums and systems [11] .
In this way, this paper presents a Multiobjective Evolutionary Algorithm (MOEA), based on MOBA [4] . Initially, an EM investigation has been conducted on a new geometry for the FSS filter, named the Diamond-shaped Patch FSS, in which computational simulations utilizing the software HFSS were made, applying the Finite Element Method (FEM) for complete-wave analysis of EM properties for resonant structures. The following step in the process of planning and synthesis of the structure is the optimization of the unit-cell's geometric dimensions, with the goal of tuning its resonant frequency at fr = 60.0GHz and a bandwidth of BW = 30.0GHz, for applications in frequency spectrums specified at the IEEE 802.15.3c standard [12] .
The optimization process basically aims at a minimal computational effort, as well as maximizing advantages of the project [13] . That is, it searches for solutions that result in the minimal and maximal values of the cost function (or loss function). The methodology applied to the optimization process shown in this paper includes a General Regression Neural Network (GRNN) [14] , that is trained by EM data calculated through the chosen numerical methodin this case, FEM. The GRNN becomes responsible for the analysis of the Diamond-shaped FSS and its EM properties, and following this, it creates a search space denominated Region of Interest (RoI). Within this region, the MOBA algorithm conducts a search for the best solutions, that is, the ones who attend the requisites of the cost function thus characterizing this technique as a hybrid.
In the state-of-the-art, there is a vast literature in which is possible to verify that multiobjective, bioinspired hybrid optimizations are capable to provide faster convergence for solving the cost function.
They also make a substantial reduction to demanded time for computational processing possible, as well as providing greater flexibility and accuracy of obtained results [2] , [3] , [15] - [18] .
Such optimization techniques are greatly explored in projects involving microwave propagation, but less used in systems operating at higher frequencies. So, the objectives of the synthesis process present in this research are bandwidth and resonance tuning for the proposed FSS, which is to be utilized for standards. As verification for the hybrid technique's calculated results, other simulations involving FEM and the Finite Integration Technique (FIT) were conducted by the software CST®. The FSS optimized parameters using MOBA, are: h = 0.5 mm; Tx = 1.85 mm and Ty = 3.7 mm; Wx = 1.75 mm and Wy = 3.5 mm. Satisfactory, concordant results were observed at all calculations, assuring the developed code's stability and precision and the results displayed throughout this paper.
II. THE BAT'S ECHOLOCATION ALGORITHM
The bat algorithm was first introduced by Yang [25] in 2010, and it is based on echolocation, or the location by echo during flight that is executed by many species of bats. On flight, bats emit ultrasonic waves, generally in the 25 kHz to 150 kHz spectrum, through the nostrils or the mouth (this varies from species to species). These waves hit obstacles in the environment and return in the form of an echo with a frequency higher than the emitted one, given as the velocities of the bat and the echo sum up.
Based on the delay time and relative frequency of the echoes, bats can tell if there are obstacles in the way, just as their distances, shapes and relative velocities. It is particularly useful for hunting flying insectshowever, other bat species with different eating habits also utilize this feature greatly.
For the sake of simplicity, the following rules were idealized for the development of the bat algorithm [25] :
i.
All bats make use of echolocation to perceive and calculate distance, as well as recognizing the difference between your food/prey and spatial conditions of the environment;
ii.
Bats run through the search space with a velocity, , at a certain position (where is the solution for the problem), with a fixed frequency. fmín, and a varying wavelength λ (or frequency f), and with an amplitude for the emitted sound when hunting for prey. They can be automatically adjust the wavelength (or frequency) of their emitted pulses and adjust the pulse emission rate, ∈ [0, 1], depending on the proximity of the target.
Even though the amplitude may vary in many ways, it is assumed that the variation is within the range
in which β is a random scalar value with uniform distribution, ∈ [0, 1], and * is the best localization (solution) found after comparing between all other solutions from other bats in the current iteration.
Initially, the frequency of each bat is randomly distributed between [ , ] .
With up-to-date frequency parameters, velocity and positioning of bats, the next step is to evaluate the pulse emission rate for each bat. Following this, a comparison is drawn between all pulse emission rates and a random noise (generated by a rand function). If the rate of a bat possesses an inferior value than the noise's magnitude, it is because said bat is distant from the desired solution. Thusly, a local search is to be conducted, but the implementation for this strategy can be done in various ways, according to its adequacy to the project.
The local search, for this case, picks one solution amongst the best ones, and a new solution for every bat is generated locally through a process called "random walk":
in which ∈ [-1, 1] is a random number, evenly distributed, and A t is the average value of the magnitude for all bats within an iteration t.
Similar to Particle Swarm Optimization (PSO), the procedure of updating the velocities and positions of bats is similar to the rhythm and amplitude control pattern for particle movements. However, the bat algorithm considers a balanced combination of the PSO and the sound intensity search, controlled by volume and pulse rate [25] . It compares the previous solution to the current one, to select the best solution (with a greater aptitude value). Beyond this, it also compares the magnitude of the pulse (volume) with a random volume value (rand). If the random volume is weaker than the actual volume value for a bat, , this means that this bat (solution) is drawing closer to the prey/target (best solution).
With that in consideration, solutions are accepted and the emission rates and magnitudes are updated for each iteration t, according to these expressions:
in which α and γ are constant at interval 0 < α < 1 e γ > 1. That is:
As the bat is within proximity of its target, the magnitude for the emitted pulse (A) diminishes, while its emission rate (r) rises. Therefore, = 0 is the instance when the bat has arrived at its target and For practical, implementational purposes, [0, fmax] is utilized, and the emission rate is within the range ∈ [0, 1], where "0" means there is no emission and "1" characterizes a maximum value of emission.
B. Multiobjective bat algorithm
The Multiobjective Bat Algorithm (MOBA) has been reformulated by Xin-She Yang and presented in 2010 [4] . Given that it is an algorithm that deals with multiobjective problems, two or more solutions are considered, and some of said solutions can be better than others in relation to all considered objectivesthese are called non-dominated solutions. Generally, multiobjective optimization problems require an alternative definition of the "optimal values", or reference values, that can be approximated by "optimality" fronts. The Pareto Front [26] is the most applied parameter to this sort of problemsolving.
As the optimization problem exposed in this work refers to the minimization of the difference between the project's objectives and the constant optimal solutions at the Pareto Front, the following restrictions are considered [2] - [3] :
.
If X 0 ∈ Ω, such as ( 0 ) ≥ ( ) ∀ X ≠ X 0 ∈ Ω, for some value of i, therefore is said to be nondominated in Ω. All the points that satisfy the restriction above are part of, and denominate, the Pareto Front.
On the relationship of domination of results, if 1 and 2 ∈ ℝ, where ℝ is a region of achievable solutions, 2 dominates 1 if ( 2 ) is taken as being partially bigger, or bigger, than ( 1 ), that is,
and,
, in case there is no ∈ ℝ that can dominate 2 , therefore 2 is assumed to be a Pareto optimal solution. Figure 1 shows an example of this relationship of domination, for the optimization problem investigated in this paper. It is possible to verify cross-shaped markers that have the purpose of identifying the bandwidth and resonant frequency for distinct iterations executed by the algorithm. Also, two of these markers are highlighted, one surrounded by a square and the other by a circle, representing the dominated solution (worst case) and the non-dominated solution (best case) respectively. As it exerts domination over all others, The Pareto Front's optimal solution is always the non-dominated one. The optimal values returned by MOBA for the diamond-shaped FSS unit cell's dimensions are: Tx = 1.85 mm and Ty = 3.7 mm; Wx = 1.75 mm and Wy = 1.75 mm.
III. GRNN IMPLEMENTATION
In 1964, the Regression Neural Networks were introduced by Nadaraya [27] and Watson [28] , and remodeled by Specht in 1991 [14] to execute general regressions (linear or non-linear), originating the General Regression Neural Network (GRNN), derived from Radial Basis Neural Network (RBFN). The GRNN's theoretical foundation is based on the concept of non-parametrical estimate, commonly utilized in statistics [29] - [32] .
In this type of network, the need of additional knowledge for a satisfactory adjustment of its input parameters is relatively small, and can be done without any kind of updated data insertion by the programmer [14] . Hence, the GRNN algorithm's sole necessity is the input data for network training, discarding the whole process of backpropagation [33] . This is what makes GRNN a very powerful tool to acquire approximation between functions, draw comparisons and predictions of performance on practical systems.
For the project of the diamond-shaped FSS proposed in this study, a GRNN with six first-layer inputs has been utilized, also having a five-neuron hidden layer and two output nodes representing the resonant frequency and desired bandwidth.
The architecture for the developed network is exhibited in Figure 3 . For the GRNN model planned for this work, inputs and outputs can be represented as vectors:
= [ , , , , , ℎ]
The GRNN's learning consists of output-based training, which means that the network should respond to the set of inserted restrictions at the entrance, based on the values of and unit cell periodicityand and height and width of the patchesthat must attend the objectives traced for the project.
On this paradigm, the system is taught to statistically discover prominent characteristics within the input population, thus creating a Region of Interest (RoI) in which the MOBA will conduct searches to find optimal structural data for the diamond-shaped FSS' unit cell.
IV. DIAMOND-SHAPED PATCH FSS
The last few decades have been marked by a great interest in the use of Frequency Selective Surfaces (FSS), as spatial filters, for several microwave applications [2] , [3] , [5] - [9] . The FSS are typically twodimensional periodic arrays, which act as spatial filters [15] . Their frequency behavior depends mainly on the geometry of the elements, the unit cell size, the dielectric material used in the manufacture, and the thickness of the substrate [3] - [4] . In addition, they can act as bandpass or band-reject filters, according to the type of the array element, respectively, slot or patch [15] .
For this study, a patch-type FSS has been projected. Hence, it is a bandstop filter for applications based on the IEE 802.15.3c standard. In computational simulations, the diamond-shaped patch-type FSS was considered as being built upon the RO4003 substrate, characterized by a relative permittivity 
V. HYBRID OPTIMIZATION TECHNIQUE AND RESULTS
The optimization process built for this paper is divided in two phases: the search phase and the analysis phase. The Multiobjective Bat Algorithm (MOBA) is responsible for the search operation and the General Regression Neural Network (GRNN), after training, is responsible for the analysis operation, resulting in a continuous interaction at this phase, as it is illustrated in Fig. 5 . Thus, for every new parameter set that the MOBA returns, the GRNN algorithm performs the necessary computation and determines the value of a new dot within the search space inside the Region of Interest (RoI). In this way, the difference between the response given by the network and the values specified for the project is minimized. That is [2] - [3] :
where,
In this paradigm the ideal solution would be to find values close or equal to zero for the cost function. By analyzing the response given by the constructed GRNN, it can be denoted that the network demonstrates high learning and input data mapping performance, with entry data provided by FEM ( Figure 7 ) as well as a high capacity of data generalization, as seen in Figure 5 as well as in Figure 6 (a) and (b). This fact assigns greater reliability to the RoI generated so that the MOBA utilize it as a space search for solutions that agree with the established objectives in the cost function. Figure 7 shows the flowchart of the hybrid technique developed in this study. Thereby, a good agreement is observed between all results simulated for both FSS resonance frequency and bandwidth presented in Figure 8 . It is important to point out that GRNN-type networks and the MOBA algorithm, when searched about in state-of-the-art literature, had not yet been applied to the FSS optimization process for mm-Wave usage.
