This paper describes a software framework and analysis tool to support the collection and analysis of eye movement and perceptual feedback data for a variety of diagnostic imaging modalities. The framework allows the rapid creation of experiment software that can display a collection of medical images of a particular modality, capture eye trace data, and record marks added to an image by the observer, together with their final decision. There are also a number of visualisation techniques for the display of eye trace information. The analysis tool supports the comparison of individual eye traces for a particular observer or traces from multiple observers for a particular image. Saccade and fixation data can be visualised, with user control of fixation identification functions and properties. Observer markings are displayed, and predefined regions of interest are supported. The software also supports some interactive and multi-image modalities. The analysis tool includes a novel visualisation of scan paths across multi-image modalities. Using an exploded 3D view of a stack of MRI scan sections, an observer's scan path can be shown traversing between images, in addition to inspecting them.
INTRODUCTION
Eye tracking is used across a wide variety of domains, 1 but in medical imaging it is primarily used as a tool for measuring and understanding perception when related to observer performance. Using an eye tracker to record eye movements has revealed several interesting features about how an observer interrogates an image. Characterising patterns in scans paths has helped to develop models of searching and identify search strategies. It has been demonstrated that there is a marked difference between the scan paths of an experienced observer when compared to a novice. 2, 3 The visual scan pattern of an experienced observer is more efficient then the novice. 4 Experts appear have learned to reduce the amount of time they send looking for lesions in unlikely areas, yet errors are still made by experienced observers, as demonstrated by the satisfaction of search effect. Investigations into satisfaction of search have shown that obvious abnormalities in an image can reduce the chance of additional ones being reported, despite the observer fixating on them. 5 Displaying to an observer where they fixated, known as perceptual feedback, and asking them to repeat their search has been shown to improve observer performance. modality where the image on screen can be modified by the observer? Can models of observers carry over into these new modalities? Observation is no longer a passive activity with the luxury of observing all the data in one action. In these new modalities the act of searching now becomes one of viewing what is on screen and bringing what is obscured into view. This paper describes a set of software that has been used to collect and analyse eye gaze data for perception studies of medical images, providing perceptual feedback during experiments. It also presents a novel 3D visualization technique for viewing scan paths across stacks of MRI/CT sections. From the start, this work has been informed by a number of different disciplines. The genesis of this software was in usability studies of world-wide-web pages 8 and psychology studies into reading and reasoning, but its more recent evolution has been driven by perception and perceptual feedback. In particular, the greatest contribution to its development has come from a recent study into the use of feedback in wrist fracture detection. 9 A system was required which would be able to record eye trace and user events, such as key presses and mouse clicks, and provide feedback to an observer. All of the collected data would need to be visualised in some way, and be exportable in a format compatible with popular statistics software.
The first part of this paper describes the features of the data collection and analysis software generated for the fracture study, before outlining how it has been extended to support a forthcoming study on perception in brain section images, with a novel 3D visualization for scan paths.
DATA COLLECTION TOOL

Eye Tracker
A 60Hz LC EyeGaze system (LC Technologies, Virginia, USA) is used to collect the eye tracking data. The data collection tool that has been produced does not use any specific eye tracker programming interface. It starts and stops the eye tracker by running command line programs in the background, to avoid disrupting the on-screen display. Calibration is also invoked by this method. Most eye trackers have a demonstration program that can track eye gaze and record it to a log file. All that is required is a simple program that can start or stop such eye tracker software. By loosely coupling the eye tracker system to the experiment software, it is possible to use different models of eye tracker without any changes to the data collection software itself. The amount of images involved in the fracture study 9 made it desirable to log eye gaze for each image, rather than run continuously for the whole session and try and synchronise the gaze data to what was on the screen at the time. This also allowed calibration to take place at various points during the session, at the discretion of the experimenter, without affecting gaze logging. It also allowed participants to take a short break half way through the session.
Open Standards
Image order, image marking, and decisions are stored separately from the eye gaze log in a platform-independent language for interchanging data, known as the Extensible Markup Language. (XML). Storing the other information in an XML document improves the portability of the data. It is easy to validate, parse and it can be transformed into other file formats by using an XML stylesheet. Not interfering with the eye gaze log format allows collected gaze data to be viewed in other software tools which may be included with the eye tracker.
Each image that is used in an experiment is associated with a web page describing its properties. The web page is written in the Extensible HyperText Markup Language (XHTML), itself an XML language. By using this well known and well supported standard, existing web authoring tools can be used to create, position, and mark up individual images. Regions of interest can be added to an image using the ImageMap feature of XHTML. Areas of an image can be marked using a rectangle, circle or irregular polygon, via, authoring tools such as Macromedia Dreamweaver. Textual descriptions of the area can be added also be added. As the image property file is a web page, it is portable, cross platform and very easy to disseminate. There is a wealth of existing software available to assist in authoring such files, so no bespoke applications need to be developed. Using XHTML rather than the older HyperText Markup Language (HTML), provides the extra benefits of XML such as validation, and stylesheet transformations.
Data Collection Process
The data collection software tool handles the display of images, recording observer decisions and the displaying feedback. It also manages the eye tracker and the data files that it produces. For each participant taking part in an experiment a presentation file containing the desired viewing order of the images is loaded. The presentation file itself is a simple text description of the image locations and messages that should be displayed as the session progresses. The file can also be written in a simple programming language (Microsoft VBScript) allowing the presentation order of the session to be randomised as it is loaded into the data collection tool. Once the presentation file has been loaded, the participant eye position is calibrated, using a simple nine point process. Between each image is an information screen, which tells the participant how far they are though the experiment. Recalibration can also be invoked manually by the experiment-observer at these information points, as they require the participant to click a button to continue.
For each image in the session, the participant is asked to make a decision about the presence of abnormality by rating the image from one (normal) to ten (abnormal). This decision is collected by the participant using the mouse to click one of ten radio buttons at the bottom of the screen. Their gaze is tracked as they view the image and the image has a time limit on screen of 30 seconds. Five seconds before the image is automatically removed there is an audio warning. Both the warning and image time limit can be configured from a menu option in the tool before the experiment session begins. Once they have made their decision they move on to the next screen by clicking an on screen button. In the background, the eye tracker is stopped and the fixations calculated. Having viewed the image for the first time, the participant is shown the image again and asked to mark on points or areas where they think any abnormality exists, by means of mouse clicking. Once satisfied with their marks, the participant is then shown their fixations, overlaid on the image. The fixations are drawn as circles with solid edges 10 with the radius of the circle being proportional to the fixation duration. After viewing their fixation feedback, the eye tracker is restarted and the participant is shown the image again. After making another decision, or if the 30 second time limit is reached, the eye tracker is stopped and the participant asked to mark the image one more time.
The data collection tool creates a log for each session that contains the data and time 11 , screen properties, and for each image the decision rating, clicks and gaze log file locations. This session log can be loaded into a session summary tool, which lists the lists the pre and post feedback decision for each image in a table. The number of marks made on an image, pre and post feedback, are also shown. The accuracy of the decisions, when compared against the gold standard, is also shown by colour coding the decision values; green for correct, red for incorrect. The information can be exported from the summary software in a format suitable for importing into a ROC analysis tool.
TRACEVIEWER: ANALYSIS TOOL
The analysis tool, TraceViewer, is used to load up one or more eye trace data files and superimpose them on the image that was being viewed. Each trace data file has an associated image XHTML page, which contains the image, its size and position on screen, and regions of interest descriptions. Once an initial association has been made between a gaze data file and its image description, an adaptive loading feature will automatically locate and import image and region information for subsequent gaze files that are loaded.
Data Window
Each data file is loaded into a data window, shown in figure 1, which is contained within the larger TraceViewer application. Multiple windows can be open at once and the main application can control the layout of the windows, using tile or cascade menu options. Each window is divided into four main areas.
Display Area
This area shows the raw trace, calculated fixations and the areas of interest, overlaid on the image that was being viewed. The display has two modes: scale, where the image reduced to fit the current display area, and actual size, a pixel-for-pixel display of the image, which can be scrolled around if the display area is too small. The rendering of the eye trace information also scales according to the selected mode. 
Fixation Table
The fixation table contains data for all the calculated fixations for the current image in the order that they occurred. Each fixation has an order number, x and y position, a fixation start time, and duration. At the bottom of the table is a summary of fixations; total number and duration. A fixation can be selected, which highlights the corresponding fixation marker in the display window. Multiple fixations can be selected by shiftclicking additional fixations. The summary of fixations also changes to reflect the overall information for the selected fixations only.
Region of Interest Table
A table listing the names of the regions of interest associated with the current picture. The area data and names are automatically loaded from the image description XHTML file. Clicking on a name highlights the region in the display view. Option-clicking on a name will highlight all of the fixations that fall in that region, both in the display view and the fixation table. Multiple regions can also be selected.
Time Controller
The time controller runs across the bottom of the data window and has a moveable slider control. This control represents the lifetime of the eye trace and changes the amount of eye trace information drawn in the display window according to the position of the slider. When the slider is fully to the left hand side of the time control this corresponds to the beginning of the eye trace (time = 0). When at the right hand end this corresponds to the finishing time. The slider allows rapid repositioning within the trace time line and updates the display window as it moves, providing interactive, user controlled, forward and reverse motion though the trace lifetime.
Visualising the Trace Data
There are three different features superimposed over the background image; saccade path, fixation zone, and region of interest. They are anti-aliased to produce smooth lines and curves, and semi-transparent to show feature overlap and the underlying image.
Saccade paths are sample-point to sample-point lines indicating the path of the eye across the image. Fixations are shown as duration circles; circles with a radius related to the fixation duration and centred on the fixation point. These two features are shown in figure 2a. In addition, the presentation of fixation points can be modified to show only the fixation centre, represented by a fixed-size cross. No duration information is conveyed. Alternatively both representations can be activated at the same time, which is useful for long duration fixations with close centres. Either representation can be clicked to highlight the corresponding fixation from the fixation table. Regions of interest are overlaid on the background image as semi-transparent polygons. Highlighting a region reduces the transparency slightly, to make it discernible from unselected regions. Figure 2b shows fixation crosses and region of interest marks. Saccade path, region of interest, and fixation representations can be toggled on or off by the user to control the amount of visual information in the display window. The background image can also be hidden.
Other Features
It is also possible to manually correct any large drift in the eye trace data. A moveable display mode permits the user to interactively reposition the collective trace presentation items over the background image, using their mouse or arrow keys. As the data only moved relative to the background image, only the offset values need to be added to saccade and fixation positions. The offset data can be saved, to a new file if desired.
A crucial feature of the analysis tool is to be able to transform data into a format that can be used in other specialised software. The TraceViewer tool will transform a fixation summary of all the opened data files into the comma separated variable (CSV) file format, which is supported by all major database, spreadsheet and statistics packages. The fixation summary includes total fixations, total fixation time, total trace time, shortest and longest fixations. In addition, if there are regions of interest associated with an image, totals for each region are also calculated. The number of visits to region is also included (the number of times a region was entered and a fixation occurred). An individual region or group of regions can also be nominated to act as a pivot. Fixation information is shown for each region before and after the first fixation event in the nominated region. This feature allows the study of fixations within image regions before and after a particular image feature has been seen.
PERCEPTION FOR NEW MODALITIES
Past studies have shown the benefit of perceptual feedback in detection tasks for static 2D images, such as chest xrays. 6, 7, 10 Advances in medical imaging and data manipulation have seen the development of more complex images, 12 image processing, stacking and smoothing of 2D images to produce 3D representations, 13 and very large, full body datasets.
14 There does not seem to be other work on perceptual feedback using these modalities. Some studies have used eye tracking for observer analysis of other modalities, but more from a display performance and usabililty standpoint.
15, 16
Several of these new methods and modalities are interactive. The investigation of the data is driven by the observer's hand on the keyboard as well as their eye. The representation of the data on screen can be changed by the observer. In some modalities it is not possible to see all of the data at once, so identifying a search strategy must take into account data manipulation as well as eye movement.
Example: Sections of the brain
A group of MRI or CT scans of a single brain are often displayed as a series of aligned images, with one image laid on top of another other, like a deck of cards. Stacking images in this way, and providing some method of traversing the stack, is a simple two-and-a-half-dimension technique of visualising the brain, or some other volume. Image processing can also be used to alter the display properties of a particular image, such as windowing. A new aspect to the temporal record of an eye trace must now be recorded. In addition to the eye, the properties of the image on screen at that sample point also become important, as well as identifying which image is being displayed. Capturing and identifying perception becomes far more complicated.
Sections in TraceViewer
The data capture and TraceViewer software have been modified to track and analyse eye movement across a stack of MRI/CT images. The order of images in a stack is defined in an stack XHTML, with the same features available as before. When a stack of images is loaded into the picture viewing tool, a mouse-operated scrollbar appears at the side of the viewing window, which allows the participant to traverse the stack. The eye trace file is modified to include an extra column for the index of the displayed image, and the index is recorded for each sample. The internal fixation calculations have been modified to end an active fixation if the stack is traversed in any way. Within the TraceViewer application, the time control slider can be used to travel back and forth across the lifetime of the experiment, only now it changes the background image, in addition saccade and fixation information.
There are several user-selectable options for controlling the presentation of eye trace data over the stack of images. The most basic is to show the saccades and fixation points only for the image currently being displayed on screen. A more fine-grained option highlights eye data that is relevant to the current visit to the displayed image, but keeps other visit trace data in view. The final option, shown in figure 3a, superimposes saccades and fixations across the whole of the stack of images and highlighting the fixations connected to the image currently on display.
The tracking data from a stack viewing session can also be visualised as a VRML 3D model (figure 3b). The stacked images are drawn semi-transparent, to show the interior of the stack showing path across images and transitions up and down the stack, as seen in figure 3b . The gaze path though the stack With these added features, the software described above can be used for analysis of eye traces across section stacks. These new features will form the basis of a forthcoming study into perception of brain sections. 
CONCLUSION
This work has grown out of initial software to investigate human-computer interaction and usability. The evolution of the software, driven by the related fracture study, has seen it shift from a generic eye tracking tool into a flexible set of software tools, which can be used to run experiments into perception and feedback, and visually analysis the results. Image metadata and observer session results are stored in a portable platformneutral standard, which promotes dissemination. In addition, groups of data can be collated and exported to familiar statistics packages. Leveraging the usability and human-computer interaction background of the software, it has now evolved into a system that can investigate observer perception of new imaging modalities. Fusing user-driven input with eye-tracking data, all of the current features for 2D image viewing and analysis are available for studies into 2.5D image stacks. It is now possible to investigate eye gaze and perception across a larger set of imaging image modalities which have not been previously studied. These modalities are interactive, posing new questions on interfaces and controls, in addition to suitable visualisation and feedback. The novel 3D visualisation of scan paths will provide some of the first clues as to how these interactive modalities are being perceived and what modifications could be made to improve performance.
