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SHARP WELL-POSEDNESS FOR A COUPLED SYSTEM OF MKDV
TYPE EQUATIONS
XAVIER CARVAJAL AND MAHENDRA PANTHEE
Abstract. We consider the initial value problem associated to a system consisting modified
Korteweg-de Vries type equations$&%Btv ` B
3
xv ` Bxpvw
2q “ 0, upx, 0q “ φpxq,
Btw ` αB
3
xw ` Bxpv
2wq “ 0, vpx, 0q “ ψpxq,
and prove the local well-posedness results for given data in low regularity Sobolev spaces
HspRq ˆ HspRq, s ą ´ 1
2
, for 0 ă α ă 1. Our result covers the whole scaling sub-critical
range of Sobolev regularity contrary to the case α “ 1, where the local well-posedness holds
only for s ě 1
4
. We also prove that the local well-posedness result is sharp in two different
ways, viz., for s ă ´ 1
2
the key trilinear estimates used in the proof of the local well-posedness
theorem fail to hold, and the flow-map that takes initial data to the solution fails to be C3
at the origin. These results hold for α ą 1 as well.
1. Introduction
In this work we consider the initial value problem (IVP) associated to the following system
of the modified Korteweg-de Vries (mKdV) type equations$&%Btv ` B3xv ` Bxpvw2q “ 0, upx, 0q “ φpxq,Btw ` αB3xw ` Bxpv2wq “ 0, vpx, 0q “ ψpxq, (1.1)
where px, tq P R ˆ R; v “ vpx, tq and w “ wpx, tq are real-valued functions, and 0 ă α ă 1 is
a constant.
For α “ 1, the system (1.1) reduces to a special case of a broad class of nonlinear evolu-
tion equations considered by Ablowiz, Kaup, Newell and Segur [1] in the inverse scattering
context. In this case, the well-posedness issues along with existence and stability of solitary
waves for this system is widely studied in the literature. Using the technique developed by
Kenig, Ponce and Vega [11], Montenegro [13] proved that the IVP (1.1) with α “ 1 is locally
well-posed for given data pφ,ψq in HspRq ˆ HspRq, s ě 1
4
. In this approach one uses the
smoothing property of the linear group combined with the LpxL
q
t Strichartz estimates and
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maximal function estimates. Tao [18] showed that this local result can also be proved by us-
ing the Fourier transform restriction norm space Xs,b (see definition (2.1) below) introduced
by Bourgain [3]. In this method the trilinear estimate
}Bxpuvwq}Xs,b1 À }u}Xs,b}v}Xs,b}w}Xs,b (1.2)
that is valid for s ě 1
4
plays a central role to apply contraction mapping principle. Author
in [13] also proved global well-posedness for given data in HspRq ˆHspRq, s ě 1, using the
conservation laws
I1pv,wq :“
ż
R
pv2 `w2q dx
and
I2pv,wq :“
ż
R
pv2x ` w2x ´ v2w2q dx,
satisfied by the flow of (1.1). This global result is further improved in [7] by proving for data
with regularity s ą 1
4
. For existence and estability of solitary waves to the system (1.1) we
refer to works in [2] and [13]. It is worth noting that the local well-posedness result for the
system (1.1) with α “ 1 is sharp as it can be justified in two different way. First, the key
trilinear estimate (1.2) fails whenever s ă 1
4
, see [9]. Second, the associated IVP for s ă 1
4
is ill-posed in the sense that the mapping data-solution is not uniformly continuous, see [10].
This notion of ill-posedness is a bit strong. For further works in this direction, we refer to [5].
For 0 ă α ă 1, very less is known regarding well-posedness issues for the IVP (1.1). In
this work, we are interested to deal with these issues for given data in low regularity Sobolev
spaces considering 0 ă α ă 1. We note that, the approach of Kenig, Ponce, Vega [11] yields
local well-posedness for s ě 1
4
for α ‰ 1 too. However, if one uses the Fourier transform
restriction norm space the situation is quite different. For motivation, we recall the work of
Oh [15, 16] for the KdV and the Majda-Biello system introduced in [12]$&%Btv ` B3xv ` Bxpw2q “ 0, vpx, 0q “ φpxq,Btw ` αB3xw ` Bxpwvq “ 0, wpx, 0q “ ψpxq, (1.3)
where 0 ă α ă 1. The author in [15] used the Fourier transform restriction norm method and
proved that the IVP (1.3) is locally well-posed for data with regularity s ě 0. He also showed
that the well-posedness result is sharp in the sense that if one demands C2 regularity for the
flow-map, the condition s ě 0 is necessary. The main tool in the proof was the validity of the
bilinear estimate for the interacting nonlinearity
}Bxpvwq}Xα
s,b1
À }v}Xs,b}w}Xαs,b (1.4)
whenever s ě 0 (for definition of Xs,b and Xαs,b spaces, see (2.1) and (2.2) below.) Recall
that the bilinear estimate (1.4) in the case α “ 1 holds for s ą ´3
4
(see [9]). Observe
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that, the regularity requirement for the validity of the bilinear estimates for the interacting
nonlinearity in the case 0 ă α ă 1 is higher than that in the case α “ 1. In the Fourier
transform restrictionn norm method one needs to restrict the Fourier transform in the cubics
τ “ ξ3 and τ “ αξ3. When α “ 1, both the cubics are the same and one can obtain
the similar bilinear and trilinear estimates as in the individual KdV and mKdV equations.
However, if α ‰ 1 the cubics are different and the frequency interactions behave differently.
As observed in [15] while studying a coupled system of the KdV equations and the Majda-
Bielo system, no cancellation occurs and consequently needs higher regularity in the data to
get required bilinear estimates. Now the natural question is, how about the trilinear estimate
if one considers α ‰ 1?
The main focus of this work is to answer the question posed above. In fact, considering
0 ă α ă 1 we prove that the trilinear estimate for the interacting nonlinear terms holds true
whenever s ą ´1
2
. As a consequence we obtain the local well-posedness result for the IVP
(1.1) for given data pφ,ψq P HspRq ˆHspRq, s ą ´1
2
. More precisely, we prove the following
result.
Theorem 1.1. Let 0 ă α ă 1 and s ą ´1
2
, then for any pφ,ψq P HspRq ˆHspRq, there exist
δ “ δp}pφ,ψq}HsˆHsq (with δpρq Ñ 8 as ρ Ñ 0) and a unique solution pv,wq P X1,δs,b ˆXα,δs,b
to the IVP (1.1) in the time interval r0, δs. Moreover, the solution satisfies the estimate
}pv,wq}
X
1,δ
s,b
ˆXα,δ
s,b
À }pφ,ψq}HsˆHs ,
where the norm } ¨ }
X
1,δ
s,b
and } ¨ }
X
α,δ
s,b
are as defined in (2.3).
The local well-posedness result obtained in Theorem 1.1 improves the result obtained by
smoothing effect combined with the LpxL
q
t Strichartz estimates and maximal function esti-
mates. The main ingredients in the proof of Theorem 1.1 are the new trilinear estimates (for
exact statement see Proposition 2.3 below)
}pvw2qx}X1
s,b1
À }v}X1
s,b
}w}2Xα
s,b
(1.5)
and
}pv2wqx}Xα
s,b1
À }v}2
X1
s,b
}w}Xα
s,b
, (1.6)
which hold for s ą ´1
2
when 0 ă α ă 1.
It is quite surprising to note that, in contrast to the bilinear estimate, for the validity of
the above trilinear estimates with 0 ă α ă 1 the regularity requirement is quite lower than
the one required for case with α “ 1. In fact, if one considers α “ 1 the above trilinear
estimates fail to hold whenever s ă 1
4
(see [9]). As can be seen in the proof of Lemma 3.2
below, when 0 ă α ă 1, no cancellation occurs in the resonance relation and this can be
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exploited in a positive way to lower the regularity requirement for the validity of the trilinear
estimate. However, as discussed above, in the case of the corresponding bilinear estimates
the regularity requirement is higher when two different cubics are considered, see [15].
We emphasize that the trilinear estimates for 0 ă α ă 1 are valid in the whole scaling sub-
critical range, i.e., s ą ´1
2
. This is in quite contrast to the case α “ 1 where it holds only for
s ą 1
4
. At this point, we recall the work in [14] where the authors produce a counter example
to prove failure of bilinear estimate for s “ ´3
4
. So, it is natural to ask whether a similar
example can be constructed for the trilinear estimates (1.5) and (1.6) for s “ ´1
2
. Also, we
mention the work in [6] where authors prove existence of global solution to the mKdV equation
for given data with negative Sobolev regularity. Although, the mapping data-solution fails to
be uniformly continuous for s ă 1
4
, they got such global result by obtaining an appropriate
global in time Hs- a priori estimate for ´1
8
ă s ă 1
4
. So, the another natural question is,
whether global solution to the system (1.1) can be found in line of [6]. We are working on
these questions and will be answered elsewhere.
We also prove that the local well-posedness result obtained in Theorem 1.1 is sharp in two
different ways. First, we prove that the crucial trilinear estimates (1.5) and (1.6) fail to hold
if s ă ´1
2
. Next, we show that the application that takes the initial data to the solution fails
to be C3 whenever s ă ´1
2
. More precisely, we prove the following results.
Proposition 1.2. Let 0 ă α ă 1. The trilinear estimates (1.5) and (1.6) fail to hold for any
b P R whenever s ă ´1{2.
Theorem 1.3. Let 0 ă α ă 1. For any s ă ´1
2
and for given pφ,ψq P HspRq ˆHspRq, there
exist no time T “ T p}pφ,ψq}HsˆHsq such that the application that takes initial data pφ,ψq to
the solution pv,wq P Cpr0, T s;Hsq ˆ Cpr0, T s;Hsq to the IVP (1.1) is C3 at the origin.
This negative result makes sense, because if one uses contraction mapping principle to
prove local well-posedness, the flow-map turns out to be smooth.
Remark 1.4. All the results stated above hold for α ą 1 as well. This can be justified by
using symmetry of the system and scaling v˜px, tq “ vpα´ 13x, tq and w˜px, tq “ wpα´ 13x, tq, so
that pu˜, v˜q satisfy $&%Btv˜ ` 1αB3xv˜ ` Bxpv˜w˜2q “ 0,Btw˜ ` B3xw˜ ` Bxpv˜2w˜q “ 0,
with 0 ă 1
α
ă 1.
Before finalizing this section, we outline the structure of this paper. In Section 2 we
introduce function spaces and other notations used in this work and record some preliminary
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estimates. In Section 3 we derive the main trilinear estimate and use it to prove the local
well-posedness result stated in Theorem 1.1. Finally, in Section 4, we prove the failure of
the trilinear estimates and the ill-posedness result stated respectively in Proposition 1.2 and
Theorem 1.3.
2. Function Spaces and Preliminary Estimates
In this section we introduce the function spaces and notations that are used throughout
this paper. Also, we will record some preliminary estimates that are essential to prove the
well-posedness result stated in Theorem 1.1. As described in the previous section we will use
the Fourier transform restriction norm space, the so called Bourgain’s space.
For f : Rˆ r0, T s Ñ R we define the mixed Lebesgue space LpxLqT with norm defined by
}f}LpxLqT “
˜ż
R
ˆż T
0
|fpx, tq|q dt
˙p{q
dx
¸1{p
,
with usual modifications when p “ 8. We replace T by t if r0, T s is the whole real line R.
We use pfpξq to denote the Fourier transform of fpxq defined by
pfpξq “ c ż
R
e´ixξfpxqdx
and rfpξ, τq to denote the Fourier transform of fpx, tq defined by
rfpξ, τq “ c ż
R2
e´ipxξ`tτqfpx, tqdxdt.
We use Hs to denote the L2-based Sobolev space of order s P R with norm
}f}HspRq “ }xξys pfpξq}L2
ξ
,
where xξy “ 1` |ξ|.
Next, we introduce the Fourier transform restriction norm spaces, more commonly known
as Bourgain’s space in literature.
For s, b P R, we define the Fourier transform restriction norm spaces Xs,bpR ˆ Rq and
Xαs,bpRˆ Rq as completion of a space of Schwartz class functions with respective norms
}f}Xs,b “ }p1`DtqbUptqf}L2t pHsxq “ }xτ ´ ξ
3ybxξys rfpξ, τq}L2
ξ,τ
, (2.1)
and
}f}Xα
s,b
“ }p1`DtqbUαptqf}L2t pHsxq “ }xτ ´ αξ
3ybxξys rfpξ, τq}L2
ξ,τ
, (2.2)
where Uptq “ e´tB3x and Uαptq “ e´tαB3x are the unitary groups associated to the linear
problems, and the operator p1`Dtqb are defined via the Fourier transform as rUαptqf sppξq “
eitαξ
3 pfpξq and rp1`Dtqbf sppτq “ xτyb pfpτq.
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If b ą 1
2
, the Sobolev lemma implies that, Xs,b Ă CpR;HsxpRqq. For any interval I, we
define the localized spaces XIs,b :“ Xs,bpR ˆ Iq with norm
}f}Xs,bpRˆIq “ inf
 }g}Xs,b ; g|RˆI “ f(. (2.3)
Sometimes we use the definition X1,δs,b :“ }f}Xs,bpRˆr0,δsq and similar for Xα,δs,b .
We use c to denote various constants whose exact values are immaterial and may vary from
one line to the next. We use A À B to denote an estimate of the form A ď cB and A „ B if
A ď cB and B ď cA. Also, we use the notation a` to denote a` ǫ for 0 ă ǫ ! 1.
In sequel we record some linear and nonlinear estimates satisfied by the solution in Xs,b
and Xαs,b spaces.
We define a cut-off function ψ1 P C8pR; R`q which is even, such that 0 ď ψ1 ď 1 and
ψ1ptq “
$&%1, |t| ď 1,0, |t| ě 2.
We also define ψT ptq “ ψ1pt{T q, for 0 ă T ď 1.
In what follows we list some estimates that are crucial in the proof of the local well-
posedness result.
Lemma 2.1. For any s, b P R, we have
}ψ1Uptqφ}Xs,b ď C}φ}Hs , }ψ1Uαptqφ}Xαs,b ď C}φ}Hs . (2.4)
Further, if ´1
2
ă b1 ď 0 ď b ă b1 ` 1 and 0 ď δ ď 1, then
}ψδ
ż t
0
Upt´ t1qfpupt1qqdt1}Xs,b À δ1´b`b
1}fpuq}Xs,b1 (2.5)
and
}ψδ
ż t
0
Uαpt´ t1qfpupt1qqdt1}Xα
s,b
À δ1´b`b1}fpuq}Xα
s,b1
. (2.6)
Proof. For the proof of this lemma we refer to [8]. 
Remark 2.2. In the proof of the local well-posedness results, we will take b1 “ ´1
2
` 2ǫ and
b “ 1
2
` ǫ so that 1´ b` b1 is strictly positive.
Now, we state the trilinear estimate which is central in our argument.
Proposition 2.3. Let 0 ă α ă 1, b ą 1
2
, and b1 be as in Lemma 2.1. Then the following
trilinear estimates
}pvw2qx}Xs,b1 À }v}Xs,b}w}2Xαs,b , (2.7)
and
}pv2wqx}Xα
s,b1
À }v}2Xs,b}w}Xαs,b , (2.8)
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hold for any s ą ´1
2
.
Proof of this proposition will be provided below in a separate section.
3. Proofs of the key trilinear estimates and local well-posedness result
In this section we prove the crucial tri-linear estimates stated in Proposition 2.3 and the
local well-posedness result stated in Theorem 1.1.
3.1. Proof of the trilinear estimate. We start by defining n-multiplier and n-linear func-
tional, see [18]. Let n ě 2 be an even integer. An n-multiplier Mnpξ1, . . . , ξnq is a function
defined on the hyper-plane Γn :“ tpξ1, . . . , ξnq; ξ1`¨ ¨ ¨`ξn “ 0u with Dirac delta δpξ1`¨ ¨ ¨`ξnq
as a measure.
We define an rn;Rn`1s-multiplier to be any function m : ΓnpRn`1q Ñ C, and its norm
}m}rn;Rn`1s to be the best constant such thatˇˇˇ ż
Γn
mpξqΠnj“1fjpξq
ˇˇˇ
ď }m}rn;Rn`1sΠnj“1}fj}L2pRn`1q (3.1)
holds true for all the test functions in Rn`1.
If Mn is an n-multiplier and f1, . . . , fn are functions on R, we define an n-linear functional,
as
ΛnpMn; f1, . . . , fnq :“
ż
Γn
Mnpξ1, . . . , ξnq
nź
j“1
fˆjpξjq. (3.2)
We write ΛnpMnq :“ ΛnpMn; f, f, . . . , fq in the case when Λn is applied to the n copies of
the same function f .
The following results will be useful in our argument.
Lemma 3.1. (i) If a, b ą 0 and a` b ą 1, we haveż
R
dx
xx´ αyaxx´ βyb À
1
xα´ βyc , c “ minta, b, a` b´ 1u. (3.3)
(ii) Let a, η P R, a, η ‰ 0, b ą 1, thenż
R
dx
xapx2 ´ η2qyb À
1
|aη| , (3.4)
(iii) Let a, η P R, a, η ‰ 0, b ą 1, thenż
R
|x˘ η| dx
xapx2 ˘ η2qyb À
1
|a| , (3.5)
(iv) For l ą 1{3, ż
R
dx
xx3 ` a2x2 ` a1x` a0yl À 1. (3.6)
Proof. Proof of (3.3) can be found in [17], (3.4) and (3.5) in [4] and (3.6) in [9]. 
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Now we prove some bilinear estimates that play central role in the proof of the trilinear
estimates.
Lemma 3.2. Let s ą ´1
2
, 0 ă ǫ ă 2s`1
15
and 0 ă α ă 1, then the following bilinear estimates
}uv}L2pR2q À }u}X
´
1
2
, 1
2
´2ǫ
}v}Xα
s, 1
2
`ǫ
, (3.7)
and
}uv}L2pR2q À }u}Xα
´
1
2
,1
2
´2ǫ
}v}X
s, 1
2
`ǫ
(3.8)
hold true.
Proof. We provide proofs for (3.7), the proof of the bilinear estimate (3.8) is similar. Using
Plancherel’s identity, the estimate (3.7) is equivalent to showing that
}Bspf, gq}L2
ξ
L2τ
ď C}f}L2pR2q}g}L2pR2q, (3.9)
where
Bspf, gq “
ż
R2
xξ2y1{2 rfpξ2, τ2qrgpξ1, τ1q
xξ1ysxτ1 ´ αξ31y
1
2
`ǫxτ2 ´ ξ32y
1
2
´2ǫ
dξ1dτ1, (3.10)
with rfpξ, τq “ xξy´ 12 xτ ´ ξ3y 12´2ǫrupξ, τq, rgpξ, τq “ xξysxτ ´ αξ3y 12`ǫrvpξ, τq, ξ2 “ ξ ´ ξ1 and
τ2 “ τ ´ τ1. Using Cauchy-Schwarz inequality we obtain (3.9) if
L1 :“ sup
ξ,τ
ż
R2
xξ2y
xξ1y2sxτ1 ´ αξ31y1`2ǫxτ2 ´ ξ32y1´4ǫ
dξ1dτ1 À 1. (3.11)
Applying the estimate (3.3) for τ1 integral, we obtain from (3.11) that
L1 À sup
ξ,τ
ż
R
xξ2y
xξ1y2sxτ ´ ξ32 ´ αξ31y1´4ǫ
dξ1 :“ sup
ξ,τ
L1, (3.12)
for 0 ă ǫ ă 1
2
.
Now, we move to estimate the integral in (3.12) dividing in four different cases:
|ξ| ď 1, 1 ă |ξ| ď c1|ξ1|, c1|ξ1| ă |ξ| ă 1
c2
|ξ1|, 1
c2
|ξ1| ď |ξ|,
where c1 “ ´1`
a
3` p3´ λqp1 ´ αq?
3
with 0 ă λ ă 3 and c2 “ c1
1´ α .
Case a) |ξ| ď 1 . Considering c0 :“ 9
1´ α , we further divide in two sub-cases:
|ξ1| ě c0, and |ξ1| ă c0.
Subcase a1) |ξ1| ě c0 . In this case we have
xξ2yxξ1y À xξ1y2 À 1` ξ21 . (3.13)
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For fixed ξ and τ , we define
Hpξ1q “ τ ´ ξ32 ´ αξ31 . (3.14)
We have
H 1pξ1q “3p1´ αqξ21 ` 3ξ2 ´ 6ξξ1 ě 3p1´ αqξ21 ´ 3´ 6|ξ1| ě 2p1´ αqξ21 . (3.15)
The function H 1 has two roots namely
r1 “ ξ ` |ξ|
?
α
1´ α , r2 “
ξ ´ |ξ|?α
1´ α .
Thus the function y “ Hpξ1q is monotone on each of intervals:
p´8, r2q, rr2, r1q, and pr1,8q. (3.16)
Thus in this case, using that 2s` 1 ą 0, we get
L1 “
ż
|ξ1|ěc0
xξ2yxξ1y
xξ1y2s`1xτ ´ ξ32 ´ αξ31y1´4ǫ
dξ1
À
ż
|ξ1|ěc0
1` |ξ1|2
xξ1y2s`1xτ ´ ξ32 ´ αξ31y1´4ǫ
dξ11
À
ż
|ξ1|ěc0
1
xτ ´ ξ32 ´ αξ31y1´4ǫ
dξ1 `
ż
|ξ1|ěc0
|ξ1|2
xξ1y2s`1xτ ´ ξ32 ´ αξ31y1´4ǫ
dξ1
ÀJ1 ` J2.
(3.17)
Using (3.6) we have J1 À 1 provided 0 ă ǫ ă 16 . In what follows, we estimate J2 considering
two different cases.
Case a1.1) xHpξ1qy À |ξ1|3 . In this case, considering 2s` 1 ą 0, we get
J2 À
ż
|ξ1|ěc0
H 1pξ1q
|ξ1|2s`1xHpξ1qy1´4ǫ dξ1
À
ż
|ξ1|ěc0
H 1pξ1qxHpξ1qy5ǫ
|ξ1|2s`1xHpξ1qy1`ǫ dξ1
À
ż
|ξ1|ěc0
H 1pξ1q|ξ1|15ǫ
|ξ1|2s`1xHpξ1qy1`ǫ dξ1.
(3.18)
Making a change of variables of x “ Hpξ1q on each interval of monotonicity of Hpξ1q, for
0 ă ǫ ă 2s`1
15
, we obtain from (3.18) that
J2 À
ż
R
dx
xxy1`ǫ À 1.
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Case a1.2) xHpξ1qy Á |ξ1|3 . In this case, one can obtain
J2 À
ż
|ξ1|ěc0
|ξ1|2
|ξ1|2s`1|ξ1|3´12ǫ dξ1
À
ż
|ξ1|ěc0
1
|ξ1|2s`2´12ǫ dξ1 À 1,
where the last inequality we used that 2s ` 2´ 12ǫ ą 1, which holds for 0 ă ǫ ă 2s`1
12
. This
completes the proof of the Subcase a1).
Subcase a2) |ξ1| ď c0 . Using that 2s` 1 ą 0 and (3.6), in this case we get
L1 “
ż
|ξ1|ďc0
xξ2yxξ1y
xξ1y2s`1xτ ´ ξ32 ´ αξ31y1´4ǫ
dξ1
À
ż
R
1
xτ ´ ξ32 ´ αξ31y1´4ǫ
dξ1 À 1,
(3.19)
provided 0 ă ǫ ă 1
6
.
Case b) 1 ă |ξ| ď c1|ξ1| . In this case, we have
H 1pξ1q “3p1 ´ αqξ21 ` 3ξ2 ´ 6ξξ1 ě 3p1 ´ αqξ21 ´ 3ξ2 ´ 6|ξξ1| ě λp1´ αqξ21 . (3.20)
In the last inequality we considered the value of c1 as the positive root of 3c
2
1 ` 6c1 “
p3 ´ λqp1 ´ αq, i.e, c1 “ ´1 `
a
3` p3´ λqp1´ αq?
3
, 0 ă λ ă 3. Again, we divide in two
sub-cases: |ξ1| ě 1 and |ξ1| ď 1.
Subcase b1) |ξ1| ě 1 . In this case we get
xξ2yxξ1y À xξ1y2 À ξ21 . (3.21)
Using the inequalities (3.20), (3.21) and similar arguments as in the above Subcase a1)
we conclude that L1 À 1.
Subcase b2) |ξ1| ď 1 . In this case also |ξ| À 1, and similarly as in the Subcase a2) we
have L1 À 1.
Case c)
1
c2
|ξ1| ď |ξ|, c2 “ c1
1´ α . In this case, we have
xξ2yxξ1y À xξyxξ1y and xξ2yxξy À xξy2. (3.22)
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Also
H 1pξ1q “ 3p1´ αqξ21 ` 3ξ2 ´ 6ξξ1 ě 3ξ2 ´ 3p1 ´ αqξ21 ´ 6|ξξ1| ě λξ2, (3.23)
where we considered c2 as the positive root of 3p1´αqc22`6c2 “ p3´λq in the last inequality.
In view of Case a), we can consider |ξ| ě 1. Here also, considering b “ 1
1´ 4ǫ , a` b “ 3,
we divide in two sub-cases.
Subcase c1) xHpξ1qy À xξ1yaxξyb . In this case, considering 2s` 1 ą 0, we get
L1 “
ż
R
xξ2y
xξ1y2sxτ ´ ξ32 ´ αξ31y1´4ǫ
dξ1
À
ż
R
H 1pξ1q
xξyxξ1y2sxHpξ1qy1´4ǫ dξ1
À
ż
R
H 1pξ1qxHpξ1qy5ǫ
xξ1y2sxξyxHpξ1qy1`ǫ dξ1
À
ż
R
H 1pξ1q
xξ1y2s´5aǫxξy1´5bǫxHpξ1qy1`ǫ dξ1
À
ż
R
H 1pξ1q
xξ1y2s`1´5pa`bqǫxHpξ1qy1`ǫ
dξ1.
(3.24)
Recall that a`b “ 3, taking 0 ă ǫ ă 2s` 1
15
and making a change of variables of x “ Hpξ1q
on each interval of monotonicity of Hpξ1q, we obtain from (3.24) that
L1 À
ż
R
dx
xxy1`ǫ À 1.
Subcase c2) xHpξ1qy Á xξ1yaxξyb . In this case, one can obtain
L1 À
ż
R
xξ1yxξy
xξ1y2s`1xξ1yap1´4ǫqxξybp1´4ǫq
dξ1
“
ż
R
xξ1yxξy
xξ1y2s`1xξ1y2´12ǫxξydξ1
“
ż
R
1
xξ1y2s`2´12ǫ dξ1 À 1,
where in the last inequality we used that 2s` 2´ 12ǫ ą 1 which holds for 0 ă ǫ ă 2s`1
12
. This
completes the proof of the Case c).
Case d) c1|ξ1| ă |ξ| ă 1
c2
|ξ1| : In view of Case a) we can suppose |ξ| ą 1, and consequently
|ξ1| „ |ξ| ą 1. Let R “ tξ1; c2|ξ| ă |ξ1| ă 1
c1
|ξ|u. We will consider two different cases:
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|Hpξ1q| Á |ξ|3 and |Hpξ1q| À |ξ|3.
Subcase d1) |Hpξ1q| Á |ξ|3 . Since |ξ1| „ |ξ| ą 1 one has xξ2y À xξ1y and therefore
L1 À
ż
R
xξ2y
xξ1y2sxξy3´12ǫ dξ1
À
ż
R
1
xξ1y2s`2´12ǫ dξ1 À 1,
where the last inequality holds for 0 ă ǫ ă 2s`1
12
.
Subcase d2) |Hpξ1q| À |ξ|3 . In this case, we get
L1 “
ż
R
xξ2yxξ1yxHpξ1qy5ǫ
xξ1y2s`1xHpξ1qy1`ǫ dξ1
À
ż
R
xξy2xξy15ǫ
xξy2s`1xHpξ1qy1`ǫ dξ1
À xξy
2
xξy2s`1´15ǫ
ż
R
1
xHpξ1qy1`ǫ dξ1.
(3.25)
Note that
Hpξ1q “ τ ´ ξ32 ´ αξ31 “ τ ´ ξ3 ` p1´ αqξ31 ´ 3ξξ21 ` 3ξ2ξ1. (3.26)
Making a change of variables ξ1 “ ξx, we obtain that
X :“
ż
R
1
xHpξ1qy1`ǫ dξ1 “
ż
R˜
|ξ|
xτ ´ ξ3 ` ξ3rp1´ αqx3 ´ 3x2 ` 3xsy1`ǫ dx
“
ż
R˜
|ξ|
xξ3κ´1rc0 ` κ3 ` px´ κq3 ´ 3xκ2αsy1`ǫ dx,
(3.27)
where c0 “ τ ´ ξ
3
ξ3
κ and κ “ 1
1´ α , R˜ “ tx; c2 ă |x| ă
1
c1
u.
Again, we make a change of variables x “ κpη` 1q, next the change of variables η “ ω` α
ω
and finally the change of variables ω3 “ t, to arrive at
X „ |ξ|
ż
Aα
|t2{3 ´ α|
|t|1{3´ǫp|t| ` |ξ|3|t2 ` κ1t` α3|q1`ǫ
dt,
where κ1 “ c0p1´ αq3 ` 1´ 3α and
Aα “
!
t :
ˇˇˇ
|t1{3 ` α
t1{3
` 1| ´ ?2´ α
ˇˇˇ
ă 1
)
.
It is not difficult to see that
0 ă s1pαq ă |t| ă s2pαq. (3.28)
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Thus |t| „α 1, and hence
X „ |ξ|
ż
Aα
|t2{3 ´ α|
p1` |ξ|3|t2 ` κ1t` α3|q1`ǫ dt.
(3.29)
Let the discriminant be ∆ “ κ21 ´ 4α3. We consider three cases: ∆ “ 0, ∆ ą 0 and ∆ ă 0.
Subcase d2.1) ∆ “ 0 : In this case κ1 “ ˘2α3{2 and
t2 ` κ1t` α3 “ pt` κ1
2
q2 “ pt˘ α3{2q2. (3.30)
We will consider the positive sign in (3.30), the estimate with negative sign is similar. From
(3.29), (3.28) and (3.30) we obtain
X À|ξ|
ż
Aα
|t2{3 ´ α|
p1` |ξ|3|t2 ` κ1t` α3|q1`ǫ dt
À|ξ|
ż
Aα
|pt1{3 ´?αqpt1{3 `?αq|
p1` |ξ|3|t` p?αq3|2q1`ǫ dt
À|ξ|
ż
Aα
|pt1{3 `?αq|
p1` |ξ|3|t1{3 `?α|2|t2{3 ´ t1{3?α` α|2q1`ǫ dt
À|ξ|
ż
Aα
|pt1{3 `?αq|
p1` |ξ|3|t1{3 `?α|2q1`ǫ dt,
(3.31)
where we used that
x2 ˘ xc` c2 ě 3c
2
4
, @x, c P R. (3.32)
Finally we make a change of variable u “ |ξ|3{2pt1{3 `?αq in the last integral. Considering
t P Aα, we have X À 1|ξ|2 . Therefore in this case, from (3.25), we have
L1 À xξy
2
xξy2s`1´15ǫX À
xξy2
xξy2s`1´15ǫ
1
|ξ|2 À 1, (3.33)
in the last inequality 0 ă ǫ ă 2s`1
15
was used.
For the sake of simplicity, without loss of generality, from here onwards we consider α “ 1
2
(the general case α P p0, 1q follows analogously). Observe that
A1{2 “
"
t :
1
4
p´4´
?
6q ´ 1
4
b
14` 8
?
6 ă t1{3 ă 1
4
p´4´
?
6q ` 1
4
b
14` 8
?
6
*
“pl1, l2q,
(3.34)
where l1 “ ´28.6526 ¨ ¨ ¨ ă l2 “ ´0.004356 ¨ ¨ ¨ ă 0.
Subcase d2.2) ∆ ą 0 : In this case |κ1| ą 2α3{2 and
t2 ` κ1t` α3 “ pt` κ1
2
q2 ` α3 ´ κ
2
1
4
“ pt` βq2 ´ γ2, (3.35)
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where β “ κ1
2
and γ2 “ β2´α3 consequently β “ ˘pγ2`α3q1{2. We consider β “ pγ2`α3q1{2
similar argument works if β “ ´pγ2 ` α3q1{2. Considering a change of variable τ “ t` β in
(3.29), we get
X À|ξ|
ż l2`β
l1`β
|pτ ´ βq2{3 ´ α|
p1` |ξ|3|τ2 ´ γ2|q1`ǫ dτ
À|ξ|
ż l2`β
l1`β
|pτ ´ pγ2 ` α3q1{2q2{3 ´ α|
p1` |ξ|3|τ2 ´ γ2|q1`ǫ dτ.
(3.36)
As l1 ď τ ´ β “ τ ´ pγ2 ` α3q1{2 ď l2, it is not difficult to see
|pτ ´ pγ2 ` α3q1{2q2{3 ´α|
p1` |ξ|3|τ2 ´ γ2|q1`ǫ “
|pτ ´ pγ2 `α3q1{2q1{3 ´?α| |pτ ´ pγ2 ` α3q1{2q1{3 `?α|
p1` |ξ|3|τ2 ´ γ2|q1`ǫ
À |pτ ´ pγ
2 ` α3q1{2q1{3 `?α|
p1` |ξ|3|τ2 ´ γ2|q1`ǫ
“ |τ ´ pγ
2 ` α3q1{2 ` α3{2|
p1` |ξ|3|τ2 ´ γ2|q1`ǫ
1
|M2 ´MN `N2|
À |τ ´ pγ
2 ` α3q1{2 ` α3{2|
p1` |ξ|3|τ2 ´ γ2|q1`ǫ
À |τ ´ γ| ` |γ ´ pγ
2 ` α3q1{2 ` α3{2|
p1` |ξ|3|τ2 ´ γ2|q1`ǫ ,
(3.37)
where we used the identity M3`N3 “ pM `NqpM2´MN `N2q, and the inequality (3.32)
with M “ pτ ´ pγ2 ` α3q1{2q1{3 and N “ ?α.
Thus using (3.5), (3.36) and (3.37), we obtain
X À|ξ|
ż l2`β
l1`β
|τ ´ γ|
p1` |ξ|3|τ2 ´ γ2|q1`ǫ dτ ` |ξ|
ż l2`β
l1`β
|γ ´ pγ2 ` α3q1{2 ` α3{2|
p1` |ξ|3|τ2 ´ γ2|q1`ǫ dτ
À 1|ξ|2 ` |ξ|
ż l2`β
l1`β
|γ ´ pγ2 ` α3q1{2 ` α3{2|
p1` |ξ|3|τ2 ´ γ2|q1`ǫ dτ.
(3.38)
In order to estimate the last integral, note that
|γ ´ pγ2 ` α3q1{2 ` α3{2|
p1` |ξ|3|τ2 ´ γ2|q1`ǫ “
|pγ ` α3{2q2 ´ pγ2 ` α3q|
p1` |ξ|3|τ2 ´ γ2|q1`ǫ
1
|γ ` α3{2 ` pγ2 ` α3q1{2|
“ 2|γ|α
3{2
p1` |ξ|3|τ2 ´ γ2|q1`ǫ
1
|γ ` α3{2 ` pγ2 ` α3q1{2| .
(3.39)
For α P p0, 1q one has pγ2 ` α3q1{2 ě |γ|. It follows that
γ ` α3{2 ` pγ2 ` α3q1{2 ě γ ` α3{2 ` |γ| ě α3{2. (3.40)
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Finally using (3.4), (3.38), (3.39) and (3.40) we deduce that
X À 1|ξ|2 ` |ξ|
ż l2`β
l1`β
|γ|
p1` |ξ|3|τ2 ´ γ2|q1`ǫ dτ À
1
|ξ|2 . (3.41)
Analogously as in the above case, we obtain L1 À 1, provided 0 ă ǫ ă 2s`115 .
Subcase d2.3) ∆ ă 0 : This case is similar with the case ∆ ą 0, for the sake of completeness
we make all details here. In this case |κ1| ă 2α3{2 and
t2 ` κ1t` α3 “pt` κ1
2
q2 ` α3 ´ κ
2
1
4
“pt` βq2 ` γ2,
(3.42)
where β “ κ1
2
and γ2 “ α3´β2 consequently β “ ˘pα3´γ2q1{2. We consider β “ pα3´γ2q1{2,
similar argument works if β “ ´pα3 ´ γ2q1{2. Considering a change of variable τ “ t` β in
(3.29), we get
X À|ξ|
ż l2`β
l1`β
|pτ ´ βq2{3 ´ α|
p1` |ξ|3|τ2 ` γ2|q1`ǫ dt
À|ξ|
ż l2`β
l1`β
|pτ ´ pα3 ´ γ2q1{2q2{3 ´ α|
p1` |ξ|3|τ2 ` γ2|q1`ǫ dt.
(3.43)
As l1 ď τ ´ β “ τ ´ pα3 ´ γ2q1{2 ď l2, analogously as above it is not difficult to see
|pτ ´ pα3 ´ γ2q1{2q2{3 ´ α|
p1` |ξ|3|τ2 ` γ2|q1`ǫ “
|pτ ´ pα3 ´ γ2q1{2q1{3 ´?α| |pτ ´ pα3 ´ γ2q1{2q1{3 `?α|
p1` |ξ|3|τ2 ` γ2|q1`ǫ
À |pτ ´ pα
3 ´ γ2q1{2q1{3 `?α|
p1` |ξ|3|τ2 ` γ2|q1`ǫ
“ |τ ´ pα
3 ´ γ2q1{2 ` α3{2|
p1` |ξ|3|τ2 ´ γ2|q1`ǫ
1
|M2 ´MN `N2|
À |τ ´ pα
3 ´ γ2q1{2 ` α3{2|
p1` |ξ|3|τ2 ` γ2|q1`ǫ
À |τ ` γ| ` | ´ γ ´ pα
3 ´ γ2q1{2 ` α3{2|
p1` |ξ|3|τ2 ` γ2|q1`ǫ ,
(3.44)
where we used the identity M3 `N3 “ pM `NqpM2 ´MN `N2q and the inequality (3.32)
with M “ pτ ´ pα3 ´ γ2q1{2q1{3 and N “ ?α.
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Thus combining (3.5), (3.43) and (3.44), we obtain
X À|ξ|
ż l2`β
l1`β
|τ ` γ|
p1` |ξ|3|τ2 ` γ2|q1`ǫ dt` |ξ|
ż l2`β
l1`β
|γ|
p1` |ξ|3|τ2 ` γ2|q1`ǫ dt
` |ξ|
ż l2`β
l1`β
|pα3 ´ γ2q1{2 ´ α3{2|
p1` |ξ|3|τ2 ` γ2|q1`ǫ dt
À 1|ξ|2 ` |ξ|
ż l2`β
l1`β
|pα3 ´ γ2q1{2 ´ α3{2|
p1` |ξ|3|τ2 ` γ2|q1`ǫ dt.
(3.45)
In order to estimate the last integral, note that
|pα3 ´ γ2q1{2 ´ α3{2|
p1` |ξ|3|τ2 ´ γ2|q1`ǫ “
|pα3 ´ γ2q ´ α3|
p1` |ξ|3|τ2 ´ γ2|q1`ǫ
1
|pα3 ´ γ2q1{2 ` α3{2|
ď γ
2
p1` |ξ|3|τ2 ´ γ2|q1`ǫ
1
α3{2
.
(3.46)
For α P p0, 1q, from definition of γ one has |γ| ď α3{2 ď 1. Using (3.4), (3.45) and (3.46),
it follows that
X À 1|ξ|2 ` |ξ|
ż l2`β
l1`β
|γ|
p1` |ξ|3|τ2 ´ γ2|q1`ǫ dt
À 1|ξ|2 .
(3.47)
The rest follows as in Case d2.2). 
The following result shows that the bilinear estimate proved in Lemma 3.2 is sharp.
Proposition 3.3. The bilinear estimates (3.7) and (3.8) fail to hold for any b P R whenever
s ă ´1{2.
Now we move to prove the trilinear estimates.
Proof of Proposition 2.3. We provide detailed proof of the estimate (2.7) only, the proof of
the estimate (2.8) follows analogously.
Let b “ 1
2
` ǫ and b1 “ ´1
2
` 2ǫ. Then using duality, the estimate (2.7) is equivalent to
}puvwqx}X
s,´ 1
2
`2ǫ
“ sup
hPX
´s,1
2
´2ǫ
ˇˇˇ ż
R2
puvwqxh
ˇˇˇ
À }u}X
s, 1
2
`ǫ
}v}Xα
s, 1
2
`ǫ
}w}Xα
s, 1
2
`ǫ
}h}X
´s, 1
2
´2ǫ
.
(3.48)
Using the relation
ş
fg “ ş f g “ ş pf pg “ ş pf qg “ ş pfpξqpgp´ξq, one hasˇˇˇ ż
R2
puvwqxh
ˇˇˇ
“
ˇˇˇ ż
R2
iξ
ż
ξ1`ξ2`ξ3“ξ
τ1`τ2`τ3“τ
rupξ1, τ1qrvpξ2, τ2q rwpξ3, τ3qrhp´ξ,´τqˇˇˇ
“
ˇˇˇ ż
ξ1`¨¨¨`ξ4“0
τ1`¨¨¨`τ4“0
ξ4 rupξ1, τ1qrvpξ2, τ2q rwpξ3, τ3qrhpξ4, τ4qˇˇˇ. (3.49)
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Using (3.49) in (3.48), we need to prove
ˇˇˇ ż
ξ1`¨¨¨`ξ4“0
τ1`¨¨¨`τ4“0
ξ4 rupξ1, τ1qrvpξ2, τ2q rwpξ3, τ3qrhpξ4, τ4qˇˇˇ À }u}X
s, 1
2
`ǫ
}v}Xα
s, 1
2
`ǫ
}w}Xα
s, 1
2
`ǫ
}h}X
´s, 1
2
´2ǫ
.
(3.50)
Let
}u}X
s, 1
2
`ǫ
“ }xξysxτ ´ ξ3y 12`ǫrupξ, τq}L2
ξτ
“: }f1}L2
ξτ
}v}Xα
s, 1
2
`ǫ
“ }xξysxτ ´ αξ3y 12`ǫrvpξ, τq}L2
ξτ
“: }f2}L2
ξτ
}w}Xα
s, 1
2
`ǫ
“ }xξysxτ ´ αξ3y 12`ǫ rwpξ, τq}L2
ξτ
“: }f3}L2
ξτ
}h}X
´s, 1
2
´2ǫ
“ }xξy´sxτ ´ ξ3y 12´2ǫrhpξ, τq}L2
ξτ
“: }f4}L2
ξτ
.
(3.51)
From (3.51) and (3.50), the matter reduces to proving
ˇˇˇ ż
ξ1`¨¨¨`ξ4“0
τ1`¨¨¨`τ4“0
ξ4 rf1pξ1, τ1q rf2pξ2, τ2q rf3pξ3, τ3q rf4pξ4, τ4q
xξ1ysxτ1 ´ ξ31y
1
2
`ǫxξ2ysxτ2 ´ αξ32y
1
2
`ǫxξ3ysxτ3 ´ αξ33y
1
2
`ǫxξ4y´sxτ4 ´ ξ34y
1
2
´2ǫ
ˇˇˇ
À Π4j“1}fj}L2
ξτ
.
(3.52)
So, we need to prove
ˇˇˇ ż
ξ1`¨¨¨`ξ4“0
τ1`¨¨¨`τ4“0
mpξ1, τ1, ¨ ¨ ¨ , ξ4, τ4qΠ4j“1 rfjpξj, τjqˇˇˇ À Π4j“1}fj}L2
ξτ
, (3.53)
where
mpξ1, τ1, ¨ ¨ ¨ , ξ4, τ4q :“ ξ4 xξ4y
s
xξ1ysxξ2ysxξ3ysxτ1 ´ ξ31y
1
2
`ǫxτ2 ´ αξ32y
1
2
`ǫxτ3 ´ αξ33y
1
2
`ǫxτ4 ´ ξ34y
1
2
´2ǫ
.
(3.54)
In this way, recalling the definition of the norm }m}r4;R2s of the multiplier m, the whole
matter reduces to showing that
}m}r4;R2s À 1. (3.55)
Note that ´ξ4 “ ξ1 ` ξ2 ` ξ3 ùñ xξ4y ď xξ1y ` xξ2y ` xξ3y. Therefore, considering
s` 1 “ s0 ` s1 with s1 ě 0, one can obtain
ξ4xξ4ys ď xξ4ys`1 À xξ4ys0
`xξ1ys1 ` xξ2ys1 ` xξ3ys1˘. (3.56)
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From (3.56) and (3.54), we get
m ď xξ4y
s0xξ1ys1
xξ1ysxξ2ysxξ3ysxτ1 ´ ξ31y
1
2
`ǫxτ2 ´ αξ32y
1
2
`ǫxτ3 ´ αξ33y
1
2
`ǫxτ4 ´ ξ34y
1
2
´2ǫ
` xξ4y
s0xξ2ys1
xξ1ysxξ2ysxξ3ysxτ1 ´ ξ31y
1
2
`ǫxτ2 ´ αξ32y
1
2
`ǫxτ3 ´ αξ33y
1
2
`ǫxτ4 ´ ξ34y
1
2
´2ǫ
` xξ4y
s0xξ3ys1
xξ1ysxξ2ysxξ3ysxτ1 ´ ξ31y
1
2
`ǫxτ2 ´ αξ32y
1
2
`ǫxτ3 ´ αξ33y
1
2
`ǫxτ4 ´ ξ34y
1
2
´2ǫ
“:J1 ` J2 ` J3.
(3.57)
If we take s0 “ 12 , then s1 “ s` 12 , so Ji, i “ 1, 2, 3 can be written as
J1 “ xξ4y
1
2 xξ1y 12
xξ2ysxξ3ysxτ1 ´ ξ31y
1
2
`ǫxτ2 ´ αξ32y
1
2
`ǫxτ3 ´ αξ33y
1
2
`ǫxτ4 ´ ξ34y
1
2
´2ǫ
“ xξ1y
1
2
xτ1 ´ ξ31y
1
2
`ǫxξ2ysxτ2 ´ αξ32y
1
2
`ǫ
xξ4y 12
xτ4 ´ ξ34y
1
2
´2ǫxξ3ysxτ3 ´ αξ33y
1
2
`ǫ
ď m1pξ1, τ1, ξ2, τ2qm1pξ4, τ4, ξ3, τ3q,
(3.58)
J2 “ xξ4y
1
2 xξ2y 12
xξ1ysxξ3ysxτ1 ´ ξ31y
1
2
`ǫxτ2 ´ αξ32y
1
2
`ǫxτ3 ´ αξ33y
1
2
`ǫxτ4 ´ ξ34y
1
2
´2ǫ
“ xξ4y
1
2
xτ4 ´ ξ34y
1
2
´2ǫxξ3ysxτ3 ´ αξ33y
1
2
`ǫ
xξ2y 12
xτ2 ´ αξ32y
1
2
`ǫxξ1ysxτ1 ´ ξ31y
1
2
`ǫ
ď m1pξ4, τ4, ξ3, τ3qm2pξ2, τ2, ξ1, τ1q,
(3.59)
J3 “ xξ4y
1
2 xξ3y 12
xξ1ysxξ2ysxτ1 ´ ξ31y
1
2
`ǫxτ2 ´ αξ32y
1
2
`ǫxτ3 ´ αξ33y
1
2
`ǫxτ4 ´ ξ34y
1
2
´2ǫ
“ xξ4y
1
2
xτ4 ´ ξ34y
1
2
´2ǫxξ2ysxτ2 ´ αξ32y
1
2
`ǫ
xξ3y 12
xτ3 ´ αξ33y
1
2
`ǫxξ1ysxτ1 ´ ξ31y
1
2
`ǫ
ď m1pξ4, τ4, ξ2, τ2qm2pξ3, τ3, ξ1, τ1q.
(3.60)
With all what we did above, using comparison principle, permutation and composition
properties (see respectively Lemmas 3.1, 3.3 and 3.7 in [18]), it is enough to bound }mj}r3;R2s,
j “ 1, 2, where
m1pξ1, τ1, ξ2, τ2q “ xξ1y
1
2
xτ1 ´ ξ31y
1
2
´2ǫxξ2ysxτ2 ´ αξ32y
1
2
`ǫ
, (3.61)
m2pξ1, τ1, ξ2, τ2q “ xξ1y
1
2
xτ1 ´ αξ31y
1
2
´2ǫxξ2ysxτ2 ´ ξ32y
1
2
`ǫ
. (3.62)
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With the argument presented in [18], proving }mj}r3;R2s À 1, j “ 1, 2 is equivalent respec-
tively to showing the following bilinear estimates
}uv}L2pR2q À }u}X
´
1
2
, 1
2
´2ǫ
}v}Xα
s, 1
2
`ǫ
, (3.63)
and
}uv}L2pR2q À }u}Xα
´
1
2
, 1
2
´2ǫ
}v}X
s, 1
2
`ǫ
. (3.64)
This equivalence can be proved using duality with similar calculations as the ones used to get
(3.53).
Recall that the estimates (3.63) and (3.64) for s ą ´1
2
are already proved in Lemma 3.2,
and this completes the proof of (2.7). 
Remark 3.4. For α “ 1, one has m1 “ m2 and in this case the bilinear estimate (3.64) and
thus the norm of m2 is proven to be bounded in [18] for all s ě 14 . Our interest here is to
consider 0 ă α ă 1.
3.2. Proof of the local well-posedness result. In this subsection we use the linear esti-
mates recorded in Section 2 and the trilinear estimates from Proposition 2.3 to sketch proof
of Theorem 1.1.
Proof of Theorem 1.1. We define spaces Zs,b :“ Xs,b ˆXαs,b and Y s :“ Hs ˆHs with norms
}pv,wq}Xs,bˆXαs,b :“ maxt}v}Xs,b , }w}Xαs,bu and similar for Y s. Let a ą 0 and consider a ball
in Zs,b given by
X
a
s “
 pv,wq P Zs,b; }pv,wq}Zs,b ă a(. (3.65)
As we are interested in finding local solution to the IVP (1.1), we define the following
application with the use of cut-off functions$’’&’’%
Φφrv,wsptq :“ ψ1ptqUptqφ´ ψδptq
ż t
0
Upt´ t1qBxpvw2qpt1q dt1,
Ψψrv,wsptq :“ ψ1ptqUαptqψ ´ ψδptq
ż t
0
Uαpt´ t1qBxpv2wqpt1q dt1.
(3.66)
We will show that, there exist a ą 0 and δ ą 0 such that the application Φ ˆ Ψ maps Xas
into Xas and is a contraction.
We start estimating the first component Φ. Using estimates (2.4), (2.5) from Lemma 2.1,
we have for s ą ´1
2
and θ :“ 1´ b` b1 ą 0,
}Φ}Xs,b ď C}φ}Hs `Cδθ}Bxpvw2q}Xs,b1 . (3.67)
Now, using the trilinear estimates from Proposition 2.3, one obtains
}Bxpvw2}Xs,b1 ď C}v}Xs,b}w}2Xαs,b . (3.68)
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Inserting (3.68) in (3.67), one gets
}Φ}Xs,b ď C}φ}Hs ` Cδθ}v}Xs,b}w}2Xαs,b
ď C}pφ,ψq}Y s ` Cδθ}pv,wq}3Zs,b .
(3.69)
In an analogous manner, it is not difficult to obtain
}Ψ}Xα
s,b
ď C}pφ,ψq}Y s ` Cδθ}pv,wq}3Zs,b . (3.70)
Therefore, from (3.69) and (3.70), we obtain
}pΦ,Ψq}Zs,b ď C}pφ,ψq}Y s ` Cδθ}pv,wq}3Zs,b . (3.71)
Let us choose a “ 2C}pφ,ψq}Y s , then from (3.71), we get
}pΦ,Ψq}Zs,b ď
a
2
`Cδθa3. (3.72)
Now, if we take δ ą 0 such that Cδθa2 ă 1
2
, then (3.72) yields
}pΦ,Ψq}Zs,b ď
a
2
` a
2
“ a. (3.73)
Therefore, the application Φ ˆ Ψ maps Xas into Xas . With the similar technique, one can
easily show that Φ ˆ Ψ is a contraction. Hence by a standard argument one can prove that
the IVP (1.1) is locally well-posed for initial data pφ,ψq P Y s for any s ą ´1
2
. Moreover, from
(3.73) and the choice of a, one has
}pΦ,Ψq}Zs,b ď C}pφ,ψq}Y s . (3.74)
The rest of the proof follows standard argument, so we omit the details. 
4. Failure of bilinear and trilinear estimates, and Ill-posedness
In this section we prove the failure of the trilinear estimates that are crucial in the argument
we used to obtain local well-posedness result using Bourgain’s spaces. Also we will prove the
failure of the bilinear estimate without derivative that plays a fundamental role in the proof of
the trilinear estimates. Finally, we prove ill-posedness result by showing that the application
data-solution is not C3 at the origin for initial data with Sobolev regularity below ´1
2
. To
obtain these negative results we construct counter examples exploiting the lack of cancellation
in the resonance relation when 0 ă α ă 1.
SHARP WELL-POSEDNESS 21
4.1. Failure of trilinear estimates. We start by recording two elementary results about
convolution that we use to prove the failure of trilinear estimate.
Lemma 4.1. Let Rj :“ raj , bjs, j “ 1, ¨ ¨ ¨ , n be intervals of size |Rj | “ bj ´ aj “ N . Then
}χR1 ˙ χR2 ˙ ¨ ¨ ¨ ˙ χRn}L2 „ Nn´
1
2 “ |Rj|n´
1
2 . (4.1)
Proof. First note that
yχRj pξq „ ż bj
aj
e´iξxdx “ 2
ξ
e´iξ
aj`bj
2 sin
`bj ´ aj
2
ξ
˘
. (4.2)
Now, using Plancherel’s identity
}χR1 ˙ χR2 ˙ ¨ ¨ ¨ ˙ χRn}L2 „ }
sinnpN
2
ξq
ξn
}L2 „ Nn´
1
2 . (4.3)

Lemma 4.2. Let Rj :“ raj , bjsˆrcj , djs Ă R2, j “ 1, ¨ ¨ ¨ , n be rectangles such that bj´aj “ N
and dj ´ cj “M . Then
}χR1 ˙ χR2 ˙ ¨ ¨ ¨ ˙ χRn}L2pR2q „ pNMqn´
1
2 “ |Rj|n´
1
2 . (4.4)
Proof. The proof follows by using Fubini’s Theorem
ĄχRj pξ, τq “ {χraj ,bj spξq{χrcj ,djspτq,
followed by Lemma 4.1. 
Now prove the result on the failure of the trilinear estimates stated in Proposition 1.2.
Proof of Proposition 1.2. We give details of the proof for the failure of (1.5) whenever s ă ´1
2
and 0 ă α ă 1. The proof of (1.6) follows analogously.
In fact, we will prove a general result showing that
}Bxpu1u2u3q}Xs,b1 À }u1}Xs,b}u2}Xαs,b}u3}Xαs,b (4.5)
fails to hold whenever s ă ´1
2
by constructing a counter example.
Using definition of the Xs,b-norm and Plancherel’s identity, the estimate (4.5) is equivalent
to proving
}Tspf, g, hq}L2
ξ
L2τ
ď }f}L2pR2q}g}L2pR2q}h}L2pR2q, (4.6)
where
Tspf, g, hq :“
›››xξysxτ ´ ξ3yb1ξ ż
R4
rfpξ1, τ1qrgpξ2, τ2qrhpξ3, τ3q
xξ1ysxτ1 ´ ξ31ybxξ2ysxτ2 ´ αξ32ybxξ3ysxτ3 ´ αξ33yb
›››
L2
ξτ
, (4.7)
with ξ3 “ ξ ´ ξ1 ´ ξ2, τ3 “ τ ´ τ1 ´ τ2, andrfpξ, τq :“ xξysxτ ´ ξ3ybĂu1pξ, τq
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rgpξ, τq :“ xξysxτ ´ αξ3ybĂu2pξ, τqrhpξ, τq :“ xξysxτ ´ αξ3ybĂu3pξ, τq.
Let c1, c2 and c3 be three constants satisfying
c1 ` c2 ` c3 “ 1
c31 ` αc32 ` αc33 “ 1.
(4.8)
Consider three rectangles R1, R2 and R3 with centres at pc1N, pc1Nq3q, pc2N,αpc2Nq3q and
pc3N,αpc3Nq3q respectively, and each with dimension N´2 ˆ 1. Now, considerrf “ χR1 , rg “ χR2 , rh “ χR3 .
It is easy to show that
}f}L2pR2q “ }g}L2pR2q “ }h}L2pR2q “ N´1. (4.9)
Also,
|ξ1 ´ c1N | ď N
´2
2
, |τ1 ´ pc1Nq3| ď 1
2
(4.10)
and
|ξj ´ cjN | ď N
´2
2
, |τj ´ αpcjNq3| ď 1
2
, j “ 2, 3. (4.11)
For pξ, τq P R1 `R2 `R3, using (4.8), (4.10) and (4.11), it is easy to prove that
|ξ ´N | À N´2, and |τ ´ ξ3| À 1. (4.12)
In fact, the first estimate in (4.12) is a consequence of
|ξ ´N | “ |ξ1 ´Nc1 ` ξ2 ´Nc1 ` ξ3 ´Nc3|
and the second estimate is a consequence of
|τ ´ ξ3| “|τ ´N3 `N3 ´ ξ3|
“|τ1 ´ pNc1q3 ` τ2 ´ αpNc2q3 ` τ3 ´ αpNc3q3 ` pN ´ ξqpN2 `Nξ ` ξ2q|.
As a result, for pξ, τq P R1 ` R2 ` R3 we have |ξ| „ N and xτ ´ ξ3y „ 1. Also, it is not
difficult to show that |ξj| „ N , j “ 1, 2, 3, and xτ1 ´ ξ31y „ 1 and xτj ´ αξ3j y „ 1, j “ 2, 3.
Finally, using above considerations in (4.6), we obtain›››N s`1 ż
R4
χR1pξ1, τ1qχR2pξ2, τ2qχR3pξ3, τ3q
N3s
›››
L2
ξτ
À N´3
which is equivalent to
N´2s`1
››χR1 ˙ χR2 ˙ χR3››L2
ξτ
À N´3. (4.13)
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Now, using estimate (4.4) from Lemma 4.2 with n “ 3 and |Rj | “ N´2, the estimate (4.13)
yields
N´2s`1N´5 À N´3 ðñ N´2s´1 À 1. (4.14)
If we choose N large, the estimate (4.14) fails to hold whenever s ă ´1
2
, and this completes
the proof of the theorem. 
4.2. Failure of bilinear estimates. Now we prove the failure of bilinear estimates (3.7)
and (3.8) stated in Lemma 3.2 whenever s ă ´1
2
. The following proposition shows that the
bilinear estimate (3.7) fails for s ă ´1
2
. The proof of the failure of (3.8) is analogous.
Proposition 4.3. Let 0 ă α ă 1 and s ă ´1
2
, then the following bilinear estimate
}uv}L2pR2q À }u}Xα
´
1
2
,1
2
´2ǫ
}v}X
s, 1
2
`ǫ
(4.15)
fails to hold.
Proof. Using Plancherel’s identity, the estimate (4.15) is equivalent to showing that
Bspf, gq :“
››› ż
R2
xξ2y1{2fpξ2, τ2qgpξ1, τ1q
xξ1ysxτ1 ´ ξ31y
1
2
`ǫxτ2 ´ αξ32y
1
2
´2ǫ
dξ1dτ1
›››
L2
ξτ
pR2q
ď }f}L2pR2q}g}L2pR2q, (4.16)
where rfpξ, τq “ xξy´ 12 xτ ´ αξ3y 12´2ǫrupξ, τq, rgpξ, τq “ xξysxτ ´ ξ3y 12`ǫrvpξ, τq, ξ2 “ ξ ´ ξ1 and
τ2 “ τ ´ τ1.
We will construct functions f and g for which the estimate (4.16) fails to hold when s ă ´1
2
.
For this, let c1, c2 be two numbers such that
c1 ` c2 “ 1, αc31 ` c32 “ 1. (4.17)
Consider two rectangles R1 andR2 with centres respectively at pc1N,αpc1Nq3q, and pc2N, pc2Nq3q,
and each with dimension N´2ˆ 1. Now, consider f and g defined via their Fourier transform
rg “ χR1 , rf “ χR2 .
It is easy to see that
}f}L2pR2q “ }g}L2pR2q “ N´1. (4.18)
Also,
|ξ1 ´ c1N | ď N
´2
2
, |τ1 ´ αpc1Nq3| ď 1
2
(4.19)
and
|ξ2 ´ c2N | ď N
´2
2
, |τ2 ´ pc2Nq3| ď 1
2
. (4.20)
Using (4.17), (4.19) and (4.20), it is easy to prove that,
pξ, τq P R1 `R2 ùñ |ξ ´N | À N´2 and |τ ´ ξ3| À 1.
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Consequently, we have |ξ| „ N and xτ ´ ξ3y „ 1 for pξ, τq P R1 ` R2. Also, one can prove
that |ξj | „ N and xτ1 ´ αξ31y „ 1 and xτ2 ´ ξ2y „ 1.
With these considerations, we get from (4.16)
Bspf, gq „
›››N 12´s ż
R2
χR1pξ1, τ1qχR2pξ2, τ2qdξ1dτ1
›››
L2
ξτ
pR2q
„ N 12´s}χR1 ˙ χR2}L2pR2q
“ N 12´s|Rj |2´
1
2 “ N´ 52´s.
(4.21)
Now, using (4.18) and (4.21) in (4.16),
N´
5
2
´s À N´2 ðñ N´ 12´s À 1. (4.22)
If we choose N large, the estimate (4.22) fails to hold whenever s ă ´1
2
, and this completes
the proof of the theorem. 
4.3. Ill-posedness result. In this subsection , we consider the ill-posedness issue for the
IVP (1.1). We start with the following result which is the main ingredient to prove the
ill-posedness result stated in Theorem 1.3.
Proposition 4.4. Let s ă ´1
2
, 0 ă α ă 1 and T ą 0. Then there does not exist a space
XsTˆXsT continuously embedded in Cpr0, T s;HspRqqˆCpr0, T s;HspRqq such that the estimates
}pUptqφ,Uαptqψq}Xs
T
ˆXs
T
À }pφ,ψq}HsˆHs , (4.23)
and ›››pΦ3,Ψ3q›››
Xs
T
ˆXs
T
À }pv,wq}3Xs
T
ˆXs
T
, (4.24)
hold true, where
Φ3 :“ ´6
ż t
0
Upt´ t1qBxrvw2spt1qdt1
Ψ3 :“ ´6
ż t
0
Uαpt´ t1qBxrv2wspt1qdt1.
Proof. The proof follows a contradiction argument. If possible, suppose that there exists a
space XsT ˆ XsT that is continuously embedded in Cpr0, T s;HspRqq ˆ Cpr0, T s;HspRqq such
that the estimates (4.23) and (4.24) hold true. If we consider v “ Uptqφ and w “ Uαptqψ,
then from (4.23) and (4.24), we get
}Φ3}Hs ď
›››pΦ3,Ψ3q›››
HsˆHs
À }pφ,ψq}3HsˆHs , (4.25)
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where
Φ3 :“ ´6
ż t
0
Upt´ t1qBx
“
Upt1qφpUαpt1qψq2‰dt1
Ψ3 :“ ´6
ż t
0
Uαpt´ t1qBx
“pUpt1qφq2Uαpt1qψ‰dt1. (4.26)
The main idea to complete the proof is to find an appropriate initial data pφ,ψq for which
the estimate (4.25) fails to hold whenever s ă ´1
2
.
Let N " 1, γ “ γpNq to be chosen later such that 0 ă γ ! 1. Let us consider φ, ψ defined
via Fourier transform pφpξq “ γ´ 12N´sχR1pξq (4.27)
and pψpξq “ γ´ 12N´s“χR2pξq ` χR3pξq‰ “ γ´ 12N´sP pξq, (4.28)
where
Rjpξq “ tξ : |ξ ´ cjN | ď γu, j “ 1, 2, 3 (4.29)
with constants cj satisfying
c1 ` c2 ` c3 “ 1, c31 ` αc32 ` αc33 “ 1. (4.30)
In view of the definition of unitary groups U and Uα, and choices of φ and ψ respectively
in (4.27) and (4.28), we have{Uαptqψpξq “ eiαtξ3 pψpξq “ γ´ 12N´seiαtξ3P pξq, (4.31)
and {Uptqφpξq “ eitξ3 pφpξq “ γ´ 12N´seitξ3χR1pξq. (4.32)
Let Φ1 :“ Uptqφ and Ψ1 :“ Uαptqψ. Taking Fourier transform in (4.26), we obtain
xΦ3pξ, tq “ ´6 ż t
0
eipt´t
1qξ3iξ
ż
R2
xΨ1pξ ´ ξ1 ´ ξ2qxΨ1pξ2qxΦ1pξ1qdξ1dξ2dt1
xΨ3pξ, tq “ ´6 ż t
0
eipt´t
1qαξ3 iξ
ż
R2
xΦ1pξ ´ ξ1 ´ ξ2qxΦ1pξ2qxΨ1pξ1qdξ1dξ2dt1. (4.33)
Let ξ3 “ ξ ´ ξ1 ´ ξ2. For the choices of φ and ψ, using the relations (4.31) and (4.32) in
(4.33), we get
xΦ3pξ, tq “ ´6eitξ3iξ ż t
0
e´it
1ξ3
ż
R2
γ´
3
2N´3seit
1pξ3
1
`αξ3
2
`αξ3
3
qχR1pξ1qP pξ2qP pξ3qdξ1dξ2dt1
“ ´6eitξ3iξγ´ 32N´3s
ż
R2
χR1pξ1qP pξ2qP pξ3q
ż t
0
eit
1pξ3
1
`αξ3
2
`αξ3
3
´ξ3qdt1dξ1dξ2
“ ´6eitξ3iξγ´ 32N´3s
ż
R2
χR1pξ1qP pξ2qP pξ3q
eitA ´ 1
iA
dξ1dξ2,
(4.34)
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where A :“ ξ31 ` αξ32 ` αξ33 ´ ξ3.
To continue with the proof we need the following lemmas.
Lemma 4.5. Let N " 1, 0 ă γ ! 1, |ξ ´N | ď γ, ξ1 P R1 and Rj , j “ 1, 2, 3 as defined in
(4.29), then
pξ1, ξ2, ξ3q P R1 ˆR2 ˆR3,
or
pξ1, ξ2, ξ3q P R1 ˆR3 ˆR2.
Proof. We prove it using contradiction argument. If possible, suppose that pξ1, ξ2, ξ3q R
R1 ˆR2 ˆR3 and pξ1, ξ2, ξ3q R R1 ˆR3 ˆR2. It means, one can get two members of tξ2, ξ3u
belonging to the same rectangle. For simplicity of exposition, let us consider the case when
ξ1 P R1 and ξ2, ξ3 P R2 (the other case can be handled analogously.) Therefore, by definition
|ξ1 ´ c1N | ď γ, |ξ2 ´ c2N | ď γ and |ξ3 ´ c2N | ď γ.
Noting that ξ “ ξ1 ` ξ2 ` ξ3 and using the first relation in (4.30), we get
|ξ ´N | “ |ξ1 ` ξ2 ` ξ3 ´ pc1N ` c2N ` c3Nq|
“ |ξ1 ´ c1N ` ξ2 ´ c2N ` ξ3 ´ c2N ` pc1 ´ c2qN |
ě |c1 ´ c2|N ´ 3γ
ě 1
2
|c1 ´ c2|N,
if we choose γ ď 1
6
|c1 ´ c2|N . From last expression we obtain that |ξ ´ N | Á N which
contradicts the fact that |ξ ´N | ď γ. 
Lemma 4.6. Let N " 1, 0 ă γ ! 1 and A be as defined in (4.34), |ξ ´N | ď γ and
pξ1, ξ2, ξ3q P R1 ˆR2 ˆR3
or
pξ1, ξ2, ξ3q P R1 ˆR3 ˆR2.
Then one has
|ξ3 ´N3| À γN2, and |A| ď γN2. (4.35)
Proof. As |ξ| „ N , one has |ξ3 ´ N3| “ |ξ ´ N ||ξ2 ` ξN ` N2| ď 3γN2, which implies the
first inequality in (4.35).
Now we move to prove the second inequality in (4.35). We have
|ξ1 ´ c1N | ď γ, |ξ2 ´ c2N | ď γ and |ξ3 ´ c3N | ď γ (4.36)
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or
|ξ1 ´ c1N | ď γ, |ξ2 ´ c3N | ď γ and |ξ3 ´ c2N | ď γ (4.37)
and consequently |ξj | „ N for all j “ 1, 2, 3.
Now, using the second condition in (4.30) and (4.36)
|A| “ |ξ31 ` αξ32 ` αξ33 ´N3 `N3 ´ ξ3|
ď |ξ31 ` αξ32 ` αξ33 ´ pc1Nq3 ´ αpc2Nq3 ´ αpc3Nq3| ` |N3 ´ ξ3|
ď |ξ31 ´ pc1Nq3| ` α|ξ32 ´ pc2Nq3| ` α|ξ33 ´ pc2Nq3| ` γN2
À γN2.
(4.38)
Similarly using (4.37), we also have |A| À γN2. 
The following Lemma was proved in [15].
Lemma 4.7. Let R and R˜ be rectangles centered at a and b whose dimensions are 2α. Let
R0 be the translate of R centered at a` b. Then we have
χR ˚ χR˜pξq ě αχR0pξq “
1
2
|R|χR0pξq.
Lemma 4.8. Let Rj , j “ 1, 2, 3 be rectangles centered at aj, j “ 1, 2, 3 each with dimension
2α. Let R0 be the translate of R1 centered at a1 ` a2 ` a3. Then we have
χR1 ˚ χR2 ˚ χR3pξq ě α2χR0pξq “
|R1|2
4
χR0pξq.
Proof. Using the definition of convolution and Lemma 4.7 we obtain
χR1 ˚ χR2 ˚ χR3pξq “
ż
R1
χR2 ˚ χR3pξ1 ´ ξqdξ1
ě
ż
R1
αχR˜0pξ1 ´ ξqdξ1
“αχR1 ˚ χR˜0pξq
ěα2χR0pξq,
(4.39)
where R˜0 be the translate of R2 centered at a2 ` a3 and R0 be the translate of R1 centered
at a1 ` a2 ` a3 and pξ1, ξ2, ξ3q P R1 ˆR2 ˆR3. 
Now, we retake the proof of Proposition 4.4. We choose N " 1 and γ “ γpNq “ ǫN´2, for
ǫ ą, so that |A| À ǫ. With this choice, we have, for any t ą 0ˇˇˇ
eitA ´ 1
A
ˇˇˇ
“
ˇˇˇcos tA´ 1
A
` isin tA
A
ˇˇˇ
ě
ˇˇˇsin tA
A
ˇˇˇ
ě t
2
.
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Therefore if |ξ ´N | ď γ, from (4.34) and Lemma 4.5, we obtain
|xΦ3pξ, tq| Á |ξ|γ´ 32N´3s ˇˇˇ ż
R2
χpξ1qP pξ2qP pξ3qe
itA ´ 1
iA
dξ1dξ2
ˇˇˇ
Á |ξ|γ´ 32N´3st
ˇˇˇ
χR1 ˙ χR2 ˙ χR3pξq
ˇˇˇ
.
(4.40)
Now, we move to calculate the Hs-norm of Φ3, using Lemma 4.8 we obtain
}Φ3}Hs “ }xξysxΦ3pξ, tq}L2pRq ě }xξysxΦ3pξ, tq}L2p|ξ´N |ďγq
Á N sNγ´ 32N´3st
›››χR1 ˙ χR2 ˙ χR3pξq}L2p|ξ´N |ďγq
Á N1´2sγ´ 32 t
›››γ2χ|ξ´N |ďγpξq›››
L2p|ξ´N |ďγq
Á N1´2sγ 12 tˇˇt|ξ ´N | ď γuˇˇ 12
Á N1´2sγt,
(4.41)
where in the last step of above inequality used
ˇˇt|ξ ´N | ď γuˇˇ „ γ.
Therefore, for the choice of γ “ γpNq “ ǫN´2 we get from (4.41) that
}Φ3}Hs Á N´1´2stǫ. (4.42)
On the other hand, we have
}pφ,ψq}HsˆHs “ }ψ}Hs „ 1. (4.43)
In view of (4.42) and (4.43), we can conclude that the estimate (4.25) fails to hold when
s ă ´1
2
. 
Now, we prove the ill-posedness result stated in Theorem 1.3.
Proof of Theorem 1.3. For pφ,ψq P HspRq ˆHspRq, consider the Cauchy problem$’’’&’’’%
Btv ` B3xv ` Bxpvw2q “ 0,
Btw ` αB3xw ` Bxpv2wq “ 0,
vpx, 0q “ δφ, wpx, 0q “ δψ,
(4.44)
where δ ą 0 is a parameter. The solution pvpx, tq, wpx, tqq :“ pvδpx, tq, wδpx, tqq of the IVP
(4.44) depends on the parameter δ. The equivalent integral equation can be written as$&%vpt, δq “ δUptqφ ´
şt
0
Upt´ t1qBxpvw2qpt1qdt1
wpt, δq “ δUαptqφ´ şt
0
Uαpt´ t1qBxpv2wqpt1qdt1,
(4.45)
where Uptq and Uαptq are the unitary groups describing the solution of the linear part of the
IVP (4.44). Note that, by uniqueness of solution we have v0px, tq “ 0 “ w0px, tq.
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Differentiating (4.45) with respect to δ and evaluating at δ “ 0 we get$&%Bδvpt, 0q “ Uptqφ “: Φ1Bδwpt, 0q “ Uαptqψ “: Ψ1. (4.46)
B2δvpt, 0q “ 0 “ B2δwpt, 0q. (4.47)$&%B3δvpt, 0q “ ´6
şt
0
Upt´ t1qBx
“
Φ1pΨ1q2
‰pt1qdt1 “: Φ3
B3δwpt, 0q “ ´6
şt
0
Uαpt´ t1qBx
“pΦ1q2Ψ1‰pt1qdt1 “: Ψ3. (4.48)
If the flow-map is C3 at the origin fromHspRqˆHspRq to Cpr´T, T s;HspRqqˆCpr´T, T s;HspRqq,
we must have
}pΦ3,Ψ3q}L8
T
HspRqˆHspRq À }pφ,ψq}3HspRqˆHspRq. (4.49)
But from Proposition 4.4 we have seen that the estimate (4.49) fails to hold for s ă ´1
2
if
we consider φ and ψ given respectively by (4.27) and (4.28), and this completes the proof of
the theorem. 
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