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ABSTRACT

COMPLEXITY AND ENTANGLEMENT
IN QUANTUM GRAVITY

Arjun Kar
Vijay Balasubramanian

We present a collection of recent results concerning quantum information theory applied
to quantum gravity. We first study the entanglement structure of Euclidean path integral
states in SU (2) Chern-Simons theory, where we elucidate a connection between topological entanglement and quantum mechanical entanglement. We prove that the topology
of certain three-manifolds controls the entanglement structure of the resulting quantum
state, and conjecture a more general relationship for arbitrary three-manifolds. We then
analyze the quantum circuit complexity of the time evolution operator in the SachdevYe-Kitaev model, a theory of near-extremal black hole microstates. We find that this
complexity grows linearly for a time exponential in the entropy, modulo a caveat concerning global obstructions to the growth of the distance function along geodesics, which
we do not rule out. This constitutes a partial proof of Susskind’s conjecture about the
complexity growth of black holes. Finally, we address the black hole information paradox
in three dimensions by considering a toy model of black hole microstates in the form
of an end-of-the-world brane. This brane carries a quantum theory which is itself holographic, and we compute entanglement entropies in the glued dual geometry by using a
Ryu-Takayanagi formula where the minimal entropy surface can pass through the gluing
surface.
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Chapter 1

Introduction
Physics seeks to understand the relevant variables and principles which govern the evolution of natural systems at various length scales. Though the physics of the Enlightenment
focused on length scales relatively close to our own (as these scales allow for the simplest
experiments), the first physicists of antiquity wanted to understand the building blocks
of matter and the mechanics of the universe. In other words, they wanted to understand
physics at the smallest and largest length scales, those scales which are “fundamental”.
Fundamental scales present an enormous experimental challenge, but over the twentieth
century we have come to understand that these scales are governed by just two principles:
quantum mechanics and general relativity.1

1.1

String theory

Though it is sometimes claimed that quantum mechanics and general relativity are incompatible, this could not be further from the truth. Indeed, a mathematically consistent framework which unifies them, known as string theory, emerged in the 1970’s [129].
Though string theory may not be the unique theory of quantum gravity, it is (at the time
of writing) the only one which is both well-defined and reproduces quantum mechanics
at small scales and general relativity at large scales. And, though we do not yet have the
engineering capability to perform a test of this theory, it is certainly testable and makes
nontrivial predictions about nature which are not a consequence of quantum mechanics
or general relativity by themselves.
1

In a strange bit of irony, as we have gained control over the most extreme length scales we have
actually lost control of scales closer to our own. Far from fundamental scales, emergent phenomena can
render the truly fundamental set of variables and principles essentially useless [12]. All other branches of
science, which by now have far eclipsed the fundamental physics branch in both number of practitioners
and impact on quality of life, are based on this idea of emergence, and seek to understand such phenomena
in their own ways.

1

While quantum field theory (which unifies quantum mechanics and special relativity)
allows many consistent models with a wide variety of choices for particles and interactions, in string theory the rules are considerably more stringent. String theory always
contains two different types of strings: open strings and closed strings. Open strings
have two endpoints which must be affixed to some hypersurface by a choice of boundary conditions, and closed strings are circles which can move freely in spacetime. These
one-dimensional objects move through spacetime, and their motion traces out a twodimensional worldsheet. Minimizing the proper area of the worldsheet is a dynamical
principle which dictates how the string can fluctuate, just as minimizing the action of a
field theory dictates how the fields may fluctuate.2 Roughly speaking, this minimization
principle implies that strings vibrate with certain frequencies, and these frequencies correspond to different fundamental particles like the photon, electron, and graviton. Thus,
all particles in nature are predicted by the worldsheet fluctuations of these two types
of strings, and in string theory there are no free parameters analogous to quantum field
theory coupling constants.
Our understanding of perturbative quantum gravity, or the fixed-background scattering theory of elementary particles including the graviton, is described in string theory by
a sum over different string worldsheet topologies (see [104, 105] for a pedagogical review).
This sum is exactly analogous to the sum over Feynman diagrams originally formulated
to describe the quantum theory of electromagnetic fields. Indeed, in the limit of zero
string length, the string worldsheet series reduces to the Feynman diagram series. However, unlike in quantum field theory, string scattering amplitudes are completely free of
divergences and do not need to be renormalized.3 To see this, consider the source of
divergences in quantum field theory: Feynman diagrams with virtual particle loops. In
calculating the contribution of such loop diagrams to particle scattering, we must integrate over the positions of the endpoints of the loop. Since the position-space form of the
Feynman propagator in d dimensions is
1
,
(1.1.1)
GF (x − y) ∼
|x − y|d−2
integrals such as the ones appearing in a one-loop amplitude
Z
dxdy GF (x1 − x)GF (x − y)2 GF (y − x2 ),

(1.1.2)

can diverge in the region of integration where the loop endpoints x and y come very
close to each other, x ≈ y, since GF (x − y) diverges there for large enough d. This
2

Recall that, for example, the action for a four-dimensional electromagnetic field is S =
R 4
d xFµν F µν , and the quantization of this action leads to a quantum theory of photons, which are
R
fluctuations of the electromagnetic field. The string action is simply S = dA, where dA is the area
element on the string worldsheet embedded in some background spacetime.
3
Our presentation of this fact follows the illuminating discussion in [138].
− 41
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general mechanism is responsible for ultraviolet divergences in all quantum field theories,
including gauge theories like electrodynamics. In string theory, the analog of the one-loop
diagram is the torus diagram, and the analog of integrating over loop endpoint positions
is integrating over all shapes and sizes of the torus. The shape and size of the torus is
controlled by its metric tensor, a 2-by-2 symmetric matrix of three independent functions:
!
h11 (x) h12 (x)
h(x) =
,
(1.1.3)
h12 (x) h22 (x)
where x is the coordinate on the torus. Since we are only concerned with shape and
size, which are coordinate-invariant notions, we should not integrate over all metrics h
but rather only over metrics which are not related by a coordinate transformation. An
infinitesimal coordinate transformation of the torus can be written as
xi → xi + i (x),

(1.1.4)

with i = 1, 2 and two independent functions 1 (x) and 2 (x). Furthermore, we are interested in shape and size only up to an overall local stretching of the torus, and so we
consider two metrics h and h0 the same if they are related by
h0 (x) = e2σ(x) h(x),

(1.1.5)

for some function σ. Such transformations are called Weyl transformations, and Bernhard
Riemann showed in the 1800’s that the space of two dimensional metrics h modulo coordinate and Weyl transformations is actually finite dimensional. In the case of the torus,
it is actually two-dimensional, parametrized by a single complex variable τ taking values
in the complex upper half plane. Now, the only potential source of divergence in the
torus diagram is the limit where τ → 0 and the torus degenerates into a circle. However,
the torus string worldsheet has an extra symmetry: interchanging the two cycles of the
torus, which sends τ → −1/τ . In other words, we may imagine the very thin torus as
a long string propagating for a very short time or as a very small string propagating for
a relatively long time. And, crucially, the region τ → i∞ contains no UV divergence,
so by using the exchange symmetry we conclude that the τ → 0 limit contains no UV
divergence either. Thus, due to the worldsheet cycle exchange symmetry, there are no
torus diagram divergences in string theory, and indeed by similar mechanisms there are no
ultraviolet divergences whatsoever. Such divergences simply do not exist in the relevant
moduli spaces over which we must integrate to produce amplitudes; instead, physics in all
limiting regions of integration is controlled by the low energy, long wavelength behavior
of the lightest string states. Thus, in string theory, all fundamental interactions between
particles are more or less under control and calculable.
3

Understanding aspects of quantum gravity which go beyond the realm of particles,
or non-perturbative quantum gravity, is a much more difficult issue. The starting point
in trying to understand non-perturbative quantum gravity through string theory is the
realization that string theory is not just a theory of strings. Instead, there are extended
objects known as Dirichlet branes (D-branes) which have their own dynamics and act as
the aforementioned hypersurfaces on which open strings may end [106]. D-branes can
have a variety of dimensions, and a brane which has spatial dimension p is referred to as
a Dp-brane. For example, a D3-brane fills three dimensions of space and also propagates
in time, so it generates a four-dimensional worldvolume just as a fundamental string has
one spatial dimension and sweeps out a two-dimensional worldsheet. In string theory,
the dynamics of D-branes are described by the emission and absorption of strings. The
simplest process which contributes to D-brane dynamics is the cylinder diagram, where
both ends of the cylinder are attached to the brane. This diagram has an open string
interpretation, where the open string endpoints are attached to the brane and move in a
circular path. It also has a closed string interpretation, where the closed string is emitted
from the brane and absorbed some time later. In both of these scenarios, the worldsheet
takes the form of a cylinder with boundaries attached to the brane. This similarity persists
at a mathematical level and is an example of “open-closed duality”, where the open string
interpretation is in fact equivalent to the closed string interpretation.

1.2

Holography

In the string theory picture, D-branes are extended objects which may fluctuate by emitting or absorbing strings. As we saw, there are both open and closed string interpretations
of these D-brane fluctuations. Similarly, in a low energy approximation, there are two
effective descriptions of D-brane dynamics. These two effective descriptions descend directly from the open string and closed string interpretations of worldsheet configurations.
In both of the effective descriptions, the specific low energy limit involves a decoupling
between open and closed strings. In a more general context, open strings can interact
with closed strings. But, in a decoupling limit, open strings only interact with other open
strings and closed strings only interact with other closed strings. This decoupling allows
us to focus on the dynamics of the D-branes and to consistently ignore the dynamics
of the flat space closed string theory that exists away from the branes (recall that open
strings must be anchored on a brane, so only closed strings can propagate through an
empty space without branes). The open string interpretation of D-brane dynamics, at low
energy, is a quantum field theory living on the flat worldvolume of the D-brane. This flatspace quantum field theory is much like the Standard Model which describes our world;
it has gauge fields, fermions, and a host of other particles. The one crucial difference is
4

that this theory has no natural length scale; this implies, for example, that all particles in
the theory are massless. This property survives at the quantum level, and such theories
are called conformal field theories (CFTs).4 The closed string interpretation of D-brane
dynamics, at low energy, is a supergravity theory in the full 10-dimensional spacetime.5
Supergravity is a gravitational theory similar to general relativity, but with many different
types of particles. In the supergravity description, we solve Einstein’s equations in the
presence of the D-branes. As we are interested in their effective dynamics, we analyze the
solution very near to the position of the branes. Nearby the branes, their presence induces
a negative cosmological constant term, which modifies tbe vacuum Einstein’s equations
to read
Gµν = Λgµν ,
(1.2.1)
where G is the Einstein tensor, g is the metric tensor, and Λ < 0 is the cosmological
constant. So, the effective closed string description of the D-brane dynamics is a supergravity theory with negative cosmological constant. Any solution of Einstein’s equations
with such a cosmological constant will be asymptotically similar to anti-de Sitter space
(AdS).6 Due to the existence of open-closed duality, it is natural to conjecture that the
flat-space CFT and asymptotically AdS supergravity descriptions of D-brane dynamics
are equivalent. What is less natural, however, is for this duality to extend far beyond the
low energy supergravity regime. Nevertheless, the strongest statement of the AdS/CFT
correspondence is that the flat-space CFT description of D-brane dynamics is equivalent
to a closed string theory in asymptotically AdS space, rather than just the low energy
supergravity limit of this closed string theory.
There are two reasons why we might believe this much stronger statement of holography, which equates a quantum gauge theory with a string theory. The first is an old
argument due to ’t Hooft relating the perturbative expansions of gauge theories and string
theories [125], and the second is a more subtle idea involving the gravitational redshift
which appeared in Maldacena’s original proposal of the AdS/CFT correspondence [84].
Here we describe the redshift argument, as it is cleaner and less technical. As is familiar
from classical physics, and observer moving away from the source of waves will experience
a decreased frequency (a frequency which is shifted toward the red region of the visible
spectrum) when compared to a stationary observer. In general relativity, there is another
source of this “redshift”, which affects photons which need to travel up a gravitational
4

Conformal field theories are the fixed points of renormalization group flow, so a Feynman diagram
calculation of the β-function will yield zero in these theories.
5
Famously, critical superstring theories must live in 10 spacetime dimensions. In colloquial terms, one
way to phrase the reason for this restriction is that otherwise the laws of special relativity are broken at
the quantum level.
6
AdS is the maximally symmetric Lorentzian space of constant negative curvature.
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potential well before reaching an observer. A subtle fact about AdS spacetime is that
AdS, in a sense, is itself a gravitational potential well. With this in mind, imagine we
are observing a stack of D-branes from very far away. The low energy dynamics in the
open string picture are, as we have discussed, described by a CFT. The dynamics close to
the brane stack, in the closed string picture, is supergravity in AdS. However, from our
point of view very far away, supergravity excitations must climb up the AdS gravitational
potential before reaching us. So, excitations deep in the AdS region can have an enormous
amount of proper energy (i.e. energy in their own frame of reference), but the asymptotic
observer will measure only a small amount of energy. What this means is that, from the
asymptotic flat space low-energy perspective, the supergravity theory in AdS can have
arbitrarily large energy excitations, including strings and D-branes. So, we should really
be treating the closed string picture of the D-brane dynamics as a full closed string theory
on an AdS spacetime, which is therefore dual by open-closed duality to the CFT.

1.3

Black holes and Hawking radiation

We have described a non-perturbative approach to quantum gravity, at least in AdS, but
we have not yet formulated a question in quantum gravity which we would need nonperturbative techniques to answer. Such a question was in fact posed around the same
time as the birth of string theory.
The most enigmatic objects in general relativity are black holes, which are regions of
spacetime where gravity is strong enough to prevent even massless particles from escaping. Surprisingly, these objects radiate quantum mechanically, and therefore have both a
temperature and entropy like any other thermodynamic system [23, 62]. The BekensteinHawking black hole entropy formula, which by now has captured the imagination of four
generations of physicists, is7
AkB c3
,
(1.3.1)
SBH =
4GN ~
where A is the area of the black hole’s event horizon, c is the speed of light, kB is Boltzmann’s constant, ~ is Planck’s reduced constant, and GN is Newton’s constant.8 However,
this formula raised many more questions than it answered. Perhaps the most troubling
In future expressions, we will use natural units where kB = c = ~ = 1.
It is often noted that, in this formula, all fields of fundamental physics are represented. Einstein’s
relativity in c, Boltzmann’s thermodynamics in kB , Planck’s quantum mechanics in ~, and Newton’s
gravitation in GN . When phrased in this way, the only challenge in quantum gravity is to explain why the
entropy (a proxy for the number of degrees of freedom) scales like the boundary area of a region divided by
4. All systems encountered in daily life, with the exception of exotic condensed matter experiments, have
entropies proportional to the system’s volume. The area scaling of entropy is quantum gravity’s signature,
a profound fundamental fact about spacetime which requires explanation.
7

8
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one is that the Hawking radiation was computed to be entirely thermal, and therefore is
in a mixed quantum state. Quantum mechanics is unitary, and unitary evolution stipulates that pure states must evolve into pure states. The existence of thermal black hole
radiation, however, implies that a pure state black hole can transform into a mixed state
of radiation. This apparent contradiction is known as the black hole information paradox.
Since perturbative quantum gravity is not enough to model the evaporation of a black
hole, resolving this paradox requires full non-perturbative control.
In order to understand the nature of the information paradox, we qualitatively explain what quantity leads to the seeming contradiction. The information paradox can be
succinctly stated by plotting the entanglement entropy S(R) of the radiation over time.
Entanglement entropy is an intrinsically quantum information theoretic measure which
measures the quantum entanglement between a subsystem of interest and the rest of the
system. Recall that quantum mechanics allows for non-classical correlations in the form
of entangled states of particles; if two electrons are very far from each other but are in an
entangled state, a measurement on one will determine the outcome of the same measurement on the other. In this situation, the entanglement entropy between the two electrons
would be greater than zero, as they share quantum entanglement. In the black hole information paradox, we are usually interested in the radiation as a subsystem, and the black
hole as the rest of the system. In plotting S(R) over time for an evaporating black hole,
Hawking’s calculation showed that S(R) increases for the full duration of evaporation.
So, S(R) began at zero with no Hawking radiation, and ended at some large value due
to a final mixed state of Hawking radiation and no black hole. As noted before, this is in
conflict with the unitarity of quantum mechanics. If evaporation really is unitary, S(R)
should stop increasing and actually start decreasing at some time tP , and after the black
hole is fully evaporated we should again have S(R) = 0. The timescale tP is known as
the Page time [99].
A detailed understanding of the evolution of entanglement entropy for an evaporating
black hole is central to the information paradox. As this quantity is information theoretic
in nature, it is natural to suspect that understanding information theoretic aspects of the
AdS/CFT correspondence will prove useful in resolving the information paradox. It turns
out this is not a new idea, and was actually presented in a much more general form long
before the invention of holography.

1.4

It from Qubit

In a 1989 essay entitled Information, Physics, Quantum: The Search for Links, John
Archibald Wheeler coined the phrase it from bit. Here, Wheeler proposed the radical
idea that particle physics, gravitation, and even spacetime itself were all manifestations
7

of binary observer-participancy data. Much like the transistors in a computer can be used
to encode a wide variety of information, Wheeler imagined that all natural phenomena has
an intrinsically information-theoretic origin in terms of some more fundamental degrees
of freedom. While the idea was provocative, no working model of the notion was given
in the essay. More than twenty years later, van Raamsdonk gave a precise formulation
of Wheeler’s idea in AdS/CFT with just one crucial correction: the information theory
which leads to spacetime is quantum mechanical rather than classical [128]. Instead of
classical binary variables, it is necessary to consider the quantum information theory of
finite-dimensional Hilbert spaces; the simplest of these is often called a quantum bit, or
“qubit”. In this way, Wheeler’s thesis was given a concrete realization, and a modified
version of his slogan christened a new research direction in holography: It from Qubit.
The It from Qubit program, broadly defined, hopes to understand the emergence of
semiclassical gravitation by analyzing quantum information theoretic properties of the
quantum gravity degrees of freedom. In the AdS/CFT correspondence, the quantum
gravity degrees of freedom are modeled by the strongly coupled CFT. Quantum information theoretic properties of the CFT should therefore reproduce semiclassical quantities
associated with the AdS spacetime, if Wheeler’s proposal is to be believed. To argue for
that proposal, van Raamsdonk used a fundamental entry in the AdS/CFT dictionary, the
Ryu-Takayanagi (RT) formula [112]:
Area(M )
.
M ∼A 4GN

S(A) = min

(1.4.1)

The RT formula equates the entanglement entropy S(A) of a Cauchy subregion A of the
CFT with the area of a minimal surface M that is homologous to A.9 This equivalence
between an object in quantum information theory (the entanglement entropy) and an
object in classical spacetime (the area of a minimal surface) allowed van Raamsdonk to
conclude that the connectedness of spacetime itself was an emergent phenomenon. To see
this, simply imagine that the quantum entanglement of some CFT subregion A with its
complement Ā were to vanish. Then, the RT formula tells us that there is a surface with
zero area separating the bulk region A from its complement, Ā, where ∂A is homologous
to A and ∂ Ā is homologous to Ā. In Riemannian geometry, the only surface with an
area of zero is the empty surface, which means that A and Ā are actually disconnected in
spacetime. Therefore, no bulk observer can cross between them, for there are no points
at which they are connected. Conversely, if the quantum entanglement between A and
Ā is very large, then the minimal surface between A and Ā has large area, and there are
9

Recall that, roughly speaking, two submanifolds M1 and M2 of a larger manifold W are called homologous (denoted M1 ∼ M2 ) if there exists a submanifold B in W such that the boundary of B is the
union of M1 and M2 , ∂B = M1 ∪ M2 . (We have ignored orientation issues here, which are important for
the formal definition of homology but not important for our purposes.)
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many points at which a bulk observer may “cross” between A and Ā. In this case, the
two bulk subregions are strongly connected.
An intuitive way to understand the RT formula in AdS is to imagine the bulk Cauchy
surface as a system of highways between cities on an island. The CFT then lives on
the island coast, where the land meets the sea. As island cities are most often near the
coast, the density of highways is significantly higher in this area, and there are only a few
highways which run through the center of the island. To compute subregion entropies of
the CFT, we first choose a segment A of the island coast. Then, the RT formula tells
us that the entanglement entropy S(A) is proportional to the area of a minimal surface
which is homologous to A. In our highway model, minimal surfaces are minimal cuts of
the highway graph; that is to say, a minimal surface is a minimal set of highways which,
if removed, would disconnect the island region A from the rest of the island Ā. In other
words, the area of the minimal surface is the smallest number of highways which need to
be closed off in order to ensure that no driver may travel from a city in A to a city in Ā,
with the constraint that the set of closed highways must cut through a continuous path
which is homologous to the coastal region A. Due to the density of highways decreasing
as we move inland, the minimal cut will often take the form of a set of highways which
begins near the boundary and is pulled down toward the center of the island, in order
to avoid cutting off too many highways while still successfully disconnecting the island
subregions. This density pattern is a model for the way areas work in AdS space, where
the negative curvature pulls minimal surfaces into the bulk rather than allowing them to
remain on the boundary, as they would for a flat space region.
Utilizing the RT formula is a major facet of the It from Qubit program, but it is not
the only research direction which builds on Wheeler’s vision. Other obvious directions,
like understanding the entanglement structure of quantum field theories, build on the
central nature of the entanglement entropy to the information paradox. However, the RT
formula is in some sense the “crown jewel” of It from Qubit, and almost fifteen years later
we still have not fully understood all of its implications. Some of the most cutting-edge
results, several of which are discussed in this thesis, appear to imply that a very clever
application of the RT formula is actually sufficient to resolve the black hole information
paradox, at least in a simplified setting.

1.5

Contributions

As we have discussed, the It from Qubit program seeks to understand the implications
of quantum information theory for gravitational physics. In this thesis, we discuss three
contributions to this program. In Ch. 2, we study the entanglement structure of states
in Chern-Simons theory, a three-dimensional topological field theory. We demonstrate a
9

link between entanglement structure of a state and the topology of the Euclidean path
integral preparing it. In Ch. 3, we study a more recently introduced quantity in gravity, the
computational complexity of the time evolution operator. Here we address a conjecture
of Susskind concerning the growth of complexity in black holes [121]. In Ch. 4, we use
recent observations from two-dimensional gravity to understand the black hole information
paradox in higher dimensions, and demonstrate a possible mechanism for quantum secret
sharing in Hawking radiation. We conclude in Ch. 5 with a discussion of open questions
and the future of the It from Qubit program.
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Chapter 2

Entanglement Entropy and the
Colored Jones Polynomial
2.1

Introduction

In simple quantum systems, such as collections of qubits, entanglement structure has been
well-studied. The quintessential example of a two qubit entangled state is a Bell pair1

1 
|ψBell i = √ |0i ⊗ |0i + |1i ⊗ |1i .
2

(2.1.1)

If we trace out one of the qubits, then we are left with a mixed state
1
1
ρ1 = Tr2 |ψBell ihψBell | = |0ih0| + |1ih1|,
2
2

(2.1.2)

which we should think of as an ensemble, or a probability distribution over pure quantum
states in the one qubit Hilbert space. A good measure of the entanglement between the
original two qubits is the von Neumann entropy of the reduced density matrix (2.1.2),
also known as the entanglement entropy
SEE = −Tr1 ρ1 ln ρ1 = ln (2).

(2.1.3)

The Bell state should be contrasted with states of the form |0i ⊗ |0i, |0i ⊗ |1i, etc., which
are completely factorized and have no entanglement. The entanglement entropy thus
measures the non-factorizability of a state.
For larger systems, one can construct states with more intricate patterns of entanglement. For instance, with three qubits one can construct the following two types of
The Hilbert space corresponding to a single qubit is identified with C2 , with an orthonormal basis
typically labelled by |0i and |1i. The Hilbert space corresponding to two qubits is C2 ⊗ C2 , for three
qubits is C2 ⊗ C2 ⊗ C2 and so on.
1
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multi-party entangled states [52]:

1 
|ψGHZ i = √ |000i + |111i ,
(2.1.4)
2

1 
|ψW i = √ |001i + |010i + |100i ,
(2.1.5)
3
where we have neglected to write the tensor product symbols in favor of simpler notation.
As we shall see, these two states carry different types of entanglement. If we trace over
one of the factors in the GHZ state, we get the reduced density matrix
1
1
ρ12 = Tr3 |ψGHZ ihψGHZ | = |00ih00| + |11ih11|.
(2.1.6)
2
2
Thought of as a (mixed) two-qubit state on the first two qubits, ρ12 is a classical probabilistic mixture over product states, namely |00i and |11i. In quantum information theory,
such a state ρ12 is called separable. In other words, the reduced density matrix ρ12 contains no quantum entanglement – all the entanglement between qubit 1 and qubit 2 came
from their mutual relatonship with qubit 3 which was traced out. On the other hand, if
we trace over one of the factors in the W state, we obtain the reduced density matrix
2
1
ρ̃12 = Tr3 |ψW ihψW | = |00ih00| + |Ψ+ ihΨ+ |,
3
3

|Ψ+ i =

|01i + |10i
√
.
2

(2.1.7)

In this case, ρ̃12 is once again a probabilistic mixture over two qubit states, namely
|00i and |Ψ+ i, but importantly Ψ+ is not a product state. In other words, the state
ρ̃12 contains quantum entanglement between qubit 1 and qubit 2; in this case we say
that ρ̃12 is not separable. In this sense, the quantum entanglement structure of the Wstate is different from that of the GHZ state. Increasing the number of qubits increases
the possible patterns of entanglement very quickly. In fact, for four or more qubits the
SLOCC2 classification gives classes of states some of which contain continuous families
with fundamentally different patterns of entanglement [134]. The situation is going to be
even richer for quantum field theories.
The typical setup for considering entanglement entropy in relativistic quantum field
theories is as follows: one starts with a connected, codimension-one, spacelike hypersurface, i.e., a Cauchy surface Σ. In quantum field theory, one associates a Hilbert space
H(Σ) to such a surface. We pick some pure state |ψi ∈ H(Σ). Now let us imagine partitioning Σ into two regions A and its complement Ā (see Fig. 2.1a). If the Hilbert space
on Σ factorizes as H(Σ) = H(A) ⊗ H(Ā), then one can trace over one of the factors and
obtain the reduced density matrix corresponding to ψ on the subregion A:
ρA = TrĀ |ψihψ|.
2

(2.1.8)

SLOCC stands for stochastic local operations and classical communication. This classification effectively amounts to studying the equivalence classes of states in the full Hilbert space under a quotient by
C2 ⊗C2 ⊗···C2
local actions of SL(2, C), namely SL(2,C)×SL(2,C)×···SL(2,C)
.
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Figure 2.1: (a) The typical setup for studying entanglement entropy in quantum field theory
involves choosing a connected spatial slice Σ and partitioning it into two subregions A (the shaded
disc) and its complement Ā. (b) In the present chapter, we are interested in considering disconnected Cauchy surfaces Σ = Σ1 ∪ Σ2 ∪ · · · and studying the entanglement between these various
disconnected components.

Generically, the density matrix ρA so obtained is mixed and the von Neumann entropy
S(A) = −TrA (ρA ln ρA ) measures the entanglement entropy between the region A and
its complement. The entropy computed this way is typically divergent in the continuum
limit, owing to the short-distance entanglement near the boundary between A and Ā, but
these divergences are by now well-understood.
In the present chapter we will consider a different setup. Instead of considering a
connected spatial slice, we will be interested in disconnected spatial slices of the form
Σ = Σ1 ∪ Σ2 ∪ · · · ∪ Σn ,

(2.1.9)

such as the one shown in Fig. 2.1(b). As a consequence, the Hilbert space H(Σ) naturally
factorizes
H(Σ) = H(Σ1 ) ⊗ H(Σ2 ) ⊗ · · · ⊗ H(Σn ).
(2.1.10)
We can then ask for the entanglement structure of states in H(Σ) with respect to this
factorization. We will sometimes refer to this type of entanglement as multi-boundary
entanglement, in order to distinguish it from the other more conventional setting involving
connected spatial slices.
Multi-boundary entanglement was considered recently in the context of the AdS/CFT
correspondence in [20, 86] (see also [100]). In these papers, the conformal field theory
(CFT) is 1+1 dimensional, and the Cauchy surface Σ is a union of n circles. Further, the
states of interest are those dual to classical asymptotically-AdS multi-boundary wormhole
geometries. The holographic entropies of entanglement between the various boundary
circles can be studied using the Ryu-Takayanagi formula [112]. Ideally, one would also
like to perform similar entanglement computations entirely using field theory methods
(i.e., without using the AdS dual); this was partly accomplished in [20, 86] in certain
special limits. Crucially, the CFT states could be obtained by performing the Euclidean
field theory path integral on certain Riemann surfaces with n circle boundaries. At
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special points on the moduli space of these Riemann surfaces, the field theory computation
became tractable. However, at a generic point on the moduli space, the computation is too
difficult to perform explicitly. It is thus natural to look for a “simpler” class of quantum
field theories (as compared to CFTs), where we might be able to study multi-boundary
entanglement using field theory techniques. A natural candidate is the class of topological
quantum field theories (TQFTs) [136, 15].
Motivated by this, multi-boundary entanglement in Chern-Simons theory was explored
in [19] (see also [113]).3 The Cauchy surface Σ was taken to be n copies of a torus, and the
states of interest were created by performing the path integral of Chern-Simons theory
on link complements with n torus boundaries. A link complement is a manifold obtained
by removing a link from the 3-sphere (see Sec. 2.2 for details). In fact, with a particular
choice of basis for the torus Hilbert space, the wavefunctions of these states are precisely
the expectation values of Wilson loop operators in Chern-Simons theory, often called
colored link invariants. For the gauge group SU (2), these are precisely the colored Jones
polynomials, as was famously shown by Witten [137]. The central observation in [19] was
that these states live in the n-fold tensor product of the torus Hilbert space, and as such
it is natural to study the entanglement between the various factors (i.e., multi-boundary
entanglement) in these states. In other words, the colored Jones polynomial assigns a
quantum entanglement structure to a link in the 3-sphere. Recently, the Rényi entropies
for a class of torus links called T (2, 2n) were also studied in detail in [53] for general gauge
groups.
In the present chapter, we will further explore this quantum information theoretic
approach to link topology. In Sec. 2.2, we will review the construction of [19]. In Sec. 2.3,
we show that in U (1) and SU (2) Chern-Simons theory all torus links (which can be
drawn on the surface of a torus), have a GHZ-like entanglement structure, in that partial
traces lead to a separable state. This provides a sharp quantum-information theoretic
characterization of the colored Jones polynomial for torus links. By explicit computation,
we also show that many hyperbolic links (whose link complements admit a hyperbolic
structure) have W-like entanglement, in that partial traces do not lead to separable states.
3

Chern Simons theory is also holographic, in the sense that it can be realized as the worldvolume
theory of A-branes in topological string theory, and is dual to topological closed strings on 6d resolved
conifold geometries.
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T2

M3
Figure 2.2: The spatial manifold Σn for n = 3 is the disjoint union of three tori. Mn is a
3-manifold such that ∂Mn = Σn .

2.2

Setup

In this section, we briefly review the construction of [19]. Consider Chern Simons theory
with gauge group G at level k. The action of the theory on a 3-manifold M is given by


Z
k
2
Tr A ∧ dA + A ∧ A ∧ A ,
(2.2.1)
SCS [A] =
4π M
3
where A = Aµ dxµ is a gauge field (or equivalently, a connection on a principal G-bundle
over M ). Recall from our discussion in the previous section, that we are interested in considering disconnected spatial slices and the entanglement structure of the corresponding
states. For simplicity, we consider states defined on n copies of T 2 , namely on the spatial
slice (Fig. 2.2)
Σn = ∪ni=1 T 2 .
(2.2.2)
The corresponding Hilbert space is the n-fold tensor product H⊗n , where H = H(T 2 ; G, k)
is the Hilbert space of Chern Simons theory on a torus (for the group G at level k). A
natural way to construct states in a quantum field theory is by performing the Euclidean
path integral of the theory on a 3-manifold Mn whose boundary is ∂Mn = Σn . In a general field theory the state constructed in this way will depend on the detailed geometry
of Mn , for instance the choice of metric on Mn ; in our situation (i.e., for a TQFT) only
the topology of Mn matters. However, there are many topologically distinct Euclidean
3-manifolds with the same boundary, and the path integrals on these manifolds will construct different states on Σn . Following [19], we will focus on a class of such 3-manifolds
called link complements, which we now briefly describe.
We start by considering an n-component link in the 3-sphere S 3 (more generally, any
connected, closed 3-manifold would do). An n-component link in S 3 is an embedding of
n (non-intersecting) circles in S 3 . (Note that 1-component links are conventionally called
knots.) We will often denote a generic n-component link as Ln , when we do not need to
choose a particular link. We will label the n circles which constitute the link as L1 , . . . , Ln ,
15

Figure 2.3: The link complement (the shaded region) of a 3-component link (bold lines) inside
the three-sphere. The white region indicates a tubular neighbourhood of the link which has been
drilled out of the 3-sphere.

so Ln = L1 ∪ L2 ∪ · · · ∪ Ln . Now in order to construct the desired 3-manifold Mn , we
remove a tubular neighbourhood N (Ln ) of the link from inside S 3 . In other words, we
take Mn to be S 3 − N (Ln ), i.e., the complement of Ln in S 3 (Fig. 2.3). Since Ln is an
n-component link, its link complement Mn is a manifold with n torus boundaries,
∂Mn = ∪ni=1 T 2 ,

(2.2.3)

which is precisely what we desired. We can therefore perform the path integral of Chern
Simons theory on Mn , and obtain a state on Σn . In other words, for any given link Ln in
S 3 , the path integral of Chern Simons theory on the link complement Mn = S 3 − N (Ln )
produces a state |Ln i in the n-fold tensor product of the torus Hilbert space H⊗n .
The discussion above was a bit abstract, but we can give a much more concrete
expression for these states in terms of a particular basis for the torus Hilbert space, which
we will denote {|ji}. In order to construct the basis state |ji, think of the torus as the
boundary of a solid torus, and insert a Wilson line in the core of the solid torus along
its non-contractible cycle in the representation Rj . For compact gauge groups, we need
only consider a finite number of integrable representations,4 and so the Hilbert space on
the torus obtained as the span of {|ji} is finite dimensional. We will not need to know
further details for our present discussion, but more details can be found in [137]. We can
write the state |Ln i obtained by performing the path integral of Chern Simons theory on
4

For instance if G = SU (2), the integrable representations are are labelled by the spin j =
0, 1/2, 1. · · · , k/2.
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n
Ln = Lm
A [ LĀ

m

n−m
Figure 2.4: We can compute the entanglement between the two sublinks Lm
A (blue) and LĀ

(orange) of Ln by tracing out the factor corresponding to A in the full state |Ln i and computing
the von Neumann entropy of the resulting reduced density matrix.

the link complement of Ln in terms of the above basis vectors:
|Ln i =

X
j1 ,··· ,jn

CLn (j1 , j2 , · · · jn )|j1 , j2 , · · · , jn i,

|j1 , j2 , · · · , jn i ≡ |j1 i ⊗ |j2 i ⊗ |jn i
(2.2.4)

where CLn (j1 , · · · , jn ) are complex coefficients, which we can write explicitly as
CLn (j1 , j2 , · · · jn ) = hj1 , j2 , · · · jn |Ln i .

(2.2.5)

Operationally, this corresponds to gluing in solid tori along the boundary of the link
complement S 3 −N (Ln ), but with Wilson lines in the conjugate representation Rj∗i placed
in the bulk of the ith torus. Thus, the coefficients CLn (j1 , · · · jn ) are precisely the colored
link invariants 5 of Chern Simons theory with the representation Rj∗i placed along the ith
component of the link:
D
E
 H 
(2.2.6)
CLn (j1 , · · · , jn ) = WRj∗ (L1 ) · · · WRj∗n (Ln ) 3 ; WR (L) = TrR e L A ,
S

1

where we recall that Li are the individual circles which constitute the link, namely
Ln = L1 ∪ · · · ∪ Ln . Thus, the link state |Ln i encodes all the coloured link invariants
corresponding to the link Ln at level k.
The important point emphasized in [19] is that the above construction assigns a quantum entanglement structure 6 to a link in the 3-sphere. In this chapter, we will probe
this entanglement structure by using standard quantum information theoretic quantities,
namely entanglement entropy and separability (discussed in the previous section) upon
5

For the gauge group SU (2), these are often called the colored Jones polynomials, after dividing by
the S 3 partition function, which is an overall color-independent constant.
6
By entanglement structure, we mean the pattern of quantum entanglement inherent in the state |Ln i.
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tracing out various factors in the state. For instance, we can compute the entanglement
entropy corresponding to partitioning the n-component link into an m-component sub-link
n−m
Lm
= Lm+1 ∪ · · · ∪ Ln (see figure 2.4)
A = L1 ∪ L2 ∪ · · · ∪ Lm and its complement LĀ
n−m
SEE (Lm
) = −TrLm+1 ,··· ,Ln (ρ ln ρ),
A |LĀ
1
ρ=
TrL1 ,··· ,Lm |Ln ihLn |,
hLn |Ln i

(2.2.7)

where by tracing over Li we mean tracing over the Hilbert space of the torus boundary
corresponding to the circle Li . Further, we can also ask about the separability properties
of the reduced density matrix ρ obtained by tracing out Lm
A . We will demonstrate these
ideas in the simple example of U (1) Chern-Simons theory below.
Before we proceed, we point out two important facts. First, take the link Ln to be n
unlinked knots. In this case, it is well-known that the coloured link-invariant in Eq. (2.2.6)
factorizes as
n
Cunlink (j1 , · · · , jn ) Y CLi (ji )
=
,
(2.2.8)
C0
C0
i=1

S00

where C0 =
is the partition function of Chern-Simons theory on S 3 . It is then clear
that the state |Ln i is a product state
|Ln i ∝ |L1 i ⊗ |L2 i ⊗ · · · ⊗ |Ln i,

(2.2.9)

and hence |Ln i is completely unentangled. This suggests that the quantum entanglement
of link states captures aspects of the topology of the corresponding links. More generally,
n−m
, where by split we mean that there exists
if a link splits into two sub-links Lm
A and LĀ
a 2-sphere separating one sub-link from the other, then
n−m
|Ln i ∝ |Lm
i,
A i ⊗ |LĀ

(2.2.10)

and the entanglement entropy between the two sub-links vanishes.7
Secondly, above, we ignored the issue of framing [137] of the individual knots comprising the link Ln . Intuitively, if we replace each of the circles in the link with a ribbon,
then the relative linking number between the two edges of the ribbon, or self-linking, is
ambiguous. In general, to fix this ambiguity we must pick a framing for each circle, and
consequently the coloured link invariants are really defined for framed links. However a
different choice of framing of, let’s say, the ith circle Li by t units is equivalent to performing a t-fold Dehn twist on the corresponding torus. This corresponds to a local unitary
transformation on the corresponding link state. Local unitary transformations of this type
do not affect the entanglement entropies (or more general information-theoretic quantities) we are interested in. Hence, the entanglement structure is framing-independent.
7

It is tempting to speculate that there must be a sense in which the converse statement is true as
well for non-Abelian gauge groups, that is, if the entanglement entropy between two sub-links of a link
vanishes, then the link splits into the two sub-links. A similar conjecture was put forth in [42].
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2.3

Entanglement Structure of Torus and Hyperbolic Links

In this section we consider non-split links for which there is no bipartition separated by
a 2-sphere. Such links can have inherently multi-partite entanglement, because there is
no sublink that must disentangle from the remainder. Here, inspired by the two classes
of intrinsically 3-qubit entanglement patterns (GHZ and W, see Introduction), we will
focus on a limited issue, i.e., whether partial traces over some link components produce
a separable state on the remainder. This leads to the following definition:
Definition: A state with three or more sub-factors will be said to have GHZ-like entanglement if the reduced density matrix obtained by tracing out any sub-factor is mixed
(i.e., has a non-trivial von Neumann entropy) but is separable on all the remaining subfactors. A state with three or more sub-factors will be said to have W-like entanglement
if the reduced density matrix obtained by tracing out any sub-factor is mixed but not
always separable on the remaining sub-factors.
Two important topological classes of non-split links are the torus links (i.e., links
which can be drawn on the surface of a torus) and the hyperbolic links (i.e., links whose
link complement supports a hyperbolic structure). In fact, every non-split, alternating,
prime link is either a torus link or a hyperbolic link [90].8 We will study the entanglement
structure in these two classes of links.

2.3.1

Torus links

Torus links, namely links which can be embedded on the surface of a two dimensional torus
(without self intersection), are an important topological class. Some examples include 221
(the Hopf link), 421 , and 633 (see Fig. 2.5). In fact the entanglement structures of these
examples were already studied in [19], where it was shown that in SU (2) Chern-Simons
theory the Hopf link is maximally entangled and the three-component link 633 is GHZ-like.
In this section, we will prove the following general result:
Proposition 2: All torus links with three or more components have a GHZ-like entanglement structure.
The proof will show that the state corresponding to any torus link always takes the
form
X
f ⊗ |`i
f ⊗ · · · |`i,
f
|Ln i =
λ` (Ln )|`i
(2.3.1)
`

e is a particular basis for the torus Hilbert space to be defined below (compare
where {|`i}
with Eq. 2.1.4 for the GHZ state on three qubits). It is clear from (2.3.1) that tracing
out any sublink leaves us with a separable density matrix on the remainder. This result
8

Here “alternating” means that crossings along any circle alternate above and below, and “prime”
means that that the link is not a connected sum of other links.
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221

421

633

Figure 2.5: Some examples of torus links labeled using Rolfsen notation.
establishes a direct connection between a topological property of links and a quantum
information-theoretic property of the corresponding states. We now give a short proof of
Proposition 2.
Torus links are characterized by two integers P and Q. Given two integers (P, Q), the
(P, Q) torus link (often referred to as T (P, Q)) can be constructed as the closure of the
braid (σ1 σ2 . . . σP −1 )Q acting on P strands. Here, σi denotes the crossing of strand i over
i + 1. This is illustrated in Fig. 2.6 for P = 2. We may take 0 < P < Q without loss of
generality. It is easy to see that when P and Q are relatively prime, the closure of the
braid results in a 1-compnent link (a knot) which wraps around the torus longitude of
the torus P times, and around the meridian Q times. However, when gcd(P, Q) = n the
closure of the braid will result in an n component link, each component of which wraps
around the torus longitude and meridian P/n and (Q/n) times respectively.

Identify

Identify

1

1

1

1

1

Figure 2.6: (Left) The trefoil knot as a (2,3) torus knot braid and drawn on the surface of a
torus. (Right) The Hopf link as a (2,2) torus link braid and drawn on the surface of a torus.

Ln
by

We now specialize to SU (2) Chern Simons theory. In particular, given an n-link
⊂ S 3 , the corresponding state (in the canonical basis introduced previously) is given
|Ln i = C0

X
j1 ...jn

Jj1 ,···jn (Ln )|j1 . . . jn i.

(2.3.2)

where for SU (2), the colors ji run over 0, 21 , 1, · · · , k2 , C0 is an overall constant (more
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precisely it is the S 3 partition function) and the wavefunction Jj1 ,···jn (Ln ) is the colored
Jones polynomial. Proceeding generally, we note that a systematic way to evaluate the
colored Jones polynomials of torus links is to take a (P, Q) n-component link with representations j1 , . . . , jn and to fuse them sequentially using the Chern-Simons fusion rules
into a (P/n, Q/n) torus knot summed over representations with the appropriate fusion
coefficients [64, 75, 26].9 We refer the reader to the above references for further details,
and merely state here the result for the colored Jones polynomial:10
Jj1 ,··· ,jn (P, Q) =

X
`1 ,`2 ,···

Nj1 j2 `1 N`1 j3 `2 · · · N`n−2 jn `n−1 J`n−1 (P/n, Q/n).

(2.3.3)

where Nijk are the fusion coefficients. Further using the Verlinde formula [132]
Nijk =

X Si` Sj` Sk`
S0`

`

where, as before, Sj1 j2 =

q

2
k+2



,

(2.3.4)



π(2j1 +1)(2j2 +1)
is the unitary matrix which implek+2
1
→ − τ on the torus Hilbert space, we can rewrite the

sin

ments the large diffeomorphism τ
colored Jones polynomial in the form
Jj1 ...jn (P, Q) =

XX
`

js

1
S`j1 S`j2 . . . S`jn S`js Jjs (P/n, Q/n).
(S0` )n−1

(2.3.5)

Here
Jjs (P/n, Q/n) =

X
jp

j

Q

Cjsp (P/n) S0jp ei2π P hp

(2.3.6)

is the colored Jones polynomial for the (P/n, Q/n)-torus knot, hp is the conformal primary
j
weight of the representation jp and the coefficients Cjsp are defined as
 X

 
j
Trjs Û m =
Cjsp (m) Trjp Û ,

(2.3.7)

jp
j

j

for any holonomy Û . (For instance, Cjsp (1) = δjsp .) For our purposes, these details are not
too important; what is important however is the structure of the colored Jones polynomial
in equation (2.3.5), which we can rewrite as
Jj1 ...jn (P, Q) =

X
`

1
S`j1 S`j2 . . . S`jn f` (P, Q)
(S0` )n−1

9

(2.3.8)

This fusion is possible because all the components of torus links are simply braiding along one of the
cycles of the defining torus.
10
We are omitting an overall phase proportional to the central charge. Additionally [26] writes the final
link invariant in terms of the quantum dimension which differs from (2.3.5) by a factor of S00 , a matter of
normalization.
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where
f` (P, Q) =

X
js

S`js Jjs (P/n, Q/n).

(2.3.9)

Using equations (2.3.2) and (2.3.8), we then find that the state corresponding to a generic
(P, Q)-torus link takes the form
|L(P,Q) i = C0
≡

X

X
`

`

1
e ⊗ |`i
e ⊗ · · · |`i
e
f` (P, Q) |`i
(S0` )n−1

e ⊗ |`i
e ⊗ · · · |`i
e
λ` (P, Q) |`i

(2.3.10)

P
where we have defined the new basis |e
ji = j 0 Sjj 0 |j 0 i, which is related to the old basis
by a local unitary transformation (S · S † = S † · S = 1). This is convenient because we
are interested here in understanding the entanglement structure, which remains invariant
under such a local (i.e., acting on each local tensor factor) change of basis. We have thus
arrived at our desired result, equation (2.3.1).
Now let us investigate what happens when we trace over some subset of links. Since it
is obvious from (2.3.10) that the state is invariant under permutations of the ordering of
the components, without loss of generality we can trace over the final n − r links, leaving
a reduced density matrix on the remaining r links. It is easy to see that in doing so the
reduced density matrix remains diagonal. The normalized reduced density matrix for any
subset of r links can be written as
ρ̂r|n−r (P, Q) =

X
`

e · · · , `ih
e `,
e · · · , `|
e
Λ` (P, Q)|`,

(2.3.11)

with the normalized eigenvalues
|λl (P, Q)|2
Λl (P, Q) = P
2
l |λl (P, Q)|

(2.3.12)

This is a completely separable density matrix on the remaining sub-links indicating that
the entanglement in the full link had a GHZ-like structure. Note that the eigenvalues,
Λl (P, Q) encode the specifics of the underlying torus link. However these eigenvalues are
independent of how many factors have been traced out, as long as 0 < r < n. Therefore
the multi-boundary entanglement entropy for torus links takes the particularly simple
form
X
Sr|n−r (P, Q) = −
Λl (P, Q) log Λl (P, Q)
(2.3.13)
l

for all 0 < r < n. In addition, it is clear that the reduced density matrix (2.3.11) is
separable for any choice of bi-partition. In other words, the reduced density matrix does
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632

521

Figure 2.7: Two examples of hyperbolic links: Whitehead link (left) and Borromean rings (right).
not contain any quantum entanglement; all the quantum entanglement in the original
state was genuinely multi-partite and GHZ in character.
While the arguments above were presented in the case of the gauge group SU (2), we
expect these arguments to generalize to arbitrary compact gauge groups. This is because
the crux of the derivation (equations (2.3.3), (2.3.5) and (2.3.8)) merely used the fusion
rules for Chern-Simons theory (i.e., the Verlinde formula) together with the unitarity of
S. Since these are general properties of Chern-Simons theory with compact gauge groups,
our arguments will be valid for general compact groups. This concludes our derivation of
the result that the entanglement structure of all torus links is GHZ-like.

2.3.2

Hyperbolic links

Next we consider hyperbolic links, whose link complements admit a complete hyperbolic
structure, namely a geodesically complete metric with constant negative curvature. Some
examples of hyperbolic links, the Whitehead link and the Borromean rings (Fig. 2.7), were
already studied in the SU (2) theory in [19]. It was shown there that the Borromean rings
have a W-like entanglement structure. (The Whitehead link has only two components
and thus does not have multi-party entanglement.) In this section, we will present further
evidence suggesting that hyperbolic links are generically W-like.
In order to proceed, on the knot theory side we need to compute the colored Jones
polynomials of hyperbolic links. Unfortunately, to the best of our knowledge, there is
not much known about the general structure of these polynomials for hyperbolic links
(as compared to torus links for instance), so we proceeded case-by-case by looking at
several three-component hyperbolic links. Our strategy was to compute the colored Jones
polynomials by writing the link in terms of a braid representation. We then used the
monodromy properties of chiral conformal blocks in SU (2)k Wess-Zumino-Witten theory.
This method was explained in detail in [68] and reviewed in the appendix A of [19], so we
will not repeat the details here. Actually, we found it convenient to use a slight variant
of this technique, where we first expressed the link as a braid in S 2 × S 1 (with an extra
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circle which does not braid with the original link), and then used surgery to obtain the
colored Jones polynomial in S 3 (as explained in [137]).11
On the quantum information theory side, we need an efficient way to detect whether
the reduced density matrix obtained after tracing out one of the factors is separable.
A useful information theoretic quantity along these lines is the entanglement negativity
[103, 135, 108]. For a given (possibly mixed) density matrix ρ on a bi-partite system, let
us start by defining the partial transpose ρΓ :
hj1 , j2 |ρΓ |j̃1 , j̃2 i = hj̃1 , j2 |ρ|j1 , j̃2 i.

(2.3.14)

which also satisfies Tr(ρΓ ) = 1 just like ρ. If ρΓ has any negative eigenvalues, then this
necessarily implies that the density matrix ρ is not separable [103]. The sum of the
negative eigenvalues can be captured by the entanglement negativity N , which is defined
as
||ρΓ || − 1
,
(2.3.15)
N =
2
√

where ||A|| = Tr
A† A is the trace norm. A non-zero value of N therefore necessarily
implies that the reduced density matrix is non-separable. In our context, the results in
the previous section (Proposition 2) together with the fact that all alternating, prime,
non-split links are either torus or hyperbolic [90], imply the following corollary:
Corollary 3: If a prime, alternating, non-split link has entanglement negativity N > 0
for some bipartion of some proper sublink,12 then the link is hyperbolic.
This provides a quantum information theoretic sufficient-but-not-necessary condition
for a link to be hyperbolic. Importantly, the negativity can be computed directly from
the colored Jones polynomial. In tables 2.1 and 2.2 we present entanglement negativities
for twenty three 3-component non-split links in SU(2) Chern-Simons theory, eighteen
of which are hyperbolic (i.e., have non-zero hyperbolic volumes). More precisely, we
traced out one of the tensor factors in the link, and then computed the entanglement
negativity of the reduced density matrix on the remaining two factors. We see that all
the hyperbolic links in the table have a non-zero entanglement negativity, showing that
the corresponding reduced density matrices are not separable. Therefore, these links have
a W-like entanglement structure. Furthermore, all the non-hyperbolic links in tables 2.1
and 2.2 have zero negativity, which is (at the very least) consistent with our discussion in
the previous section. The results presented in tables 2.1 and 2.2 suggest the conjecture
that hyperbolic links in Chern-Simons theories with a compact non-Abelian gauge group
for generic13 values of the level k always have a W-like entanglement structure. It would
be interesting to prove this statement.
11

This procedure was numerically implemented using Mathematica.
A proper sublink of L is a sublink which is not equal to L.
13
It can happen that at special values of k, certain hyperbolic links degenerate to a product structure.
12
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Link Name
L6a4
L6n1
L8a16
L8a18
L8a19
L8n3
L8n4
L8n5

Negativity N at k = 3
0.18547
0
0.097683
0.189744
0.158937
0
0.11423
0.18547

Hyperbolic volume
7.32772
0
9.802
6.55174
10.667
0
5.33349
7.32772

Table 2.1: Negativity in SU (2) Chern Simons at level k = 3 for various three-component links
alongside the hyperbolic volume of the complement manifold (Part 1). The hyperbolic volumes
were computed using the SnapPy program [45] (where zero volume implies that the given link is
not hyperbolic). The colored Jones polynomials were computed using braiding representations for
these links together with monodromy properties of conformal blocks in the SU (2) WZW theory. In
order to compute the negativity, we first trace over one of the tensor factors, and then compute the
negativity of the reduced density matrix on the remaining two factors. The specific tensor factor
we traced out was determined by the last strand in a braid representation of the link generated
by the KnotTheory Mathematica package; in principle, the value of the negativity depends on
this choice of tensor factor to trace over. However, we emphasize that our conclusions about the
W-like nature of the links relies only on the fact that there exists a factor which, after being traced
over, yields a reduced density matrix with non-zero negativity. The links in the above table for
which we obtained zero negativity are not hyperbolic links.

This happens for instance at k = 1 for the Borromean rings, but for k ≥ 2 the Borromean rings are W-like.
We will encounter another example of this in SL(2, C) Chern Simons theory in the limit GN → 0.
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Link Name
L10a138
L10a140
L10a145
L10a148
L10a156
L10a161
L10a162
L10a163
L10n77
L10n78
L10n79
L10n81
L10n92
L10n93
L10n94

Negativity N at k = 3

Hyperbolic volume

0.097683
0.0758142
0.11423
0.119345
0.0911946
0.0354207
0.0913699
0.0150735
0
0.189744
0.097683
0.15947
0.11423
0
0

10.4486
12.2763
6.92738
11.8852
15.8637
7.94058
13.464
15.5509
0
6.55174
9.802
10.667
6.35459
0
0

Table 2.2: Negativity in SU (2) Chern Simons at level k = 3 for various three-component links
alongside the hyperbolic volume of the complement manifold (Part 2).
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Chapter 3

Quantum Complexity of Time
Evolution with Chaotic
Hamiltonians
3.1

Introduction

In recent years the late time dynamics of general relativity have been examined through
various lenses. Two of the most prominent directions in this subject deal with quantities
whose classical behavior cannot possibly continue to hold into the asymptotic future due
to fundamental quantum-mechanical obstructions. The first is the exponential decay of
a CFT two-point function computed using classical gravity in an AdS black hole, which
could break down at a time as early as t ∼ S (where S is the entropy of the black hole)
as a consequence of the unitarity of quantum mechanics [81]. The second is the linear
growth of the Einstein-Rosen bridge in the two-sided eternal AdS wormhole geometry,
which led to a conjecture relating bulk volume/action and boundary quantum circuit
complexity [118, 30].1 If this conjecture is correct, then the extrapolation of the gravity
result to times beyond t ∼ eS is expected to break down due to quantum effects in a finitedimensional quantum gravity Hilbert subspace. Various studies of both quantum circuit
complexity and correlation function behavior have explored these observations [32, 44].
However, in the case of circuit complexity, despite the plethora of analytic results from
gravity calculations (see [37, 55, 1, 123, 39, 40, 28, 33, 48, 58] and references therein)
assuming the volume/action conjecture, there has been little non-perturbative progress
towards a first principles calculation of circuit complexity in CFT. In this chapter, we
seek to remedy this situation by studying the complexity of time evolution with chaotic
1

Here “circuit complexity” measures the minimum number of simple, perhaps locally acting, gates
necessary to construct a desired state or operator from a fixed reference.
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Hamiltonians (which are expected to have gravity duals), especially with an eye towards
the late-time behavior.
At present, the most accessible method to compute complexity in continuum quantum
systems is Nielsen’s geometric formulation [96, 97, 98, 51].2 In this approach, the circuit
complexity of a unitary operator U is the length of the minimal geodesic on the unitary
group joining the identity to U . One begins by classifying the Lie algebra of the unitary
group into “local” or “easy” directions, represented by operators Tα , and “non-local”
or “hard” directions Tα̇ . Typically, the local directions will consist of operators with
less than k-body interactions, for some k. One then picks a right-invariant metric on
the group U with the appropriate cost factors built in, such that motion along hard
directions is disincentivized. The geodesic length with such a metric was shown to be
polynomially equivalent to the usual notion of circuit complexity, which involves counting
elementary unitary gates, provided the cost factors are chosen to scale exponentially with
the Hilbert space dimension [98]. Heuristically, one can think of the circuit as a sequence
of gates which corresponds to a sequence of geodesic segments on the unitary manifold;
the geodesic in the geometric framework is then an everywhere-smooth approximation
to this piecewise-smooth curve (Fig. 3.1). In this chapter, we will be interested in this
geodesic notion of complexity.
This technique has been applied by various authors to compute complexity in several
physical systems [66, 38, 69, 59] (see also [35, 61, 140, 93, 92, 10, 80, 36, 34, 2, 24, 67] for
related work, particularly on time evolution of complexity). However, most applications
so far have computed geodesics within a subspace of states or circuits, instead of dealing
with the entire unitary group manifold. For instance, much recent work has focused on
the subspace of Gaussian states, which are relevant in the context of free quantum field
theories. This is because in continuum quantum-mechanical systems, the Hilbert space
is often infinite-dimensional and it is difficult to define a tractable algebra of operators
which generate the entire unitary group on the Hilbert space. Prior work which attempted
to deal with the global structure of the unitary group relied on toy models [32, 77] of
Lie group geometry. These models were constructed using metrics of strictly negative
sectional curvature (or a discretization thereof, in the case of [77]) in order to ensure
chaotic behavior of geodesics on the unitary manifold [32]. Here, we approach the problem
of circuit complexity by studying aspects of geodesics on the complete group manifold
SU (2N/2 ), which is the unitary group acting on the Hilbert space of N/2 qubits. Our
primary motivation is to study complexity growth in chaotic quantum systems as opposed
to free field theories. To this end, we will use the (generalized) Sachdev-Ye-Kitaev (SYK)
model as a specific example of a chaotic Hamiltonian, although most of our arguments
2

But see [47, 35] for proposed path integral approaches, which have not been shown to be polynomially
equivalent to quantum circuit complexity.
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Figure 3.1: Schematic of the unitary manifold (gray disk). A geodesic path (black) is depicted
from the identity to some target unitary U . The red straight lines represent construction of a circuit
using some elementary gates gi , and the final unitary is U = g3 g2 g1 . The geodesic approximates
the circuit smoothly by varying a control velocity V (s), analogous to an infinitesimal elementary
gate, where s parametrizes the curve.

are general and should apply to any chaotic system.
Recall that the SYK model is a quantum-mechanical system comprising N Majorana
fermions ψi with the Hamiltonian
H=

X

Ji1 ...iq ψi1 . . . ψiq ,

(3.1.1)

i1 <···<iq

where the couplings Ji1 ...iq are drawn at random from a Gaussian distribution with mean
zero and variance σ 2
(q − 1)!J 2
,
(3.1.2)
σ2 =
N q−1
where J is a parameter setting the variance [70]. This model is expected to be chaotic
and holographically dual to 2D quantum gravity [82, 107, 71, 119] (see also [124] for a
review and additional references). From the SYK perspective, the group SU (2N/2 ) is the
group of unitary operations (modulo an overall phase) acting on the Hilbert space of the
N Majorana fermions (with N even) ψi . Our main tool in studying the complexity in this
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model will be the Euler-Arnold equation [13, 126, 51], which was also used in a simpler
setting in [18].

C

Cmax

t⇠e

N

t⇠e

eN

t

Figure 3.2: The complexity in chaotic systems is conjectured [32] to grow linearly in time until a
time of order eN , after which it saturates to (and fluctuates around) its maximum value of Cmax .
At doubly exponential time, the complexity is expected to exhibit recurrences.

From physical considerations and holographic as well as complexity-theoretic arguments, the complexity in chaotic systems has been conjectured [32] to grow linearly in
time until a time of order eN , after which it is expected to saturate to (and fluctuate
around) its maximum value of Cmax ∼ poly(N )eN (see Fig. 3.2), where by poly(N ) we
mean N α for some α ≥ 0. Here N is the number of fermions in the SYK model, but
more generally it should be taken to be log of the dimension of the Hilbert space. The
motivation of the present work is to better understand the origin of this behavior and
the various time scales involved from a field theory perspective, within the geodesic complexity framework. One of our main results will be to establish the existence and local
minimality of a geodesic between the identity and e−iHt whose length grows linearly with
time t. The existence of such a geodesic only relies on general features such as the Hamiltonian being local (i.e., it should be built from easy generators), and uniformity of the cost
factor in the easy directions. However, this is not the whole story – the linear geodesic is
not guaranteed to be a local minimum of the distance function (i.e., it could be a saddle
point), much less a global minimum. As such, it may not be the relevant geodesic for
complexity. In this chapter, we will investigate in depth the question of local minimality
of the linear geodesic by studying conjugate points along it. Roughly, we say that we have
a conjugate point at time t if we can deviate infinitesimally from the linear geodesic at
time t = 0 (i.e., deform the initial velocity infinitesimally) and return to it at time t along
an infinitesimally nearby curve which satisfies the geodesic equation linearized to first
order. The original geodesic stops being minimizing past the first conjugate point (i.e., it
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is a saddle point thereafter), and so for the physical considerations explained in Fig. 3.2
to be correct, it is necessary (but not sufficient) that the no conjugate points appear along
the linear geodesic at times sub-exponential in N . We will give an argument that this is
indeed the case for “sufficiently chaotic” Hamiltonians (such as the SYK model) and for
an appropriate choice of the cost factors. Therefore, the linear geodesic is at least locally
minimizing for times exponential in N , consistent with the expectations in Fig. 3.2. Our
proof will involve a new criterion on the Hamiltonian from the vantage point of circuit
complexity which we will call the eigenstate complexity hypothesis (ECH):
Eigenstate Complexity Hypothesis (ECH): Let H be the Hamiltonian with energy
eigenstates |mi, |ni etc., Tα be the local generators in the Lie algebra, and Tα̇ be the
non-local generators. Define
P
2
α |ni|
α |hm|TP
P
Rmn =
.
(3.1.3)
2
2
α |hm|Tα |ni| +
α̇ |hm|Tα̇ |ni|
We will say that the Hamiltonian and the gate set satisfy the eigenstate complexity
hypothesis, if for Em 6= En in the large-N limit,
Rmn = e−2S poly(S) rmn ,

(3.1.4)

where S is the log dimension of the Hilbert space (i.e., N2 ln 2 for the SYK model) and
rmn are O(1) numbers which do not scale with S.
In words, ECH is the condition that off-diagonal eigenstate projectors of the form
|mihn| which map one energy eigenstate of the Hamiltonian to a different eigenstate
should have e−S suppressed overlaps with the easy/local/simple directions in the gate
set, or equivalently, such off-diagonal energy eigenstate projectors must necessarily be
“complex” (i.e., complicated).3 For Hamiltonians which satisfy the ECH, the conjugate
point analysis simplifies greatly, and the exponential bound on conjugate points can be
analytically argued. We will provide numerical evidence to show that the SYK model
indeed satisfies the ECH.
The rest of this chapter is organized as follows: in Sec. 3.2, we will begin by briefly
reviewing the geodesic complexity framework and setting up the Euler-Arnold formalism
for studying the complexity of local Hamiltonians in the Lie algebra su(2N/2 ) for even
N . In Sec. 3.2.1, we study the simple case of N = 2 where all the geodesics between
identity and e−iHt can be worked out and the complexity calculated. In Sec. 3.2.2, we
will switch to general N and show the existence of a geodesic whose length grows linearly
with time. In Sec. 3.3, we will explore the local minimality of the linear geodesic by
studying conjugate points.
3

We discuss the relationship with the well-known Eigenstate Thermalization Hypothesis (ETH) [50,
117] in the main text.
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3.2

Geometry of SU (2N/2 )

The Hilbert space of N/2 qubits has a natural tensor factorization
H = C2 ⊗ · · · ⊗ C2 .
|
{z
}

(3.2.1)

N/2

We wish to study the geometry of the set of (unit-determinant) unitary operators U(H)
that acts on this Hilbert space. In this case, this set is
N/2

U(H) = U(C2

) = SU (2N/2 ).

(3.2.2)

In order to study the differential geometry of SU (2N/2 ) from the quantum computation
viewpoint, we must pick a basis for the Lie algebra with some notion of locality, i.e., we
should be able to identify some generators in the Lie algebra as local or “simple”, and
the rest as “complex”. In quantum computation, we usually choose some simple unitary
operators as the elementary gates to be used in building circuits. On the other hand, in
the geodesic framework, it is natural to choose a k-local subspace of the Lie algebra of
the unitary group manifold to correspond to “simple directions”. We may think of the
elementary gates of the quantum computation viewpoint as being exponentials of these
simple generators. For general H, there is no guarantee that we can choose a basis for
the unitary Lie algebra which respects any sort of locality. Luckily, for the qubit case
SU (2N/2 ), there are a couple of natural ways to proceed. We could pick the “Pauli basis”,
namely products of Pauli matrices acting on individual qubits, as our basis of generators.
However, there is a second choice which is more natural from the point of view of the
SYK model: consider the gamma matrices γa with a ∈ {0, . . . , N − 1} which satisfy the
Clifford algebra (with γa† = γa ):
{γa , γb } = 2δab .
(3.2.3)
Now consider distinct ordered products Ta1 ···am = γa1 . . . γam with m ∈ {1, . . . , N } and
ap < aq for p < q. We will often denote these operators as simply Ti , where i stands for the

P
N
N
multi-index a1 · · · am . The total number of such ordered products is N
m=1 m = 2 − 1.
This is precisely the dimension of the Lie algebra su(2N/2 ). It is simple to make such
ordered products of gamma matrices Hermitian by inserting appropriate factors of i. We
claim this construction is a basis for su(2N/2 ), and we leave the proof to appendix A.1.
We can endow the gamma matrix basis with a natural notion of locality as follows: k-local
generators of the Lie algebra are simply those involving k or fewer gamma matrices. This
is precisely the natural notion of locality in the SYK model – from this point of view,
the gamma matrices above correspond to the Majorana fermion operators ψa in the SYK
model.
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The basic idea in the geodesic framework is to model circuit complexity [51] in terms
of a minimal-length geodesic on SU (2N/2 ) with respect to a right-invariant metric chosen
such that it disincentivizes motion in the directions of nonlocal unitary operators. This
corresponds to a choice of gate set in the quantum computation picture, where we allow
up to k-local gates (i.e., exponentials of k-local generators in the Lie algebra) in our
circuit but do not allow more nonlocal gates. In our context, we want to disincentivize
motion in directions which correspond to generators involving products of more than k
gamma matrices. Let us begin by constructing such a right-invariant metric. We can use
the gamma matrix basis for su(2N/2 ) to compute the structure constants fij ` of the Lie
algebra, defined as4
[Ti , Tj ] = ifij ` T` ,
(3.2.4)
where recall that the Ti = γa1 · · · γam are generators built from products of gamma matrices (or equivalently, products of the SYK fermion operators) labelled by the multi-index
i = (a1 · · · am ). Using these, we calculate the Cartan-Killing form
Kij = −

1
fim ` fj` m ,
h∨

(3.2.5)

(where h∨ is the dual Coxeter number) which is a positive-definite5 bilinear form. In
order to build in the notion of simple and hard directions in the Lie algebra, we construct
a new positive-definite bilinear form on su(2N/2 )
Gij =

ci + cj
Kij ,
2

(3.2.6)

where the numbers ci are “cost factors”. Then a right-invariant metric g can be defined
at an arbitrary point U on SU (2N/2 ) by simply taking
gU (X, Y ) = G(XU −1 , Y U −1 ),

(3.2.7)

where we have used the group structure to transport the tangent vectors X and Y from U
back to the identity and then applied (3.2.6). The cost factors ci encode the information
about our choice of local and nonlocal directions, i.e. our notion of k-locality. We will
generally take ci = 1 if the generator Ti consists of k or fewer gamma matrices, and
ci = 1 + µ with µ  1 otherwise; we will specify how large µ has to be shortly. Note that
if we chose cost factors ci = 1 for all i, the metric (3.2.7) would actually be bi-invariant.
4

When sums are not written explicitly, the Einstein summation convention is adopted. We caution the
reader that there will be expressions in which repeated indices appear three times, but this will not cause
any ambiguities because the three matching indices will always be summed over together.
5
Some definitions of the Cartan-Killing form instead yield a negative-definite form for compact Lie
algebras. We are only interested in this form up to overall sign and normalization since our only use for
it is to define a right-invariant Riemannian metric on SU (2N/2 ).
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Here bi-invariant means that the metric is both left and right invariant. The restriction to
right-invariance arises by choosing at least one cost factor to be ci 6= 1 (or more generally
by choosing a symmetric bilinear form for the metric which is not proportional to the
identity).
Having chosen our cost factors, the geodesic equation on SU (2N/2 ) with metric (3.2.7)
is given in terms of the Lie algebra metric (3.2.6) and structure constants (3.2.4) by the
Euler-Arnold equation [13]6
Gij

dV j
= fij p V j Gp` V ` ,
ds

where the velocities V i (s) control the unitary path the geodesic follows via

 Z s
0 i 0
ds V (s )Ti ,
U (s) = P exp −i

(3.2.8)

(3.2.9)

0

and we have made use of the path-ordered exponential to solve the matrix equation for
the unitary operator
dU
= −iV i (s)Ti U (s).
(3.2.10)
ds
Finally, we impose the boundary condition
U (1) = Utarget

(3.2.11)

for some target unitary whose circuit complexity we wish to study. This complexity is
given by the geodesic length
Z 1 q
(3.2.12)
C(Utarget ) = min
ds Gij V i (s)V j (s)
0

where the minimization is over all geodesics from the identity to Utarget . Throughout this
chapter, we will be interested in Utarget = e−iHt , where H is a suitable k-local Hamiltonian.
Before moving on to calculations, we would like to specify how large the cost factor
µ needs to be. The essential reason for choosing µ large is that it prevents the geodesic
from wandering off in the hard, i.e., non-k-local directions, and we can then take such a
geodesic to be a reasonable approximation to the true minimal circuit built only out of the
allowed k-local gates (more precisely, gates of the form gα = eiTα for k-local Tα ). Now
e (s)
imagine that we start with our minimal geodesic U (s), and then define a new curve U
by simply projecting out from its velocity V (s) all the hard directions. Having done so,
this new curve would deviate from the target unitary by some amount, which we would
6

The original article is in French, but an English summary can be found in [126].
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like to be smaller than some fixed error tolerance. It was shown in [98] that7
S/2
e (1)||op. ≤ √e
||Utarget − U
C(Utarget ).
1+µ

(3.2.13)

If we pick 1 + µ = 12 eS C 2 , then the right hand side above can be made smaller than .
Therefore, for any target unitary with polynomial complexity8 , we need to take the cost
factor to be µ ∝ eS , where the proportionality factor may scale at most polynomially in
S.

3.2.1

Analytics for N = 2

We will mainly be interested in studying the complexity for a large-N chaotic Hamiltonian,
with the SYK model as a specific example. However, as a warm up, we will begin with
the case of an SYK-like model with N = 2 fermions. The algebra for the N = 2 case
is simply the familiar su(2) (see also [31]). There are three generators, built from the
Hermitian matrices γa .
T1 = γ1 ,
T2 = γ2 ,

(3.2.14)

T3 ≡ T12 = iγ1 γ2 .
We can compute the structure constants by using the algebra (3.2.3).
[T1 , T2 ] = −2iT3 ,
[T2 , T3 ] = −2iT1 ,

(3.2.15)

[T3 , T1 ] = −2iT2 .
We see that, even though we have chosen a slightly unusual basis for the algebra, the
structure constants are still fij k = −2ij` δ `k ; this is essentially the usual angular momentum algebra up to a minus sign and a factor of 2. This fact will allow us to solve the
Euler-Arnold equation directly. The Cartan-Killing form is given by9
Kij = δij .
7

(3.2.16)

In lemma 1 of [98] a weaker inequality was proven with the coefficient of the right hand side being
e as opposed to eS/2 . However, one can do better by using the fact that the operator norm is upper
bounded by the Frobenius norm in step 3 of the derivation found in the appendix of [98].
8
Our arguments should work more generally for any target unitary with sub-exponential complexity.
For e.g., when t scales sub-exponentially with S, then e−itH necessarily has at best sub-exponential
complexity, as will become clear later.
9
We will always normalize the Cartan-Killing form to δij , regardless of the coefficient obtained by using
(3.2.5).
S
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Let us pick c1 = c2 = 1 and c3 = 1 + µ, where µ is a large suppression factor to discourage
motion in the T3 direction. This corresponds to enforcing k = 1 locality. The equations
(3.2.8) then reduce to
dV 1
= −2µV 2 V 3 ,
ds
dV 2
= 2µV 3 V 1 ,
ds
dV 3
(1 + µ)
= 0,
ds

(3.2.17)

and this system can be solved to find the unique solution with integration constants v i .


V 1 (s) = v 1 cos v 3 µs − v 2 sin v 3 µs ,


V 2 (s) = v 2 cos v 3 µs + v 1 sin v 3 µs ,

(3.2.18)

V 3 (s) = v 3 /2.
Thus far we have solved the geodesic equation at the level of the Lie algebra, which
allows us to obtain the tangent vector at any point along the geodesic given an initial
direction. In fact, we can already compute the complexity of a path connecting U (0) = 1
to U (1) = Utarget :
C=
=

Z

1

ds
r0

p
(V 1 )2 + (V 2 )2 + (1 + µ)(V 3 )2

1+µ 3 2
(v ) .
(v 1 )2 + (v 2 )2 +
4

(3.2.19)

We see that the integrand is actually independent of s, leading to a simple result. All the
information about the path length is contained in the magnitude of the tangent vector at
the identity.
We really would like to know the geodesic for fixed boundary conditions U (0) = 1
and U (1) = Utarget in order to fix the initial tangent vector v i Ti . The unitary U (s) along
the geodesic path from the identity with tangent vector V i (s)Ti is given by the pathordered exponential (3.2.9). Now, we want to explicitly evaluate what the final unitary
U (1) looks like as a function of the initial velocity v i , and then implement the boundary
condition U (1) = e−iHt for some local, Hermitian Hamiltonian, in order to solve for
v i . However, solving this would require us to brute-force deal with the path-ordering in
(3.2.9), which is a famously difficult problem and is solved in quantum mechanics (where
there is a time-ordering rather than a path-ordering) using perturbation theory. We would
like a more nonperturbative approach, and we might hope that one exists since we are
only dealing with finite-dimensional matrices rather than the infinite-dimensional Hilbert
spaces familiar from other quantum systems like the harmonic oscillator. Indeed, such a
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nonperturbative method for finite-dimensional matrix equations was found in [56]. We
employ their construction here. Given the velocity along the geodesic
!
3 /2
1 − iv 2 )e−iv 3 µs
−v
(v
V (s) = V i (s)Ti =
,
(3.2.20)
3
(v 1 + iv 2 )eiv µs
v 3 /2
we wish to solve (3.2.10) subject to U (0) = 1 without the use of the path-ordering P. Let
us define the frequency
1
ω 2 = (v 1 )2 + (v 2 )2 + (1 + µ)2 (v 3 )2 ,
4

(3.2.21)

and the function
i

ϕ(s) = e− 2 v

3 µs

,

(3.2.22)

then the solution is




3
(v 1 −iv 2 )
sin
ωs
−iϕ(s)
sin
ωs
ϕ(s) cos ωs + i v (1+µ)
2ω
ω

 .
U (s) = 
3
(v 1 +iv 2 )
−iϕ(−s) ω
sin ωs
ϕ(−s) cos ωs − i v (1+µ)
sin
ωs
2ω
(3.2.23)
Note that this is a completely coordinate-free description of a path on the unitary manifold
SU (2); although SU (2) happens to have a convenient interpretation as S 3 , the higher
groups SU (2N/2 ) are nontrivial fiber bundles, so a coordinate patch-based method is
likely difficult to implement.
We can now solve for v i (and hence compute the complexity of time evolution) by
implementing the boundary condition U (1) = e−iHt for some Hamiltonian H, which we
P
decompose as H = i Ji Ti . The time evolution operator can be exactly computed with
p
a simple matrix exponential, yielding (letting J = J12 + J23 + J32 )
!
J1 −iJ2
J3
sin
Jt
−i
sin
Jt
cos
Jt
+
i
J
J
.
(3.2.24)
e−iHt =
2
−i J1 +iJ
sin
Jt
cos
Jt
−
i JJ3 sin Jt
J
We can easily see that, if we had chosen all the metric cost factors to be ci = 1 (i.e. taken
µ = 0 in (3.2.23)), the time evolution operator would itself define a geodesic curve. This is
because, for bi-invariant metrics, the matrix exponential coincides with the (Riemannian)
exponential map. The boundary condition
U (1) = e−iHt

(3.2.25)

may be solved for the velocities v i in terms of the Hamiltonian couplings Ji , for each value
of t, using numerical techniques. There will be, in general, multiple solutions to any such
equation which correspond to different geodesics in SU (2) which begin at the identity
and end at e−iHt . We must of course find the one with minimal complexity.
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3.2.2

Linear geodesic for arbitrary N

For general N , the algebra su(2N/2 ) is quite complicated. We have collected some facts,
including a derivation of the structure constants, in appendix A.1. However, the most
important points for us are the following: firstly, the structure constants in the basis Ti
(corresponding to ordered products of gamma matrices) are fully antisymmetric by virtue
of orthogonality in the trace norm. Secondly, fij ` is nonzero if and only if
fij ` 6= 0 ⇔ i ⊕ j = `, qi qj + qi∧j ≡ 1

mod 2.

(3.2.26)

Here we are thinking of the multi-indices i, j · · · as binary numbers; for instance (in the
ordering convention of appendix A.1), the operator T3 = iγ1 γ2 corresponds to the binary
number 00 · · · 0011, T5 = iγ1 γ3 corresponds to the binary number 00 · · · 0101 etc. Further,
qi is the number of ones (i.e., the number of fermions) in i, ⊕ stands for the bitwise XOR
and ∧ stands for bitwise AND. The (suitably normalized) Cartan-Killing form follows
after a short computation10
Kij = δij .
(3.2.27)
For convenience, we will label operators with k or fewer fermions with undotted Greek
indices α, β... and those with more than k fermions with dotted Greek indices α̇, β̇...,
where k < N is arbitrary for now. We choose the easy directions, i.e., operators with k
or fewer fermions, to have cost factors cα = c and the hard directions, i.e., operators with
more than k fermions, to have cost factors cα̇ = c̄. The Euler-Arnold equation can then
be written schematically (since we have not determined overall sign)
ci

dV i
= 2(c̄ − c)
ds

X
j,` s.t qj q` +qj∧` ∈2Z+1
j⊕`=i

±V j V ` ,

(3.2.28)

where we have explicitly written out the sums, and the index i on the left-hand side is
not to be summed over. There is an interesting structure to (3.2.28) that emerges when
we split into local and nonlocal directions. We first observe that fαα̇ β = −fβ α̇ α . So, if a
nonlocal direction with index α̇ appears in a local direction β’s velocity equation, it also
appears in the velocity equation of the local direction α which multiplies it in β’s equation.
A similar story occurs for fα̇α β̇ = −fβ̇α α̇ for the nonlocal directions β̇ and α̇. The local
direction α will occur in both of their velocity equations, appearing with opposite sign.
We can introduce antisymmetric matrices Ṁβα and M α̇ β̇ and rewrite (3.2.28) as
dV α
= 2(c̄ − c)Ṁβα (V γ̇ )V β
ds
dV α̇
c̄
= 2(c̄ − c)M α̇ β̇ (V γ )V β̇ ,
ds
c

10

(3.2.29)

The appropriate normalization factor in the general case with our choice of generators is 2−(N +1) .
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where Ṁ (V ) is a matrix with local indices which depends linearly on the nonlocal directions’ velocities and M (V ) is a matrix with nonlocal indices that depends linearly on the
local directions’ velocities. Though this system is tricky to even write at arbitrary N , we
can find a simple solution to it within the local subspace using the ansatz:
V α (s) = v α ,

(3.2.30)

V α̇ (s) = 0,
which solves (3.2.29) because Ṁ = 0. The complexity is then
s
X
C=
(v α )2 ,

(3.2.31)

α

where we have no contribution from the nonlocal directions. This is in accord with our
intuitions about quantum circuit construction, where we do not just suppress nonlocal
gates but completely disallow them. Since the velocities in (3.2.30) are constant, the
path-ordering in (3.2.9) is trivial and the unitary path is
U (s) = eiv

αT s
α

.

(3.2.32)

If we take our target state to be Utarget = eiHt where H is a k-local Hamiltonian
H = J α Tα ,

(3.2.33)

we can solve the boundary condition (3.2.25) to find one easy solution11
v α = J α t.

(3.2.34)

We will refer to this geodesic as the linear geodesic. Assuming that the linear geodesic is
the correct minimum, we find that the complexity (3.2.31) is
v
u
s
eS
u
X
X
t
α
2
−S
2,
C=t
(J ) = t e
Em
(3.2.35)
α

m=1

where in the second equality we have rewritten the coefficient in terms of the energy
eigenvalues Em by relating the expressions inside the square roots to trH 2 . The linear
growth of the complexity in (3.2.35) matches expectations from holographic calculations of
complexity as well as old observations about complexity growth in the geodesic formalism
[98, 32]. Our task now is to investigate the validity of the assumption that the linear
geodesic is the correct minimum to consider.
11

One might think that the ambiguity in the logarithm gives multiple solutions here, but this is not the
case, because generically the “other solutions” obtained from the log will not be entirely along the easy
directions, and so are not admissible.
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3.3

Conjugate points and the eigenstate complexity hypothesis

One might wonder where the late-time behavior (i.e., late-time saturation) of complexity
is going to appear from the previous discussion. The point, of course, is that the linear
geodesic cannot be minimal for all times. After all, SU (2N/2 ) is a compact manifold, and
no geodesic path on a compact manifold can globally minimize the length between the
identity and U = e−iHt for all t. In general, there are two ways a geodesic can become
non-minimizing in a Riemannian manifold M :
1. Conjugate points: given a geodesic U (s) : [0, 1] → M , there exists a variation
through curves U (η, s) : [−δ, δ] × [0, 1] → M such that U (η, s) obeys the geodesic
equation at first order in η, U (0, s) = U (s), U (η, 0) = 1 and U (η, 1) = U (1) + O(η 2 ).12
e (s) :
2. Geodesic loops: given a geodesic U (s) : [0, 1] → M there is another geodesic U
e have the same length L[U ] = L[U
e ], U (0) = U
e (0), and
[0, 1] → M such that U and U
e (1).
U (1) = U
These two conditions can roughly be thought of as local and global obstructions to minimality, respectively. This is because conjugate points along a geodesic segment mean that
the segment is a saddle point,13 not a minimum; the number of conjugate points along the
segment is equal to the number of “downward directions”. Therefore, conjugate points
are an obstruction to a geodesic segment being locally minimizing. On the other hand,
the absence of conjugate points but presence of geodesic loops indicates that the geodesic
segment is locally minimizing but not globally minimizing. We will address the issue of
conjugate points in this section. We will not prove the nonexistence of geodesic loops.
Prior studies of complexity using toy models have largely avoided the question of
conjugate points (although see [51], where the importance of conjugate points in circuit
complexity was emphasized previously) roughly by assuming all sectional curvatures are
negative, so that geodesics originating at the same point generically diverge [32, 77].
However, this assumption is worrisome, because it is well-known that any unimodular
Lie group with left- or right-invariant metric must possess some strictly positive sectional
curvature, or else be completely flat [91]. If the sectional curvature cannot be everywhere
bounded above by zero, one cannot rule out the existence of conjugate points on general
grounds. Therefore, it is crucial to understand conjugate points on the full group manifold
in the complexity metric (3.2.7). Here we will show a lower bound on the distance from
12
13

See [139] for a recent discussion of conjugate points in general relativity.
We mean here a saddle point of the energy functional on the space of paths [94].
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the origin to the first conjugate point along the linear geodesic V = Ht. We will call the
time at which the linear geodesic develops this first conjugate point tc .
In order to find conjugate points, we look for a velocity perturbation δV (s), also
called a Jacobi field,14 which obeys a first order differential equation known as the Jacobi
equation, with particular boundary conditions which we will state precisely later. In
Sec. 3.3.1, we solve the Jacobi equation for the velocity perturbation δV (s). In Sec. 3.3.2,
we compute the first order change δU in the target unitary due to a velocity perturbation
which obeys the Jacobi equation. Setting this to zero gives a boundary condition for the
Jacobi equation, which corresponds to having a conjugate point. In Sec. 3.3.3, we will
show that with the bi-invariant choice of metric (i.e., with the same cost factors for all
generators in the Lie algebra), the linear geodesic has a large number of conjugate points.
In particular the first conjugate point appears at tc = Emax2π
−Emin , where Emax/min are the
largest and smallest eigenvalues of the Hamiltonian respectively. In Sec. 3.3.4, we will
then return to the right-invariant case with a large cost factor for the hard directions in
the set of generators. We will argue that at large-N and for Hamiltonians which satisfy
what we will call the eigenstate complexity hypothesis (ECH), the linear geodesic segment
from the identity to e−iHt does not have any conjugate points for sub-exponential times,
and thus the linear geodesic is at least locally minimizing until times exponential in N .

3.3.1

Solving the Jacobi equation

In order to discover a conjugate point, we must deform the base geodesic with a velocity perturbation δV (s) which solves the geodesic equation to first order; this first order
equation for δV (s) is called the Jacobi equation. The Jacobi equation in our context is
obtained by studying the first order correction to the Euler-Arnold equation (around the
original, unperturbed geodesic V = Ht) under a velocity perturbation Ht → Ht + δV (s)
(see Fig. 3.3 for an illustration). We will confine our attention to the case with all the
easy cost factors being c = 1 and all the hard cost factors being c̄ = 1 + µ (where µ ∼ eS
as explained previously), but it would be interesting to generalize our analysis to the case
where the cost factors along the hard directions vary with the scale of non-locality. We
can then write the Jacobi equation as
dδVL (s)
= µt[H, δVN L (s)]L
ds
dδVN L (s)
µt
i
=
[H, δVN L (s)]N L
ds
1+µ
i

14

(3.3.1)

More precisely, the Jacobi field is the first order deformation of the original geodesic, and δV (s) is its
derivative pulled back to the identity. We will sometimes loosely refer to δV itself as the Jacobi field.

41

where the subscripts L (local) and N L (nonlocal) denote projection into the local and
nonlocal subspaces, i.e.
1 X
δVL = N/2
tr(δV Tα )Tα
2
α
(3.3.2)
1 X
δVN L = N/2
tr(δV Tα̇ )Tα̇
2
α̇
where Tα , Tα̇ are bases for the local and nonlocal subspaces respectively.

e

iHt

I
Figure 3.3: An illustration of a conjugate point, shown as the red point.
Let AL denote the vector space spanned by the local generators in the Lie algebra,
and AN L denote the vector space spanned by the non-local generators. In order to solve
the Jacobi equation, note that the second equation in (3.3.1) involves the super-operator
C : AN L → AN L defined by
C(X) = [H, X]N L .
(3.3.3)
The nonlocal equations can be solved by introducing a new basis Teα̇ for the nonlocal
subspace such that C is diagonal15 :
C(Teα̇ ) = [H, Teα̇ ]N L = λα̇ Teα̇ .
(3.3.4)
P
In this basis, we can write δVN L = α̇ δ Ve α̇ Teα̇ , where we note that the δ Ve α̇ are numbers
(i.e., the coefficients) while Teα̇ are hard/non-local operators in the Lie algebra. The
nonlocal equations become (in components)
i

dδ Ve α̇
µt
=
λα̇ δ Ve α̇ ,
ds
1+µ

with no summation over α̇ on the right-hand side. The solution is therefore


−iµtλα̇ s
α̇
e
δ V (s) = exp
δ Ve α̇ (0).
1+µ
15

(3.3.5)

(3.3.6)

This is always possible since C is Hermitian viewed as a matrix acting on AN L , and the spectral
theorem of linear algebra states that Hermitian matrices may always be unitarily diagonalized with real
eigenvalues.
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Plugging this into the local equations, we have


X
dδVL
−iµtλα̇ s
i
= µt
exp
δ Ve α̇ (0)[H, T̃α̇ ]L .
ds
1+µ

(3.3.7)

α̇

The local solution is
δVL (s) = δVL (0) − iµt

3.3.2

X exp



α̇

−iµtλα̇ s
1+µ
−iµtλα̇
1+µ



−1

δ Ve α̇ (0)[H, T̃α̇ ]L .

(3.3.8)

Conjugate points as zero modes

We wish to use (3.3.6) and (3.3.8) to determine whether there are conjugate points.
This can be done by understanding the first order perturbation to the final unitary U (1)
induced by δV . The exact final unitary and first order perturbation are, recalling (3.2.9),
 Z 1

U (1) = P exp −i
ds(Ht + δV (s)) = e−iHt − iδU (1),
(3.3.9)
0

where the δU term is obtained by expanding the path-ordering in a Dyson series and
taking the first term,
Z 1
U −1 δU (1) =
ds eiHts δV (s)e−iHts .
(3.3.10)
0

We now define a super-operator Y(µ) : δV (0) → U −1 δU (1) which acts by


−iµtλα̇ s

Z 1
−1
X exp
1+µ
δ Ve α̇ (0)[H, T̃α̇ ]L
Y(µ) (δV (0)) =
dseiHts δVL (0) − iµt
−iµtλ
α̇

0

+

1+µ

α̇

X
α̇


exp

−iµtλα̇ s
1+µ



(3.3.11)



δ Ve α̇ (0)T̃α̇ e−iHts ,

where we have inserted our solution for δV (s) into equation (3.3.10). A conjugate point,
in this formalism, is given by the condition
U −1 δU (1) = 0,

(3.3.12)

and therefore corresponds to a zero mode of the super-operator (3.3.11). So, our approach
to finding conjugate points will be to study the spectrum of Y(µ) and check for when it
develops zero modes. While this super-operator, as it appears in our analysis, is a linear
operator on the Lie-algebra su(2N/2 ), it is convenient to view Y(µ) as acting on the
complexification of this vector space, i.e., on sl(2N/2 , C), and study the spectrum in this
complexified space. The reason for doing this is that our Lie algebra is a vector space
over a non-algebraically-closed field R, and so the eigenvalues of Y(µ) need not be real,
and the eigenvectors need not be real combinations of the elements of the Lie algebra.
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(This is true for essentially the same reason that solutions to x2 + 1 = 0 only exist in C
even though the equation involves coefficients only in R.) Of course, in order for a true
conjugate point to appear for some values of t and µ, the zero mode must be Hermitian
and traceless. In other words, it must indeed be a valid element of su(2N/2 ).

3.3.3

Conjugate points in the bi-invariant case

Solving for the conjugate points at general values of µ is analytically hard. We will only be
able to do it approximately in Sec. 3.3.4 for large-N Hamiltonians which satisfy a certain
complexity criterion on their eigenstates. But before doing that, it is useful to look at the
much simpler case of µ = 0 where we can obtain all the conjugate points exactly. This is
because at µ = 0, where all generators are considered computationally “easy”, equation
(3.3.11) simplifies greatly, and we get
Z

1

ds eiHts δV (0)e−iHts .

Y(0) (δV (0)) =

(3.3.13)

0

It is easy to guess the eigenvectors of this super-operator: they are simply the energy
eigenstate projectors |mihn|, where |mi and |ni are eigenstates of the Hamiltonian with
energies Em and En respectively. Indeed, we find
Z 1
Y(0) (|mihn|) =
ds ei(Em −En )ts |mihn| = φmn (t)|mihn|,
(3.3.14)
0

where the eigenvalue φmn (t) is given by16
φmn (t) ≡

ei∆mn t − 1
, ∆mn = (Em − En ).
i∆mn t

(3.3.15)

The eigenvalue φmn (for Em 6= En ) becomes zero at
tmn =

2π
Z.
∆mn

(3.3.16)

Indeed, at these times, the eigenvalues corresponding to both |mihn| and |nihm| become
zero, and we can construct two Hermitian linear combinations out of these. Therefore,
the linear geodesic develops a large number of conjugate points at the times given by
equation (3.3.16), for all the possible choices of Em and En . The first time t > 0 at which
it develops a conjugate point is
tc =

2π
2π
≡
.
Emax − Emin
∆max

16

(3.3.17)

Notice that diagonal projectors |nihn| have constant eigenvalue 1 and therefore cannot lead to conjugate points in the bi-invariant case.
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In the SYK model, the maximum separation is known to be ∆max ∼ N , and so the
linear geodesic stops being minimal after tc ∼ 2π
N . However, this model is expected to
be chaotic, so how is it that the conjugate points are appearing at a time of O(1/N )?
The resolution of course lies in the fact that the bi-invariant metric is not the correct
Riemannian metric for complexity. To understand physically relevant conjugate points
we need to select a notion of locality for our generators. In other words, we need to
choose which operators in the theory are “simple”. By choosing the bi-invariant metric
on the generators we have allowed arbitrary operators as local, but this is definitely not
a physically sensible choice. However, the above calculation emphasizes the importance
of conjugate points, and the need to make sure that they are absent if we are to establish
the minimality of a geodesic. We now turn to the question of what happens to conjugate
points for chaotic systems when a suitable notion of locality has been established by
turning on cost factors in the complexity metric.

3.3.4

Turning on cost factors

We will turn on a finite cost factor µ, which will separate “easy” and “hard” computational
directions, or, more physically, operations that we will consider “local” or “non-local”.
Our aim is to show that the linear geodesic is locally minimizing for times exponential in
N , and so contains no conjugate points till such time. As stated previously, we do not
have an exact solution for the spectrum of Y(µ) (although it is possible to calculate this
spectrum perturbatively in µ). However, if the Hamiltonian is sufficiently chaotic, then
the situation simplifies greatly. More precisely, if the off-diagonal eigenstate projectors
|mihn| of the Hamiltonian are “complex”, in the sense that their overlaps with the local
generators are exponentially suppressed in N , then we can give an approximate formula
for the spectrum of the super-operator Y(µ) at finite µ. We will call this criterion the
eigenstate complexity hypothesis, or ECH for short:
Eigenstate Complexity Hypothesis (ECH): Let H be the Hamiltonian with energy
eigenstates |mi, |ni etc., Tα be the local generators in the Lie algebra, and Tα̇ be the
non-local generators. Define
P
2
α |ni|
α |hm|TP
.
(3.3.18)
Rmn = P
2
2
α |hm|Tα |ni| +
α̇ |hm|Tα̇ |ni|
We will say that the Hamiltonian and the gate set satisfy the eigenstate complexity
hypothesis, if in the large-N limit for Em 6= En ,
Rmn = e−2S poly(S) rmn ,

(3.3.19)

where S is ln dim of the Hilbert space (i.e., S = N2 ln 2 for the SYK model), poly(S) is
some polynomial in S, and rmn are O(1) numbers which do not scale with N . We can
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Figure 3.4: (Left) A visualization of the matrix Rmn for the SYK model at N = 14, k = 4, q =
3, J = 1, for a single realization. Note that off-diagonal elements are suppressed. The vast
majority of the off-diagonal matrix elements are close to ∼ 0.09, which is precisely the number
of local generators divided by the total number of generators. The diagonal elements seem to be
enhanced compared with the rest. (Right) A histogram of rmn s defined in equation (3.3.21) for
N = 12, k = 3, q = 3 for 100 realizations.

equivalently state this as
|| |mihn|L || = O(e−S poly(S)),

(3.3.20)

where recall that the subscript L indicates projection to the local/easy subspace in the
Lie algebra and the operator norm is defined by ||X|| = [Tr(X † X)]1/2 .
The physical intuition behind this criterion is that off-diagonal projectors of the form
|mihn| map the energy eigenstate |ni to a different eigenstate |mi. For chaotic Hamiltonians, this operation should be complex from the point of view of local generators in
the Lie algebra, since we expect these energy eigenstates to differ in their fine-grained microstructure. Another reason to expect ECH is that for sufficiently chaotic Hamiltonians,
off-diagonal projectors like |mihn| tend to have a uniformly distributed overlap with the
generators in the Lie algebra (see Fig. A.1 in appendix A.2), and since there are exponentially many non-local generators and only polynomially many local generators (assuming
k does not scale with N ), the projection of |mihn| onto the local directions should be
exponentially suppressed in N , as per equation (3.3.19).
The interacting SYK model satisfies the ECH. To demonstrate this, we have shown
an array-plot of the matrix Rmn for a single realization in the left panel of Fig. 3.4, for
the SYK model at N = 14, J = 1 and k = 4, q = 3. We see that the off-diagonal elements
of Rmn are indeed exponentially suppressed. Taking
neasy
(3.3.21)
Rmn = N rmn ,
2
where the N -dependent coefficient is the number of easy generators divided by the total
number of generators, we have shown the distribution P (rmn ) of all the rmn s (including
46

diagonals) over 100 realizations of the SYK model in the right panel of Fig. 3.4 (with
N = 12 for convenience). The rmn s are distributed with a (sample) mean of r̄s = 1, and
(sample) standard deviation of σs = 0.14.17 We have also checked other values of N and
(k, q) (with q < k) and found similar behavior. One novelty for q even (see appendix A.2
for further discussion) is that the Hamiltonian has a fermion number symmetry (which
additionally is diagonal in the basis involving products of fermions), and this leads to
an O(1) splitting of the distribution P (rmn ) into two distributions, corresponding to the
off-diagonal projectors which either preserve or reverse the fermion number symmetry.
So far, we have presented some numerical evidence to show that the SYK model satisfies the ECH. More generally, we expect chaotic Hamiltonians to satisfy ECH (provided
an appropriate choice is made for the k-local generators) as a consequence of a form of
the eigenstate thermalization hypothesis (ETH), which is believed to be true in general
chaotic quantum systems [50, 117, 49] (see [116, 63, 95] for discussion of ETH in the
SYK model). ECH is of course very reminiscent of the ETH. In fact, we can see how the
two are related in the SYK model. If we take the generators to be Ti ∼ ψa1 · · · ψam , the
denominator in the definition (equation (3.3.18)) of Rmn is equal to eS = 2N/2 ; this just
follows from the fact that |mihn| has operator norm one, while each of the generators Ti
has norm eS/2 . Now, if we further assume that the local/easy generators satisfy ETH,
then each term in the numerator of Rmn is also O(e−S ).18 Since there are at most polynomially many local/easy generators (assuming k does not scale with N ), we deduce that
Rmn = O(poly(S)e−2S ), provided the easy generators satisfy ETH. From this perspective,
we may view ECH as saying that the easy generators in our choice of the gate set should
satisfy ETH, but where our easy generators are k-local, and so involve multi-site operators (not simply 1-local operators). On the other hand, ECH is a logically independent
criterion from ETH; it requires that the off-diagonal outer products |mihn| have small
projection onto the easy/local directions, i.e., that they are complex, or alternatively that
they are uniformly distributed in terms of their overlaps with all the e2S generators of
the gate-set. We expect that large-N integrable Hamiltonians should violate ECH, but it
would be interesting to study this in greater detail. Certainly, off-diagonal operators of
the form |mihn| in integrable systems tend to have overlaps with a far smaller subset of
the e2S generators in the gate set (see Fig. A.2 in appendix A.2.) Since the norm of |mihn|
is one, this naturally requires the individual overlaps hn|Ti |mi to be larger. For instance,
17

P
It is easy to show from the definition of rmn that their mean is one: 21N
m,n rmn = 1. The
distribution P (rmn ) can be roughly approximated by the normal distribution with mean r̄ ' 1 and
standard deviation σ ' 0.098. A slightly better approximation is provided by Student’s t-distribution
with the parameters r̄ = 0.994, σ = 0.093 and the number of degrees of freedom ν = 6.
18
More precisely, the ETH suppression to Rmn is e−S(Ē) where Ē = (Em + En )/2, but we expect
S−S(Ē)
e
to be polynomial in S.
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in appendix A.2 we show numerical evidence that for q = 2 (quadratic) SYK-like Hamiltonians, the individual overlaps hn|Ti |mi are all O(1), and hence Rmn only has an e−S
suppression, as opposed to e−2S in the chaotic case (or equivalently || |mihn|L || ∼ e−S/2
as opposed to e−S ). Indeed, our arguments below for complexity growth will crucially
rely on this enhanced suppression in chaotic systems.
Let us now return to the problem of conjugate points at finite cost factor. If we take
the statement (3.3.20) of ECH as given, then we have
C(|mihn|N L ) = [H, |mihn|N L ]N L
= [H, |mihn|]N L − [H, |mihn|L ]N L
= ∆mn |mihn| − [H, |mihn|L ]N L − ∆mn |mihn|L

= ∆mn |mihn| + O(e−S poly(S)),

(3.3.22)

where in the last line we have used ECH together with the fact that the Hamiltonian is a linear combination of only polynomially many generators, and so the norm
of [H, |mihn|L ]N L can at most get a polynomial enhancement over the exponentially
suppressed norm of |mihn|L . This implies that if we take our initial velocity to be
δV (0) = |mihn|, then the solution (3.3.6), (3.3.8) to the Jacobi equation simplifies substantially


iµt∆mn s
δVmn (s) = exp −
|mihn| + · · · .
(3.3.23)
1+µ
Below, we will carefully justify that the corrections to equation (3.3.23), denoted as · · ·
above, are exponentially suppressed in N , but for now we will proceed with the main
argument. With equation (3.3.23) in hand, we can evaluate the action of the superoperator Y(µ) on |mihn|:
Z 1
Y(µ) (|mihn|) =
ds eiHts δVmn (s)e−iHts
0


Z 1
it∆mn s
=
ds exp
|mihn| + · · · ,
(3.3.24)
1+µ
0
where, once again, the correction terms are exponentially suppressed in N , as will be
justified below. Performing the s integration, we find




mn t
exp i∆
−1
1+µ
t
Y(µ) (|mihn|) =
|mihn| + · · · = φmn
|mihn| + · · · . (3.3.25)
i∆mn t
1+µ
1+µ
(Note that the function φmn was defined in (3.3.15).) Therefore, under the assumption
(3.3.20), the super-operator Y(µ) is a diagonal matrix in the |mihn|-basis with the diagonal


t
entries given by φmn 1+µ
. The diagonal entry corresponding |mihn| becomes zero at
tmn (µ) '

2π(1 + µ)
Z,
∆mn
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(3.3.26)

|ϕ mn (t/(1+μ))|

|ϕ mn (t/(1+μ))|
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Figure 3.5: As we crank up µ from µ = 0 (blue curves) to finite non-zero values, the conjugate
points corresponding to |mihn| (zeros of φmn ) move towards larger times. The orange and green
curves on the left correspond to µ = 0.2 and µ = 0.5 respectively, while the orange curve on the
right corresponds to µ = 10. We have taken ∆mn = 1 for simplicity.

up to O(e−S poly(S)) corrections.19 Therefore, as we crank up the cost factor µ, all the
diagonal entries become approximately equal to one. Indeed, the first time at which one
of these diagonal entries becomes zero moves to later and later time (see Fig. 3.5) is now
approximately located at
2π
(1 + µ).
(3.3.27)
tc '
∆max
If we take the cost factor to be
µ ∼ e(1−)S ,
where  is some small positive number (as will become clear shortly, the above argument
works when µt  eS which is satisfied by this choice at any sub-exponential time), then Y
will be approximately the identity matrix for any time sub-exponential in S, and so we do
not expect it to have zero modes. Of course, there is an important caveat here – although
the corrections to Y are exponentially small, the matrix in question is exponentially large
and so one might worry that the eigenvalues of Y get corrected at O(1). We will address
this issue below.
Here we have assumed that ∆max does not scale exponentially with N . Indeed, for the
SYK model ∆max = O(N ). This shows that the linear geodesic segment from the identity
to e−iHt is locally minimizing for times exponential in N . To be precise, we have shown
that all the low-lying conjugate points which were present in the bi-invariant case have
moved to exponential time upon turning on the cost factor µ = e(1−)S . In the bi-invariant
case, all the diagonal projectors |mihm| are eigenvectors of the super-operator Y(0) with
unit eigenvalue and do not correspond to conjugate points. We can argue from continuity
that this is still the case when we turn on the cost factor µ: since conjugate points are
19

Each conjugate point is two-fold degenerate at leading order in N , and the exponentially suppressed
corrections may split this two-fold degeneracy.
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zero modes of Y(µ) , they cannot simply appear out of nowhere; as we can see in Fig. 3.5,
they can only move smoothly along the time axis. Therefore, no new conjugate points
should appear at finite time with a finite cost factor. This argument can be formalized
using Morse theory [94].
We also note here that if there is an off-diagonal projector |mihn| which violates ECH
“maximally”, namely that is has an almost unit overlap with the easy/local directions and
a small overlap with the hard/non-local directions, then one can similarly show that such
a projector corresponds to an approximate eigenvector of Y(µ) with the eigenvalue φmn (t).
In this situation, we may expect to find conjugate points at the O(1) times t = ∆2π
Z,
mn
provided ∆mn is not exponentially small, and if so the linear geodesic would stop being
minimizing early on in time evolution. We expect this behavior to be present at small N .
Bounding the correction terms: Now we wish to carefully justify that all the correction terms which were ignored above are indeed exponentially suppressed. To this
end, let δVmn (s) be the Jacobi field along the linear geodesic with the initial condition
δVmn (0) = |mihn|, and define
δVmn (s) = c(s)|mihn| + δW (s),

(3.3.28)

mn
− iµts∆
1+µ

where c(s) = e
, and δW (s) is the correction to the leading order result in equation
(3.3.23). We insert this into the Jacobi equation to obtain the differential equations
satisfied by δW :
dδWL (s)
= µt[H, δWN L (s)]L + SL (s),
ds
dδWN L (s)
µt
i
=
[H, δWN L (s)]N L + SN L (s),
ds
1+µ
i

(3.3.29)

δW (0) = 0,
where the source term S above is given by

µ2 t
µt
c(s)∆mn |mihn|L − µtc(s) [H, |mihn|L ]L −
c(s) [H, |mihn|L ]N L .
1+µ
1+µ
(3.3.30)
S
(1−)S
As long as µt  e , say for instance µt ∼ e
, then the source terms have an exponentially suppressed norm by ECH:
S(s) =

||S|| = O(e−S poly(S)),

(3.3.31)

where S = N2 ln(2), and we are using the Frobenius norm ||X||2 = T r(X † X). For polynomial times, we can therefore take µ ∼ e(1−)S , and the source terms will still be suppressed;
beyond this value of µ our arguments here will break down.20 Expressing δW in terms of
20

Note that for integrable systems, weaker suppression implies that our argument breaks down at
µ ∼ eS/2 , that is far before the required value of eS for the cost factor. For chaotic systems, we can push
the cost factor to e(1−)S , which is almost the required value.
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the basis (Tα , Teα̇ ) introduced previously and solving the second equation in (3.3.29), we
obtain for the non-local piece of δW :
Z s
X iµt(s−s0 )λα̇
ds0
e 1+µ Sα̇ Teα̇ .
δWN L (s) = −i
(3.3.32)
0

α̇

Therefore, the norm of this correction term is given by
Z s
ds0 ||S|| = O(e−S poly(S)),
||δWN L (s)|| ≤

(3.3.33)

0

R
R
where we have used || X|| ≤ ||X||. Repeating the same argument for the local directions, we see that in fact
||δW (s)|| = O(e−S poly(S)).
(3.3.34)
Now coming to the action of the super-operator on |mihn|, we have the exact statement
Z 1
Y(µ) (|mihn|) =
ds eiHts δVmn (s)e−iHts
0


Z 1
t
= φmn
|mihn| +
ds eiHts δW (s)e−iHts .
(3.3.35)
1+µ
0
R
R
We can bound the norm of the second term above by once again using || X|| ≤ ||X||,
together with equation (3.3.34):
Z 1
Z 1
ds ||eiHts δW (s)e−iHts ||
||
ds eiHts δW (s)e−iHts || ≤
0
0
Z 1
=
ds ||δW (s)||
0

= O(e−S poly(S)).

(3.3.36)

This completes our justification that the corrections to equation (3.3.25) are indeed exponentially suppressed in N . The upshot of these
is that, for the parameter
 arguments

t
regimes we are interested in, the functions φmn 1+µ remain close to one and all other
contributions are suppressed. Therefore, no zero modes of the super-operator can develop
before at least one φmn has dropped away from 1, and this does not occur until times
exponential in N .
We will now address a possible caveat in the above discussion: we have shown that the
superoperator Y is an approximately diagonal matrix with the diagonal entries being approximately one at times much smaller than tc , and exponentially suppressed off-diagonal
entries. So let us write
Y = Φ + δY,
(3.3.37)
where Φ is the diagonal part and δY is the off-diagonal part. Equation (3.3.36) shows that
the L2 norm of any row in δY is bounded by an exponentially small quantity. One might
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worry that, since there are exponentially many of these rows, they may combine to lead
to significant deviations in the eigenvalues of Y compared to Φ.21 The point, however, is
that the constraint on the norm of the individual rows of δY is strong enough that almost
all the exponentially many eigenvalues can only receive exponentially small corrections,
while only an O(1) number of eigenvalues can be affected significantly. We can see this
by estimating the average magnitude of the eigenvalues of δY,22 which is exponentially
suppressed because of (3.3.36). Furthermore, the variance in the distribution of the
eigenvalues can also similarly be shown to be exponentially small. Thus, almost all the
eigenvalues of Y will be unaffected by the correction term δY, and thus be bounded away
from zero, i.e., almost all the conjugate points (which were present at small µ) will get
lifted. It is nevertheless true that this argument does not preclude large corrections to
a small number of the eigenvalues, and thus does not completely rule out “accidental”
conjugate points; it will be interesting to see if this can be accomplished by using more
detailed properties of δY.
We emphasize that the potential remaining conjugate points discussed above are “accidental” from the perspective of a random family of Hamiltonians in the following sense: in
quantum circuit complexity, we are concerned with families of Hamiltonians and therefore
with families of conjugate points. In the bi-invariant analysis, we found that conjugate
points were very generic close to the identity, and specifically that any family of random
Hamiltonians will have a family of conjugate points in the bi-invariant metric with distances from the identity set by the total spectral range. If the entries of the Hamiltonian
have mean zero and unit variance, this conjugate point family is actually moving closer
to the identity as we increase N . The “accidental” conjugate points above are not generic
in this way, and require some fine tuning of the matrix δY. Therefore, we do not expect
them to exist in families (i.e. for arbitrary N ), and even if we are unfortunate enough
to encounter such a family, we expect that a small perturbation of the Hamiltonians will
destroy them.

21

We thank Daniel Ranard for emphasizing this point to us.
Note that we can focus on the eigenvalues of δY because Φ is approximately the identity matrix, up
to exponentially small diagonal corrections. To be more systematic, we can absorb these corrections inside
δY, and then make the remainder of the argument. By the Cauchy-Schwarz inequality, the rows of this
newly defined δY also obey a bound on their norms.
22
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Chapter 4

Geometric Secret Sharing in a
Model of Hawking Radiation
4.1

Introduction

The semiclassical calculation of Hawking [62] predicts that pure states of quantum theories
can collapse to make black holes and then evaporate into mixed states, thus destroying
information, a scenario which is forbidden if quantum mechanics is correct. By contrast,
the AdS/CFT correspondence suggests that information can be recovered from black holes
because the whole spacetime is dual to a unitary CFT. Many authors have suggested that
the mechanism for information recovery from black holes is entanglement of Hawking
quanta with the interior microstate. Naively quantifying this entanglement as the von
Neumann entropy of effective field theory on the black hole background leads to a contradiction – the entanglement seems to grow continuously with time, which is impossible if
there are a finite number of black hole microstates in the first place with which the radiation may be entangled. In flat space, where black holes evaporate completely, the entropy
of the radiation must decline back to zero eventually, while in AdS space, where large
black holes come into equilibrium with the radiation, the entanglement entropy should
level off at a plateau. The time at which the entropy growth stops is called the Page time
[99].
Recent work [6] has clarified the problem in the simplified setting of two-dimensional
Jackiw-Teitelboim gravity coupled to a non-gravitating 2d CFT representing radiation
degrees of freedom distant from the black hole. This work suggests that the rectification
of the Page curve is already visible in the semiclassical theory if the entanglement entropy
SA of Hawking radiation collected in a weakly- or non- gravitating region A is actually
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A
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Figure 4.1: (a) The time-reflection-symmetric slice of the eternal BTZ black hole is a wormhole
between two asymptotic regions, A and B . The dashed circle is the bifurcate horizon. This
geometry is dual to the thermofield double state. (b) The two-sided wormhole with one side
truncated and replaced with an EOW brane (red circle) at a finite distance from the bifurcate
horizon. In our model the EOW brane has an internal state structure which matches that of a 2d
CFT. (c) The EOW brane can be replaced with its holographic dual geometry. When the brane
CFT is in a thermal state above the Hawking-Page transition, this geometry is a black hole within
the inception disk (ID, gray) which is glued to the original geometry at the location of the brane
(dashed red circle). The entropy associated with the brane is proportional to the area of the black
hole horizon in the inception disk. This “inception horizon”(dashed blue circle) is an extremal
surface homologous to the asymptotic region A. As such, it competes with the usual bifurcate
horizon (dashed black circle) when we use the RT formula to search for the minimal surface which
computes the entropy of A. In other words, the homology constraint in the RT formula can be
satisfied by pulling curves through the circle where the inception disk meets the real geometry.

computed by a new “island formula”:


Area(∂B)
eff
SA = min ext
+ SAB
B
4GN


(4.1.1)

where B is an “island” in the gravitating region, Area(∂B) is the area of the boundary
eff is the effective field theory entanglement entropy of quanta in the
of the island, and SAB
union of the regions A and B. This formula was inspired by the quantum extremal surface
formula for holographic entanglement entropy [54], and the papers [3, 102] showing new
quantum extremal surfaces inside evaporating black holes. Technically, the authors of [6]
demonstrated their ideas by taking the radiation CFT to be holographically dual to a
three dimensional classical gravity in which entropies of subregions could be computed
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by the Ryu-Takayanagi (RT) formula [112] in one higher dimension. In this context, the
island formula ensures that entropy growth in Hawking radiation terminates at the Page
time. Further work has demonstrated that the island formula follows when the radiation
entropy is computed via the replica trick, provided certain novel Euclidean wormholes
between replicas are included [4, 101].1
In this chapter, we examine these ideas in three dimensions with a negative cosmological constant, while following [72, 9, 43, 101] to model black hole microstates as excitations
of an End-of-the-World (EOW) brane that truncates the geometry behind the horizon of
an eternal black hole (Figs. 4.1a,b). Because we are working with 3d gravity, the EOW
brane is 2-dimensional. The EOW brane has a Hilbert space containing the black hole
microstates, and we imagine this Hilbert space comes from a quantum theory living on
the brane. We take this brane theory to itself be a (deformation of a) 2d conformal field
theory (the Brane CFT, which is distinct from the CFT living on the asymptotic boundary of the spacetime). We then consider the holographic dual to the Brane CFT, “filling
in” the EOW brane to give a complete 3d geometry. In the region behind the brane there
is a different cosmological constant related to the central charge of the Brane CFT, which
is in turn associated to the number of black hole microstates. We call the 3d geometry
behind the brane the Inception Geometry.2 As an example, consider a situation where
k microstates (in some basis) are maximally entangled with external radiation quanta.
In this case, the state of the Brane CFT will be thermal; thus the Inception Geometry
will itself contain a black hole. Then the total geometry has two horizons, one in the real
space and one in the inception space (Fig. 4.1c). We will realize this scenario by imposing
a modified version of the Israel junction conditions [65] to glue the inception geometry
to the real one. This procedure will lead us to the most general way to glue two BTZ
black holes with different temperatures, curvature radii, and Newton’s constant, and no
additional non-holographic stress energy on the gluing surface.
In this context, we propose a new form of the Ryu-Takayanagi (RT) formula, whereby
entanglement entropy in the CFT dual to AdS space is computed by the area of extremal
surfaces that are allowed to pass through the EOW brane into the Inception Geometry,
and motivate the new rule by setting up a replica derivation. The surfaces computed with
this form of the RT formula are models of Quantum Extremal Surfaces [54, 102, 3], where
the bulk effective field theory contribution to the quantum gravity entropy is modeled by
a contribution from the inception geometry. We apply our prescription to a setting where
EOW brane microstates are maximally entangled with radiation that has escaped through
1

See [111, 5, 7, 41, 78, 79] for further work on quantum extremal islands in evaporating black holes.
This terminology is inspired by the 2010 film Inception (spoilers ahead). In the context of the film,
“inception” refers to planting an idea in someone’s mind. Here we use it instead to refer to the dream
within a dream, as we have constructed a geometry within a geometry.
2
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a transparent AdS3 boundary (marked A in Fig. 4.1c) into an external reservoir. The CFT
dual to the AdS geometry captures the physics of the black hole microstates but not the
emitted radiation, and so it must display an entanglement entropy computed by the area
of extremal surfaces homologous to the AdS boundary. In our extended RT prescription
there are two competing extremal surfaces satisfying this homology condition: the horizon
of the real black hole, and the horizon of the inception black hole, shown in Fig. 4.1c. The
smaller area gives the entanglement entropy. We will see that this prescription recovers
the predicted Page behavior of Hawking radiation.
Our proposal helps to uncover new aspects of information recovery from Hawking
radiation. First, we can purify the inception black hole by entanglement of the microstates through a wormhole with an auxiliary system, which is naturally identified with
the external radiation. This construction gives a realization of the ER=EPR idea [83].
Furthermore, we can split the auxiliary system (or, equivalently, the radiation) into multiple distinct parts. Such a split can be modeled by purifying the inception black hole
with a multiboundary wormhole [11, 115, 20]. Each leg of the wormhole corresponds to
a different part of the Hawking radiation. We focus in particular on a case where the
radiation is split into two parts corresponding to early and late time Hawking radiation
which will be naturally separated by great distances on any equal time slice, and thus will
not directly interact. By studying our extended RT prescription in the total geometry
(real + inception) we find a new class of extremal surfaces homologous to the spacetime
boundaries (the “infalling geodesics”) that do not coincide with horizons (see Fig. 4.9).
The existence of these new extremal surfaces has an interesting consequence: the entanglement wedge of any part of the radiation contains a part of the interior of real black
hole. However, there can be a region inside the black hole which is not in the union of
the entanglement wedges of any set of subsystems of the radiation, even though it is in
the entanglement wedge of the union of subsystems. This missing region corresponds to a
shared secret that is embedded in the entanglement between radiation subsystems, and is
only recoverable if we have access to all of them at the same time. In this sense, Hawking
radiation implements a quantum secret sharing scheme.

4.2

Holographic inception for black hole microstates

Consider the eternal BTZ black hole. On the time-reflection-symmetric slice this geometry
has a spatial section with two asymptotic AdS3 regions separated by a horizon (Fig. 4.1a) –
i.e., it is a two-boundary wormhole which acts like a black hole when observed from outside
the horizon. To set up the Hawking paradox we need two ingredients: (a) a model of the
microstates, and (b) a model of the radiation system. We follow the trick of [72, 43, 101] to
model the microstates by an End-of-the-World (EOW) brane placed behind the horizon.
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Schematically, the EOW brane cuts off the eternal black hole geometry, removing the
second asymptotic region (Fig. 4.1b). Modeling the radiation is tricky because the AdS
geometry acts as a box confining finite energy particles, so that the Hawking quanta will
not escape, and rather come to equilibrium with the black hole. This is awkward because
if they remain in the gravitating geometry, their entanglement entropy should include a
quantum gravity component that is difficult to compute. We will follow [110, 3, 102] to
avoid this difficulty by imagining transparent boundary conditions at the AdS boundary
that allow radiation to be collected in a non-gravitating reservoir just outside the AdS
boundary.
Suppose that the black hole has formed from collapse of a shell of matter dropped in
from the AdS boundary. Then, at early times no Hawking quanta have been collected in
the reservoir. After the black hole forms, it radiates and the number of quanta collected in
the reservoir increases. Eventually we have a black hole of a certain horizon area entangled
with radiation. We will model the Hawking quanta at a given time as occupying a kdimensional subspace of the reservoir Hilbert space (HR ) which is maximally entangled
with a k-dimensional subspace of the black hole microstates. A unitary transformation
can distill the entangled part of the microstate Hilbert space into a separate factor HB .
We can then write the total state in terms of |iiR ∈ HR entangled with |ψi iB ∈ HB as3
|ψi =

k
X
i=1

|iiR ⊗ |ψi iB .

(4.2.1)

When k > eSBH the states |ψi iB cannot be orthogonal because the microstate Hilbert
space has dimension eSBH , where SBH is the coarse-grained black hole entropy. But when
k < eSBH , we can take the |ψi iB to be approximately orthogonal. We can understand this
orthogonality conceptually as follows. Imagine a black hole in a particular microstate, and
let it radiate some quanta. Each possible radiated configuration |ii should be in a product
with a different underlying microstate |ψi i. Since the final state will be a superposition
of such tensor products, it has the general form (4.2.1). Given the chaotic dynamics
expected for black holes, it is reasonable to assume that the |ψi i will be random vectors
in HB . When k is small, the required number of such random |ψi i is much smaller than
the dimension of the microstate Hilbert space, and so they should be orthogonal with
high probability.

4.2.1

Inception for microstates

To gain further insight, the authors of [6] used a trick: they imagined that the matter
fields traveling through the black hole background and in the radiation reservoir formed
3

Such states were previously considered in the context of black hole evaporation in [131, 130].
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a conformal field theory with a holographic dual. We will instead take the theory on
the EOW brane to be (a deformation of) a conformal field theory, the brane CFT. This
brane CFT is different from the CFT living on the asymptotic boundary of AdS, and in
particular has a different central charge (see details in Sec. 4.2.2). In fact, there is reason
to expect in string theory that the microscopic description of black hole microstates may
generally occur through such CFTs associated to D-brane sources (e.g., besides [120] and
[87] see [17] for examples involving charged black holes in AdS5 ). We will then assume that
this brane CFT admits its own holographic dual. The equal time slice of this dual theory
will be a two-dimensional disk “filling in” the EOW brane which lives on its boundary.
We will call this the “Inception Disk”. Since the states of the EOW brane are entangled
with the radiation, tracing out the radiation will leave the brane CFT in an approximately
thermal state, which is dual to a black hole in the Inception Disk (Fig. 4.1c). If the EOW
microstates are maximally entangled with k radiation quanta, the entropy of the inception
black hole will be log k.
Thus, the total system is now described by a single three-dimensional geometry in
which the cosmological constant changes across the EOW surface, since the central charge
of the EOW brane CFT is different from the central charge of the CFT on the AdS boundary. In addition, there are two horizons. The first, associated to the asymptotic observers,
is the original one of the black hole. The second, associated to the microstates and any
observer who directly interacts with them in the black hole interior, is the inception
horizon. We propose that the standard Ryu-Takayanagi prescription for entanglement
entropies can be applied in the total geometry with extremal surfaces traveling into the
inception region as necessary, subject to a refraction condition because of the changing
cosmological constant, and to a condition that they are homologous in the complete geometry to the region whose entanglement entropy we are trying to compute. Such surfaces
can be thought of as models of Quantum Extremal Surfaces if we think about the bulk
effective field theory contribution to the generalized entropy as the entropy of the brane
segment that is captured by the part of the RT surface in the real side of the geometry.
This entropy of the brane segment is geometrized by holographic inception and captured
by the piece of the RT surface living in the inception side of the geometry. We will argue
for this rule in such glued geometries using the replica trick in Sec. 4.2.5.

4.2.2

Quantifying the inception theory

Strictly speaking, the EOW brane theory does not have to be a CFT all the way into the
ultraviolet, and can be an irrelevant deformation of a CFT that introduces a cutoff on the
spectrum, provided that the complete brane Hilbert space has at least eSBH dimensions. In
practical terms, this means that the holographic dual of the EOW brane in the inception
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disk can have a finite cutoff near its boundary, and can perhaps be understood as a TT̄
deformation of a CFT [89]. This freedom will be important for physically gluing the
original black hole to the inception geometry.
In a top-down approach we would derive the theory of the microstates and its holographic dual from the underlying quantum gravity. For example, if the black hole were
created by a collection of intersecting D-branes, we would have to work out their effective
theory. We will instead consider consistency conditions that the inception geometry must
satisfy: (1) it must produce a “long wormhole”4 region in the black hole interior leading
to a second horizon, (2) it must have two adjustable parameters for the masses of the real
and inception black holes in order to allow a tunable amount of entanglement with the
radiation reservoir, and (3) the total geometry must solve the equations of motion so that
we can define a generalization of the Ryu-Takayanagi formula.
We could follow several strategies to achieve these consistency conditions while gluing
together black hole geometries with different temperatures. We will take an approach in
which the Newton constant in the real and inception geometries are different. This is
natural because the theory dual to the EOW brane can certainly have parameters that
are different from those of the real spacetime. With this approach we will find that the
entire stress energy on the EOW brane can be taken to be the holographic stress tensor
coming from the inception disc. Then an “evaporation protocol” that changes the horizon
area of the inception black hole to reflect varying entanglement of the EOW brane with
radiation will also have to vary the inception curvature scale and Newton constant. An
alternative approach is to allow the EOW brane to contain a non-holographic component
in its stress-energy, or non-trivial topology behind the horizon. In these settings, which
have more parameters, it is possible to define an evaporation protocol in which the curvature scale and Newton constant in the inception geometry remain fixed as we increase
the entanglement with radiation. We will analyze the simplest scenario without such
additional parameters, and will argue that all these models give similar physical results
for the Page transition and secret sharing in Hawking radiation, essentially because the
inception geometry is a robust representation of the overall entanglement structure of the
states, and does not seek to capture the detailed properties.
Details of the inception geometry
The physical and EOW brane CFTs are allowed to have different parameters, such as
their central charges. Thus their holographic duals will have different curvature radii and
4

By long wormhole we mean a wormhole which is lengthier than a standard wormhole and can have
two interior horizons; in our context, such wormholes appear when we perform inception on an EOW
brane.
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Newton constants. We will denote quantities associated to the inception geometry with
a prime: e.g., the original AdS radius will be ` and the inception AdS radius will be `0 .
The original (Euclidean) black hole geometry is just described by the BTZ metric,
ds2 = f (r)dτ 2 +

f (r) =

r2 − rh2
,
`2

dr2
+ r2 dϕ2 ,
f (r)

(4.2.2)

2π`2
,
rh

(4.2.3)

β=

where rh is the horizon radius and β is the inverse temperature. We model microstates
following [43, 72, 60], by putting an end-of-the-world (EOW) brane behind the horizon,
and we associate a state of the inception theory with the brane. In addition to just being
a label on the brane, the choice of inception state will affect the brane trajectory. We
require the Brown-York stress tensor on the brane induced from the real side to be equal
to the stress tensor of the state we pick in the inception theory. Since we work with
Neumann boundary conditions, this condition will give an equation of motion for the
brane trajectory. When the inception theory is holographic, it is natural to impose the
condition that this stress tensor agree with the Brown-York stress tensor induced from
the inception side.5 This motivates us to glue the real and inception geometries using the
following junction conditions
(4.2.4)
hab = h0ab ,
1
1
0
Kab = 0 Kab
.
GN
GN

(4.2.5)

Here hab is the induced metric and Kab is the extrinsic curvature on the gluing surface.
These conditions differ from the usual Israel junction conditions [65] in two important
way. First, we can have GN 6= G0N in which case the extrinsic curvatures must differ
across the surface. Second, we will glue the geometries so that the orientations of normal
vectors in (4.2.5) is the same, that is, we glue convex surfaces to convex surfaces, while
the Israel conditions glue convex surfaces to concave surfaces. In Euclidean signature,
this leads to two cigar geometries that are glued in the way depicted on Fig. 4.2.6 In
Lorentzian signature, we need to imagine the glued geometry as a folded piece of paper
when embedded in higher dimensional space (see left of Fig. 4.4), so that the real and
inception bulks are living “on top of each other”. While this choice of orientation is
5

We can choose to include holographic counterterms [21], but then we need to include them on both
sides so that we do not compare a renormalized stress tensor with a bare one. In this case they will not
change the discussion below.
6
A similar Euclidean geometry was considered in [25] (see also [57] for a JT gravity version leading to
long wormholes), with a conventional convex to concave gluing. The main difference is that in our case
there is no stress tensor localized on the shell, which is possible only because the two sides of the gluing
have different parameters in their actions.
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Figure 4.2: Visualization of the glued Euclidean geometry. The ϕ direction is suppressed and
the partial circles are the Euclidean time circles τ and τ 0 .

required to find interesting solutions for our purposes, it is also appealing as a model of
both black hole complementarity and ER=EPR. Indeed, we can imagine that the radiation
degrees of freedom in the real CFT A are connected via ER=EPR bridges to the EOW
brane behind the horizon. When we remove radiation from A into the reservoir R, we also
“split” the bulk dual into two, and the removed ER=EPR bridges make up the inception
part of the geometry, that lives on top of the real geometry, but after the splitting, only
connects to it at the EOW brane (Fig. 4.5).
We will be interested in the situation when the microstates are entangled with the
radiation, and so the inception geometry is itself a black hole. The inception geometry
is then also given by the BTZ metric (4.2.2), with parameters rh0 and `0 . We will now
find the most general rotationally invariant surfaces that solve the junction conditions
(4.2.4),(4.2.5) in this case.
We will work in Euclidean signature. The most general such surface is given by
some trajectory r(τ ). Pulling back the metric (4.2.2) we find that hϕϕ = r2 (τ ). Then
the equation hϕϕ = h0ϕϕ fixes the change of coordinate between the two sides to be
r(τ ) = r(τ 0 ). It is therefore useful to change the coordinate τ to r on the surface, which
is a common coordinate. After the change of coordinates we have
hrr =

2 2
2 2
`4 + ( dτ
dr ) (r − rh )
,
`2 (r2 − rh2 )

r(r2 − rh2 )3/2
Kϕϕ = − r
.
4
` ( dτ` )2 + (r2 − rh2 )2

(4.2.6)

dr

0 /G0 for the derivatives
We can now solve the equations hrr = h0rr and Kϕϕ /GN = Kϕϕ
N
of the real and inception gluing surfaces. After integrating, the solution is
q
s
Z r
2
2
r̃2 − rb2
rt − rh
2
p
τ (r) = `
dr̃
(4.2.7)
rh2 − rb2 rt
(r̃2 − rh2 ) r̃2 − rt2
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s
τ 0 (r) = `02

rt2 − rh02
rh02 − rb2

Z

r

rt

q
r̃2 − rb2
p
dr̃
,
(r̃2 − rh02 ) r̃2 − rt2

(4.2.8)

(the prime on τ 0 denotes inception quantity and not derivative). We have defined in the
above expressions
s
s
02
2
2
02
02
2
` GN rh − ` GN rh
`2 rh02 − `02 rh2
,
r
=
,
(4.2.9)
rt =
b
`2 − `02
`2 G2N − `02 G02
N
dr
dr
where rt corresponds to the turning point where dτ
= 0, while at rb , dτ
= ∞. To get a
0
0
real solution for the brane trajectory we need rb < rh , rh and rh , rh < rt . The integrals
can be given in terms of elliptic functions, but we will not need their explicit forms. To
write the EOW brane trajectory we will need the turning point rt , which is the location
of the brane on the τ = 0 slice where we continue to Lorentzian signature.
The rr component of the extrinsic curvature reads as
 d2 τ 4


`
3`4 r
dτ 2
2
2
3
2
dr 2
( dr ) ( dτ )2 + (r − rh ) ( dτ )3 + r − rrh
dr
dr
r
,
(4.2.10)
Krr = −
q
4
`3 r2 − rh2 ( dτ` )2 + (r2 − rh2 )2
dr

and one can check that the solution (4.2.7)-(4.2.9) automatically satisfies the last junction
0 /G0 .
condition Krr /GN = Krr
N
It is important that a non-singular (without cusps or self-intersections) Euclidean
brane trajectory should start from the boundary and return to the boundary after reaching
the turning point rt (Fig. 4.3). For this to happen, we need that rt > rh , rh0 , which
are the origins of the Euclidean real/inception geometries, and that rt > rb (to avoid
singularities). A real trajectory in (4.2.7) then requires rb < rh , rh0 < rt (or just rh , rh0 < rt
when rb is purely imaginary). These inequalities give constraints on the possible choice of
parameters.7 The spatial slice of the glued geometry is given in Fig. 4.1c, and the Penrose
diagram after continuation to Lorentzian looks like Fig. 4.4. Note that later on, we will
only use the time reflection symmetric slice of this geometry.
The solutions (4.2.7) include the constant tension brane (Kab = T hab ) as a special
0
case when rb = 0 or rh0 = `` rh . In this case, the brane trajectory has an elementary form
For future reference we note that we can trade the parameters G0N , `0 of the inception theory for rt
and rb . They are re-expressed as
s
s
rh02 − rb2
(rh2 − rb2 )(rt2 − rh02 )
0
0
` =`
,
GN = GN
,
(4.2.11)
2
2
rh − rb
(rh02 − rb2 )(rt2 − rh2 )
7

and are real when rb < rh , rh0 < rt .
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Figure 4.3: Illustration of a healthy brane trajectory in Euclidean (left) and Lorentzian (right).
The two figures share the time reflection symmetric slice (green dotted).

[43]
s
r(τ ) = rh
where

1 + `2 T 2 tan2 ( r`h2 τ )
,
1 − `2 T 2

(4.2.12)

r
G
`02 − `2
T = 0
,
(4.2.13)
`` G2 − G02
and the trajectory on the inception side is obtained by swapping primed and unprimed
parameters. One can calculate the induced metric on the brane, and it describes a Big
Bang-Big Crunch cosmology. It has a simple form if we introduce the new time coordinate

τ̂ = r`h arctan `T tan r`h2τ , in which it reads as
ds2 =

rh2
(1 −

`2 T 2 ) cos2 ( rh`τ̂ )

(dτ̂ 2 + dϕ2 ).

(4.2.14)

π` π`
This is Euclidean AdS2 in global coordinates, with τ̂ ∈ (− 2r
,
) playing the role of the
h 2rh
global spatial coordinate of AdS2 , and ϕ playing the role of the time of AdS2 .
In the above construction, we will allow the black hole in the inception geometry
to have an entropy bigger than that of the original black hole in the real geometry.
From the microscopic perspective the logic of this scenario may seen puzzling. How is
it possible to conceive of an inception black hole with entropy bigger than the coarsegrained entropy of the original black hole if the EOW brane theory is supposed to be
modeling the black hole microstates? Indeed, from the microscopic point of view, the
brane theory modeling the black hole microstates must have a Hilbert space dimension
set by the Bekenstein-Hawking entropy, preventing any information paradoxes. However,
here we are considering an effective field theory situation in which the entropy of the
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Figure 4.4: The maximally extended Penrose diagram of the spacetime after inception. The real
black hole spacetime (white) terminates at the EOW brane (red dashed line), then holographic
inception creates the region behind (gray). The inception region also contains a black hole, due
to the entanglement in the state (4.2.1). Left: since we glue convex-to-convex, we need to imagine
the diagram as a folded piece of paper. Right: the causal structure is better visualized when we
unfold the diagram. Note that a conventional convex-to-concave gluing would not lead to a long
wormhole: it would require us to delete the other side of the brane in the inception geometry.
Hawking quanta seems to rise indefinitely because subtle correlations are not included in
the low-energy calculation. From the black hole interior point of view this means that
we must correspondingly imagine that a very large Hilbert space can hide behind the
black hole horizon, and that these states are entangled with the Hawking radiation giving
rise to its thermal character. In effect, this means that in (4.2.1) we continue to take
the microstates |ψi i to be orthogonal in the effective description even when their number
exceeds eSBH . Below, we will show that if we use this ruse to try to generate a paradox in
the effective theory, the Ryu-Takayanagi formula extended to include the presence of the
EOW brane and its dual geometry will contrive to rescue the consistency of the theory
without the need for a microscopic description, an effect which we may refer to as entropic
censorship.

4.2.3

Reproducing the Page curve: microstates, islands, and inception

In our geometric description of the state (4.2.1) (Fig. 4.1c), we can simply compute
the entanglement entropy of the theory on the AdS boundary by computing the RyuTakayanagi (RT) formula applied to extremal surfaces homologous to the entire AdS
boundary. There are two such extremal surfaces in Fig. 4.1c – the original horizon which
gives entropy SBH , and the inception horizon which gives entropy log k. This is related to
the horizon size of the inception black hole rh0 and the Newton constant G0N in this region
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R1

R1

A
R2

A
R2

Figure 4.5: The spatial slice of the glued geometry when we purify the inception black hole with
a two boundary wormhole. Left: since we glue convex surfaces to convex surfaces, the original
boundary and the purifying systems are naturally on the same side. Right: in order to increase
clarity, we “unfold” the diagram on the left when we depict its various features.

through
log k =

π rh0
2πc0
=
,
2 G0N
3β 0

(4.2.15)

where c0 is the central charge of the brane CFT, and β 0 is the temperature of the inception
black hole.
Clearly when k < eSBH the RT prescription selects the inception horizon as a measure
of the entanglement entropy, but when k > eSBH the original horizon is selected, giving
SBH as the entanglement entropy. In the dynamical scenario discussed above, this implies that the entanglement entropy of the radiation in this holographic computation will
increase until it equals SBH and will plateau there. Our prescription thus reproduces the
result of the island formula [6], in which the island would have been the region between
the original horizon and the EOW brane. However, in our setup there was no need to
invoke an island. The standard prescription for holographic entanglement entropy reproduces the result, perhaps giving an alternative justification for it in our three-dimensional
setting. From a slightly different perspective, we can regard the “islands” of [6] as regions of space disconnected from the AdS boundary that can be reconstructed due to
their entanglement with the radiation. We will see that when enough radiation has been
collected, an “island” in this sense appears because the entire region behind the black
hole horizon becomes part of the entanglement wedge of the radiation.
As discussed above, the inception geometry contains a black hole, and is dual to a
thermal state in the brane CFT. We can purify this state by introducing a thermofield
double auxiliary system. It is natural to identify this auxiliary system with the radiation
that purified the microstates in the first place in (4.2.1). Pictorially, this identifies the
new asymptotic boundary of the inception wormhole with the reservoir where the original
radiation was captured (top of Fig. 4.6) directly realizing the ER=EPR idea of [83] (see
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Figure 4.6: Top: the purification of Fig. 4.1c. The auxiliary radiation system (the reservoir) is
identified with a new asymptotic boundary R in the inception geometry. Middle: the entanglement
wedge (green) of the radiation before the Page time when the entropy of the inception black hole
is smaller than the entropy of the real black hole. Bottom: the entanglement wedge (green) of
the radiation after the Page time when the entropy of the inception black hole is greater than the
entropy of the real black hole.

the related discussion [133]). Geometrically, this procedure corresponds to maximally
extending the black hole in the inception disk beyond its horizon and through a wormhole to a second boundary (Figs. 4.4, 4.6). This construction effectively produces a two
boundary “long wormhole” which, following Sec. 4.2.2, glues together two regions with
different curvature scales and Newton constants. The long wormhole has two extremal
cross-sections – one is the horizon of the original black hole, and the other is the horizon
in the inception geometry. The causal horizon of the original black hole measures the
coarse-grained entropy of the microstate after tracing out the radiation, and the causal
horizon of the inception geometry measures the coarse-grained entropy of the radiation
after tracing out the microstates. It is the minimum of these two coarse-grained entropies
which yields the entanglement entropy of the overall pure state after tracing out either
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factor.
Note that the brane CFT is related to the black hole interior and the infalling observer, while the radiation is measured by the asymptotic observer. The identification
between the inception wormhole and the reservoir implies that dynamics on a part of the
Hilbert space of the brane CFT is equivalent to the dynamics on a part of the Hilbert
space of the radiation. This could be regarded as a concrete manifestation of black hole
complementarity [122]. In particular, a measurement in the brane CFT would result in
a projection in the radiation also, and vice versa, because the systems are maximally
entangled.
When k > eSBH , an island forms in the sense of [6, 101, 4]. In this regime, the region
between the real horizon and the inception horizon is no longer in the entanglement
wedge of the physical boundary (region A in Fig. 4.6), because the RT surface is at
the real black hole horizon. The purity of the full quantum state then implies that the
interior region must be reconstructible from the radiation. The part of space that can
be reconstructed from the radiation can be computed in our construction by looking at
the entanglement wedge of the boundary of the inception wormhole (region R in Fig. 4.6)
after using our extended version of the RT formula. Below the Page transition (k < eSBH )
the entanglement wedge of R stops at the inception horizon since this has smaller area
than the real horizon. But, as the Page transition occurs (i.e. as k begins to exceed
eSBH ), the entanglement wedge of R extends through to the real horizon which now has
a smaller area. We can interpret this as saying that a region in the real spacetime that is
reconstructible from the radiation and which is disconnected from the boundary of space,
i.e., an “island” in the sense of [6, 101, 4], forms between the real black hole horizon and
the EOW brane.
This information recovery is sudden: when k is smaller than eSBH , none of the interior
can be reconstructed from the radiation, and when k becomes larger than eSBH all of the
interior can be reconstructed, where by “interior” we mean the region between the EOW
brane and real black hole horizon (Fig. 4.6).

4.2.4

Details of the evaporation protocol

In order for the above-described picture of the Page transition to be compatible with
the gluing conditions that we described in Sec. 4.2.2, we need to make sure that we can
change the entropy associated to the inception horizon in a way that the gluing surface
remains real and non-singular. In other words, we need to maintain rb < rh0 < rt during
the process. To mimic the evaporation process, we increase rh0 starting from some small
value in order to increase the entanglement of the brane microstates with the radiation
reservoir. At rh0 = rh , the gluing surface (4.2.7) becomes the horizon, which means that
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the EOW brane does not “fit inside” the black hole anymore. Since the Page transition
happens when rh /GN = rh0 /G0N , we see that we need G0N < GN in order to see the
transition before rh0 = rh . While performing this protocol, we fix ` and GN on the real
side, and hence the central change c = 3`/2GN of the holographic dual, because the real
space theory should be fixed through the evaporation. In addition, we fix the ratio of
central charges ĉ = c/c0 , because c0 becomes the central charge of the radiation CFT
after inception through a long wormhole, and we expect the radiation theory to also be
fixed through the protocol. However, we can let the inception parameters `0 and G0N vary
during the process as long as their ratio, which determines c0 , is fixed. Equivalently, we
can vary the position of the EOW brane rt , which is a function of `0 and G0N through
(4.2.9).
We will fix this one-parameter ambiguity, to define an evaporation protocol with nonsingular brane trajectories, by requiring that brane position rt changes from some fixed
value to the horizon size rh as the inception horizon increases from rh0 to rh . In fact, the
equation of motion of the brane (4.2.9) enforces that rt = rh when rh0 = rh , so that the
choice here is the initial value of the brane location and the subsequent trajectory during
the protocol. As discussed above, the variation of rt is equivalent to a variation of `0 and
G0N with c0 fixed through (4.2.9). We use the choice of rt during the evaporation to enforce
rb < rh0 < rt as we change rh0 . A simple way to achieve this is the linear dependence
rt = rh + α(rh − rh0 ),

(4.2.16)

with α > 0 (Fig. 4.7 ).8 Fig. 4.7 shows the dependence of the real and inception horizon entropies Sreal = 2πrh /4GN and Sinception = 2πrh0 /4G0N as we change the protocol
parameter rh0 . Note that the inception entropy changes non-linearly with rh0 since G0N is
changing also. Fig. 4.7 also shows the location of the Page transition where the inception
and real entropies exchange dominance. An appealing feature of this protocol is that
it turns out rb is imaginary below the Page transition so that brane trajectory (4.2.7)
remains well-defined. Intriguingly, rb is zero at the transition and then becomes real.
In order for our protocol to cover the Page transition, which occurs when the inception
and real black holes have equal entropy, the transition must happen before the horizons
have the same size (rh0 = rh ). This means that we need the condition G0N < GN . Plugging
in the linear dependenceq
of rt (4.2.16) into the relationship (4.2.9) and enforcing G0N < GN
α
. So, in our protocol, the inception CFT has a bigger central
gives the constraint ĉ < 1+α
0
charge than the real CFT c > c.
8

Note that as long as rt (rh ) = rh and the derivative at this point is finite any form of the function
rt (rh0 ) seems to give a non-singular evaporation protocol.
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Figure 4.7: Left: horizon radii, the brane location rt and the scale rb as a function of rh0 in the
protocol described in the main text. We have rb < rh0 < rh < rt , i.e. a healthy gluing surface in
the neighborhood of the Page transition. Right: the Bekenstein-Hawking entropies associated to
the causal horizons during the same protocol. The orange curve is not a straight line because G0N
slightly changes during the protocol.

4.2.5

Proof by replica trick

We can give evidence for the extended RT formula that we proposed after inception by
using the replica trick, following the ideas explained in [4, 101]. In Fig. 4.8, we have
displayed two bulk geometries which contribute to the calculation of the third Rényi
entropy Tr ρ3R of the radiation in our setup; note that they both have the same asymptotic
boundary (corresponding to the original CFT and the radiation). Given the asymptotic
boundary, the gravity calculation involves finding the various geometries which fill in this
asymptotic boundary, with EOW branes appropriately separating the original black hole
from the radiation side of the geometry. The asymptotic boundary to fill in is obtained
the following way. We take the asymptotic boundary of the glued cigars of Fig. 4.2
and cut open the arc corresponding to the radiation (inception) CFT along the time
reflection symmetric slice, in order to define the density matrix. For the third Rényi, we
take three copies of this, and cyclicly glue them together along the cut. There are two
replica symmetric ways to fill in the resulting boundary. In the left geometry in Fig. 4.8,
the central gray disc denotes the cigar geometry (i.e. the Euclidean black hole) on the
radiation side with asymptotic circle of length 3βR , with the three white regions denoting
the individual cigar geometries on the original black hole side cut off by EOW branes (in
red). Note that this is a three-dimensional Euclidean geometry (not a two-dimensional
spatial slice). For this geometry, the Zn symmetric point lies at the horizon of the radiation
black hole, and thus from [76], the leading contribution to the entanglement entropy from
this saddle is given by AR /4G0N . On the other hand, in the right geometry of Fig. 4.8,
the central white disc denotes the cigar geometry on the original black hole side with
asymptotic circle of length 3βBH , with the three shaded regions denoting the individual
cigar geometries on the inception side. In this case, the Zn symmetric point lies at the
horizon of the original black hole, and the corresponding contribution to the entanglement
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entropy is given by ABH /4GN . The true entanglement entropy is the minimum of these
two:


AR ABH
.
(4.2.17)
SRad. = min
,
4G0N 4GN
AR
BH
Therefore, when 4G
> A
0
4GN , we have a phase transition and the true RT surface is the
N
horizon of the original black hole. This is precisely what we deduced previously from
the generalized homology rule. Thus, our generalized homology rule follows from the
Euclidean path integral for gravity, more or less the same way as shown in [4, 101] for the
island formula.
X
X

X

X

X

X

Figure 4.8: (Left and Middle) Two geometries which contribute to the calculation of the third
Rényi entropy Tr ρ3R of the radiation in our setup. The white regions are the original black hole side
of the spacetime, while the shaded regions are the inception side. The EOW branes are marked
out by red dashed lines. Note that these are three-dimensional Euclidean spacetime geometries,
we have simply suppressed the spatial circle, and deformed them into a two dimensional plane.
The left geometry smoothly caps off at the RT surface (blue dot) in the inception black hole and
dominates in the Hawking phase, while the middle geometry caps off smoothly at the RT surface
(green dot) in the original black hole and dominates in the island phase. The crosses label points
at which two copies of the asymptotic boundary are glued together in the replicated manifold.
(Right) A visualization of the two-dimensional surface in the middle panel, embedded in three
dimensions instead of two, in the style of Fig. 4.2.

4.3

Secret sharing in Hawking radiation

Hawking radiation could have an intricate entanglement structure with the black hole
microstates [8, 88, 114, 29], and also between subsystems of the radiation, e.g. between
early and late time radiation that is spatially separated on a fixed late time surface. Indeed, such correlations have long been suggested as a potential mechanism for information
recovery from black holes (see [8, 88] and the review [16]). The correlations could also
affect the way in which information is recovered from Hawking radiation – for example,
given a subset of the radiation of a given size we might be able to reconstruct all, some,
or none of the observables in the black hole interior.
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To this end, imagine collecting Hawking radiation in n different detectors at
totic infinity. The radiation Hilbert space HR thus factorizes into n pieces:
HR1 ⊗ · · · HRn . The state of the combined black hole plus radiation can then be
as
X
|Ψi =
ci1 ···in |i1 iR1 ⊗ · · · |in iRn ⊗ |ψi1 ···in iB

asympHR =
written
(4.3.1)

i1 ···in

where |ψi1 ···in iB is the state of the original black hole. We seek to study the entanglement
structure of (4.3.1) using the inception geometry technique that we introduced above.
The black hole microstate |ψi1 ···in iB can again be realized by insertion of an EOW brane
carrying a CFT behind the black hole horizon. As before, we consider the inception geometry – the holographic dual of the EOW CFT state – which “fills in” space behind
the brane. Because of the entanglement of the brane microstates with the radiation, we
expect the inception geometry to contain a black hole, which we proceed to purify with
an auxiliary system that can be identified with the Hawking radiation. To model the
partitioned state in (4.3.1), we first prepare n CFT Hilbert spaces, and identify the ith
radiation Hilbert space HRi with the ith CFT Hilbert space. We then take the purifying inception geometry to be a multiboundary wormhole connecting n asymptotic AdS
boundaries with these CFTs on them. The inception geometry is furthermore connected
to the real black hole through the EOW brane (see Fig. 4.9). Multiboundary wormholes
have been extensively studied, especially in AdS3 , for example in [74, 73, 115, 20], and
provide an interesting class of entanglement structures for the state (4.3.1) which we can
study using AdS/CFT.
We will first briefly review the construction of multiboundary wormhole geometries
in AdS3 . For the most part, we will focus on the simplest case, i.e. wormholes with
three boundaries, and discuss the computation of entanglement entropy for one of the
asymptotic boundaries (i.e., one of the radiation subsystems). In this setting, we will
demonstrate the existence of a new class of extremal surfaces, the “infalling geodesics”,
which start from the inception side of the geometry, penetrate the EOW brane, and cross
over to the interior of the original black hole (Fig. 4.9). These new surfaces will lead to
partial information recovery from subsets of the radiation. This partial recovery will be
possible from islands of space that occupy part of the region between the EOW brane and
the real black hole horizon.

4.3.1

Covering space construction of multiboundary wormholes: review

Multiboundary wormhole geometries are vacuum solutions of Einstein’s equations in three
dimensions with a negative cosmological constant They are constructed by quotienting
the hyperbolic upper half plane H2 (which we will refer to as the covering space) by a
discrete diagonal isometry subgroup Γ ⊂ P SL(2, R) with hyperbolic generators. The
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R1
A
R2

Figure 4.9: The purification of the inception disk by a three boundary wormhole with two
radiation legs R1 and R2 . The red dashed line is the EOW brane position, the rest of the dashed
lines are causal horizons. There is a new RT surface drawn in purple that is homologous to R1
and involves part of the total island that is between the EOW position and the horizon of the real
black hole A.

action of Γ identifies pairs of boundary-anchored geodesics on H2 , so H2 /Γ is a Riemann
surface Σm with some number of asymptotic boundaries m.9 For example, in the case
m = 2, the Riemann surface is a cylinder, and the resulting geometry Σ2 is the t = 0 slice
of the two-sided eternal AdS black hole which is dual to a thermofield double state in the
boundary CFT (Fig. 4.10). The discrete group in this case is generated by just a single
element, which acts on the upper half plane by a linear fractional transformation
γ1 (z) = µ2 z,

(4.3.2)

where a larger µ ∈ R generates a larger cylinder. This transformation sends points on
the smaller orange semicircle in Fig. 4.10 to points on the larger orange semicircle. It can
also be written in SL(2, R) form as
!
µ 0
.
(4.3.3)
γ1 =
0 µ1
Notice that the black dashed segment in Fig. 4.10 is invariant under the action of γ1 . This
can be taken as the defining feature of the causal horizons in multiboundary wormhole
geometries; they are always invariant under a combination of the generators. This principle can be used to extract both their location and length. Furthermore, this method of
9

In principle, we can have a surface of arbitrary genus g formed by attaching asymptotic regions to a
closed surface, but we restrict to the case g = 0.
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Figure 4.10: A covering space (upper half space H2 ) depiction of Fig. 4.1a, the time-reflectionsymmetric slice of the eternal two-sided black hole. The orange geodesics are identified, and the
black segments are asymptotic boundaries A and B. The vertical dashed black line is the bifurcate
horizon, the modulus of the real geometry. The region between the orange and black arcs is a
fundamental region for Σ2 .

constructing wormholes extends to generate full Lorentzian geometries, and the Riemann
surface Σm can always be interpreted as the t = 0 time-reflection-symmetric slice of a
Lorentzian 2+1d geometry with metric10
t
ds2 = −dt2 + `2 cos2 dΣ2m ,
`

(4.3.4)

where dΣ2m is the constant negative curvature metric with unit curvature radius on Σm
inherited from the covering space H2 . We will analyze the t = 0 slice. We consider an
identification that produces a t = 0 slice with m asymptotic regions, i.e., an m-boundary
wormhole. Since our geometries will always be time-reflection-symmetric, extremal surfaces that start at t = 0 remain in this slice.
We can introduce an EOW brane in the geometry (4.3.4), located on a circle in the
t = 0 slice Σm (Fig. 4.11). This brane sits in front of one of the causal horizons of
the multiboundary wormhole, and effectively cuts off one of the asymptotic regions. We
choose this brane to intersect the t = 0 slice at constant Schwarzschild r coordinate,
as in the brane trajectory solutions from Sec. 4.2.2. In the two-boundary covering space
picture, constant Schwarzschild r corresponds to a straight line from the origin that makes
some angle with the horizontal axis [115]. This is true for multiple boundary wormholes as
well, provided that the brane only cuts off a single asymptotic boundary. To compute the
entanglement entropy of asymptotic regions (or subregions of these), we will employ our
extended Ryu-Takayanagi prescription where extremal surfaces are geodesics homologous
to the desired (sub)region relative to the brane. Thus, the extremal surfaces are permitted
to go through the brane, subject to a refraction condition imposed by the cosmological
10

These coordinates cover only the the Wheeler-De Witt patch of the t = 0 slice in Lorentzian, but they
do cover the entire spacetime in Euclidean.
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Figure 4.11: Top left: a covering space depiction of the “real” region, Fig. 4.1b, the surface Σ2
after introducing an EOW brane. The dashed red segment is the EOW brane, which cuts off one
asymptotic region (region B from Fig. 4.10). The region bounded by the black line (asymptotic
boundary A), orange lines, and dashed red line forms a fundamental region for the geometry. Top
right: the geometrization of the brane CFT into the inception region (gray), another cut off copy
of Σ2 . The length of the brane in the inception region must match its length in the real region (top
left). The dashed red segments on the top left and top right are identified, causing the real region
to form a long wormhole into the inception region, stretching from the real asymptotic region A
to the radiation asymptotic region R. The dashed blue line is the horizon of the inception black
hole. Bottom: the glued geometry.

constants on either side. The parts of the geodesics on the wormhole geometries Σm can
be easily understood in covering space, where they take the form of either semicircles or
vertical lines in the upper half plane, both of which must end orthogonally on ∂H2 . Thus,
the covering space picture will be our main tool in computing extremal surfaces.

4.3.2

Secret sharing between two radiation subsystems

We start by considering a black hole in AdS with entropy SBH , and an EOW brane behind
the horizon. We want to consider splitting the radiation into two subsystems as in (4.3.1),
perhaps corresponding to early and late time radiation. To model this situation in the
inception geometry we need two asymptotic boundaries. Thus we can take the inception
geometry to be a three boundary wormhole, with two boundaries identified with the
radiation system, and (Fig. 4.9).
The covering space depiction of this inception geometry is shown in Fig. 4.12. The
discrete group Γ which generates this three boundary wormhole (without the EOW brane)
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Figure 4.12: A covering space (upper half plane H2 ) depiction of the inception geometry with
D2 = 8, D1 = 1, Xa = 6, Da = 1, Xb = 3, Db = 1, Θ = 2π
3 . Note that this does not include the
“real” black hole region, which appears as a thermofield double with one asymptotic region cut off
by the brane, as in the top left panel of Fig. 4.11. The shaded gray region is a fundamental region.
The orange (resp. green) semicircles are identified with the orientations shown. The dashed red
segment is the brane location as seen from the inception region; if extended, it would intersect the
origin. The circles are labeled according to their parametric equations (4.3.5)-(4.3.8). The radiation is split into two disjoint subregions, R1 and R2 (R2 and R20 join to form a single asymptotic
region after the identifications). These radiation regions are asymptotic regions (black segments)
in the multiboundary wormhole geometry, where the gray shading approaches the boundary (horizontal axis). The angle (dotted black arc) formed by the negative horizontal axis and the brane
is π − Θ. Notice that the brane location cuts off what would have become a third asymptotic
region in the standard multiboundary wormhole geometry Σ3 .

makes identifcations between the geodesics
g1 (λ) = D1 eiλ ,

(4.3.5)

iλ

g2 (λ) = D2 e ,

(4.3.6)
iλ

ga (λ) = Xa + Da e ,

(4.3.7)

gb (λ) = Xb − Db e−iλ ,

(4.3.8)

where the curve parameter is λ ∈ [0, π], and we take D2 > D1 , D1 < Xb − Db , D2 >
Xa + Da , and Xb + Db < Xa − Da as an ansatz. The particular identifications generated
by Γ are
g1 (λ) ∼ g2 (λ), ga (λ) ∼ gb (λ),
(4.3.9)
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Figure 4.13: Geodesic arcs M1 , M2 , and M3 (dashed blue lines) in the fundamental region whose
lengths (m1 , m2 , and m3 respectively) are the moduli of the inception geometry. The arcs M2
and M20 are joined smoothly under the identification.

and the generators of Γ ⊂ SL(2, R) acting on the upper half space are

 q
D2
0
D1 q
,
γ1 = 
D1
0
D2
and
γ2 =

√

Da

0

√Xa
Da
√1
Da

!

0 −1
1 0

!

√1
Db

0

− √XDb
√ b
Db

(4.3.10)

!
.

(4.3.11)

The three boundary wormhole has three independent moduli (Fig. 4.13), which are
lengths m1 , m2 , and m3 of geodesic curves M1 , M2 , and M3 , homologous to their respective boundaries. Above the Page transition, there is a new class of geodesics which can
pass through the surface where the EOW brane was located before inception – namely
the locus where the real and inception geometries are spliced.11 . We refer to these as
“infalling” geodesics, and an example is shown in Fig. 4.14. Such infalling geodesics can
start on the real side or the inception side, but we will be interested in the latter (as in
Fig. 4.9) as we are computing the entanglement entropy of subsets of the radiation. If
the brane is at an angle Θ in the upper half plane (see Fig. 4.12),12 we can choose the
11

These surfaces never dominate before the Page transition because of entanglement wedge nesting, i.e.
because the entanglement wedge of region R1 must be contained in the entanglement wedge of R1 ∪ R2
12
The brane sits at a constant Schwarzschild coordinate on the t = 0 slice which translates to a line
with fixed angle on the upper half plane. The relation of the angle to the Schwarzschild coordinate rt of
0
2 /D1 )
the brane is 2πrt = ` log(D
.
sin Θ
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Figure 4.14: An infalling geodesic (purple) with brane endpoints s1 = 3 and s2 = 5 (black points
on dashed red segment), and circle data unchanged from Fig. 4.12. The larger purple arc is part
of a large semicircle which is the image under γ2 (4.3.11) of the smaller semicircle that includes
the smaller purple arc. The two purple arcs are joined smoothly by the identification of the green
semicircles. For fixed s1 and s2 , the curve shown is the unique infalling geodesic which passes
through the specified points.

two endpoints of the infalling geodesic to be s1 eiΘ and s2 eiΘ with s2 ≥ s1 . The infalling
geodesic is uniquely specified by the brane endpoints s1 eiΘ and s2 eiΘ . Let us call its
length LI (s1 , s2 ).
If we hope to use an infalling geodesic as part of an extremal surface, we must complete it in a way such that it is homologous to an asymptotic region. The component
that is extended from the inception side into the real side will take the form of a geodesic
in a global BTZ spacetime which is cut off by the EOW brane (which sits at a constant Schwarzschild radial coordinate). The infalling geodesic must extend continuously
through the brane, so the portion in the real space should have brane endpoints which
match the infalling endpoints s1 eiΘ and s2 eiΘ on the inception side. Let us call the length
of the part of the geodesic that is in the real space Lb (s1 , s2 ). When we compute the
entropy of one radiation subsystem, the complete infalling geodesic, which lives partly in
the inception geometry and partly in the real geometry, will compete for dominance with
the causal horizon of the corresponding asymptotic region in the inception geometry. The
entropy associated with this part of the geodesic, Sbrane , is analogous to a bulk entanglement contribution and it depends only on the fraction of the brane contained between the
infalling endpoints. We write the dependence on s1 and s2 , but emphasize that the true
dependence is only on the brane length and brane subregion length (between the infalling
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endpoints).
Sbrane =

Lb (s1 , s2 )
.
4GN

(4.3.12)

The entanglement entropy of one asymptotic radiation region (say R1 ), then, is given
by the following double minimization (using our extended Ryu-Takayangi prescription):13




LI (s1 , s2 )
m1
SR1 = min min
+ Sbrane ,
.
(4.3.13)
s1 ,s2
4G0N
4G0N
Notice that when the first term appearing in (4.3.13) is minimal, we have infalling geodesic
dominance in the entropy calculation. This means that there is a piece of the minimal
surface which lives in between the real black hole horizon and the EOW brane position,
a geodesic in a cutoff global BTZ geometry. The entanglement wedge of the region R1 ,
then, includes the region between this geodesic and the EOW brane position, which we
call a “partial island” because it is part of the total island between the real black hole
horizon and the EOW brane position that was described in [6]. With the entropy formula
in hand, we wish to choose an evaporation protocol and draw Page curves. To simplify
the situation, we choose all the moduli to be symmetric, i.e.
m1 = m2 = m3 .

(4.3.14)

Notice that, independently of any relationships between the moduli, the inception black
hole radius rh0 is simply related to the m3 modulus:
m3 = 2πrh0 .

(4.3.15)

The inception black hole radius rh0 will be our “protocol parameter”, which we tune
from zero to rh while obeying the constraints of Sec. 4.2.4. By evaporation protocol we
mean a procedure for varying the moduli of the inception geometry in such a way that
the entanglement between the radiation and the black hole microstates increases, while
maintaining a non-singular gluing of the inception geometry and the real geometry. Of
course, it is dynamics that determines how the real black hole evaporates.
In the two boundary case, there was only one way to increase the entanglement,
namely to increase the size of the inception black hole. However, with three boundaries,
we have three moduli and must decide how to vary them. The modulus which controls the
13

Note that the usual Ryu-Takayanagi formula deals with extremal surfaces. However, in our case,
the Newton constants in the real geometry and inception geometry are different. Since these constants
appear in the gravitational action, the philosophy of Lewkowycz and Maldacena [76] instructs us to
instead extremize the total entropy, which is proportional to length divided by the Newton constant in the
appropriate region. Properly speaking, we should refer to the surfaces in this chapter as extremal/minimal
entropy surfaces, but we will abuse terminology and continue to refer to them as extremal/minimal
surfaces.
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aforementioned entanglement is m3 , so in principle the only constraint on our protocol is to
somehow increase the entropy associated with m3 . Our choice, as outlined above, is to take
all the moduli to be equal and then increase them, while fixing constants `, GN , `0 /G0N .
During the protocol G0N is allowed to change as described in Sec. 4.2.4. Under this
protocol, there will be an exchange of minimal surface between the causal horizon of one
asymptotic radiation region (say R1 ) and an infalling geodesic with components on both
sides of the brane, as in Fig. 4.14.
Before proceeding, we emphasize that our results involving the dominance of infalling
geodesics and partial islands are largely independent of the details of the gluing. That is
to say, we analyzed a wide variety of alternate protocols, many of which did not obey the
particular gluing constraints that we required here, and in every case we found infalling
geodesics and partial islands.We will also discuss other examples of robustness of partial
islands in the next subsection. Reassuringly, protocols which do not correspond to “evaporation”, i.e. protocols which do not increase the entanglement between the radiation
and the black hole microstates, do not lead to partial islands. (An example of such an
invalid protocol is to fix m3 /G0N to be less than the real black hole entropy and then to
increase m1 and m2 ; this only increases entanglement within the Hawking radiation and
not between the radiation and the black hole microstates.) This is as it should be, since
under such protocols we do not cross the Page transition.
A plot of the resulting entropy SR1 of radiation region R1 is shown in Fig. 4.15. The
brane subregion captured by the infalling geodesic, i.e., the portion of the brane (for
example, in Fig. 4.14) traced out by seiΘ for s ∈ [s1 , s2 ], is a certain fraction of the full
brane length, Lsubregion /Lbrane . This fraction grows with the amount of radiation in region
R1 ; its development is shown in Fig. 4.16. Notice from Fig. 4.16 that the asymptotic
value of the fraction of the brane captured by the infalling geodesic is almost 21 . This is
because we chose the moduli to be equal (4.3.14).14 We can visualize the situation on the
BTZ black hole geometry if this fraction were to actually saturate. Let us consider in this
situation the entanglement of region R1 and the entanglement of region R2 . There will
be two infalling geodesics, one associated with R1 and another associated with R2 . They
will both have pieces that sit between the EOW brane position and the real black hole
horizon, in a cutoff global BTZ geometry. However, these components will not touch, and
there is a leftover region (Fig. 4.17), an “eyeland”, which cannot be reconstructed with
access to only one radiation leg, or even by observers in both radiation legs who have
only classical contact. Reconstructing the eyeland requires quantum mechanical access
to both radiation regions simultaneously; by “access” we simply mean the ability to act
with operators and make measurements.
14

If we had instead chosen (for example) m1 = 2m2 = m3 , the maximum fraction of the brane would
be greater than 12 for region R1 and less than 12 for region R2 .
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Figure 4.15: A plot of various entropies computed using our extended Ryu-Takayanagi formula
as the evaporation protocol proceeds. The entropies associated to the purple, individual dashed
blue, and dashed black curves in Fig. 4.9 are shown here as the purple, dashed blue, and dashed
black curves respectively. The dashed black line is the entropy of the real black hole horizon with
rh = 10 and GN = 1. The minimum of the dashed blue line and dashed black line is the entropy
of the radiation region R1 ∪R2 . The entropy of region R1 is the minimum of the dashed blue curve
and purple curve. We have chosen ` = 1 and c/c0 = 0.2, which determines G0N and `0 . The dashed
blue line grows approximately linearly as the inception modulus rh0 is increased. The solid purple
line is the entropy of the minimal entropy infalling geodesic, including a possible contribution from
the real black hole spacetime. The Page transition occurs when the dashed blue line crosses the
dashed black line. The partial island becomes reconstructible from a single radiation leg after the
purple line crosses the dashed blue line.

Note that if the split between the radiation regions was highly asymmetric, e.g. R1
had a much larger causal horizon than R2 , there would not be an eyeland. Instead, the
entanglement wedge of R1 would cover the entire region between the EOW brane position and the real black hole horizon, and the entanglement wedge of R2 would end at its
causal horizon. This implies that the smaller region contains no information about the
black hole interior and only encodes information about the rest of the Hawking radiation.
Interestingly, if we split the radiation into many very small parts, none of the individual
entanglement wedges will contain the black hole interior. However, the union of a sufficiently large number of the reservoirs will contain at least a portion of the interior. This
points to a multi-party character in the information about the black hole carried by the
Hawking radiation.
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Figure 4.16: The growth of the brane fraction Lsubregion /Lbrane captured by the minimal infalling
geodesic plus brane entropy combination (with the same parameters as Fig. 4.15). Notice that,
comparing with Fig. 4.15, the partial island is already more than 30% of the brane by the time
the infalling geodesic becomes more minimal than the inception causal horizon (around rh0 ≈ 7).
The red dashed line at fraction 21 is the maximum possible value of the blue curve for our choice
of equal inception moduli, and the protocol ends at about 45% brane fraction. So, at the end of
the protocol (rh0 ≈ 10), the union of the entanglement wedges of R1 and R2 capture about 90% of
the total brane length. But, the entanglement wedge of R1 ∪ R2 captures 100% of the total brane
length immediately after the Page transition.

In this way, the existence of the eyeland is similar to a quantum secret sharing scheme
between the two radiation legs; an observer needs access to both legs, not just one (or even
to one plus a friend in the other leg) to uncover a secret hidden in the eyeland. At the
Page transition, the secret sharing scheme is, in a sense, perfect. This is because neither
radiation leg can reconstruct anything in the interior individually, but both combined
can reconstruct the whole interior. As the protocol continues after the Page transition,
this secret sharing is weakened, since the individual radiation legs begin to reconstruct
partial islands due to infalling geodesic dominance in the entropy calculation. Naı̈vely,
one might have expected the secret sharing scheme to eventually break completely; that
is to say, the union of the entanglement wedges of R1 and R2 would cover the whole
interior. However, this is not what occurs. The eyeland represents a robust remnant of
the initial secret sharing which is impossible to eliminate if the radiation is collected in
the manner described. This secret sharing scheme has a local nature; the geometrization
of the radiation into the inception multiboundary wormhole has led to a geometric secret
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Figure 4.17: A schematic (not depicted using real parameter values or curves) of the geodesic
behind the brane for both individual radiation legs if the brane fractions were to saturate at
50%. The dashed red circle is the brane and the black disk is the real black hole. The darker
purple curves are the pieces of spacelike geodesics which dip behind the brane and attach at the
brane to the infalling geodesic coming from the radiation (inception) side of the geometry. The
upper purple curve attaches to an infalling geodesic to become homologous to radiation leg R1 ,
and the lower purple curve plays a similar role for leg R2 . The lighter purple region in between
the two purple curves cannot be reconstructed with access to only one radiation leg; even if two
observers collecting radiation separately are communicating classically, they cannot reconstruct
this “eyeland”.
sharing scheme which has a built-in locality. In other words, we can tell if the secret
is obtainable just by specifying its spatial location in the interior. This interpretation
follows naturally from our inception procedure, and the fact that we purify the real black
hole with a multi boundary wormhole geometry. It would be interesting to understand to
what extent the locality of information in this sense holds true in more realistic models
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R
A

R
Figure 4.18: An infalling geodesic (purple) and partial island for a subregion R of a single asymptotic radiation region R ∪ R̄. The green geodesic, which is contained entirely in the asymptotic
BTZ patch of R ∪ R̄, has entropy S1 , and the purple infalling geodesic has entropy S2 . When the
temperature of the inception black hole is large, the geodesic with entropy S2 is the dominant RT
surface.

of black hole evaporation.

4.3.3

Other eyelands

Although we have been only discussing a particular example so far, now we would like
to argue that the emergence of partial islands as well as eyelands is quite universal phenomena. In order to see this, in this subsection we list several other setups which contain
these regions.
For example, in the two boundary situation, we geometrize the radiation by a single
boundary black hole and divide the asymptotic boundary of the radiation region into two
parts, R and R̄. Let LR be the size of region R. There are two candidate RT surfaces
which are homologous to the region R (Fig. 4.18). One is the geodesic connecting the end
points of R, which lies solely in the asymptotic radiation region, i.e. a global BTZ patch.
0
The contribution of this geodesic to the entropy is S1 = c3 log sinh LβR0 ∼ c0 LR /3β 0 , where
β 0 is the temperature of the inception black hole, and c0 is the central charge of brane
CFT. The second geodesic is naturally split into two pieces: the first piece starts from
the boundary of the region R, falls through the horizon in the inception region, then ends
on the brane. The second piece is on the real black hole side, and starts and ends on the
brane in a cutoff global BTZ patch, just as Lb did in the three boundary discussion. The
length of the first part gives the so-called boundary entropy Sbdy , which does not depend
0L
R
, where c is
on β 0 or LR . The length of the second piece can be approximated by c 3β
the central charge of the real CFT, and β is the temperature of the real black hole. So,
R
the total length of the second candidate is S2 ≈ 4G0N Sbdy + cL
3β . Thus we conclude that
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when the temperature of radiation is low, i.e. we have
opposite limit S2 becomes dominant.

c0
β0

 βc , S1 dominates, but in the

Figure 4.19: A situation where the original black hole (unshaded) has a pair of pants region
behind the horizon with two separate EOW branes (red), each entangled with separate radiation
systems (shaded regions).

Another multiboundary situation with partial islands is sketched in Fig. 4.19. Here
the original black hole has a pair of pants region behind its horizon with two separate
EOW branes. These branes are further entangled with independent radiation systems.
Assume for simplicity that all the extremal surfaces on the original black hole side are of
the same length L1 , and those on the radiation side are of the same length L2 . Then, as we
crank up the entanglement between the radiation and the branes, i.e., when L2  L1 (and
assuming that we are in a regime where the in-falling geodesics are not dominant), the
entire pair of pants interior goes over to the entanglement wedge of the radiation systems.
But if we only had access to one radiation leg, then the entanglement wedge of that
radiation subsystem would not include the interior pair of pants region, although it would
have a partial island, bounded by the extremal surface adjacent to the corresponding
EOW brane.
Partial islands emerge also in the doubly holographic model of [6]. We refrain from
recapping the details of the construction in [6], but sketch how a partial island comes about
in their setup on Fig. 4.20. In this case the multiparty island is not a true “eyeland”,
since it is difficult to split the radiation in a way that both parts have non-trivial partial
islands in their respective entanglement wedges.
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Multiparty island

R late

R early

Figure 4.20: We can divide the radiation into early and late parts in the model of [6]. The entanglement wedge of the union (blue shading) has the structure of a multiboundary wormhole, albeit
in one higher dimension than where the black hole lives. Having access to only the early radiation
gives a partial island (where the yellow hatched region meets the Planck brane), the remaining
multiparty island is only accessible by having control over Rearly and Rlate simultaneously.
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Chapter 5

Outlook
Though string theory is nearly 50 years old, it continues to be an exciting subject full
of new advances. Though this thesis focused on the It from Qubit program, there are a
number of other vibrant research directions in string theory. The old quest to understand
which compactifications of extra dimensions yield the Standard Model spectrum at low
energies is still alive and well, making use of modern advances like F-theory [22, 46].
The conformal bootstrap [109], a revival of the analytic S-matrix program, has shed new
light on the structure of CFTs (which are related to classical vacua of string theory). The
bootstrap is in some sense a sister program to It from Qubit, and there is a lively exchange
of techniques and knowledge between the two subfields.
The It from Qubit program has expanded our understanding of the information paradox and quantum gravity more generally in recent months (see [85] for an example of the
relevant ideas). With these recent advances, some of which were outlined in this thesis,
it seems natural to ask whether our subfield can now begin to contribute more broadly
to other subfields of string theory. Of course, we have not yet resolved the most realistic
four-dimensional black hole information paradox, but perhaps we have gained enough
techniques to at least make contributions to, for example, the swampland program [127].
In more general terms, the recent advances in gravity have even yielded insights in
condensed matter physics and quantum chaos, and several such results were discussed (and
obtained) in this thesis. There is a proposal [27] from several string theorists to understand
quantum gravity in laboratory setups utilizing condensed matter experiments which are
related to quantum computation. Google recently claimed to have achieved quantum
supremacy [14] for all intents and purposes, and their system appears promising for the
potential quantum gravity experiments outlined in [27]. Though more speculative, we
may have condensed matter tests of some holographic results much sooner than expected.
As we move closer to applications to other subfields and even experiment, the It from
Qubit program promises to play a central role in the future of string theory.
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Appendix A

Majorana Fermions and ECH
A.1

Majorana fermion basis for su(2N/2 )

We begin with a set of Majorana fermion operators γi which obey the commutation
relations1
{γi , γj } = 2δij ,
(A.1.1)
and also obey γi† = γi (the Majorana condition). We can interpret these objects as
2N/2 × 2N/2 Hermitian matrices, and they are precisely the generalized gamma matrices
of the Clifford algebra C`N (R). The basis for su(2N/2 ) is constructed by taking products
of γi with appropriate factors of i to ensure Hermiticity. Specifically, we consider ordered
products γi1 . . . γin with i1 < · · · < in . To be Hermitian, such a product needs a factor of
i if n(n − 1)/2 is odd. We can now write the set of generators compactly using the set of
binary strings of length N , b ∈ BN . The bits of the string are b = bN . . . b1 , and let qb be
the number of nonzero bits in b. We write
qb
bN
Tb = i( 2 ) γ1b1 . . . γN
,

(A.1.2)

su(2N/2 ) = span ({Tb | b ∈ BN \ {0}}) .

(A.1.3)

and we then have

We now show these generators are traceless. By construction, the gamma matrices individually are traceless, so we have trγi = 0. Additionally, an even number of them will be
traceless since we have anticommutation and cyclicity of the trace:
trγi1 . . . γi2k = 0.
1

(A.1.4)

Note that we are labeling gamma matrices with i, j, etc., whereas in the main text we used a, b, etc.
The reason for this is that here we reserve early alphabet letters for the binary form of base-10 integers
which form an equally valid labeling of the generators that we employ in calculations.
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For an odd number, we use the gamma matrix construction in terms of tensor products
(N −2)
of Pauli matrices. That is, given a set of N − 2 gamma matrices γa
, we may create
(N )
a set of N γi by taking
γa(N ) = γa(N −2) ⊗ σ3 ,
(N )

(A.1.5)

γN −1 = 1 ⊗ σ1 ,
(N )

γN

= 1 ⊗ σ2 .
(N )

(N )

There are four cases for trγi1 . . . γi2k+1 . First, neither γN −1 nor γN appear in the product.
(N −2)
(N −2)
(N )
(N )
. . . γi2k+1 ⊗ σ32k+1 , and since trA ⊗ B =
In that case, we have γi1 . . . γi2k+1 = γi1
trAtrB and trσ32k+1 = trσ3 = 0, we have the required result. The second case is when
(N )
(N )
either γN −1 or γN appear in the product, but not both. Then the final tensor factor is
either σ1 or σ2 , and similarly we have trσ1 = trσ2 = 0 so again the entire trace vanishes.
(N )
(N )
The interesting case is when we have both γN −1 and γN in the product. Then we
(N )
(N )
(N −2)
(N −2)
have trγi1 . . . γi2k+1 = −trγi1
. . . γi2k−1 trσ1 σ2 σ3 . We now repeat the argument for
(N −2)

trγi1

(N −2)

. . . γi2k−1 , since these smaller gamma matrices have a similar tensor product
(N −2)

(N −2)

structure. Again the only interesting case is when both γN −3 and γN −2 both appear.
Following this chain, we end up with only a single gamma matrix in the first part of the
tensor structure, and the trace of any single gamma always vanishes. So we conclude
trγi1 . . . γi2k+1 = 0.

(A.1.6)

Thus, all generators are traceless as desired.
trTb = 0.

(A.1.7)

We now turn to linear independence. Notice first that, given generators Ta and Tb with
a 6= b, we have Ta Tb = αTc for some α ∈ C and some c ∈ BN \ {0}. Now assume for the
P
sake of contradiction that we have b αb Tb = 0 for some constants αb ∈ R. Solve for a
P
specific Ta with nonzero coefficient and write αa Ta = − b6=a αb Tb . Multiply both sides
by whatever multiple of Ta we need to get the identity on the left hand side. We now
P
P
have 1 ∝ b6=a αb Ta Tb ∝ c6=a βc Tc . However, if we now take the trace of both sides, the
P
left hand side is tr1 = 2N/2 but the right hand side is c αc trTc = 0, so they cannot be
proportional. Thus, all the generators must be linearly independent.
Note that it is a basic fact of Lie algebras that the structure constants fab c are fully
antisymmetric since we have chosen a basis in which trTa Tb ∝ δab . This can be seen by
noticing trTa [Tb , Tc ] = trTa fbc d Td ∝ fbc d δad = fbc a , and also by cyclicity of the trace we
have
trTa [Tb , Tc ] = trTa Tb Tc − trTa Tc Tb
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= trtrTa Tb Tc − trTb Ta Tc
= tr[Ta , Tb ]Tc
= fab d trTd Tc
∝ fab d δdc
= fab c ,
therefore we have
fbc a = fab c ,

(A.1.8)

and this combined with the fact that fab c = −fba c implies full antisymmetry. Now recall
qi is the number of nonzero bits in the binary expression of index a, i.e. qa is the number
of fermions appearing in generator a. Let a ⊕ b be the bitwise “exclusive-or” of a and b.
Let a ∧ b be the bitwise “and” of a and b. Then a lengthy calculation shows
fab c 6= 0 ⇔ a ⊕ b = c, qa qb + qa∧b ≡ 1

mod 2.

(A.1.9)

Furthermore, the magnitude of any nonzero structure constant is precisely |fab c | = 2. The
exact sign is more difficult to determine with simple calculations, but it will not be so
important for our analysis.

A.2

Some more details on ECH

Here we provide some more numerical evidence for ECH in the SYK model. First, let us
consider writing a generic off-diagonal eigenstate projector |mihn| in the SYK model in
terms of the generators Ta = (Tα , Tα̇ ) consisting of products of fermions:
|mihn| =

1

X

2N/2

a

ca Ta , ca = hn|Ta |mi,

(A.2.1)

where a runs over all the directions, easy and hard. We can get some heuristic understanding of why ECH is true in the SYK model by looking at the distribution of the ca .
We see from the left panel of Fig. A.1 that the ca are more or less uniformly distributed
over all the e2S generators. Since Rmn is the weight in the easy directions, the uniformity
in the distribution of ca implies that Rmn will be proportional to the number of easy directions divided by the total number of directions, which is precisely what ECH requires.
A related comment is that if we build the distribution of the ca s by pooling together these
coefficients for all choices of m and n, then we find a distribution with an exponential tail
(see the right panel of Fig. A.1). Since the tail is exponential, and the Rmn s correspond
to normalized sums over the easy coefficients, we expect the distribution over Rmn s to be
Gaussian in the large-N limit, by the central limit theorem. This is consistent with the
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Figure A.1: (Left) The absolute values of the coefficients ca for all the generators Ta , for a typical
projector |mihn| in the SYK model. Red dots are the easy generators while blue dots are the hard
ones. Here N = 10, k = 3, q = 3. (Right) The probability distribution of |ca |2 for all a, m, n.
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Figure A.2: The absolute values of the coefficients ca for all the generators Ta for a typical
projector |mihn| of the Hamiltonian H = iψ1 ψ2 . Red dots are the easy generators while blue dots
are the hard ones. Here N = 10, k = 3.

distribution in Fig. 3.4. In Fig. A.2 we have shown the distribution of the ca for a typical
projector of an integrable Hamiltonian H = ψ1 ψ2 . Note that in this case, the overlaps
are distributed in a much smaller subset of the generators. Nevertheless, there seem to
be overlaps with about eS generators (as opposed to e2S in the SYK model), suggesting
a milder suppression of Rmn .
We have mainly focused on k = 3, q = 3 in our presentation. But similar results also
apply to k = 4, q = 4, with slight modifications. The main novelty is that for q = 4,
the Hamiltonian has a fermion-number symmetry. As a consequence, the eigenstates of
the Hamiltonian carry an extra quantum number, namely the fermion number which acts
diagonally on the generators involving products of fermions. This means that the offdiagonal projectors |mihn| are of two types: 1. “Bosonic” or fermion number preserving,
2. “Fermionic” or fermion number reversing. As a consequence of this, the distribution
of rmn s in this case splits into two well-localized distributions, see Fig. A.3. Since the
fermionic projectors cannot have any overlap with the four-fermion operators in the easy
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Figure A.3: For k = 4, q = 4 and N = 12, the distribution of rmn s splits into two distributions
corresponding to the bosonic (right) and fermionic (left) energy eigenstate projectors.

part of the Lie algebra, the corresponding rmn s are slightly suppressed (their distribution
has moved to the left). On the other hand, since the average is constrained to one,
this forces the bosonic rmn s to be slightly enhanced (their distribution has moved to
the right). However, these effects are polynomial in N , and do not affect the overall
exponential suppression of all the Rmn s.
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