Abstract. The numerical solution of optimization problems governed by partial differential equations (PDEs) with random coefficients is computationally challenging because of the large number of deterministic PDE solves required at each optimization iteration. This paper introduces an efficient algorithm for solving such problems based on a combination of adaptive sparse-grid collocation for the discretization of the PDE in the stochastic space and a trust-region framework for optimization and fidelity management of the stochastic discretization. The overall algorithm adapts the collocation points based on the progress of the optimization algorithm and the impact of the random variables on the solution of the optimization problem. It frequently uses few collocation points initially and increases the number of collocation points only as necessary, thereby keeping the number of deterministic PDE solves low while guaranteeing convergence. Currently an error indicator is used to estimate gradient errors due to adaptive stochastic collocation. The algorithm is applied to three examples, and the numerical results demonstrate a significant reduction in the total number of PDE solves required to obtain an optimal solution when compared with a Newton conjugate gradient algorithm applied to a fixed high-fidelity discretization of the optimization problem.
1.
Introduction. Optimization problems governed by partial differential equations (PDEs) arise in many important science and engineering applications. In most applications model parameters, such as diffusivity in a heat equation, or rates in reaction equations are not known exactly and have to be modeled as random variables or random fields. It is important to include the randomness of the data in the formulation of the optimization problem. However, the numerical solution of the resulting optimization problem is expensive, since one not only needs to discretize the governing PDE in space (and time) but also needs to approximate the random variables. In this
The finite noise assumption allows the change of variables in which (2.1) is replaced by the parametrized system where u(y; z) ∈ V for all y ∈ Γ solves (2.2). Such optimization problems are considered in, for example, [12, 56] and in the context of shape optimization in [23] . As we have mentioned, optimization problems of the form (2.3) arise when one must decide on the control action prior to observing the outcome. In contrast, papers [11, 13, 60] consider optimization problems where the control z also is a random field. In many cases, the infinite-dimensional optimization problem can also be studied by using the weak form In order to analyze convergence of the stochastic collocation discretization, additional smoothness of the state solution with respect to the parameters is required [39] . We can admit objective functions other than the expected value function, provided the state space is adjusted accordingly [39] . In addition, the adjoint equation Thus, the gradient of the objective function J(z) in (2.3) is (2.6) ∇J(z) = αz + [11, 12, 13, 39, 56] . A discretization error analysis of stochastic collocation in the optimization context is provided in [39] . Stochastic collocation discretizations are attractive because they lead to decoupled systems of deterministic PDEs, which are easily parallelizable when implemented on a computer. Moreover, even when collocation points are chosen adaptively, which is our goal, the discretized objective function and its derivative are easy to evaluate. In this section, we review the sparse-grid collocation method and an approach for the adaptive choice of collocation points. In the next section, we will integrate this material with a trust-region method in order to adaptively adjust the number of collocation points during optimization. [39] . We discretize the objective function as
A(y)
where u k (z) is the solution of (3.1) and ω k = E[P k ] for k = 1, . . . , Q. This approach results in the semidiscretized optimization problem
We note that for sparse grids, some weights ω k are negative. 
where p k ∈ V solves the discrete adjoint equations
For the collocation discretization (3.2), the discrete adjoint equations (3.5) can be viewed as the collocation discretization of the adjoint equation (2.5), which is not necessarily the case for other stochastic collocation discretizations of the optimization problem; see [39] .
Choice of collocation points: Generalized sparse grids.
The objective function (2.3) requires integration, which potentially leads to many quadrature points in order to achieve desired levels of accuracy. This situation motivates our use of so-called sparse grids to compute the collocation points {y k } Q k=1 , the polynomials
, and the corresponding weights {ω k } Q k=1 . The material in this section is based on previous work by many authors, including [26, 28, 6, 3, 46, 48, 66] .
The construction of Smolyak and tensor product rules begins with one-dimensional (1D) quadrature operators. 
The obvious disadvantage of this rule is that the number of quadrature nodes grows exponentially.
We define the 1D difference quadrature operators as
Obviously,
; therefore, the tensor product quadrature rule can be written as
.
where the rate of convergence depends on the smoothness of f . Therefore, we can approximate the right-hand side in (3.6) by (3.7) 
is the tensor product operator (3.6), and for
We can write (3.8) in terms of the original 1D quadrature operators if the index set I is admissible. 
Let |i| 1 = M k=1 i k , and define the characteristic function χ I (j) = 1 if j ∈ I and zero otherwise. If I is admissible, then we can use the recombination technique [25] to write (3.8) as
Furthermore, by defining
we can determine the set of points required to evaluate E I (i.e., the sparse grid associated with I):
Similarly, the sparse-grid collocation weights can be computed from the weights of the original 1D quadrature formulas.
In general, the number of points in N I is considerably fewer than the number of points in the corresponding tensor product grid (unless I corresponds to the full tensor product rule). The number of points in N I can further be reduced if the 1D quadrature nodes are nested, that is,
Convergence results for sparse-grid stochastic collocation methods for PDEs with random input data can be found, for example, in [3, 45, 46, 47] . These papers generate sequences of multi-index sets in a predetermined manner. Our goal is to construct admissible index sets adaptively based on the progress of the optimization algorithm with the goal to keep the number of collocation points as small as possible while achieving a desired gradient tolerance for the optimization. One ingredient of our approach is the dimension-adaptive approach of [26] , which we present next. Downloaded 01/21/16 to 128. 42.228.204 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 3.4. Adaptive selection of index sets. We will determine the index set in (3.9) adaptively using the dimension-adaptive approach presented in [26] .
If I is an admissible index set and E I denotes the corresponding generalized sparse-grid quadrature operator, then the error associated with E I applied to a function f is
Let N + (I) = {i ∈ I : I ∪ {i} is admissible} be the set of neighboring indices. The dimension adaptive approach of [26] approximates (3.10) by
The algorithm proposed in [26] can be applied to vector-valued functions in f ∈ C 
. (We will use the norm ℘( · ) = · Z .) The dimension-adaptive sparse-grid algorithm [26] for functions in C
Update the integral approximation r ← r + r j Update the error indicator η ← η + η j end if end for end while 4. Trust regions. The variation of the sparse grid allows us to use models of different fidelity in the optimization. We use the trust-region framework [2, 21] to adjust the model fidelity, in our case the sparse-grid collocation points, to the progress of the optimization algorithm. We first describe the trust-region framework, including the recent retrospective trust-region (RTR) algorithm [8] , and then we describe how we compute our models when the optimization problem is given by (2.3), (3.2). 
where κ 0 ∈ (0, 1) and
. We make the following assumptions for the RTR method. Similar assumptions are made for the classical trust-region (CTR) method [21] .
Assumption 4.1. 1. J is twice continuously Fréchet differentiable and bounded below.
RTR algorithm: There exists ξ > 0 such that
The inexact gradient condition (4.3) is adapted from [33] . Whether to accept z k+1 = z k + s k as the new iterate or keep z k+1 = z k is decided based on the ratio between actual and predicted reduction,
In the CTR method, the new trust-region radius Δ k is also determined based on k . See, for example, [21] . In the RTR algorithm of [8] 
is computed, and then the trust-region radius Δ k+1 is determined based on the ratio between actual and predicted reduction with the new model
In our case the models m k are determined by (3.2) with a varying, small number of collocation points. A potential advantage of the RTR algorithm is that if the new model m k+1 is better than m k , the trust region may be increased faster, thereby allowing larger steps toward the solution. We will demonstrate both the classical and the RTR algorithms in our numerical examples. We list only the latter. Downloaded 01/21/16 to 128.42.228.204. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
Step computation: Approximately solve the trust-region subproblem
Step acceptance:
Trust-region update:
if
In the CTR algorithm, Δ k is updated based on k instead of˜ k+1 , and the new model is computed after the trust-region update.
Under Assumption 4.1, one can prove the first-order convergence of Algorithm 4.2. This is a slight generalization over the convergence result in [8] , where ∇m k (0) = ∇J(z k ) is assumed instead of (4.3). 
The proof is given in the appendix. The same result holds for the CTR algorithm.
We stop the trust-region method if either s k Z ≤ stol for a step tolerance stol or ∇m k (0) Z < gtol for a gradient tolerance gtol. The inexact gradient condition
The gradient condition and adaptive sparse grids.
To solve the optimization problem (2.3), we define the models in Algorithm 4.2 as the stochastic collocation approximations
where
+ is an admissible index set, N I k is the set of sparse-grid collocation points, and Q k = |N I k |. The specific forms of ∇J(z) and ∇J I k (z) give rise to the gradient error 
To keep the number of collocation points small and still satisfy (4.3), we ideally want to compute the index set I k as a solution of (4.5) min
where |N I | denotes the number of collocation points associated with E I . The problem (4.5) is combinatorial and expensive to solve. Instead of solving (4.4) exactly, we employ Algorithm 3.2 with ℘( · ) = · Z . We use the the global error indicator
Note that if there exists
3) is satisfied, and global convergence is ensured. Such a result is problemdependent, however, and is not known for the examples in section 5.
The new model m k+1 for our problem (2.3), (3.2) is chosen as follows.
If the CTR method is used, the tolerance in Algorithm 4.4 is set to TOL = ξ min{ g Z , Δ k }; see (4.3). Downloaded 01/21/16 to 128.42.228.204. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 5. Numerical results. In the following sections, we present the results of applying our adaptive framework to three numerical examples: optimal control of the 1D diffusion equation with a discontinuous diffusion coefficient, optimal control of the steady 1D Burgers equation, and optimal control of the two-dimensional (2D) Helmholtz equation. First we give a summary of the computational tools.
Algorithms. For the discontinuous diffusion and Burgers examples we employ the CTR algorithm [21] and the RTR algorithm [8] to guide adaptivity. We compare the results of CTR and RTR with those of a Newton-CG algorithm applied to a fixed highfidelity stochastic collocation discretization of the optimization problem [38] . For the Helmholtz example, only the CTR algorithm is used, and no comparisons are made to the high-fidelity Newton-CG algorithm because of its prohibitive computational cost. In all examples, the stochastic models are computed by using Algorithm 4.4. We use the Steihaug-Toint CG method to approximate the solution of the trust-region subproblem (4.1).
Implementations. The discontinuous diffusion example in section 5.1 involves a small spatial discretization and two random fields and is implemented in MATLAB. In contrast, in the Helmholtz example in section 5.3, the size of the spatial discretization and the large number of stochastic variables (up to 40) mandate a large-scale computational infrastructure and an efficient software implementation. The Burgers example in section 5.2, with a smaller spatial discretization and four random fields, uses the same software base. Our software is built on a variety of Trilinos [34, 35] packages. A crucial component is the discretization library Intrepid [10] , which is responsible for both the spatial finite element and the adaptive stochastic discretizations. Our optimization algorithms are implemented outside of Trilinos; in order to achieve full generality, the implementations are based on abstractions of vector spaces, through inheritance-based polymorphism. In other words, they are problem-independent. Computations of problem-specific quantities, such as objective function values, gradients, and Hessian-vector products, are implemented by using two layers of parallelism, through MPI groups. One layer of parallelism is responsible for the stochastic collocation and requires minimal communication; the other, communication-intensive layer handles distributed linear algebra and enables, for instance, an efficient parallel multigrid solution of the forward and adjoint PDEs, whenever applicable.
1
Computational infrastructure. The numerical experiments for the Helmholtz example in section 5.3 are carried out on RedSky, an institutional computing cluster at Sandia National Laboratories. The cluster is built on a three-dimensional toroidal QDR InfiniBand interconnect and provides 2,816 compute nodes, each with 8 cores, 2.93 GHz Nehalem X5570 processors, and 12 GB RAM per compute node.
Optimal control of an elliptic equation with discontinuous coefficient.
The governing equation in our first example is a 1D elliptic equation with a discontinuous diffusion coefficient. We assume that the interface of the discontinuity is uncertain but that the values of the piecewise constant coefficient on the two subdomains are known. This problem is motivated by, for example, subsurface flow control through fractured media, in which the locations of the fractures are uncertain.
In this example, the spatial domain is D = (−1, 1) and the stochastic image space is Γ = Γ 1 × Γ 2 = [−0.1, 0.1] × [−0.5, 0.5], endowed with the uniform probability density. Furthermore, the problem coefficients are defined as
and f (y, x) = exp(−(x − y 2 ) 2 ). We consider the optimal control problem min
The infinite-dimensional problem.
To verify the assumptions in section 2, we first focus on the state equation (5.2). The numerical solution of a 2D elliptic interface problem with fixed interface and random diffusivities on each subdomain is considered in [71] . In our case the interface is random; therefore, the analysis is more involved.
Using the Lax-Milgram lemma, we can show that given z ∈ L 2 (D), the weak form
has a unique solution u(y; z) ∈ H 1 0 (D), and there exists a constant c > 0 independent of y ∈ Γ and z such that u(y; z)
). However, analyzing the smoothness properties of this solution with respect to y (more precisely, with respect to the interface condition y 1 ) is more involved.
The sensitivity of the solution u(y, ·; z) with respect to the interface location y 1 is a function s(y, x) that is, in general, no longer continuous at the interface x = y 1 ; see [15] . Therefore the sensitivity s of the solution u(y, ·; z) is not an H To analyze the dependence of the solution of (5.2) on y 1 , we use a domain decomposition formulation (see, e.g., [54] ). We note that the solution of (5.2) satisfies the interface condition (−1, 1) ), and integrate by parts. Next, we perform the variable transformations
and we define
The weak form of (5.2) is equivalent to the system 
For example, A ll (y) and A ld (y) are defined by
respectively. The other block operators are defined analogously. The right-hand side in (5.5) leads to the operator 
For example,
The system (5.5) can now be written as
. Using the relation between (5.3) and (5.9), one can show that for any y 1 ∈ Γ 1 the linear operator (5.6) has a bounded inverse; that is, one can show the existence of a constant c > 0 independent of y 1 ∈ Γ 1 such that
See, for example, [54] . Therefore, for any y = ( 1] with N = 128 intervals. The resulting discretized system is identical to the system obtained by applying continuous piecewise linear finite elements directly to the weak form of (5.2), and this is how we implement it.
For a high-fidelity discretization in Γ, we use a level 7 isotropic Smolyak sparse grid built on 1D Gauss-Patterson knots (Q = 1793).
The optimization results are depicted in Figure 5 .1. The bottom images depict the adapted sparse grid index set and corresponding sparse grid at the final optimization iteration. The index set displays anisotropic behavior with regard to the random coefficients. In fact, considerable effort is required to resolve the discontinuous diffusion coefficients (y 1 ). Exploiting this anisotropy results in a significantly smaller adapted sparse grid (Q = 417) and, hence, far fewer PDE solves. The top row depicts the 
. Top left: Computed optimal control and mean value control (i.e., y replaced by E[y] = 0, red dashed line). Top right: Expected value of computed optimal state with one and two standard deviation intervals added. Bottom left: Generalized sparse grid index set. The red blocks denote "active" indices and the blue blocks denote "old" indices. The gray blocks denote the indices in the isotropic Smolyak index set of level eight. Bottom right: Collocation points corresponding to the index set I = A ∪ O.
optimal controls for the stochastic problem and the deterministic substitute problem in which y is replaced by E[y] = 0 (red dashed line). Also depicted is the expected value of the state plus one and two standard deviation intervals.
The iteration history for the RTR algorithm is listed in Table 5 .1, and an algorithm comparison is listed in Table 5 .2. Table 5 .1 highlights the fact that most work in the trust-region algorithm is performed on small sparse grids (Q ≤ 65), which results in about a five-to sixfold reduction in the number of PDE solves when compared with the Newton-CG. In this case, all iterations for the RTR as well as for the CTR algorithm are successful, and both algorithms generate the same trust-region radii Δ k . The RTR algorithm requires the evaluation of the new model at the previous iterate, m k+1 (−s k ), which is not required in the CTR algorithm. In this example, the extra expense of evaluating m k+1 (−s k ) does not lead to larger trust-region radii in the RTR algorithm compared with CTR. Therefore, in this example RTR requires slightly more PDE solves than does CTR. See Table 5.2. This small example can also be solved using a tensor-product discretization. We compare the solution from our adaptive approach with the solution from a level 7 tensor-product discretization. 
. Here k is the number of trustregion iterations, J(z k ) is the objective function value, ∇ J I (z k ) Z is the model gradient norm value, s k Z is the step size, Δ k is the trust-region radius, CG is the number of Steihaug-Toint CG iterations, Adaptive is the number of sparse grid adaptation iterations, and Q is the number of collocation points.
k J(z k ) ∇ J I (z k ) Z s k Z Δ k CG Adaptive Q 0 5.
Optimal control of steady Burgers' equation.
Our second example is the optimal control of Burgers' equation. In the deterministic case, this optimal control problem is analyzed in [63] , and it is a special case of deterministic flow control problems discussed in [29] .
Let 
For y ∈ Γ, the random viscosity parameter is the interval ν(y)
The value of ν(y) has a significant impact on the solution of the nocontrol (z = 0) solution of Burgers' equation.
The infinite-dimensional problem.
We can extend the problem setting of deterministic optimal control problems governed by Burgers' equation to fit (5.10), (5.11) into the abstract setting of section 2. We sketch the main steps, which are based on [63] and [1, 32] .
Using 
, where u 0 solves Burgers' equation with homogeneous boundary conditions.
Let
we use for differentiation with respect to x)
for all u, φ ∈ V and all z ∈ Z, and define the nonlinear operator u → N(u) ∈ V * by
The weak solution u of (5.11) The nonlinear operator V u → N(u) ∈ V * is Fréchet differentiable with derivative set. Each image is the projection of the index set on to the 2D planes corresponding to the multi-indices (i 1 , i 2 ), (i 1 , i 3 ), and (i 1 , i 4 ). From these images, one can clearly see that the i 1 direction is significantly more important than the other directions. Table 5 .3 displays the iteration history for the RTR algorithm, while Table 5 .4 contains a comparison of Newton-CG, the CTR algorithm, and the RTR algorithm. As in the previous example, applying the adaptive algorithm is significantly faster than using a fixed stochastic collocation discretization. For both CTR and RTR, all iterations are successful, and the same trust-region radii are generated. In this case, RTR requires more PDE solves than does CTR, because RTR requires the evaluation of a new model at the previous iterate, m k+1 (−s k ).
Optimal control of stochastic Helmholtz equation.
Our final example is motivated by the optimal control of direct field acoustic testing (DFAT) [41] . An important objective in DFAT is to accurately shape sound pressure fields in a region of interest by using acoustic sources, such as loudspeakers, located away from and directed at the region of interest. When the refractive index of the medium in the region of interest is random, we may assume that the governing physics are modeled by the stochastic Helmholtz equation, as derived, for example, in [44, 31, 42] . The stochasticity is often represented by a Karhunen-Loéve (KL) expansion of the refractive index.
In [68] , the authors present numerical methods for solving the Helmholtz equation with stochastic boundary data. For optimal control problems governed by the deterministic Helmholtz equation, see, for example, [9] and the references therein. The optimal control of the stochastic Helmholtz equation is studied in [16] in the context of controlling radiated engine noise. The solution of an inverse problem governed by the Helmholtz equation is discussed, for example, in [19] .
We consider an idealized DFAT example in two spatial dimensions, where the domain is D = (−5, 5)
2 . The goal of this control problem is to match the wave Downloaded 01/21/16 to 128.42.228.204. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
with R ∈ (0, 5). For simplicity, rather than applying discrete acoustic controls, we apply a distributed control in the annulus Figure 5 .5 depicts the experimental setup.
The optimal control problem is given by (5.13)
with Robin boundary conditions
In (5.14), u is the wave pressure, k > 0 is the wave number, and (1 + σ ) denotes the stochastic refractive index [44, 31, 42] . Assuming that the physical domain is sufficiently large, the Sommerfeld radiation condition holds. The boundary conditions (5.15) are a first-order approximation of the Sommerfeld condition. The desired complex-valued wave pressure is given by the plane-wave expression
for a fixed angle of propagation θ. The real and imaginary components of the desired wave pressure are plotted for θ = π/4 and k = 10 in Figure 5 .6.
Similar to [42] , we assume that the stochastic refractive index satisfies
where C denotes a covariance function. In [31] , the covariance function C is chosen to be exponential, Gaussian, or Kolmogorov. For this numerical example, we choose C to be an instance of the Matérn covariance functions, 
Here, Γ(ν) is the gamma function, and K ν is the modified Bessel function of the third kind [59] . The parameter ν > 0 controls the smoothness of the underlying random process, and the parameter > 0 represents the correlation length of the random process [59] . We have chosen the Matérn class because it contains both the exponential (ν = 
Substituting u = u r + iu i and z = z r + iz i into the weak form of (5.14), (5.15) and factoring the real and imaginary parts, we obtain the linear system of equations In this vector notation, we rewrite (5.13) as
and R ∈ L(Z, Z * ) satisfies
Discretization and numerical results.
We discretize (5.16) in space using continuous Q1 finite elements on a uniform mesh of 200×200 quadrilaterals. The high-fidelity collocation discretization is built on 1D Clenshaw-Curtis interpolation knots. The radius of the region of interest is R = 2, the distance to the control annulus is d = 0.5, and the width of the control annulus is w = 0.1. Furthermore, the wave number is k = 10, the acoustic perturbation parameter is σ = 0.1, the control penalty parameter is α = 10 −4 , and the desired wave angle is θ = π/4. The Matérn function parameters are ν = 11 2 and = 2. The number of random variables is given by the order M of the KL expansion of the refractive index. Here we consider high-dimensional stochastic problems with M ∈ {20, 30, 40}. Table 5 .5 displays the iteration history of the CTR algorithm for a 20-dimensional stochastic problem, M = 20. Table 5 .6 gives the computational cost as the stochastic dimension increases from M = 20 to M = 40. We note that for M = 20 the evaluation of the objective function is based on a high-fidelity collocation grid comprising 120,401 nodes. In contrast, all other optimization quantities are evaluated on much smaller, adapted grids. The final (i.e., largest) adapted grid contains only 1,405 nodes. In other words, the solution of the optimization problem is fully dominated by the evaluation Figure 5 .7 is that the computed optimal controls for the stochastic problem are significantly smaller in magnitude than the controls obtained by solving the deterministic substitute problem, where E[y] = 0. We also note that the achieved value of the stochastic objective function is approximately 5.3 in the first case and 7.9 in the second, a difference of 50%. Figure 5 .8 demonstrates that the chosen acoustic perturbation and Matérn covariance parameters yield a large amount of randomness in the refraction index. Consequently, the expected value of the optimal state is not a great match to the desired plane-wave profile given in Figure 5 .6. The mismatch is particularly noticeable in the top-right quadrant. to the PDF and CDF of J (y, z) at the optimal control for the deterministic substitute problem, where y ∈ Γ is replaced by E[y] = 0. The PDFs and CDFs were computed using Monte Carlo sampling of the stochastic Helmholtz equation. The CDFs are sample-average approximations of the true CDFs, whereas the PDFs are kernel smoothed approximations of the true PDFs. We increased the Monte Carlo sample size by 1,000 samples until the observed changes in the L ∞ -norm of the computed CDFs were less than 10 −3 . This resulted in a Monte Carlo sample size of 25,000. These figures demonstrate that the optimal control for the stochastic problem significantly reduces the variance associated with J (y, z) when compared with the deterministic control. Therefore, the control for the stochastic problem results in a more predictable mismatch between the solution to stochastic Helmholtz, u(y; z), and the desired profilew.
Conclusions.
We have introduced a trust-region algorithm with adaptive sparse-grid collocation for the numerical solution of optimization problems governed by PDEs with uncertain coefficients. The algorithm exploits anisotropy in the stochastic nature of the PDE to adaptively build the stochastic collocation space. By enforcing a gradient consistency condition, the algorithm is provably globally first-order convergent. Currently, the gradient consistency condition is implemented by using an error indicator. Although there is no proof that the gradient consistency holds for general PDE-constrained optimization problems, numerical results suggest that the heuristic bounds presented in this paper work well for many problems. Furthermore, the numerical results demonstrate a dramatic reduction in the number of PDE solves required to obtain a minimizer when compared with the number of PDE solves required by a Newton-CG method applied to the high-fidelity sparse-grid discretization.
The computational work of our algorithm is dominated by the high-fidelity objective function evaluations. We may be able to further reduce the total number of PDE solves by employing inexact objective-function evaluations. Trust-region algorithms with inexact objective-function evaluations have been proposed in [17] , [21, sect. 10.6] , [72] . The approach [17] , [21, sect. 10.6 ] requires the error estimates that allow one to reduce the error in function evaluations below a prescribed level. Therefore, asymptotic error estimates do not fit into the framework of [17] , [21, sect. 10.6] . In [72] Downloaded 01/21/16 to 128. 42.228.204 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php a slightly different consistency condition for inexact objective functions is proposed in the context of adaptive mesh refinement for deterministic PDE-constrained optimization problems. A single mesh is adapted to generate both the inexact objective function as well as the model. For stochastic collocation discretizations, our initial numerical results involving inexact objective functions suggests that the adaptive refinement of the objective function and its model should be decoupled. In particular, joint refinement of the objective function and its model appears to result in a very large sparse grid during the first few iterations. Therefore, it is not yet clear how to extend the conditions and corresponding theory in [17] , [21, sect. 10.6] , [72] to our context.
We use the error indicator η in (4.6) to implement the inexact gradient condition 4) . In the context of solving single PDEs with random data, an adaptive scheme based on Taylor approximations has been proposed in [20] , and an a posteriori error estimator has been proved. Use of this and other stochastic discretizations such as stochastic Galerkin [4] with the goal to derive an error estimator in the optimization context is another avenue for possible research.
Appendix A. Convergence proof. In this section, we prove that under Assumption 4.1, Algorithm 4.2 converges to a first-order critical point. First, we prove that the sequence of trust-region radii must converge to zero if the norm of the gradients is bounded away from zero. Second, we show that under these assumptions k and˜ k+1 converge to one. These results are then combined to prove that Algorithm 4.1 converges to a first-order critical point. Most results presented here follow the standard convergence proof for the basic trust-region algorithm provided in Theorem 4.10 in [43] , although care must be taken to handle the RTR update.
Lemma A. Proof. First notice that the result of the theorem holds if there are only a finite number of successful iterations because for sufficiently large k, Δ k+1 ≤ γ 1 Δ k . Now, if there is an infinite sequence of successful iterations {k i }, then for sufficiently large i the fraction of Cauchy decrease condition (4.2) implies The first and third expressions on the right-hand side of (A.1) are bounded by using (4.3), and the second expression is bounded using the differentiability of J, namely,
This implies that
This proves that
which implies the bounds Since˜ k converges to zero by Lemma A.1 and Δ k > 0 for all k, the right-hand side of (A.2) is positive for sufficiently large k. Following the proof of Lemma A.2, these bounds and the fraction of Cauchy decrease condition (4.2) imply
This proves the desired result. Combining these results gives the desired result of the section: Algorithm 4.2 converges to a first-order critical point. Proof. For contradiction, suppose there exists > 0 such that ∇m k (0) Z ≥ . By Lemma A.2, for k sufficiently large there is a successful step s k since k converges to one. By Lemma A.4, for k sufficiently large the trust-region radius must be increased since˜ k+1 converges to one. This fact contradicts the result of Lemma A. 
