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An Amendment to “Control Contraction Metrics: Convex and Intrinsic
Criteria for Nonlinear Feedback Design”
Ian R. Manchester1 and Thomas L. Chaffey1
Abstract—We provide an amendment to the first theorem of
“Control Contraction Metrics: Convex and Intrinsic Criteria
for Nonlinear Feedback Design” by Manchester & Slotine in
the form of an additional technical condition required to show
integrability of differential control signals. This technical condi-
tion is shown to be satisfied under the original assumptions if the
input matrix is constant rank, and also if the strong conditions
for a CCM hold. However a simple counterexample shows that
if the input matrix drops rank, then the weaker conditions
of the original theorem may not imply stabilizability of all
trajectories. The remaining claims and illustrative examples of
the paper are shown to remain valid with the new condition.
I. INTRODUCTION
This note considers dynamical systems of the form
x˙ = f(x, t) +B(x, t)u (1)
where x ∈ Rn, the drift f and input matrix B are smooth
functions and u ∈ Rm. The differential dynamics defined
along trajectories of (1) are given by
δ˙x = A(x, u, t) δx +B(x, t) δu, (2)
where A = ∂f
∂x
+
∑n
i=1
∂bi
∂x
ui, bi represents the i
th column
of B and ui represents the i
th element of u.
The first theorem of the paper [1] was as follows:
Theorem 1: Suppose there exists a metric M(x, t) such
that there exist α1, α2 ≥ 0 with α1I ≤ M(x, t) ≤ α2I .
Suppose that for every t, x, u and δx 6= 0.
δ′xMB = 0 =⇒ δ
′
x
(
M˙ + A′M +MA+ 2λM
)
δx < 0
(3)
for some λ > 0. Then the system (1) is
• universally exponentially open-loop controllable;
• universally exponentially stabilisable via sampled data
feedback with arbitrary sample times;
• universally exponentially stabilisable via continuous
feedback defined almost everywhere, and everywhere
in a neighbourhood of the target trajectory;
all with rate λ and overshoot R =
√
α2/α1.
For definition of these terms see [1].
Defining V (x, δ, t) = δ′xM(x, t)δx, we can state an
equivalent formulation of (3) in terms of V , which can be
thought of as a differential version of the Artstein-Sontag
condition for a control Lyapunov function [2]:
∂V
∂δx
B = 0 =⇒
∂V
∂t
+
∂V
∂x
(f +Bu) +
∂V
∂δx
Aδx < −2λV.
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However, the following simple counterexample shows that
Theorem 1 as stated in [1] is not correct:
Example 1: LetM = R and consider the system (1) with
f(x) = −x,B(x) = x2, i.e.
x˙ = −x+ x2u,
and consider the candidate metric V = δ2x. We have
∂V
∂δx
B =
2δxx
2 and ∂V
∂δx
(
∂f
∂x
+ ∂B
∂x
u
)
δx = −2δ
2
x + 4δ
2
xux. Hence
the system and Lyapunov function meet the requirement (3).
However, if the system is at x = 0, then note that the control
input has no effect. And x(t) = 1 ∀t, u(t) = 1 ∀t is a valid
solution which can not be reached from x = 0. Hence the
system is not universally open-loop controllable.
II. AN AMENDED THEOREM
For conciseness we make the following definitions:
Hi(x, t) := ∂biM +
∂bi
∂x
′
M +M
∂bi
∂x
(4)
Q(x, t) := M(x, t)B(x, t)B(x, t)′M(x, t) (5)
Note that δ′xHi(x, t)δx =
∂V˙
∂ui
, and Q(x, t) is positive
semidefinite by construction. Consider the following addi-
tional condition:
Condition 1: There exists a continuous function
ψ(x, δx, t) : R
n × Rn × [0,∞) → [0,∞) such that
for each i = 1, 2, ...m
|δ′xHi(x, t)δx| ≤ ψ(x, δx, t)δ
′
xQ(x, t)δx (6)
for all x, δx, t. 
In terms of V , (6) can be equivalently written as∣∣∣∣∣ dV˙dui
∣∣∣∣∣ ≤ ψ(x, δx, t) ∂V∂δxBB′
∂V
∂δx
′
. (7)
The main result of this note is the following:
Theorem 2: Suppose that the conditions of Theorem 1 are
satisfied, and in addition Condition 1 is satisfied, then the
claimed implications of Theorem 1 are true. 
The proofs of this and all following results are in the
appendix.
Remark 1: Condition (3) already implies that
δ′xQ(x, t)δx = 0 =⇒ δ
′
xHi(x, t)δx = 0, (8)
since the left-hand-side in (3) is true precisely when
δ′xQ(x, t)δx = 0, and the right-hand-side of (3) is affine
in u, and hence only sign-definite if the terms multiplying
ui are zero, which are precisely δ
′
xHi(x, t)δx. The stronger
condition (6) implies that δ′xQ(x, t)δx des not go to zero
more rapidly than δ′xHi(x, t)δx.
Remark 2: In Example 1, δ′xHiδx = 4δ
2
xx and δ
′
xQiδx =
4δ2xx
4, so we would need x ≤ ψ(x)x4, which would clearly
require ψ to blow up at zero, contradicting ψ being well-
defined and continuous on R.
III. SUFFICIENT CONDITIONS AND IMPLICATIONS
In this section we first note note two important special
cases in which Condition 1 is automatically satisfied.
Theorem 3: Suppose the Strong Conditions C1 and C2 of
[1, Sec. III.A] hold. Then Condition 1 holds.
We note that all illustrative examples in [1] used the strong
conditions.
Theorem 4: Suppose a system satisfies the conditions of
Theorem 1 and, in addition, the matrix B(x, t) has constant
rank m for all x, t, then Condition 1 holds. 
Remark 3: In Example 1, D˜(x) = x4 which is not strictly
positive for all x. 
We conclude this note by confirming the validity of results
of Section III.B, IV.B, and IV.C of [1] with the new condition
1.
Theorem 5: Condition (1) is convex under the same
change of variables used in [1, Sec. III.B]. 
Theorem 6: Condition (1) is invariant under the smooth
coordinate changes and affine feedback transformations con-
sidered in [1, Theorem 2]. 
We also note that [1, Corollary 1] on necessity for feed-
back linearizable systems follows as in [1] from Theorems
3 and 6, and the fact that stabilizable linear systems satisfy
the strong conditions C1 and C2.
APPENDIX
Proof of Theorem 2 Following [1], define
a(x, δx, u, t) =
∂V
∂t
+
∂V
∂x
(f +Bu) +
∂V
∂δx
Aδx + α(V )
b(x, δx, t) =
∂V
∂δx
BB′
∂V
∂δx
′
.
ρ(x, δx, u, t) =
{
0 if a < 0
a+
√
a2+b2
b
otherwise.
As in [1], if ρ is globally Lipschitz in u on any bounded
subset of x, δx for fixed t, then the differential control law is
integrable and result follows. As ρ is smooth, it is globally
Lipschitz if | ∂ρ
∂u
| is bounded. This is clear for b ≤ 0. For
b > 0, noting that the only dependence ρ has on u is via a,
we have
∂ρ
∂u
=
1
b
∂a
∂u
(
1 +
a(u)√
a2(u) + b2
)
.
Since a = 0 =⇒ b > 0 and a is affine in u, the only
term that can be unbounded is (1/b)(∂a/∂u). However, by
construction ∂a/∂ui = δ
′
xHiδx and b = δ
′
xQδx. Hence, by
Condition 1, |(1/b)(∂a/∂ui)| ≤ ψ(x, δx, t) and hence ρ is
globally Lipschitz in u. The result follows. 
Proof of Theorem 3: Condition C2 is precisely that
δ′xHiδx = 0 for all i, hence (6) is true with ψ = 0. 
Proof of Theorem 4: In this case, clearly Q(x) has rank
m for all x, since M(x) > 0 ∀x. We will show that in this
case, (8) implies existence of ψ(x) satsifying (6).
Since Q is symmetric positive-semidefinite, at each x
the set {δx : δ
′
xQ(x)δx = 0} is a subspace spanned
by eigenvectors of Q(x) with zero eigenvalues. I.e. there
is a decomposition Q(x) = V (x)D(x)V (x)′ with D =
diag(d1, ..., dm, 0, ..., 0), di > 0 for i = 1, ..,m, V
′V = I ,
V = [V˜ , V0], V˜ ∈ R
n×m, V0 ∈ Rn×(n−m). Keeping only
non-zero terms in the expansion, we can write equivalently
Q(x) = V˜ (x)D˜(x)V˜ (x)′ where D˜ = diag(d1, ..., dm).
The assumption (8) states that for δx in the span of V0,
δ′xHi(x)δx is also zero, hence columns of V0(x) are also
eigenvectors of Hi(x) with eigenvalue 0. And since Hi is
symmetric, by orthogonality of eigenvectors, the non-zero
eigenvalues of Hi(x) (if any) have eigenvectors in the span
of the columns of V˜ (x). That is, we can write Hi(x) =
V˜ (x)H˜i(x)V˜ (x)
′ for some symmetric H˜i(x).
Now, the required bound (6) can be rewritten as
|δ′xV˜ H˜iV˜
′δx| ≤ ψ(x)δ′xV˜ D˜V˜
′δx which holds with ψ(x) =
σmax(H˜i(x))
dm(x)
where σmax denotes the maximum singular
value. Since dm is strictly positive for all x, this ratio is
always finite. Furthermore, ψ is continuous by continuity of
eigenvalues with respect to matrix elements and positivity of
dm. 
Proof of Theorem 5 Under the change of coordinates
W (x, t) = M−1(x, t), η = M(x, t)δx, (6) becomes∣∣∣∣η′
(
W
∂bi
∂x
′
+
∂bi
∂x
W − ∂biW
)
η
∣∣∣∣ ≤ ψ(x, δx, t)η′BB′η.
which is jointly convex in W,ψ. 
Proof of Theorem 6: Invariance under changes of co-
ordinates for the state is clear from the coordinate-free
representation (7). We now show it is invariant under affine
control laws, that is, u = α(x)+β(x)v, where β is a smooth,
nonsingular m × m matrix function. I.e., assuming (7) we
have for the original representation:∣∣∣∂V˙∂u ∣∣∣∞ ≤ ψ(x, δx, t) ∂V∂δxBB′ ∂V∂δx ′
and we wish to prove, for the transformed system, that∣∣∣∂V˙∂v ∣∣∣∞ =
∣∣∣∂V˙∂u β∣∣∣∞ ≤ ψ¯(x, δx, t) ∂V∂δxBββ′B′ ∂V∂δx ′, (9)
for some ψ¯. Now |∂V˙
∂u
β|∞ ≤ κ|
∂V˙
∂u
β|∞, where κ is the
maximum ℓ1 norm of a row of β, and γ ∂V
∂δx
BB′ ∂V
∂δx
′
≤
∂V
∂δx
Bββ′B′ ∂V
∂δx
′
where γ(x) is the smallest eigenvalue of
ββ′, and γ(x) > 0 for all x since β is non-singular
everywhere. Hence (9) is true with ψ¯ = κ
γ
ψ. 
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