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ABSTRACT
Supervised learning is the workhorse for regression and classification tasks, but the standard ap-
proach presumes ground truth (label) for every measurement. In real world applications, limitations
due to expense or general infeasibility due to the specific application are common. In the context of
agriculture applications, yield monitoring is one such example where simple physics-based measure-
ments such as volume or force-impact have been used to quantify mass flow. These measurements
incur error due to sensor calibration. Using a vision system capturing images of a sugarcane el-
evator, mass of flowing material (bamboo and sugarcane) is accurately predicted from sparsely
annotated images by training a deep neural network (DNN) in a semi-supervised fashion using only
final load weights. The DNN succeeds in capturing the complex density physics of random stacking
of slender rods as part of the mass prediction model, and surpasses older volumetric-based methods
for mass prediction. Furthermore, by incorporating knowledge about the system physics through
the DNN architecture and penalty terms, improvements in prediction accuracy and stability as well
as faster learning are obtained. It is shown that the classic nonlinear regression optimization can be
reformulated with an aggregation term with some independence assumptions to achieve this feat.
Since the number of images for any given run is too large to fit on typical GPU vRAM, an imple-
mentation is shown that compensates for the limited memory but still achieve fast training times.
The same approach presented herein could be applied to other applications like yield monitoring
on grain combines or other harvesters using vision or other instrumentation and is by no means
limited to the sugarcane application. Using a vision system with a relatively lightweight deep neural
network we are able to demonstrate the generalizability of presented methods by estimating mass
of bamboo with an average error of 4.5% and 5.9% for a select season of sugarcane.
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CHAPTER 1. INTRODUCTION
This dissertation outlines the research done in pursuit of the PhD degree in Electrical and
Computer Engineering at Iowa State University. This chapter presents motivating factors within
the problem space and a concise statement of the problem.
1.1 Motivation and problem background
Advances over the past couple of years in machine learning algorithms, specifically deep learning
algorithms and training methods, along with supporting open source frameworks such as
Tensorflow has made leveraging complex high-dimensional datasets more accessible to scientists
and engineers in various domains than ever before. Moreover, various methods in the domain of
deep learning have been developed to accommodate the variability, structure, and complexity of
different research problems.
Supervised learning [39] has been most widely used to solve various types of problems, but this
method requires large amount of labeled training data to obtain decent accuracy levels. The
process of labeling data can be expensive, difficult, and time consuming when dealing with very
large datasets. In many real world scenarios it is common not to have ground truth measurement
for every data point in the dataset, which poses a challenge to supervised learning.
Unsupervised learning [29] approach is intended to learn from data without any association with
labels, leaving the algorithm to determine the data patterns completely on its own. This style of
learning cannot directly achieve what supervised learning does, since there is no guarantee that
the patterns the algorithm finds correlate directly with the ground truth or characteristics of
interest; however, unsupervised learning is very useful in learning complex patterns, capturing
statistical dependencies, and performing exploratory analysis as it can automatically identify
structures in data.
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While supervised learning is completely dependent on labeled data and unsupervised learning is
completely independent, semi-supervised learning [10] sits in the middle between these two
approaches. Semi-supervised learning employs learning techniques that are capable of performing
a task like classification or regression with the presence of both, labeled and unlabeled data.
Mass flow estimation is of great importance to several industries and it can be quite
challenging to obtain robust and accurate estimates depending on the material and application.
Mass flow can be a critical parameter to industries like gas and oil, and it can be an optimizing
factor to industries like mineral processing [78] and precision agriculture [54]. The mass flow
estimation problem was investigated for several different applications with several different
methods, (e.g.) works in [25, 2] attempted to measure mass flow using a machine vision approach.
Further, other methods include using laser profilometry [74], ultrasonic sensors [22], radiation
based sensors [79], and power sensors [31]. Yield monitors on harvesters are a key component of
precision agriculture tools and mass flow estimation is the critical factor to measure. This allows
for field productivity analysis, real-time adjustments to machine efficiency, and costs minimization
of logistics by ensuring trucks are filled maximally without exceeding weight limits. Several
common technologies used on grain harvesters, including impact plate sensors, are accurate
enough on combines to be valuable but suffer from issues such as drift, and are not accurate
enough for very dispersed material.
Sugarcane harvesting is a real life application where it is difficult to obtain a weight
measurement for each sample. We are motivated by this agriculture application to devise,
develop, and implement a deep learning approach that can accurately and robustly estimate the
mass of flowing material (e.g. sugarcane). Further, we wish to prove the utility of the deep
learning approach by showing that predicting the mass from images of a complex material flowing
on a sugarcane elevator, is feasible and can replace older methods, while making a more accessible




My research work focuses on developing a deep semi-supervised learning algorithm to estimate
mass flow of materials through a relatively simple 2D vision system offering a robust, accurate,
and cost effective solution. This research problem can be formulated into three questions: (1)
What are the deep learning techniques that can be utilized to capture a physical property (mass)
of flowing material through only processing sparsely annotated images? (2) To what extend can
transfer learning be applied from one application or material to another, and (3) How much of
change is required and/or what requirements should be maintained to achieve generalization?
To answer the stated questions, we follow a systematic procedure that goes into several phases of
implementation. Figure 1.1 shows a sequential diagram of the project phases and each phase is
discussed in details below.
Figure 1.1: Summary of project phases
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PHASE I In this phase, we evaluate a volumetric-based approach to estimate mass flow
through generating a 3d point cloud volumetric representation of flowing material. In this
approach, bamboo is used as a surrogate material to sugarcane under controlled environment
setup and is maintained as a baseline comparison to a vision-based approach via deep learning.
PHASE II In this phase, we develop and implement a vision-based approach to estimate mass
flow through a deep neural network that quantifies mass from images. This approach is conducted
on bamboo and maintained under controlled environment setup to initially assess the feasibility of
the vision-based method. Further, in this phase we compare against results obtained in phase I to
support the development of a vision-based solution for sugarcane yield monitor on sugarcane
harvesters.
PHASE III In this phase, a volumetric-based approach is evaluated to estimate mass flow
through generating a 3d point cloud volumetric representation of flowing material. This approach
is conducted on sugarcane under real environment operation and is maintained as a baseline
comparison to a vision-based approach to estimate mass of sugarcane via deep learning.
PHASE IV This is the last phase of this research work and in this phase, transfer learning is
applied to the task studied in phase II and then required changes are assessed accordingly in case
there are any. This is a vision-based approach to estimate mass flow through a deep neural
network that quantifies mass from images. This approach is conducted on sugarcane and
maintained under real environment operation. Further, in this phase we compare against results
obtained in phase III to examine if this method is superior as a decision towards the possibility of
developing a sugarcane yield monitor in future work.
Figure 1.2 illustrates the dependencies between all the four phases. Boxes in orange represent
intermediate results that are produced by certain phases and used in others. Green boxes
represent final results which are the outcomes of this research.
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Figure 1.2: Phases dependency map
Figure 1.3 shows the proposed model of the SLEM (Semi-supervised estimation of mass)
framework when deployed for real time mass estimation on an actual machine.
Figure 1.3: Mass estimation using deep learning (SLEM) framework
This work makes the following contributions as we progress from phase I to phase IV:
• Evaluating a volumetric method, baseline comparison, to estimate mass flow by estimating
the underlying density of bamboo using statistical data transformation as well as artificial
neural network working in a semi-supervised fashion. [PHASE I]
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• Developing and implementing a deep learning vision-based approach to learn complex
physics relationships between the bulk density, quantity, and location of material in images
to accurately estimate mass, with only sparse ground truth that is tested on bamboo plant.
[PHASE II]
• Devising and implementing a regularization term that enforces temporal smoothness to
achieve more stable prediction signals and better accuracy on the data-point level.
[PHASE II]
• Designing and implementing a training procedure that handles gradient computation in
batch mode, since the number of images for any given run/video is too large to fit in vRAM
on a typical GPU. [PHASE II]
• Designing and implementing a lightweight deep neural network (DNN) architecture that can
run efficiently on low performance and memory bound devices.
• Evaluating an explanatory method of deep neural networks functioning when estimating
mass under platform constraints. [PHASE II]
• Establishing a baseline that could be used for performance analysis in future studies.
[PHASE III]
• Devising an algorithm that can serve as plug in tool in current industrial yield monitors
that rely on a calibrated density to estimate mass flow. [PHASE IV]
• Techniques to generalize mass flow estimation methods to serve other tasks or materials.
[PHASE IV]
• Evaluated rigorously on massive real life data (≈7000Mg) . [PHASE IV]
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1.3 Organization of the dissertation
The remainder of this report is organized as follows. Chapter 2 describes the related work of
developing yield monitors for sugarcane as well as the use of semi-supervised learning to solve
sparse ground truth of vision-based problems. Chapter 3 shows the implementation of a
volumetric-based approach to estimate mass flow of bamboo under controlled environment setup.
Chapter 4 illustrates the implementation of a vision-based approach through a deep neural
network to estimate mass flow of bamboo under a controlled environment setup. Chapter 5 shows
the implementation of a volumetric-based approach to estimate mass flow of sugarcane under real
environment setup. Chapter 6 describes the implementation of a transfer learning approach to
adapt the vision-based approach described in chapter 4 to estimate mass flow of sugarcane under
a real environment setup. Lastly, conclusion and future work are summarized in chapter 7.
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CHAPTER 2. RELATED WORK
In this chapter we summarize the related work from two different perspectives. First, we discuss
the related work from the application aspect where we reference several works that attempted to
develop sugarcane yield monitor following variety of methods and we reference works that
generally worked on solving the mass flow estimation problem. Thereafter, we discuss the related
work based on the approach we are following to handle the sparsity problem. We reference couple
of works that applied semi-supervised learning techniques to different applications and
subsequently show the applicability of this method to our application. Further, we summarize
some agriculture applications that utilized the power of deep learning to solve agriculture related
problems.
2.1 Sugarcane yield monitor
Sugarcane is an important crop where it is an established source of sugar and one of the
feed-stocks for efficient biofuel production [71]. Originally from Southeast Asia, sugarcane is now
grown in tropical and subtropical countries around the world, including Brazil and a portion of
the U.S. As a ratoon crop, it can be grown for 5 to 7 years and annually harvested without
replanting [49], and even longer if not damaged during harvesting such that it continues to
regrow. The crop grows year-round regenerating after cutting and is usually re-harvested at the
same time period the following year. With this high throughput production, means of regular
yield estimation are needed and that is where yield monitoring comes in. A yield monitor is a
device consisting of a coupled set of sensors, which measure geographic and mass flow information
during harvesting. This information can in-turn be translated to crop yield spatially within a field
or over time. Thus far, yield monitors are also important in the process of filling trucks with
crops by ensuring that trucks are filled with maximum allowed limit without overloading.
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As human population continues to increase, pressure on the agricultural supply chain will
increase. The same land must produce more food, while global competition pressures producers
and suppliers to increase efficiencies in all areas of operations. To increase agriculture
productivity while minimizing its environmental impact, the development of novel sensing
technology and precision agriculture tools have arisen for generation and analysis of data to
achieve the aforementioned objective. Adoption of current precision agriculture tools and
technologies has led to higher yields, reduced environmental impact, reduced costs, and
improvements in sugarcane quality [68] . Yield monitors have been a core component of precision
agriculture and some of the earliest sugarcane yield monitors were developed in USA by Ag leader
technology [1] and later was patented in 1994 [54] .
As an essential component of a yield monitor, a mass flow sensor provides feedback related to the
amount of product at each point in the field where the harvester operates. This enables farmers
to assess the performance in and between fields, and supports quantitative decisions such as when
to replant or how to adjust inputs such as fertilizers. Additionally, mass flow sensors support
real-time control of machine productivity by monitoring machine work against quantity
harvested, or help in optimizing logistics such as filling semi-tractor trailers maximally without
exceeding allowed limits.
There have been several techniques attempted over the last 20 years while trying to measure
sugarcane yield on a machine during harvesting. Some examples include impact/deflection plate
similar to what is ubiquitously used in grain crops, a weight plate in the elevator floor that
triggers a reading as material flows over, optical sensors that measure the proportion of the
elevator floor covered with material, and other methods that attempt to use measurements of the
machine work performed and translate it into a mass flow. The overall strategy of methods can
be summarized as shown in Table 2.1
Realizations of systems falling under these categories have been attempted with varying results.
Authors in [16] used chopper and feed roller hydraulic pressure (indirect mass measurement)
along with motor speed to calculate power exerted by the motors and volume of material through
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Table 2.1: Summary of mass flow measurement techniques for harvesters
Direct Indirect
Mass Flow Piezoelectric Calibration dependent
(Load cells, impact plate) on machine function(s)
Displacement: Movable opening in Non-contact sensor that
Volume Flow contact with material. Area changes in can measure physical
proportion with amount of physical
material flowing through it
dimensions of material
rollers. These measurements are calibrated with regression to predict mass flow. While simple
and inexpensive since it requires very little change to the machine, wear on the machine and
different crop conditions may all shift the response.
Earl et al. [20] developed a yield monitor system that rely on a weight measurement to assist
sugar beet harvesters. The downside of this method is the need of several instrumented trailers to
be located with each harvester to minimize the harvesting operation cost. Authors in [59] followed
a similar approach to work in [20], where they constructed a mass measurement trailer with a
load cell equipped with differential global position system (DGPS) and a data acquisition system
(DAQ). The system produced reasonable results but still had the same limitations as in [20].
Mailander et al. [50] designed a basic monitoring system that did not contain an accelerometer to
offset the mass and momentum changes of the weight plate as the machine moved through the
field or tilt sensors to correct the calibration equation. The system resulted in an average percent
error of 11%. Authors in [15, 56, 14, 53, 7, 48] tried a version of a weight plate with load cells in
the floor of the elevator. Adjustments for pitch of the elevator were made with an accelerometer,
and readings triggered as material flowed over the plate. It is a direct mass measurement but it
requires significant changes to the machine, is costly and complex, and is susceptible to
mechanical noise. Additionally, load cell drift due the moving parts of the harvester and can
suffer from buildup of material jamming the plate.
Other methods that have been investigated to estimate sugarcane yield include force impact.
Work in [80] described a yield monitor system that uses force to estimate yield of cane through
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utilizing a deflection plate sensor and a control monitor. The deflection plate is placed near to the
top end of the elevator after the billets exit to fall into the wagon. The measured force and
elevator speed are calibrated to predict mass flow. Another approach to estimate yield by
measuring the stem-bending force was tested by Mathanker et al [51]. Load cells were placed
between two parallel pipes making a push bar that was installed between crop dividers. The
system showed an R2 of 92% between forces on the push bar and yield when harvesting
napiergrass, but the system could not withstand the large impact forces encountered during the
harvest of sugarcane.
An under-elevator optical sensor array was tested by Price et al. [61]. They measure the amount
of time the sensor array was covered with material and then calibrate the calculated duty-cycle to
mass flow. This is an indirect volumetric method which is relatively simple and inexpensive.
However, it depends on ambient light and a reliable stacking of material since it attempts to
quantify volume using only two dimensions. Additionally, the calibration is highly affected by
changes in material density. In further studies, Price et al [62] developed a fiber optic yield
monitoring system that measures the volume of sugarcane to estimate yield. Under dry field
conditions the system resulted in an average error of 7.5%; however, the system performance
degraded under wet and muddy conditions, where about 75% of sensor readings were lost.
Moreover, Price et al. [60] also developed an alternative optical yield monitor system that uses
two laser distance sensors mounted above the loading elevator to measure height and length of the
billet piles per slat. Different methods were attempted to find the best relationship between
volume and material weight. It was found that the cumulative billet pile length had the best
relationship to harvested weight. An R2 ranging from 93% to 97% was reported. The system is
relatively simple and easy to install; however, the system still suffered from the piling up of debris
and sugarcane leaves.
To our knowledge, there has not been research that used an indirect volumetric based approach
with point clouds to estimate the yield of sugarcane like what is discussed in this work; however,
Jadhav et al. [33] developed a volumetric mass flow sensor that uses a LiDAR sensor to estimate
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the total mass of citrus. Their system was tested on an inclined and a horizontal conveyor like
those used on mechanical harvester and debris removal systems. Results show that the system
can estimate mass flow with an average error of 7% and a standard deviation of 7% for the incline
conveyor, and an average error of 7% and a standard deviation of 5% for the horizontal conveyor.
Several direct and indirect volume-based measurement systems were also explored by
Schmittmann [35] in a small trial for sugar beet and potato yield. They reported good results
with a laser scanner (< 4% error) and mechanical fingers, but no further information could be
found of a product developed from their work.
2.2 Machine and deep learning and computer vision
Machine learning and computer vision systems have been heavily applied in many fields [72].
Many agricultural applications employed these approaches for purposes such as size estimation of
citrus fruit [67], crop yield prediction and nitrogen status estimation [12], obstacles and anomalies
detection [13], and root-soil segmentation [19]. The use of machine learning in vision systems has
shown much better performance than traditional computer vision approaches [41]. Machine
learning is the workflow in which features are manually or automatically selected and therefore a
model is trained. A subset of machine learning described as deep learning offers automatic
learning of features. Indeed, deep learning [40, 23] is specifically focused on the use of artificial
neural network (architectures that comprise multiple layers) and its variants.
With complex deep learning models, complex problems can be solved efficiently. Image processing
is an important research area in the domain of agriculture and intelligent data analysis techniques
such as image classification/identification are used in various agricultural applications [76, 66, 69].
Some of the applications that deep learning models were employed in include plant classification
and identification with convolutional neural networks [82, 42], plant disease recognition by leaf
classification [70], classification of land cover and crop types [37], and crop yield prediction with
convolutional neural networks [55].
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There are multiple types of learning in deep or machine learning such as supervised learning (the
most common learning approach) [45], semi-supervise learning [10], unsupervised learning [5], and
reinforcement [81] learning. In this work we focus on the semi-supervised learning approach.
Semi-supervised learning is a learning paradigm concerned with learning in the presence of
labeled and unlabeled data. Semi-supervised learning has been extensively investigated in the last
decade [88]. This type of learning is motivated by the need for an alternative to the expensive,
time-consuming, and tedious process of labeling data as well as to make up for missing ground
truth signals from real world applications. Semi-supervised learning has gained a lot of interest
and several works have been done to drive this approach of learning to solve problems through
either proposing general learning models or application specific techniques.
This type of learning was employed in applications such as crowds counting [73, 9], network traffic
classification [21], person identification in webcam images [4], weed mapping in sunflower crops
[58], monocular depth map prediction [38], text chunking [3], and object detectors from videos
[52]. Some of these applications are a classification task and some are a regression task. Indeed,
semi-supervised learning is less studied for regression tasks compared to classification ones and
the reason is that in a classification task the number of categories is finite, whereas in regression
the object values are continuous. Authors in [86, 83] introduced domain knowledge to formulate a
regularization term, which utilizes the underlying structure of unlabeled data for regression and
dimension reduction. Work in [85] introduced a learning style described as co-training where two
different regressors make their estimations on unlabeled data and refine the performance by
learning the results of each other.
Some of the popular semi-supervised learning models [87] are self-training [63], mixture models
[17], co-training [85], multi-view learning [44], and semi-supervised support vector machines [6].
The common theme between these learning techniques is that they focus on the input data in the
process of correlation with the expected response. In other words, the input data is modeled in
such a way that certain information (underlying structure of the data, data clusters, or data
regularization and normalization) is leveraged to guide in the process of prediction. In our
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proposed method we focus on the response itself and drive the feature extraction process. We
utilize the underlying relationship in the response signal, where the unlabeled data relates to the
labeled data in the sense is that over a period of time, a single label represents the ground truth
sum of all missing ground truths of each single output; alternatively, to take advantage of
measurements with sparse ground truth to train a predictive model, a tractable relationship must
be asserted and hold between the measurements and labels. As long as that relationship can be
formed into a loss function that can be optimized, a model then can be trained.
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CHAPTER 3. VOLUMETRIC-BASED MASS FLOW ESTIMATION
UNDER CONTROLLED ENVIRONMENT OPERATION
In this chapter we describe a volumetric-based approach to estimate mass flow of flowing material
in a controlled environment setting (laboratory setup). To our knowledge, there has not been
research that used an indirect volumetric-based approach with point clouds to estimate the yield
of sugarcane; however, Jadhav et al. [33] developed a volumetric mass flow sensor that uses a
LiDAR sensor to estimate the total mass of citrus. Their system was tested on an inclined and a
horizontal conveyors like those used on mechanical harvester and debris removal system. Results
show that the system can estimate mass flow average error and standard deviation of error of 7%
and 7% respectively for the incline conveyor, and 7% and 5% respectively for the horizontal
conveyor. Several direct and indirect volume-based measurement systems were also explored by
Schmittmann [35] in a small trial for sugar beet and potato yield and reported good results with a
laser scanner (< 4% error) and mechanical fingers, but no further information could be found of a
product developed from the work.
We study and extensively explore a volumetric approach to estimate sugarcane yield by
generating point cloud of the material on the elevator using a stereo camera. Stereo cameras
create a full 3d point cloud of the material, unlike laser scanners which capture a 2d plane with
each measurement and miss material in between each measurement. Thus far, the intended goal
of the work presented in this chapter is to create a baseline comparison to our proposed
vision-based method, which is presented in chapter 4.
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3.1 Materials and methods
3.1.1 Fundamentals of operation
The basic operation of the yield monitor discussed herein consists of measuring the volume of
flowing material on the machine elevator, and converting the measured volume to a mass via a
calibrated density. Thus it is an indirect volumetric method per Table 2.1. This is done with a
stereo camera instead of LiDAR for cost effectiveness, robustness to dust and dirt, and a much
larger measurement area which does not miss any material.
At a typical elevator speed of 2 m s−1, a LiDAR line would measure an x− z cross section of the
elevator (in the same plane as the slats) to obtain depth z measurements at equally spaced
horizontal x distances across the width of the elevator. An average sensor sampling at 25Hz will
only acquire a cross-sectional measurement of the material spacing of 8cm (200 cms ×
1
25s) along
the direction that the material is conveyed on the elevator. Thus it would be necessary to
interpolate in the y direction between x− z cross sectional measurements to create a surface from
which to calculate volume. However, a more sophisticated LiDAR would be able to cover more
area, but that comes with much more costs compared to a stereo camera. Further, the harvesting
environment is harsh and full of dust and LiDARs are generally sensitive to dust. A stereo
camera, on the other hand, is solid proof against dust and capable of producing a dense 3d point
cloud over a large surface with better resolution of the surface of the material. In this case the
system operated at 7.5Hz, which was enough for overlapping successive point clouds and ensuring
no information loss.
The mass flow, up to a scaling constant depending on the time period to estimate over, is shown
in Equation 3.1. The stereo camera estimates the volume within the region of interest (ROI),
which is denoted as Vc and has units of meters cubed per meter up to a scaling constant. Then
this quantity is scaled by the distance the elevator moves (∆t× ve) in between the next volume
estimate to find an incremental accumulated volume. A simplifying assumption inherent in this
formulation is that the volume calculated (Vc) is spread evenly across the ROI, since the
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incremental accumulated volume V∆ is directly proportional with the distance the elevator moves.
The incremental volume is then converted to mass via a multiplier (calibration factor/density) as
seen in Equation 3.1. Any error in density of the material can be seen to directly contribute to
error in predictions of mass, and therefore yield as shown in Equation 3.2
V∆ = ∆t× Ve × Vc; m∆ = V∆ × ρ (3.1)
where:
V∆ = incremental accumulated volume (m
3)
Vc = proportional to cross sectional area of material in current frame from stereo camera (m
2)
∆t = image capture time (s)
Ve = harvester’s elevator velocity level (m s
−1)
m∆ = incremental accumulated mass (kg)






Y ield = crop yield (Mg ha−1)
ṁ = mass flow (kg s−1)
Vm = vehicle speed (km h
−1)
w = row width (m)
3.1.2 Laboratory setup
Extensive proof of concept testing was conducted prior to field exposure (phase III of this work -
chapter 5). Experiments were designed to test the system as closely as possible to factors present
during typical operation, while controlling for factors outside of system control such as particle
density. To accomplish this, bamboo was used as a surrogate material to sugarcane since it has
stable material properties long term (will not rot or dry out) while being similar in shape to
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sugarcane. Bamboo was conveyed into a sugarcane elevator at various flow rates with a stereo
camera mounted on the elevator. Figure 3.1 shows the overall laboratory system setup.
Figure 3.1: A picture of the overall system of laboratory setup for volume measurement testing
The system includes hydraulically driven elevator and conveyor, logging system, stereo camera
system (imagers with 120dB HDR and a global shutter – discontinued), and ground truth
weighing scale. Initially, a weight measurement (ground truth) is taken using the scale, then the
material is conveyed via the conveyor and elevator. As the material travels, the stereo camera
produces a 3d point cloud of the material that is converted to volume via a matching algorithm.
Lastly, the logging system records the volumetric data and stores it on a storage unit.
Since lighting is the main signal for a camera, non-optimal lighting can cause poor signal to noise
ratio (too high, or too low). Further, Motion and sub-optimal lighting can cause blurring. Our
goal in the lab experimentation was to simulate a wide range of these factors including elevator
speeds and mass flows (since objects further/closer to the camera also affect apparent motion) for
many short runs in which the same weight/volume of material is run through the system and
gauge repeatability and reproducibility (R&R). Ideally we calculate the same accumulated volume
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across all range of variables thus showing the system is robust against these factors. The end goal
was to observe the same amount of volume measured from the camera in each test.
Six lighting levels were used that span from ≈ 0.7k lux up to ≈ 6.7k lux as measured by a light
meter located on the elevator in front of the camera. The elevator speed was measured by an
inductive proximity sensor on the drive sprocket and varied between 1.0 m s−1 to 2.2 m s−1. Runs
length spanned between 20 seconds up to 120 seconds and the total mass per run ranged between
230kg up to 300 kg. These factors are also summarized by histograms as shown in Figure 3.2.
A total of 239 runs were obtained, which include 8 empty runs (zero mass) running for ≈ 60
seconds with the elevator moving to be sure the system was unbiased. Elevator speed was
measured by an inductive proximity sensor on the drive sprocket. A run in this context represents
a sequence/stream of volume measurements (produced by the stereo camera matching algorithm)
captured for a weighted amount of material. A run is also referred to as a wagon load.
Figure 3.2: Summary of data from testing runs showing the range of factors covered - not including empty
runs
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3.1.3 Mass estimation methods
Two approaches were devised to estimate mass, where the first approach aims to applying a
simple monotonic transformation to the volume measurements to reduce dispersion and then
estimate the underlying density [calibration factor], where density is calculated as the total
ground truth mass of the material divided by the accumulated transformed volume (sum of V∆
from Equation 3.1). The density values are then used to produce instantaneous mass
measurements per frame as shown in Equation 3.3).
m∆ = ρ× xfm(Vc)× Ve ×∆t (3.3)
In this formulation ρ is the underlying estimated density and ”xfm” is a monotonic
transformation that is applied to volume (Vc), scaled by elevator speed (Ve) and time between
measurements (∆t).
The other approach implies estimating mass directly where density is implicitly predicted using a
feed-forward neural network. The algorithm explicitly uses the incremental volume to predict
mass, and then scales it by elevator speed and capture time as shown in Equation 3.4.
m∆ = f(max(Vc − β, 0); θ)× Ve ×∆t (3.4)
In this formulation, f is a 2-layer neural network parameterized by θ that outputs a prediction of
density based on the point cloud volume (Vc), scaled by elevator speed (Ve) and time between
measurements (∆t). The β-parameter is also fit to account for any positive bias present since the
stereo volume calculation was designed towards not missing any volume. This was also a
meaningful formulation since if the β parameter turned out to be negative then it would indicate a
volume estimation in need of refinement, since it would be compensating for volume not detected.
3.2 Results and analysis
As per the design of experiments, lighting was one factor that was controlled during testing. It
was found that so long as lighting was kept at a certain minimum level (in this case > 2.7k lux),
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significant nonlinearities with the point cloud estimation were avoided. In low lighting, the stereo
camera matching algorithm was found to produce a higher number of points for the point cloud
overall, but the points tended to have a lower-than-expected elevation as measured from the plane
of the elevator. Since the shutter speed had to be fast due to the quick movement of the slats
(and therefore material), increasing the exposure time of the camera was not an option.
Figure 3.3 shows the average volume of material per frame against density. The data points
circled in red were collected under light levels below 2.7k lux, hence a significant decreasing
density trend is observed as the volume increases. Thus far, as long as certain minimum amount
of lighting is provided, a decreasing density still persists but is not as extreme as shown by the
data points circled in green in Figure 3.4. This remaining decreasing density trend was
hypothesized due to a packing effect where the measured bulk density of the material decreases as
the total volume of material increases. This is supported by the following works [46, 84], which
investigated the densities of disordered packing of slender cylinders.
Figure 3.3: Density dependence trends. Light levels (A & B): poor sensitivity of stereo camera at lower
volume flows with light level less than 2.7 lux
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Figure 3.4: Light levels (C, D, E, & F): runs with adequate lighting show decreasing bulk density with
volume likely due to disordered stacking of material – a real/physical phenomenon
Note that the variation increases for volume flows larger than 12m3 per frame since at that level
the bamboo begins to overflow the slats and fall back down the elevator, resulting in double
counting and lower fidelity point cloud estimation. This can also be seen in Figure 3.6. Bamboo is
also especially slick when compared with sugarcane, which is less likely to experience this issue
due to higher friction and generally not often reaching such high flow rates.
Since the monotonic transformation approach relies on estimating the mass based on estimating
the density, we consider evaluating the coefficient of variation (CV) of density values, since
density is the calibration factor that is used to predict mass. The CV of the density values was
12% and transforming the volume shaved ≈ 2% off of the CV of the density values, bringing it
from 12% to 10%, with the histogram comparison shown in Figure 3.5. It is important to
minimize the coefficient of variation of density values since the lower the value of the coefficient of
variation, the more precise the estimate.
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Figure 3.5: The overlaid density histograms show the transformed volume concentrates the densities more
and reduces the CV from 12% to 10%
As the primary task of a yield monitor is to predict mass flow, the controlled lab testing provided
a means to assess the sensor accuracy in this regard without introducing variation from external
factors like material density changes. The average predicted mass flow (utilizing a monotonic
transformation on the volume to estimate density) was plotted against the average actual mass
flow for each run to observe correlation in Figure 3.6.
Figure 3.6: Predicted vs. actual mass flow shows a strong trend indicating the potential of this method as
a yield monitor. The circled points represent flow levels beyond system capacity, where the bamboo begins
to overflow the slats and slide back down the elevator
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With the intercept forced through zero, the linear correlation can be seen to be very strong,
achieving an R2 of 97.4% when runs with overflowing material are ignored. With these results
showing strong potential, the system was considered good enough to pass to field testing.
With the neural network, we were able to directly estimate mass and only need to scale it with
elevator speed and time between measurements to get an instantaneous mass measurement. We
evaluate the neural network performance using mean square error (MSE). Lab testing with neural
network estimation achieved an average error of 8.65% while it achieved an average error of
14.65% when evaluated using monotonic transformation. We notice the advantage of using a
shallow neural network over a simple monotonic transformation.
We further investigate the system performance under different lighting conditions using neural
network. Overall, the system achieved an average error of -1.5% with a standard deviation of
18.1% for all runs including those identified to have too low light levels to have volume estimates
on. Without including the low light runs the system achieves an average error of -4.8% with a
standard deviation of 11%. The large variance implies the sensitivity of the volumetric system to
variable lighting conditions. Figure 3.7 shows an overlay of histogram distributions of error,
where red histogram does not include low light runs and blue histogram includes all runs from
laboratory data.
Results summary
X Established a baseline comparison using 3d point cloud of volumetric data for laboratory
data (bamboo).
X The system achieved a CV of 10% when using monotonic transformation.
X Ignoring the runs with material overflow, the system achieved very strong coefficient of
determination R2 of 97.4%.
X Neglecting runs with low light (<2.7 lux) the system achieved an average error of -4.8%
with a standard deviation of 11% .
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Figure 3.7: Overlaid error histograms of laboratory data using volumetric estimation showing smaller
standard deviation of error when excluding runs captured under low light (<2.7 lux) setting
3.3 Conclusion
In this chapter we evaluated and discussed a volumetric based approach to estimate mass of
flowing material (bamboo). Mass is inferred by estimating the underlying density [calibration
factor] of material when applying monotonic transformation to the volumetric data. Using a
neural network offered direct estimation of mass thus more precise estimate. The system achieved
an R2 of 97.4% when fitting average volume flow per test against average mass flow after
correcting for bulk density changes with volume. Results reported in this system [PHASE I] will
be used as a baseline comparison to a vision-based method under controlled environment setup
[PHASE II - Chapter 4].
26
CHAPTER 4. VISION-BASED MASS FLOW ESTIMATION UNDER
CONTROLLED ENVIRONMENT OPERATION
In this chapter we discuss the possibility of estimating mass via an end-to-end deep neural
network framework from sequences of images. A thorough background about deep learning and
how it is leveraged to solve our problem is given. We utilize the bamboo dataset under controlled
testing (presented in PHASE I - Chapter 3) to examine the viability of our proposed vision-based
method. We essentially work with the bamboo dataset for several reasons; First, to assess the
viability of the proposed method, it is preferred to work with a problem with less complex space.
Second, we would like to profoundly understand how the neural network operates on a less
complex problem in order to transfer the methods to a more complicated problem as well as
generalize to other similar problems. Implementation of this work can be found on the following
GitHub repository MSE [26].
4.1 Deep learning background
This section gives a brief background about deep learning and is intended for those with little to
no background about deep learning. If you have background on deep learning, then you can pass
onto the next section without having to read through this section.
The term AI or artificial intelligence has been around for decades and it is widely known even by
out-of-field individuals. Machine learning is an area of AI that is focused on providing systems
with the ability to learn and improve automatically without explicit programming and only by
relying on experience. Alternatively, machine learning focuses on creating algorithms which can
modify themselves without human intervention to produce the desired output by utilizing data to
teach themselves.
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Deep learning (DL) is a subset of machine learning with algorithms that function in a similar way
to those in machine learning, but there are multiple layers of these algorithms. Each layer of deep
learning algorithms provide different interpenetration of the data it feeds on. Deep learning is
more specific to artificial neural networks [89] where there are multiple hidden layers, and that is
why deep learning is described as deep.
As a branch of machine learning, deep learning employs the layers of artificial neural networks to
process data, visually recognize objects, and understand human speech. Information flows through
each layer with the output of the previous layer providing input for the next layer. The first layer
in the artificial neural network is called input layer and the last layer is called output layer. All
layers that fall in-between the input and output layers are referred to as hidden layers. Each layer
is typically a simple uniform algorithm containing a specific kind of non-linearity function.
Figure 4.1: Artificial intelligence vs. machine learning vs. deep learning - adapted from [47]
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4.1.1 Learning paradigms
Deep learning algorithms can learn from data under different learning paradigms. These learning
types are mainly identified as supervised learning, unsupervised learning, semi-supervised
learning, and reinforcement learning.
Supervised learning is a learning paradigm where inputs and corresponding labels are
provided. Inputs are processed by the network and the resulting outputs are compared against
desired outputs/labels using a loss function. Errors induced from the loss function are then
propagated back through the network causing the network to adjust parameters (known as
weights and biases) that control the network. This process occurs over and over as the network
parameters are continually tweaked to minimize the error. Supervised learning solves primarily
two types of problems, classification (finite values/classes) and regression (continuous values).
Unsupervised learning is a learning paradigm where inputs are provided without any
corresponding labels. The algorithm is responsible for determining the data patterns completely
on its own. This is often referred to as adaptation. This style of learning cannot directly achieve
what supervised learning does, since there is no guarantee that the patterns the algorithm finds
correlate directly with the ground truth or characteristics of interest; however, unsupervised
learning is very useful in learning complex patterns, capturing statistical dependencies, and
performing exploratory analysis as it can automatically identify structures in data. Unsupervised
learning is usually used for clustering purposes.
Reinforcement learning is a learning paradigm that learns from mistakes. The algorithm in
reinforcement learning works in an environment where an agent takes decisions to maximize the
cumulative reward and improve the learning efficiency. The difference between reinforcement
learning and supervised learning is that in supervised learning the training data has the answer
key with it hence the model is trained with the correct answer itself. On the other hand, in
reinforcement learning, there is no answer in the training data but the reinforcement agent
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decides what to do to perform the given task. In other words, in the absence of training dataset,
the agent is bound to learn from its experience.
Semi-supervised learning is a learning paradigm that involves learning from labeled and
unlabeled data simultaneously. While supervised learning is completely dependent on labeled
data and unsupervised learning is completely independent, semi-supervised learning sits in the
middle between these two approaches. This approach is motivated by the fact that labeled data is
often costly to generate, whereas unlabeled data is generally not. In the training process, the
number of unlabeled samples is often larger than the number of labeled ones. Semi-supervised
learning employs learning techniques that are capable of performing a task like classification or
regression with the presence of both labeled and unlabeled data.
4.1.2 Deep learning algorithms
Deep learning is generally wrapped around neural networks with multiple hidden layers. There
are several variants to deep neural networks that are designed to tackle certain tasks. We
summarize some of these variants as follows.
Artificial neural network (ANN) is the simplest form of neural networks. They are referred
to as feed-forward or multi-perceptron networks. ANN models are inspired by biological neural
networks based on the functionality of neurons. This type of neural networks is often suited for
tabular data. Figure 4.2 shows an example of a 4-layer ANN.
Deep belief neural network (DBN) is another variant of neural networks and is a
generative graphical model composed of multiple layers of latent variables. Connections in DBNs
exist between layers but not between units within each layer. Deep belief networks are typically
used to recognize, cluster, and generate images, video sequences and motion-capture data.
Figure 4.3 shows an example of a 7-layer DBN.
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Figure 4.2: Example of a feed-forward artificial neural network - adapted from [43]
Figure 4.3: Example of a deep-belief neural network - adapted from [8]
Recurrent neural network (RNN) and LSTMs is a class of deep neural networks that is
used for sequential data processing, text mining, speech recognition and natural language
processing in general. In recurrent neural network, connections between nodes form a directed
graph along a temporal sequence. This allows it to exhibit temporal dynamic behavior. Unlike
feed-forward neural networks, RNNs can use their internal state to process sequences of inputs.
LSTM , stands for long short term memory, is a special kind of RNNs and is a better version of
recurrent neural networks that solves a problem identified as vanishing gradients [30], which
RNNs suffer from. Unlike RNNs, LSTMs are capable of learning long-term dependencies. Figure
4.4 and Figure 4.5 show an example of an RNN and an LSTM respectively.
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Figure 4.4: Example of a recurrent neural network - adapted from [36]
Figure 4.5: Example of a long term short memory network - adapted from [36]
Convolutional neural network (CNN) is a very common type of neural networks that is
specialized in image processing. CNNs get their name from a mathematical operation called
convolution and that is due the nature of how they process image data. CNNs are excellent
feature extractors, where these features are eventually used to serve a classification or a regression
problem. In our work we use this type of neural networks to solve our vision-based problem.
Figure 4.6 shows an example of a CNN.
Figure 4.6: Example of a convolutional neural network - adapted from [65]
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4.1.3 Convolutional neural networks overview
In this subsection we describe the building blocks of convolutional neural network as well as
illustrate the functional components of this algorithm. The primary components of typical
convolutional neural network are convolutional layers, pooling layers, and fully connected layers.
A brief explanation of these layers is shown as follows.
Convolution layer is the main building block of a convolutional neural network. This layer is
composed of several filters/kernels that are used to extract certain information, e.g. lines, edges,
corners, etc, and store it in what is called feature maps. Extracted information is used later in the
prediction process. The convolutional layer essentially performs a mathematical operation called
convolution that involves 3-dimensional multiply accumulate (MAC) operations across the
columns and rows of input images. Figure 4.7 shows an example of a convoluted output using a
filter that is applied to the input images. Equation 4.1 shows how the convolution operation is
done to calculate the outputs in the activation map/convoluted output.




INPUT ij × weightij +Biasi (4.1)
Pooling layer is basically a form of nonlinear sub-sampling that is used to reduce the feature
dimensions as we go deeper in the convolutional neural network. Alternatively, pooling layer is
used to control the size of extracted information from convolutional layers as well as ensure
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generalizability by preventing the network from over-fitting (a scenario where the network learns
to make predictions only on training data and fail to predict on unseen data). This layer typically
takes place right after convolution layers. There are two common methods that are used to
perform the pooling operation identified as average and maximum pooling. In average pooling,
the average of all values within a pooling filter is passed on to the neuron in the next layer, where
in maximum pooling, the maximum value within a pooling filter is only passed on to the neuron
in the next layer. Figure 4.8 shows an example of average and maximum pooling operations.
Figure 4.8: Average and maximum pooling output for 2× 2 filter - adapted from [65]
Fully-connected layer usually comes as the last layer of the convolutional neural network. In
this layer all neurons are fully connected with each other and that is why it is called
fully-connected layer. This layer is similar to feed-forward neural networks. The benefit of fully
connected layer is that unlike convolution layer, it learns features from all the combinations of
features of the previous layer as shown in Figure 4.9, which is necessary to perform the regression
or classification task.
4.1.3.1 Essential functional elements
Beside the layers of the convolutional neural network, the algorithm has other essential functional
elements such as activation functions, which are used to apply a kind of non-linearity to the
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Figure 4.9: 4-node fully connected layer - adapted from [57]
outputs of the convolution operation in order to solve complex non-linear problems. For a
classification task, the network produce outputs that are eventually classified into classes, to
determine which class corresponds to which, a loss function is needed. Loss function computes the
error or deviation between actual output and predicted output. The network is composed of
parameters (weights and biases) that sit on the connections between the network neurons. To
compute the proper value of these parameters, the error produced from the loss function is
propagated all the way back through an algorithm referred to as the back-propagation algorithm.
Using the back-propagation algorithm gradients (the change of network parameters with respect
to the loss function value) are computed and hence the parameters of the network are tweaked or
adjusted such that the network perform the required task (classification or regression) as needed.
1- Activation functions: there are many activation function types;however, we only highlight
the most prominent ones used in convolutional neural networks.
• Rectified linear unit (ReLU): this activation function is perhaps the most widely used
activation function. This is simply a maximum operation against zero, where if the value is
greater than zero then it is passed onto corresponding neuron, otherwise a zero is passed on
(dead neuron).
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• Exponential linear unit (ELU): this is a variant of the ReLU activation and it is similar
to it when applied to positive inputs. Unlike ReLU, negative inputs are not ignored in the
ELU linearity, where an exponential function parameterized with an alpha parameter is
applied to them instead of zeroing them.
• Sigmoid: is another form of activation that is different from the ReLU. The sigmoid
function squashes the input values between 0 and 1 which bound activations and prevent
them from blowing up. Sigmoid often causes what is called vanishing gradients because
values are squashed all the time between 0 and 1.
• Hyperbolic Tan (Tanh): is similar to the sigmoid function except that it expands the
range of input values from 0 to 1 to 1 and -1. The gradient of the tanh is stronger than
sigmoid, this means derivatives are steeper.
Figure 4.10: Example of common activation functions that are used in convolutional neural networks -
adapted from [34]
2- Loss functions: there are various loss functions;however, we only highlight the most
prominent ones used in regression and classification tasks.
• SoftMax (Cross Entropy): this loss function is certainly the most widely used function
in solving for classification tasks. Basically, the SoftMax classifier converts raw class scores
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zi of the nonlinearity in the preceding layer to a probability Pi between (0, 1) to bring the
results to a common scale according to the this formula Pi =
ezi
Σke
zk . The top probabilities
from SoftMax classifier are then compared with actual labels of the available classes, hence
evaluate the accuracy of the model.
• Mean Squared Error (MSE): is commonly used in regression problems where it
measures how much the predicted continuous value deviates from the expected or actual
value as described in this formula MSE = 1n
∑i−1
n (Yi − Ŷi)2. MSE is prone to outliers as it
over weighs them, so usually mean absolute error (MAE) is used to handle data that
contains a lot of outliers.
4.1.3.2 Common CNN architectures
In the past couple of years there has been unprecedented growth in the development of novel
convolutional neural network architectures. The earliest developed CNN architecture known as
LeNet-5 dates back to 1998. A list of common architectures that are used in nowadays image
related problems are presented as follows.
• AlexNet: developed by Alex Krizhevsky in 2012 and won the ImageNet challenge [64]
achieving a top-5 error of 15.3%, more than 10.8 percentage points lower than that of the
runner up. The architecture comprises a total of five convolutional layers with three pooling
layers and two full connected layers. AlexNet has about 60 million parameters and performs
≈ 1.1 billion MAC operations for one forward pass.
• VGG: the Visual geometry group (VGG) model was the winner of the ImageNet challenge
in 2014. The deepest proposed model contained 19 convolutional layers, that is about 4x
deep as AlexNet. Convolution filters of size 3× 3 and 2× 2 max-pooling ones were primarily
used all across the architecture. This CNN architecture has about 138 million parameters
and a single forward pass requires approximately 16 billion MAC operations.
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• GoogleNet: this architecture is 22-layer deep and it won ImageNet challenge in 2015 with
a top-5 error rate of 6.7%. The model has only 1.2 million parameters that is about 0.86%
of VGG parameters. The massive reduction of parameters resulted into more complex
architecture that employs what so-called Inception modules. An inception module is
basically a network-in-network sub architecture that uses a 1× 1 convolutional layer to
reduce the number of input channels
• ResNet: this architecture is the deepest of all discussed architectures. Authors proposed
variants with different number of layers (34, 50, 101, and 152 layers). The 152 layer deep
architecture won the ImageNet challenge by achieving a top-5 error rate of 3.6%. Speaking
of 152 layers means a hard training problem. To get over this problem, researchers included
detours (residual connections and that is where it gets its name) around each batch of
subsequent convolutional layers. This topology can be viewed as y = F (x) + x where the
network has to learn a residual function F(x) only. We utilize this type of CNN in our
vision-based mass estimation work.
4.2 Modified nonlinear regression loss for sparse ground truth
Semi-supervised learning techniques such as self-training, mixture models, co-training, multi-view
learning, and 3S-vector machines [87] are commonly used to solve sparsely annotated data
problems. Essentially, input data is modeled somehow such that it is utilized to help with the
prediction process via (e.g.) data clustering or self-teaching. In our proposed method [27], we
take advantage of the response itself, where there exist a tractable relationship between each
individual data point (input) and the ground truth (response). As a matter of fact, the ground
truth represent the total sum of predictions of individual data points for a given period of time.
Reinforcement learning with a Markov process assumption is one such example of sparse rewards
and a tractable relationship where methods such as policy gradients can be employed. In a
simpler case like this one, measurements can all be treated independently, and when predictions
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from these measurements are aggregated with a summation to produce a total (accumulated)
mass, a loss function for the predictive model can be realized.
The typical nonlinear regression formulation using mean squared error (MSE) loss can be slightly
modified to incorporate an additional aggregation term over the predictions for each run (video)
in k runs as shown in Equation 4.2. The only difference being that the predictions of image ”xij”
over a given video are summed and then compared to the ground truth and scaled by length ”n”
of the video. A run in this context represents a sequence/stream of images captured for a
weighted amount of material. This type of simple modification to nonlinear regression opens up a
major opportunity to bypass more costly or infeasible situations to obtain labels or ground truth
in order to train a predictive model. The application presented in this work is one such situation
where it is much easier to measure an accumulated mass as opposed to trying to obtain an







yi − Σnj=1f(xij ;w)
)2
(4.2)
4.3 Learning mass from images
Learning mass from images or mass flow from a video stream is possible in this problem context
due to the constraints imposed on the system and the ability to learn complex patterns via
end-to-end training with deep learning. More specifically, the camera has a fixed sampling
frequency that is fast enough to measure all the material passing by, it is mounted at a fixed
distance from the elevator, and the only additional factor needed is slat velocity to scale the
accumulated mass. Intuitively, the velocity is scaling the mass to produce a mass flow, since if the
mass was sitting still it would not be accumulated. Alternatively it can be thought of as a way to
account for frame overlap.
Even though complex nonlinearities exist with the density and the material location in the image
as shown in Figure 4.11 (e.g. the material further away is smaller in the image), these patterns
can be learned by optimizing a deep neural network due to fixed locations between the camera
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and the elevator. Understanding this reasoning about the system is crucial to designing and
training a successful model in this and similar applications, since (e.g.) naively assuming counting
pixels with material will correlate well with mass would lead to wasted efforts considering only a
single factor such as image deformation.
Figure 4.11: Sample image from the bamboo dataset
The formulation to predict mass from images is shown in Equation 4.3, where f is a deep residual
convolutional neural network that is parameterized by w. xij represents input image j in run i,
and vij is elevator speed at time j in run i, and t is the frame per second of images.
Massij = f(xij ;w)× vij × t (4.3)
To be able to predict mass using the deep convolutional neural network we use the modified loss
function introduced in section 4.2 and only add the scaling factor (vij × t) to it to account for








(f(xij ;w)× vij × t)
}2
(4.4)
The value of using images over volumetric methods will potentially be enhanced further when
observing harvested materials of sugarcane or grains, since in the case of sugarcane the
constituents such as billets and leaves (and therefore density) vary considerably more. The
constituents and their sizes are observable in images though and therefore patterns more than
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likely learnable by the same sparse ground truth methods. In grains the sizes of the kernels can
change with moisture, and may exhibit other visual signs that correlate with density that an
image-based algorithm could identify and learn to account for.
4.4 Temporal smoothing
Utilizing prior knowledge about the problem allows more custom formulation of the model, loss
function, and training procedure to improve accuracy and stability. In this application it is clear
that there is temporal correlation and images near in time should have more similarity in mass
than images further away in time. To account for this during training, a regularizing term was
added to the cost function with an associated hyper-parameter that allows penalizing a 1st-order
lagged difference in the predicted mass values. Equation 4.5 shows full loss function for a runi












{f(xij ;w)− f(xi(j−1);w)}2 (4.5)
Prediction is corrected by the elevator speed v and frame rate t (7.5Hz) to account of frame
overlap. Note that the gradient of the loss function has a sum of gradients in it, which if left
un-normalized will amount to larger gradient updates for runs with more images even though the
runs mostly contain the same total mass. Therefore, the loss is normalized by the number of
images n in each run to equally weigh the gradient update from each run. The penalty strength is
controlled by a hyper-parameter λ, and a λ of 0.05 resulted in the smallest average error after
several experiments. We evaluated average error produced by several lambda values and noticed
that higher values (> 0.1) aggressively penalized the loss function, resulting in higher error values.
Binary search was applied to determine the best lambda value.
Although one might think that temporal smoothing can be achieved via using a recurrent neural
network since RNNs are suited for sequential data processing; however, the very long sequences of
runs would pose a challenge to RNNs. Moreover, it is worth noting that although we process
stream of images (video), the data itself is not necessarily sequential and each image in the stream
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is independent and representative of the information that is needed to be learned. The only
relationship between the images is that they all together add up to a certain accumulated value.
In our optimization problem, we do not just wish to predict the true accumulated value, rather we
wish to predict the value of material content in each single image as accurately as possible.
Therefore, there is no need to use an RNN/LSTM to process our data as it would only impose
more complexity to the problem. Temporal smoothness is simply introduced to smooth the
predictions between images near in time. This technique is meant to help the network learn faster
by informing it that images near in time should have close predictions (mass content). Similarly,
this kind of problem does not directly map to a recurrent neural network. Again, using an RNN
would only impose unwanted complexity to the problem which is not favorable.
4.5 Gradient update
To perform a gradient update, we need to compare the prediction ŷi or f(xij ;w) with the ground
truth yi, but the prediction and regularization terms contain sums in them, which means the
gradient of the loss in Equation 4.5 does as well, as can be seen by Equation 4.6. Since the
number of images is too large to fit on a single GPU vRAM (a problem for very sparse ground
truth), we keep a running sum of the gradients, predictions, and regularizing term from each
batch to greatly reduce memory requirements. The full gradient can then be calculated and
applied at the end of the run using the accumulated terms from the gradient along with the
ground truth, run length, and regularizing hyper-parameter. Equation 4.6 describes gradient of
the full form of the loss equation associated with one run or run i. Terms in red are accumulated
from each batch of a run and the full gradient calculated and applied when the end of a run is
































Given the large and variable size of runs, we compute gradients and predictions in batches and
accumulate them over the course of their respective runs as shown in the Pseudo-code in
algorithm 1 .
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Algorithm 1 Computing and applying gradients over a single epoch. With each runi we have run length, images and speeds at
the time of each image captured, and total ground truth mass
1: for run in train data do
2: ytrue = fetch labels(labels) . Data loaded in chronological order
3: for batch, (images, speeds) in run do
4: xb, vb = fetch next batch(images, speeds) . Data loaded in chronological order
5: if New run then
6: run remainder← mod(run length, sizeof(batch))
7: iterations← ceil(div(run length, sizeof(batch)))
8: New run← False
9: if iterations > 1 then
10: ŷb ← f(xb;w) . Predict using DNN
11: ŷbvt ← ŷb × vb × t . Correct frame-overlap
12: ŷ += Σŷbvt, ŷbgrad += Σ
∂ŷbvt
∂w . Accumulate predictions and gradients
13: ŷsmooth +=
∑




∂w )} . Accumulate penalty
14: iterations −= 1
15: else






(ytrue − ŷ) ŷbgrad ⊕2λni ŷsmooth . Apply gradients
18: w ← w + α∂Li∂w . Update weights
19: New run← True
20: else
21: Do steps 17 → 18 for images in current run
22: Do steps 4 → 14 for images in next run
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4.6 DNN model architecture and training procedure
We consider complexity and size as essential factors in the developed architecture, where eventual
application goes on embedded hardware at mass scale and saving every bit of computation to a
minimum is highly desirable to save costs. To assess the complexity of our dataset we adopt a
residual like style [28] and follow a systematic approach in DNN design, starting shallow then
reproducing accordingly. A 9-layer DNN with exponential linear units (ELUs) and residual
connections, defined as – “RES9-ER” shown in Figure 4.12, was found to have good predictive
accuracy as well as fast training and inference.
Figure 4.12: Reduced residual 9 architecture (RES-9ER)
Similar models with rectified linear unit (ReLU) activation and 16 layers were also investigated
before converging on this final architecture. ELUs activation were considered in our DNN because
it showed better noise dampening and more stable signal as well as helped converge faster than
ReLUs. Figure 4.13 shows the training loss decay when using ReLU activation functions (in light
blue) versus when using ELU activation functions (in orange). As shown, ELU-based loss signal
converges faster than ReLU-based loss signal.
The 16-layer network – “RES-16E”, barely out-performed the 9-layer network – “RES-9E”. For
this reason, we investigated the learned features in every layer of RES-9E and observed redundant
features, hence we reduced the number of filters in RES-9E to introduce reduced RES-9E, the
best performing architecture defined as – “RES-9ER”. Our observation of the redundant features
is empirical and validated using this work [18]. Figure 4.14 shows a selected feature 64, in left
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column of the figure against a set of other similar features 1, 14, 62, in the middle column,
whereas regions of different pixel information are highlighted in pink in the similarity map in the
right column in the figure.
Figure 4.13: Training loss decay when using ReLU activation vs. ELU activation
Figure 4.14: Illustration of redundant feature maps. This type of investigation helped inform of a suitable
architecture that balanced accuracy, generalization, and stability
RES-9ER inference time for a batch size of 8 is ≈348FPS (frame size, fifth 720p) when running on
1080-Ti GPU, and ≈91FPS when running on Intel Core-i7-7600U CPU. The FPS is proportional
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to batch size (i.e. sampling frequency) of images and subject to I/O or memory bounds. Table 4.1
summarizes the sizes of RES-9E, RES-16E, and RES-9ER.
Table 4.1: Summary of developed architectures and their sizes






4.7 Results and analysis
4.7.1 Visual explanation of DNN functioning
To get an intuition on what the network actually learns and what parts of the image contribute
the most to the outcome, we follow a generalized gradient-based CNN visualization approach to
visualize the learned mass in images. We adapt the grad-cam method proposed by this work [11]
and develop an implementation that is compatible with eager mode in Tensorflow [75].
Figure 4.15, Figure 4.16, and Figure 4.17 show three different images and their corresponding
grad-cam heat-maps. The heat-map colors indicate the parts of the image that contributed the
most to the outcome being the dark orange representing the highest contribution (dark orange
contributes more to the output). As shown in Figure 4.15, the network learns when there is not
bamboo present in the image and the network learns when there are various amounts of bamboo
in the image as shown by the grad-cam in Figure 4.16 and Figure 4.17.
Figure 4.15: No flow of material
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Figure 4.16: Medium flow of material
Figure 4.17: High flow of material
Figure 4.18 shows a snapshot of a continuous run of running bamboo on a sugarcane elevator
(image to the left) and its live Grad-CAM visualization (image in the middle) with signal plot
(image to the right) showing current prediction of material in pounds and the accumulated
prediction under the curve. Ground Truth (576lbs) represents the total ground truth mass for a
complete run. You can view the live prediction of running bamboo using this link
LIVECAM [26].
Figure 4.18: Snapshot of a live Gradcam heatmap of a random frame
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4.7.2 Temporal smoothness effect
Training with temporal smoothness for the different developed architectures reduced the overall
error by 0.6% on average. Table 4.2 lists the average errors obtained for RES-9E, RES-16E, and
RES-9ER with and without temporal smoothness.Thus far, even without temporal smoothing the
signal had very good stability which is much better than the volume-based signal. For a select
run (RUNX) from the test set that has a ground truth of 261.3KG, the volumetric based
approach predicted a total mass of 279.6KG which makes a percent error of 7.1%, while the DNN
based approach with and without temporal smoothness made a prediction of 269.8KG, 262.8KG
respectively, which translates into percent errors of 0.5% with smoothness and 3.3% without
smoothness. Using temporal smoothness improved error by 6.6% compared to te volume based
prediction and 2.8% compared to the vision-based (DNN) prediction using ELU activation
without temporal smoothness.








RES-9ER 5.5% (±0.18) 4.5% (±0.07)
For visualization purposes and to assess where in the signal the temporal smoothness made
changes to the prediction signal, we plot the prediction signal obtained by the DNN with and
without applying temporal smoothness for RUNX. Also, to show consistency and smoothness of
the vision-based signals, we plot the volumetric equivalent. Lastly, we plot RUNX signal based on
counting the number of pixels in each frame. Counting pixels method does not generalize, i.e. has
to be obtained for each run separately; however the sole purpose of using this method is to
showcase the consistency of the vision-based signal of RUNX with the pixel based signal.
Visualization of the aforementioned plots is shown in Figure 4.20.
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(a) RUNX signal shape plotted based on count-
ing the pixels of bamboo in each individual frame
(b) Predicted signal of RUNX based on the vol-
umetric algorithm
(c) Predicted signal of RUNX based on the DNN
algorithm without applying temporal smooth-
ness. Regions circled in red are the parts of the
signal that show observable difference when com-
pared to the signal with temporal smoothness ap-
plied
(d) DNN or vision based predicted signal with
temporal smoothness applied. We can see the
predicted signal shape of RUNX based on the
DNN approach is relatively consistent with the
signal shape obtained by counting pixels in each
frame
Figure 4.20: Plotting RUNX signal using different methods (pixels based, volumetric based, and vision
based) to showcase the overall shape of the signal
4.7.3 Comparison to volume-based predictions
To demonstrate the robustness of the vision-based signal, we compare the mass predicted signal
using RES-9ER against volume-based mass predicted signal using stereo camera in the following
scenarios: 1) Incremental and decremental variable flow - Figure 4.21, 2) Intermittent flow -
Figure 4.22, and 3) Poor lighting conditions - Figure 4.23.
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The vision-based prediction outperforms the volume-based prediction in each of the scenarios
which shows the robustness of the algorithm when posed to variable environmental conditions as
opposed to the volume-based signal. We would like to note that the run selected for the poor
lighting conditions is one of the runs identified to have too low lighting to use volume estimates on.
Figure 4.21: Overlay of volumetric and vision-based signals showing incremental/decremental mass flow
Figure 4.22: Overlay of volumetric and vision-based signals showing intermittent mass flow
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Figure 4.23: Overlay of volumetric and vision-based signals of mass flow under poor lighting conditions
4.7.4 Error distribution and outliers
Studying error distribution of the dataset helped us understand where the DNN algorithm made
poor predictions as well as how to improve generalization. No extreme outliers were found in the
validation or test sets, but the training set contained a single outlying run circled in red in
Figure 4.25. The total mass prediction of the outlying run was too low (∼ 40% of what it should
have been), but yet the DNN mass prediction per image before scaling with elevator speeds and
capture time was very high. This was also confirmed by a grad-cam analysis as seen in
Figure 4.24, where even the sidewalls are being incorrectly incorporated into the prediction of
mass. Therefore, we investigated the speed signal and it was found that the outlying run had a
very low elevator speed (average of 0.1 m s−1) with large variations in speed.
It is likely that the optimization process tried to use the reflections of bamboo on the side of
elevator to compensate for the low total predicted mass (which was actually a problem of low
fidelity from the speed sensor at low elevator speeds). Since this outlier was an extreme corner
condition of very low elevator speed that is not at all likely in real applications, thus it could be
removed and the network retrained to likely achieve better overall results. Similarly, a corrective
action could entail using a speed sensor with higher resolution and fidelity over a broad speed
51
range. Figure 4.25 shows histograms of error distribution from the DNN and volume based
predictions across the entire dataset. The vision (DNN) method can be seen to perform much
better even though we included a large outlier due to elevator speed abnormalities, and also gave
the volume estimates an unfair advantage by excluding low-light runs for which it faired very
poorly.
Figure 4.24: Gradcam visualization of an image from the outlying run
Figure 4.25: Error distribution of predictions by the DNN and the volume algorithms. Note, runs with
poor lighting are excluded for the volumetric algorithm
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Results summary
X Developed a DNN algorithm that can accurately capture a physical property (mass) of
material.
X A dynamic algorithm was devised to accommodate the memory limitations of GPU working
with large sequences of images.
X Mass was estimated using images with average error of 4.5%.
X A temporal smoothness term was devised to improve the accuracy of predicted signals.
X A visualization technique has been introduced to investigate what the DNN algorithm
learns behind the scenes.
4.8 Conclusion
In this work [PHASE II] we proposed a semi-supervised algorithm that makes inference on mass
flow of material from sequences of images by training a deep neural network with sparse ground
truth, and showed improvements over older and more expensive methods that must first acquire a
volumetric estimate of the material and then calibrate the density. With the careful DNN design,
an average error of 4.5%, better signal shape, and high frame rate up to ≈348FPS were obtained.
The results obtained herein support applying the methods derived to predict mass flow of field
harvested sugarcane as measured on a machine [PHASE IV], which experiences many other
complicating factors affecting density and visual appearance of the material.
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CHAPTER 5. VOLUMETRIC-BASED MASS FLOW ESTIMATION
UNDER REAL ENVIRONMENT OPERATION
In this chapter we describe a volumetric-based approach to estimate mass flow of material in a
real operating environment (on real sugarcane harvesters). We leverage the proposed methods in
chapter 3 (phase I), i.e. 3d point cloud generation of volume, and apply it to real world data. In
chapter 4 (phase II) we proved that the vision-based approach outperforms the volumetric based
approach for mass estimation; however, we still use the volumetric based approach to explore its
performance on real world data as well as to form our baseline comparison when applying the
vision-based approach on field data.
5.1 Materials and methods
5.1.1 Fundamentals of operation
The fundamentals of operation presented in this chapter are essentially the same as in chapter 3;
however, the operation of the yield monitor discussed herein consists of measuring the volume of
the sugarcane billets instead of bamboo on the machine elevator during harvesting, and
converting the measured volume to a mass via a calibrated density. A stereo camera operating at
7.5Hz was used to produce a dense 3d point cloud of the material.
Laboratory testing (phase I) showed highly consistent results with the stereo cameras as long as
lighting was maintained above a certain level, which was easily achieved with supplementary LED
lighting. The caveat then for a typical volume-based yield monitor is the density of the material
required to translate to mass. Grains are known in moisture sensing to expand and contract with
moisture, and change both the particle and bulk densities [24]. In the case of highly non-uniform
shape characteristics like sugarcane billets, which are long slender rods, bulk density has the
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potential to be more complex from the shape factor alone, along with particle density expected to
additionally contribute to density complexity.
Mass flow up to a scaling constant depending on the time period to estimate over is shown in
Equation 5.1. The stereo camera estimates the volume within the region of interest (ROI), which
is denoted as Vc and has units of meters cubed per meter up to a scaling constant. Then this
quantity is scaled by the distance the elevator moves (∆t× Ve) in between the next volume
estimate to find an incremental accumulated volume. A simplifying assumption inherent in this
formulation is that the volume calculated (Vc) is spread evenly across the ROI, since the
incremental accumulated volume V∆ is directly proportional with the distance the elevator moves.
The incremental volume is then converted to mass via a multiplier (calibration factor/density) as
seen in Equation 3.1. Any error in density of the material can be seen to directly contribute to
error in predictions of mass, and therefore yield as shown in Equation 5.2.
V∆ = ∆t× Ve × Vc; m∆ = V∆ × ρ (5.1)
where:
V∆ = incremental accumulated volume (m
3)
Vc = proportional to cross sectional area of material on the elevator from stereo camera (m
2)
∆t = image capture time (s)
Ve = harvester’s elevator velocity level (m s
−1)
m∆ = incremental accumulated mass (kg)






Y ield = (Mg ha−1)
ṁ = mass flow (kg s−1)
Vm = vehicle speed (km h
−1)
w = row width (m)
55
To convert volume measurements to mass, an algorithm was devised and fit that explicitly uses
the incremental volume to predict the density, and then use it as a multiplier on the volume to
convert to mass as shown in Equation 5.3
Mass = f(max(Vc − β, 0); θ)× Ve ×∆t (5.3)
Where f is a feed-forward neural network parameterized by θ that outputs a prediction of mass
based on raw volume Vc, scaled by elevator speed Ve and capture time ∆t. Note that the
underlying density is implicitly estimated. The neural network is composed of 4-layers with a
total of 256-hidden units as shown in Figure 5.1. The β-parameter is also fit to account for any
positive bias present since the stereo volume calculation was designed towards not missing any
volume. This was also a meaningful formulation since if the β parameter turned out to be
negative then it would indicate a volume estimation is in need of refinement, since it would be
compensating for volume not detected.
Figure 5.1: Feed forward neural network used to estimate density to convert volume measurements into
mass
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5.1.2 Field setup and data summary
Field data was collected in the course of 3 consecutive years (2014 through 2016) and in 4
different regions (Brazil, Florida, Louisiana, and Texas) to ensure robustness of the system to
various environmental factors that could influence bulk and particle densities of the material.
Data is comprised of 1567 runs (over 3M frames), and is split between burnt and green cane. This
was an important part of the design of experiment since burnt cane, in which the leaves and
fibrous trash were burnt off, was projected to represent the high end for density, whereas green
cane was expected to vary more depending on the amount of trash and ability of the primary
extractor fan to remove trash. Table 5.1 summarizes runs distribution based on location, season
of harvest, and type of sugarcane.
Table 5.1: Runs distribution of years, region of harvest, and material type
Crop Sugarcane Harvest Year Total/
Type Region 2014 2015 2016 Region
Louisiana 669 669
Green Brazil 166 166
Florida 264 264
Burnt Texas 66 79 145
Florida 323 323
Total 232 748 587 1567
The laboratory and field systems are identical except for the wireless transceivers that were used
to collect ground truth from scales, which were installed on the wagons as shown in the diagram
in Figure 5.2. The wagons were typically six or nine metric ton capacities. An image processing
unit (stereo camera + algorithm) was used to generate colored images and a 3d point cloud
(converted into volume) of material. A speed sensor was used to capture the elevator speed. The
image processing unit was controlled via CAN bus and data was transferred to a dedicated stereo
logger via an Ethernet link between the image processing unit and the stereo logger.
Early on in testing (2014, and Texas 2015), ground speed and fan speed were used to induce mass
flow changes as well as changes in material composition (and therefore density). While they are
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Figure 5.2: Block diagram of the field system setup highlighting the components used for data generation
and logging
useful for obtaining more variation in the dataset, they are not globally consistent factors since
the magnitude of the effect of ground speed on mass flow and fan speed on material composition
depends on yield and trash levels, respectively. Mass flow, ground speed, and fan speed from field
runs are summarized by histograms as shown in Figure 5.3. Note run, log, and video refer to a
sequence of frames with an overall accumulated mass.
5.1.3 Potential failure modes
The stereo camera system worked well even with very little maintenance, up to and including
when the lens on the camera were severely covered with dirt or dust. However, there were a few
rare instances when a perfect storm occurs and external factors affect the camera performance.
These conditions are hard to remedy, but fortunately as mentioned were found to be rare. An
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Figure 5.3: Summary of data from testing runs showing range of factors covered - not including empty
runs
instance was found for a short period of a day when harvester was driven in a particular direction,
the sun would shine directly into the camera and wash out a portion of the point cloud as shown
in Figure 5.5. Another issue that occurred is when material flows were very high and the trash,
especially dry and light, could fly up and block the camera view as shown in Figure 5.6. Again
this was a relatively rare condition, but had the potential to increase density for those runs since
volume estimates for those point clouds were biased low.
5.2 Results and analysis
The volumetric approach was evaluated using two methods: 1) box-cox (power) transform, and 2)
feed-forward neural network that was described in Equation 5.3. The first approach is less
complex, however it does not perform as good as the second one. We study the first approach as
it offers some insight into the data and helps us understand how it can be improved.
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Figure 5.5 Sugarcane under direct sunlight Figure 5.6 Trash blocking the view of the camera
Figure 5.7: Left: Sunlight washing out portion of the image. Right: Trash flying up and blocking the view
of the camera, hence affecting the point cloud estimation
The benefit of applying a transformation to the raw volumetric data can be seen in Figure 5.11.
In an ideal situation, the increase of volume flow should not affect density, i.e. density should not
decrease as volume flow increase. However, this is not the case in the used system as there exist
some variations in the density values. Applying a box-cox transformation (xfm) with a lambda
value of 0.3115 (which was found by sweeping over a range of values and finding the lambda value
that minimizes the variations in the density values the most) to volume measurements prior to
estimating density was found to improve mass estimates through minimizing variation in density
values. We notice after applying box cox transformation to the raw volumetric data that the
decreasing density trends observed in Figure 5.9 have mostly disappeared as can be seen in
Figure 5.10.
To absorb the variation observed with the estimated mass based on estimating density, we
consider a different approach where we use a feed-forward neural network that directly estimates
mass from raw volume. Based on Equation 5.3, raw volume is fed into the neural network and a
mass per meter value is estimated. Performance of the neural network and box-cox
transformation approaches is evaluated by comparing the results of both methods.
When using a neural network, the data is split into train, validation, and test sets. The neural
network is trained on the training set and performance is evaluated on the testing set. The
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Figure 5.9 Density Vs. Volume Figure 5.10 Density (with box-cox xfm) Vs. Volume
Figure 5.11: Left: Before transformation of volume, clear trends can be seen of density decreasing with
volume flows. Right: After transformation of the volume to account for bulk density changes in material
with increasing flow rates. The trends disappear, showing the phenomenon has been adjusted for
validation set is used to monitor the training progress to avoid a common problem in machine
learning known as over-fitting where the neural network only learns the details of train data and
becomes incapable of learning from unseen data. Table 5.2 summaries the test-set average error
obtained for each region as well as for all-fields combined for both transformed volume and neural
network based estimation. From Table 5.2 we observe that the error of both the transformed
Table 5.2: Test-set average error per region.
Test-set average error






volume and neural network based estimation is comparable when performed on each region
independently; however, the transformed volume performs poorly when combining all fields
together. Although the neural network error is not quite low, it is still lower than the transformed
volume by ≈ 5%. This shows how the neural network can learn better when non-linear behavior
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is introduced. The box-cox transformation works best when data is split by year, season, and
region of harvest as this obviously reduces the variations in estimated density values.
Florida shows high average error compared to other fields, and that is due to the mix between
green and burnt cane, which obviously have varying densities. Louisiana’s average error comes
after Florida’s due to a shift in the density values that occurred during harvesting. It was found
that the density changed around a time when material consistency degraded due to operations
and environment, and more dirt and root balls showed up in point clouds. Hypothetically,
covering the material in dirt could easily increase density and explain the fluctuations and overall
net increase in density experienced there.
To get a closer look at the performance of neural network and transformed volume estimations on
field data, we overlay histograms of error for both types of estimation as shown in Figure 5.12.
We notice that the transformed volume method is skewed, where it over-estimates mass on several
runs, while the neural network approach maintains much more balanced estimates.
Figure 5.12: Histogram overlay of error distribution of neural network (NN) and transformed volume
(XFM) estimates of all-fields test set
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5.3 Conclusion
In this chapter we described two approaches to estimate mass based on the volumetric surface of
material on the elevator of a sugarcane harvester using a stereo camera. The first approach
(volumetric transformation) is contingent on a calibrated value, or density, to convert from
volume to mass. The calibration values are relatively easy to obtain by tracking volume into a
semi and getting a weight back from the mill. The second approach (neural network) directly
estimates mass values. When separated out by season, region, and crop type the average error is
quite reasonable, reaching 7.78% when estimated via neural network. Finally, this work serves as
an excellent baseline comparison for solving the same problem using visual processing (images)
via a deep neural network.
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CHAPTER 6. VISION-BASED MASS FLOW ESTIMATION UNDER REAL
ENVIRONMENT OPERATION
In chapter 4 we discussed the possibility of estimating mass via an end-to-end deep neural
network from a sequence of images. We devised a set of methods that were applied to the bamboo
dataset which was collected under controlled testing environment and achieved an average error of
4.5%. In this chapter we wish to transfer the developed methods in chapter 4 and use them to
estimate mass of flowing sugarcane on a sugarcane elevator under real operation environment.
The sugarcane dataset is a lot bigger and more complex than the bamboo dataset, so we seek to
explore to what extent we can apply transfer learning [77] (a learning paradigm in deep learning
that aims to transfer learned knowledge from one application to another) with minimal to no
changes to the devised methods. This chapter also investigates if the vision approach would still
outperform volumetric estimation under real environment operation just like how it did under
laboratory testing.
6.1 Sugarcane dataset acquisition
6.1.1 Dataset summary
The sugarcane dataset has a total of 1567 logs/runs (over 3M images) acquired from four different
regions (Texas, Brazil, Louisiana, and Florida) over 3 consecutive years from 2014 up until 2016.
The dataset is split between burnt and green cane and a summary of the dataset is shown in
Table 6.1 (same as Table 5.1).
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Table 6.1: Runs distribution of years, region of harvest, and material type
Crop Sugarcane Harvest Year Total/
Type Region 2014 2015 2016 Region
Louisiana 669 669
Green Brazil 166 166
Florida 264 264
Burnt Texas 66 79 145
Florida 323 323
Total 232 748 587 1567
6.1.2 Dataset pre-processing
The sugarcane dataset has undergone undeniable pre-processing stage to get the data prepared to
be processed by the deep learning model. As noted in chapter 3, images were collected from the
same stereo camera that was used to produce the point cloud for volumetric estimation.
Nearly 200TB of unprocessed (raw) log files were acquired and undergone several stages of data
pre-processing that can be summarized as follows: 1) Search algorithm that was used to look up
target logs/runs from the server end. 2) Batch-based data acquisition of log files from the server
end to local drives. 3) ID files generation for each raw log file. 4) Log trimming, where data is
extracted based on given start and end timestamps of logging from each raw file. 5) Meta-data
extraction from trimmed logs. 6) Trimmed logs translation into images and metadata that are
eventually used in the deep neural network. Figure 6.1 shows the overall process of data
acquisition until image extraction.
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Figure 6.1: Data acquisition and pre-processing steps
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6.1.3 Data complexity
Training a deep learning algorithm to estimate mass flow from video data is far more complex for
the in-field harvesting application than a controlled laboratory scenario. Laboratory data or
bamboo has a consistent yellowish color and the elevator background is always green, yet the only
factor that affects bamboo images is lighting. Figure 6.2 shows different images of bamboo under
different lighting conditions with some noticeable differences.
Figure 6.2: Bamboo images under different lighting conditions
Unlike laboratory experiments, field experiments were affected by more extreme ambient lighting
variation, shadowing, dirt (on lens, material, background), elevator background color, material
composition (e.g. green, burnt, root balls), billet and leaf size and color variation, larger changes
in material density, extractor fan presence, airborne debris, and grossly overfilled slats. Figure 6.4
shows a set of images of the extractor fan blocking the view of the camera. It can be seen that
images have different colors and lighting conditions.
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(a) Extractor Fan 1
(b) Extractor Fan 2
(c) Extractor Fan 3
(d) Extractor Fan 4
(e) Extractor Fan 5
(f) Extractor Fan 6
(g) Extractor Fan 7 (h) Extractor Fan 8 (i) Extractor Fan 9
Figure 6.4: Different images of the extractor fan blocking the view of the camera
Even without the presence of extractor fan, the elevator running empty takes on many different
colors due to dirt, rust, stripped paint, and exposure to varying lighting conditions as shown in
Figure 6.6. Lastly, a set of images of different sugarcane content are shown in Figure 6.8.
Observing these images it is shown how much more complex the sugarcane application compared
to the proof of concept testing (bamboo) in Figure 6.2. Nonetheless, in this work it is
demonstrated that the devised algorithm based on laboratory data can still learn to estimate
mass despite all of these different complicating factors. Another factor to consider is the length of
field logs/runs, which can be up to 26x larger than laboratory logs/runs. Thus, the deep neural
network must learn to predict mass from very sparse ground truth, which affects the ability of
convergence during training.
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(a) Empty 1 (b) Empty 2 (c) Empty 3 (d) Empty 4
(e) Empty 5 (f) Empty 6 (g) Empty 7 (h) Empty 8
(i) Empty 9 (j) Empty 10 (k) Empty 11 (l) Empty 12
Figure 6.6: Empty elevator images with various colors and under different lighting conditions
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(a) Sugarcane content 1 (b) Sugarcane content 2 (c) Sugarcane content 3 (d) Sugarcane content 4
(e) Sugarcane content 5 (f) Sugarcane content 6 (g) Sugarcane content 7 (h) Sugarcane content 8
(i) Sugarcane content 9 (j) Sugarcane content 10 (k) Sugarcane content 11 (l) Sugarcane content 12
Figure 6.8: Different sugarcane content (green and burnt) with various amounts shown to have different colors as exposed to sunlight
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6.2 Learning mass from images
The methods presented in this section were previously presented in chapter 4, so we will briefly
revisit them. You can skip to the next section if you have gone through these methods in
chapter 4.
Learning mass from images is possible in this problem context due to the constraints imposed on
the system and the ability to learn complex patterns via end-to-end training with deep learning.
More specifically, the camera has a fixed sampling frequency that is fast enough to measure all the
material passing by, it is mounted at a fixed distance from the elevator, and the only additional
factor needed is slat velocity to scale the accumulated mass. Intuitively, the velocity is scaling the
mass to produce a mass flow, since if the mass was sitting still it would not be accumulated.
Alternatively it can be thought of as a way to account for frame overlap. Even though complex
nonlinearities (presented in section 6.1.3) are present, they however can be learned by optimizing
a deep neural network (DNN) due to fixed locations between the camera and the elevator.
The loss function shown in Equation 6.1 (presented previously in Equation 4.4) is also used as it
is with field data to minimize the error between predicted and ground truth values. Another
reason for sticking with MSE to model field data is that we considered mean absolute error
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The same techniques presented in chapter 4 such as temporal smoothing (section 4.4) shown in
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6.3 Model architecture and training procedure
RES9-ER architecture (section 4.6) which is the best performing architecture on laboratory data
(shown in Figure 6.9) is also used to predict on field data. Thus far, with field data other options
while training the model were explored.
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Figure 6.9: Reduced residual 9 architecture (RES-9ER)
Field data was split into training, validation, and testing sets for each individual region (Texas,
Louisiana, Brazil, Florida, and all regions combined together) per Table 5.1. The split was done
using scikit-learn package and the split ratios for train, validation, and test sets are 80,10,10
respectively. Since training using a deep residual neural network with images takes fairly a long
time given the large dataset (over 3M images), transfer learning was utilized with the vision-based
approach to cut the training times. To further optimize training speed, Tensorflow DATASET
API was used to form the input pipeline and data was pre-processed and stored in the format of
Tensorflow TFrecords on solid-state drives. This reduced the training time on the all-fields
training set (obtained by combining fields from all the different regions) by a factor of ≈34x (57
days down to 1.7 days). The model was trained using Adam optimizer with a fixed learning rate
of 0.001 and a batch size of 32.
Prior to training, field data was pre-processed by applying a mask on images to exclude irrelevant
information and then the data was down-sampled (5th of the original size) and normalized. Field
data was initially trained using the ”RES9-ER” model, but opportunities such as adding dropout
layers were explored to see if it would help the model generalize better; however, adding drop-out
did not seem to have any effect on the model performance and therefore was discarded.
Furthermore, training on gray-scale images was considered, which did not obtain the level of
accuracy as when the model was trained on colored images. Moreover, when attempted to train
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on gray-scale images and the penalty term (temporal smoothness) was removed, that resulted in
noisy signals as the example shown in Figure 6.10.
Figure 6.10: Overlay of vision estimated signal over volume estimated reference signal of a select run/log.
The vision signal was predicted using gray-scale images and no temporal smoothing was applied to the signal
Training on RES-9E was also considered but it did not perform any better than RES-9ER.
Further, training with deeper architectures required the use of batch-normalization layers [32],
but the batch-normalization layers enforced a smoothing effect (shown in Figure 6.11) that
affected the overall shape of the prediction signal, hence impacting the accuracy. In conclusion
and after multiple training trials, the best performing architecture remains ”RES-9ER” with only
the penalty term added.
Figure 6.11: Overlay of vision estimated signal over volume estimated reference signal of a select run/log.
The vision signal was predicted using a 16 layer architecture with batch normalization layers added
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Figure 6.12: Overlay of vision estimated signal over volume estimated reference signal of a select run/log.
The vision signal was predicted using RES-9ER and it shows a reasonable shape
6.4 Results and analysis
Field data (sugarcane) was evaluated using the same methods used with laboratory data
(bamboo). The core training procedure for the field data followed the same procedure as the
laboratory data highlighting that the proposed semi-supervised method is transferable. Field data
that is evaluated using the volumetric-based approach was trained on a 4-layer feed-forward
neural network to adjust for nonlinear changes in material density that correlate with volume.
Volumetric-based estimates serve as a baseline comparison to the vision-based method.
6.4.1 Predicted signals investigation
Scoring accurate predictions in terms of how close the accumulated mass compared to the ground
truth measurement of each run/log is feasible and interpretable; however, it does not guarantee
correct predictions of mass flow per image since the chance exists that the model could learn
non-generalizable patterns. To investigate that the model was learning the proper features and
going to generalize, the output signal from the DNN was compared against the volume estimation
signal from the stereo camera per run/video. It is emphasized that, while the volume signal may
not accurately reflect mass without an accurate density estimate, the relative shape of the volume
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signal is going to correlate with mass flow strongly. Thus, the volume signal can be used to check
that the mass flow estimate from images is reasonable.
Figure 6.13 shows an example run where the DNN misidentifies empty spots and other regions
(circled in green). This run is from Florida dataset which initially lacked empty or zero runs in it,
so the network could not learn such behavior. To remedy this problem we sourced new empty
runs and retrained the DNN to give a better overall prediction as shown in Figure 6.14.
Figure 6.13: Training without zero runs resulted in poor prediction of approximate signal shape
Figure 6.14: Better prediction of signal shape is maintained with the use of empty runs
Another instance that was observed to affect the signal shape is when the extractor fan blocks
part of the camera view as shown in Figure 6.15. This situation occurs when the elevator is
running at very low speed or stationary with usually no flowing material.
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The presence of the extractor fan makes the DNN add noise to the predicted signal (area circled
Figure 6.15: Image of the extractor fan from an example run/log that is affected from the presence of the
extractor fan
in red in Figure 6.16) at empty spots, where it is supposed to be straight flat. This is not an
extreme situation and does not significantly impact the accuracy of the system overall, and can be
easily remedied by referencing a signal of the extractor fan and elevator positions via CANbus.
Figure 6.16: Noise observed at empty spots in the predicted signal as the extractor fan blocks part of the
camera view
To further demonstrate that material flow is being captured correctly, Figures { 6.17, 6.18, 6.19,
and 6.20 } show overlays of the predicted vision signal on top of the reference volume signal for a
select run from each region. The selected runs show intermittent, incremental/decremental, and
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very lengthy material flows. In all scenarios, it is shown that the vision signal is smoother than
the volumetric signal and that is due to applying temporal smoothing in the learning process as
well as the learned features from images are consistent especially when no material is present. It
is seen in Figure 6.17 that the DNN successfully captures the sudden presence of material
(spikes). Figure 6.18 shows an example of consistent material flow.
Figure 6.17: Selected run from Louisiana dataset showing intermittent spiky material flow
Figure 6.18: Selected run from Texas dataset showing consistent material flow
Figure 6.19 shows that the DNN signal successfully captures the fine details of the signal shape as
material flow changes with time (increase and decrease). The vision and volumetric signals
correlate a lot with each other except that the vision signal is smoother and that is again due to
the temporal smoothing effect.
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Figure 6.19: Selected run from Brazil dataset showing incremental and decremental material flow
Figure 6.20: Selected run from Florida dataset showing very lengthy intermittent material flow
6.4.2 Overall performance
Field data is evaluated on each region independently as well as on all fields from the regions
combined. The performance is reported for the test-set of each region. Table 6.2 summarizes the
average error of both the volumetric (the neural network method, which was shown to outperform
the box-cox transformation method) and the vision-based approaches for the different regions
independently and for all the data as whole. Note that in order to convert volume to mass, a
calibration coefficient (density) is estimated implicitly via a feed-forward neural network. Some
extreme outliers were found in the case of Florida and All-fields data and are included in reported
average error. From Table 6.2 it can be seen that the vision approach outperforms the
volumetric approach in each of the regions and when all regions are combined. Florida seemed to
have high average error compared to other regions because it included both burnt and green cane
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All fields 15.18% 25.12%
as well as due to the presence of high trash content. The volumetric approach fared poorly when
evaluated on all-fields and that is due to the nature of volumetric signal being it highly dependent
on the estimated density which varies by material type (green or burnt). The vision approach
performed quite well on Louisiana data and that is due to not relying on density to estimate mass
unlike the case with volumetric-based estimation. Further, variations between regions exist due to
the different machine operation and environmental conditions.
Given the different environmental factors and machine operation settings, the vision approach
offered better average error when combining all regions together (All-fields) with ≈ 10%
improvement compared to the volumetric overall average error. This demonstrates the robustness
of the vision based method when posed with different types of material and environmental
conditions.
6.4.3 Outliers investigation
In section 5.1.3 it was noted that the point cloud estimation (volumetric estimation) was affected
by rare instances when material flows were very high and the trash, especially dry and light, could
fly up and block the camera view as well as when the sun would shine directly into the camera
and wash out portion of the point cloud. Since the stereo camera was also used to produce the
images used in the vision analysis, the vision system also was impacted by these instances.
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Generally, the vision system estimates were biased low for some runs that had large sunshine blob
present in images, and biased high when there were high trash content in images. The latter
situation can be improved in future studies where another algorithm can work concurrently to
estimate the amount of trash present and then use such information in the DNN mass estimation
process.
Figure 6.21 shows overlay of error distributions of both vision and volume estimates of the
all-fields test set. The outliers (circled in red) in the distribution were due to bad speed sensor
measurements.
Figure 6.21: Histogram distribution of error of volume and vision estimates on all-regions test set
The matching algorithm that was used to estimate volume from point cloud resulted in saturated
volume estimates at high material flows. To investigate whether this phenomena would also occur
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with images, we plot the error against mass flow for the all-fields test set. Plotting error against
mass flow also gives insights into potential outliers as well as under/over estimates. As shown in
Figure 6.22 no trend is observed between error and volume flow, which demonstrates that the
vision solution is not impacted by the high material flows unlike the volumetric solution.
From Figure 6.22 we have identified some runs to have bad speed sensor measurement, one run
with a bad ground truth measurement, one run is under-estimated due to being exposed to direct
sunlight, and some runs are over-estimated due to the presence of high trash content. It is again
emphasized that the cases of high trash content can likely be remedied with the inclusion of trash
prediction algorithm in the training process.
Figure 6.22: Mass flow vs. error for all-fields test set
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Results summary
X Developed a generalizable deep learning semi-supervised learning algorithm that was tested
on two different materials (bamboo and sugarcane).
X The developed algorithm outperforms older methods (volumetric estimation) with a
remarkable difference of over 10% improvement when tested on sugarcane data of different
regions, seasons, and different material composition.
X The algorithm scored an average error as low as 5.88% on a select season.
X Transfer learning was successfully applied and yielded in faster training times.
X Rigorously evaluated on real life data (≈ 7000 Mg)
6.5 Conclusion
In this work, we presented a generalizable semi-supervised leaning algorithm that makes inference
on mass flow of material from sequences of images by training a deep neural network with very
sparse ground truth. The proposed method showed improvements over older and more expensive
methods that must first acquire a volumetric estimate of the material and then calibrate the
density. The presented algorithm was tested on two different materials and under controlled and
real operation environments. The results obtained herein demonstrate that the algorithm is
readily transferable to other crops or even applications. Transfer learning was successfully applied
and helped reduce the time required to train the deep learning model. Lastly, prediction on our
specific application (sugarcane) can be further improved by applying unsupervised learning
methods. It is possible to train disentangled representations of features such as trash content,
which would remedy the issue of over-estimation due to the presence of high trash content.
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CHAPTER 7. CONCLUSION AND FUTURE WORK
7.1 Conclusion
In this work we attempted to answer the following research questions: (1) What are the deep
learning techniques that can be utilized to capture a physical property (mass) of flowing material
through only processing sparsely annotated images? (2) To what extend can transfer learning be
applied from one application or material to another, and (3) How much of change is required
and/or what requirements should be maintained to achieve generalization?. To address each
question properly we followed a systematic approach where our work has gone several phases of
implementation as shown in Figure 7.1.
Figure 7.1: Summary of project phases
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In phase I, we followed a volumetric-based approach to estimate mass flow through generating a
3d point cloud volumetric representation of flowing material. In this approach, bamboo was used
as a surrogate material to sugarcane under controlled environment setup and was maintained as a
baseline comparison to a vision-based approach via deep learning. Mass was estimated using the
volume measurements produced by the 3d point cloud from the stereo camera along side a
calibration factor (density) when applying monotonic transformation to the volumetric data.
However, mass was directly estimated when using a feed-forward neural network as the neural
network estimates density implicitly. The system achieved an R2 of 97.4% when fitting average
volume flow per test against average mass flow after correcting for bulk density changes with
volume. When neglecting runs with low light (<2.7 lux) the system achieved an average error of
-4.8% with a standard deviation of 11% when using a neural network. Results reported in this
phase were used as a baseline comparison to the vision method under controlled environment
setup in phase II.
In phase II, we developed and implemented a novel vision-based approach to estimate mass flow
through a deep neural network that quantifies mass from images. This approach was conducted
on bamboo and maintained under controlled environment setup to initially assess the feasibility of
the vision-based method. Further, in this phase we compared against results obtained in phase I
to support the development of a vision-based approach for a sugarcane yield monitor on
sugarcane harvesters. A semi-supervised algorithm that makes inference on mass flow of material
from sequences of images by training a deep neural network with sparse ground truth showed
improvements over older and more expensive methods that must first acquire a volumetric
estimate of the material and then calibrate the density. With the careful DNN design, an average
error of 4.5%, better signal shape, and high frame rate up to 348FPS were obtained. Additionally,
a dynamic algorithm was devised to accommodate the memory limitations of GPU working with
large sequences of images as well as a temporal smooth technique was devised to improve the
accuracy of predicted signals. Moreover, a visualization technique was introduced to investigate
what the DNN algorithm learns behind the scenes. The results obtained in phase II supported
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applying the methods derived to predict mass flow of field harvested sugarcane as measured on
machine [phase IV], which experiences many other complicating factors affecting density and
visual appearance of the material.
In phase III, a volumetric-based approach was followed to estimate mass flow through generating
a 3d point cloud volumetric representation of flowing material. This approach was conducted on
sugarcane under real environment operation and was maintained as a baseline comparison to a
vision-based approach via deep learning. The concept is contingent on a calibrated value, or
density, to convert from volume to mass when evaluated using box-cox transformation. The
calibration values are relatively easy to obtain by tracking volume into a semi and getting a weight
back from the mill. However, mass was directly estimated when evaluated using a feed-forward
neural network. When separated out by season, region, and crop type the system performance is
acceptable, achieving an average error of 7.88% when mass is estimated via neural network.
Given the large density changes observed with varying trash levels, use of point clouds to quantify
and adjust for trash could have a very large impact on system performance. Additionally, the
volumetric approach seemed to perform better when data is modeled based on region; however,
this implies multiple calibration values. Finally, this work was used as a baseline comparison for
solving the same problem using visual processing (images) via a deep neural network (phase IV).
In phase IV, transfer learning was applied to the task studied in phase II and then we assessed
the required changes such as DNN architecture redesign or techniques embedded in the training
procedure like adding batch normalization or dropout layers. This approach was conducted on
sugarcane and maintained under real environment operation. Throughout the thorough
investigation of system performance in this phase, the developed algorithm showed superior
performance over older methods (volumetric estimation) with a remarkable difference of over 10%
improvement when tested on sugarcane data from different regions, season, and of different
material composition. The algorithm achieved an average error of 5.88% on a select season and
transfer learning was successfully applied and yielded faster training times given the large dataset
of ours. The presented algorithm was tested on two different materials and under controlled and
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real operation environments. The results obtained demonstrated that the algorithm is readily
transferable to other crops or even applications. Figure 7.2 illustrates the dependencies between
all the phases, where boxes in orange represent intermediate results and Green boxes represent
final results which are the outcomes of this research.
Figure 7.2: Phases dependency map
To ensure a successful transfer of knowledge, a list of guidelines was set. Following these
guidelines shall support the transfer of the methods presented in this work to other crops or
perhaps applications. These guidelines were derived from our extensive experimentation and
research as we progressed in solving our problem. These guidelines are summarized as follows:
• Sufficient number of empty runs must be maintained as part of the design of experiment.
This is critical factor to identifying empty spots in runs.
• Camera should be placed at fixed suitable location from material with a good visual of the
target material properties.
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• It is preferred not to have lengthy runs in the design of experiment. Shorter runs mean less
sparse ground truth which helps the optimization process learn faster. However, this mean
more runs, which implies more ground truth measurements. In our work, run lengths varied
between 1500 to 20000 frames, so something in the middle should be suitable.
• It is preferred to have consistent run lengths as this would help the optimization process
learn faster. What matters is obtaining accurate prediction on the data point level not on
the run level.
• We recommend 60/20/20 - train/test/validation data split for small data sets (like our
laboratory data) and 80/10/10 for large data sets (like our field data).
• If designing a new DNN architecture, including batch normalization would help the network
converge faster especially if it is deep but it might affect the shape of the signal, hence the
accuracy.
• If designing a new DNN architecture, adding dropout layers might help prevent over-fitting
but may not improve accuracy.
• Training with gray-scale images is possible and can score relatively good compared to
colored images.
7.2 Future work
A possible future direction of our work could be investigating unsupervised learning techniques to
characterize material in images, e.g. identifying the amount of trash to material ratio (e.g
sugarcane) present in an image without using any labeled data. A variational autoencouder is
likely to be trained to disentangle representations of features in images such as trash content.
Identifying trash content can greatly improve the prediction accuracy and remedy the issue of
over-estimation as a signal can be routed back to the primary DNN estimator to account for trash
presence in images, thus making more accurate estimates. Learning trash content can also help in
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feedback control of the primary extractor fan where this can lead to optimizing the cleaning
process.
Besides using an autoencoder, learned features can be investigated by tracking the outputs prior
the final layer in the deep neural network. Variability plots can be used to draw conclusions on
how the nodes (neurons) in the target layer relate to each other. Further, we could investigate
what specific information do the nodes represent as ultimately combining the nodes output
together aim to estimate mass, therefore, there could be a possibility to characterize what is being
detected in the image.
Another possible opportunity is to characterize density for volume estimates in a similar manner.
Learning such information at no cost of labeling data can aid the prediction process through
making more confident inferences as supported by more useful information.
We also wish to transfer the method presented herein to other crops to see how the methods
generalize with crops that are completely different than sugarcane and bamboo in shape and
texture.
Lastly, we could perform structured pruning on the DNN model to further reduce the number of
usable parameters and devise an efficient implementation on custom hardware, such as an FPGA,
that takes advantage of model sparsity, which ultimately improve execution time.
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Sakarya. A short survey of hyperspectral remote sensing applications in agriculture. In 2013
6th International Conference on Recent Advances in Space Technologies (RAST), pages
171–176. IEEE, 2013.
[77] Lisa Torrey and Jude Shavlik. Transfer learning. In Handbook of research on machine
learning applications and trends: algorithms, methods, and techniques, pages 242–264. IGI
Global, 2010.
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