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Abstract
For V a Nachbin family, on a zero-dimensional Hausdorff topological space X , and E a non-
Archimedean Hausdorff locally convex space, it is shown that the dual spaces of the Nachbin spaces
CVo(X) and CVo(X, E) are algebraically isomorphic to certain spaces of measures on a ring of subsets
of X . Also, the space of all continuous linear maps, from CVo(X, E) to another locally convex space F , is
algebraically isomorphic to a space of L(E, F)-valued measures.
c⃝ 2012 Royal Dutch Mathematical Society (KWG). Published by Elsevier B.V. All rights reserved.
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Introduction
Let V be a Nachbin family, on a completely regular Hausdorff space X , and E a topological
vector space. The weighted Nachbin spaces CVo(X) and CVo(X, E) were introduced in the
scalar case by Nachbin in [16], in the case of a locally convex space E by Prolla in [17] and
for a topological vector space E by Khan in [11]. Several other authors continued with the
investigation of these spaces. The papers [1–5,8,13,12,14,15,18,20,19,21] and many others deal
with problems referring to the above spaces. Carneiro introduced in [6] the p-adic weighted
spaces (see also [7]). Katsaras and Beloyiannis studied in [10,9] problems related to the p-adic
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Nachbin spaces. In this paper we consider the case of a Hausdorff zero-dimensional topological
space X and a non-Archimedean locally convex space E over a non-Archimedean valued fieldK.
We show that the dual spaces of CVo(X) and CVo(X, E) are algebraically isomorphic to certain
spaces ofK-valued and E ′-valued measures, respectively, on a ring of subsets of X . We also give
integral representations for the continuous linear operators, from CVo(X, E) to another locally
convex space F , with respect to L(E, F)-valued measures.
1. Preliminaries
Let X be a zero-dimensional Hausdorff topological space, and K a complete non-
Archimedean valued field whose valuation is not trivial. By a locally convex space we will
mean a non-Archimedean locally convex space over K. Also by a seminorm on a vector space
E over K we will mean a non-Archimedean seminorm. The set of all continuous seminorms
on a locally convex space E will be denoted by cs(E). For a subset A of X, χA will be the
K-valued characteristic function of A. The space of all continuous functions from X to E will
be denoted by C(X, E) and the subspace of all bounded continuous functions by Cb(X, E). If E
is the scalar field, we will denote the corresponding spaces by C(X) and Cb(X), respectively. A
Nachbin family on X is a family V of non-negative upper semicontinuous (u.s.c.) functions on
X such that:
(a) For all v1, v2 ∈ V and all positive scalars λ, there exists v ∈ V such that λvi ≤ v, i = 1, 2.
(b) For each x ∈ X , there exists v ∈ V such that v(x) > 0.
Let CV (X, E) be the space of all f ∈ C(X, E) such that
∥ f ∥p,v = sup
x∈X
v(x)p( f (x)) <∞
for all v ∈ V and all p ∈ cs(E). We will denote by CVo(X, E) the subspace of all f ∈ C(X, E)
for which, for each v ∈ V, p ∈ cs(E) and ϵ > 0, there exists a compact subset Y of X such that
v(x)p( f (x)) < ϵ for all x ∈ X \ Y . If f ∈ CVo(X, E), then for each v ∈ V, p ∈ cs(E) and
ϵ > 0, the set {x : v(x)p( f (x)) ≥ ϵ} is compact. If E = K, we write CV (X) and CVo(X) for
CV (X,K) and CVo(X,K), respectively.
The Nachbin topology ωV on CV (X, E), induced by V , is the locally convex topology
generated by the seminorms ∥ · ∥p,v , v ∈ V, p ∈ cs(E).
Examples. (a) If V is the family of all positive multiples of the real-valued characteristic
functions of the compact subsets of X , then CV (X, E) and CVo(X, E) coincide with the
space C(X, E) equipped with the topology of uniform convergence on the compact subsets
of X .
(b) If V is the family of all positive multiples of the real-valued characteristic functions of
the finite subsets of X , then CV (X, E) and CVo(X, E) coincide with the space C(X, E)
equipped with topology of simple convergence.
(c) For V the family of all positive constant functions on X,CV (X, E) and CVo(X, E) are
the spaces Cb(X, E) and Co(X, E), respectively, equipped with the topology of uniform
convergence.
(d) If X is locally compact and V the family C+o (X) of all non-negative continuous real-valued
functions on X vanishing at infinity, then CV (X, E) and CVo(X, E) coincide with the space
Cb(X, E) with the strict topology β.
(e) If V is the family of all non-negative u.s.c. functions on X vanishing at infinity, then
CV (X, E) and CVo(X, E) coincide with the space Cb(X, E) with the strict topology β.
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2. The space CVo(X, E)
Let V be a Nachbin family, on a zero-dimensional Hausdorff topological space X , and let E
be a non-Archimedean Hausdorff locally convex space over K. We will set
NV = {x ∈ X : ∃h ∈ CVo(X), h(x) ≠ 0}.
Lemma 2.1. For every neighborhood B of a point x ∈ NV , there exists a clopen neighborhood
A of x contained in B such that χA ∈ CVo(X).
Proof. By our hypothesis, there exists h ∈ CVo(X) with h(x) ≠ 0. We may choose h such that
h(x) = 1. Let D be a clopen neighborhood of x contained in B and take A = {y : |h(y)− 1| <
1} ∩ D. Then A is a clopen neighborhood of x and |h(y)| = 1 for all y ∈ A. It follows from this
that |χA| ≤ |h| and hence χA ∈ CVo(X).
Let R = RV be the family of all clopen subsets A of X such that χA ∈ CVo(X). It is easy
to see that, if A ∈ R and B is any clopen subset of X , then A ∩ B ∈ R. Also, if A1, A2 ∈ R
and A = A1 ∪ A2, then A = A1 ∪ A3, A3 = A2 \ A1, and so χA = χA1 + χA3 ∈ CVo(X),
which implies that A ∈ R. It follows thatR is a ring of subsets of X . We will denote by S(R, E)
the subspace of CVo(X, E) spanned by the functions χAe, A ∈ R, e ∈ E . For E = K, we
denote by S(R) the space S(R,K). By [9] the space CVo(X)⊗ E , equipped with the projective
tensor product topology, is topologically isomorphic to the subspace of CVo(X, E) spanned by
the functions he, h ∈ CVo(X) and e ∈ E . So we may consider CVo(X) ⊗ E as a subspace of
CVo(X, E). 
Theorem 2.2. For a function f ∈ CVo(X, E), the following are equivalent:
1. f ∈ S(R, E).
2. f ∈ CVo(X)⊗ E.
3. For each x ∈ X, with f (x) ≠ 0, there exists h ∈ CVo(X) such that h(x) ≠ 0.
Proof. (1) ⇒ (2) since S(R, E) ⊂ CVo(X)⊗ E .
(2) ⇒ (3) Suppose that f (x) ≠ 0 and choose v ∈ V and p ∈ cs(E) such that v(x) > 1
and p( f (x)) > 1. Let g = nk=1 hk ⊗ ek ∈ CVo(X) ⊗ E be such that ∥ f − g∥v,p < 1. Now
p( f (x)− g(x)) ≤ v(x)p( f (x)− g(x)) < 1 and hence g(x) ≠ 0. It follows that hk(x) ≠ 0 for
some k.
(3) ⇒ (1) Let v ∈ V and p ∈ cs(E). The set Y = {x : v(x)p( f (x)) ≥ 1} is compact.
Choose d > 0 such that Y ⊂ Z = {x : v(x) < d}. By the compactness of Y , there exists a
clopen set A with Y ⊂ A ⊂ Z . Let x ∈ Y . Then f (x) ≠ 0 and so there exists hx ∈ CVo(X),
with hx (x) = 1. Now there exists Ax ∈ R such that
x ∈ Ax ⊂ A ∩ {y : p( f (y)− f (x)) < d−1}.
Since Y is compact, there are x1, . . . , xn ∈ Y such that Y ⊂ ni=1 Axi . Set Z1 = Ax1 , Zk+1 =
Axk+1 \ ∪ki=1 Axi , for k = 2, . . . , n − 1. Each Zk is in R and hence g =
n
k=1 χZk f (xk) ∈
S(R, E). Moreover ∥ f − g∥v,p ≤ 1. Indeed, let x ∈ X . If x ∈ Zk , then g(x) = f (xk)
and v(x)p( f (x) − g(x)) = v(x)p( f (x) − f (xk)) < d · d−1 = 1. If x ∉ nk=1 Zk , then
x ∉ Y, g(x) = 0 and so v(x)p( f (x)−g(x)) = v(x)p( f (x)) < 1. This completes the proof. 
Corollary 2.3. S(R) is dense in CVo(X).
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Theorem 2.4. For each of the following cases, the space S(R, E) is dense in CVo(X, E):
1. NV = {x : ∃ f ∈ CVo(X, E), f (x) ≠ 0}.
2. X is locally compact.
3. V ⊂ |C(X)| = {|h| : h ∈ C(X)}.
4. E ′ separates the points of E.
5. E is a polar space.
6. Each v ∈ V vanishes at infinity.
7. X is ultraparacompact and each v ∈ V is continuous.
8. ∀x ∈ X, ∃h ∈ CVo(X) such that h(x) ≠ 0.
9. V is the family of all positive constant functions on X.
Proof. (1) It follows from the preceding theorem. (2) and (3) were proved in [10, Proposi-
tion 2.1].
(4) Let f ∈ CVo(X, E) and f (x) ≠ 0. Since E ′ separates the points of E , there exists an
x ′ ∈ E ′ such that x ′( f (x)) ≠ 0. If h = x ′ ◦ f , then h ∈ CVo(X) and h(x) ≠ 0. Now the claim
follows from (1).
(5) It is a consequence of (4) since, in a Hausdorff polar space E, E ′ separates the points of E .
(8) It is an immediate consequence of (1).
(6) Assume that each v ∈ V vanishes at infinity. Then Cb(X) ⊂ CVo(X). It is now clear that,
for each x ∈ X there exists h ∈ Cb(X) ⊂ CVo(X) such that h(x) ≠ 0. (7) Suppose that X is
ultraparacompact and that each v ∈ V is continuous. Let f ∈ CVo(X, E), v ∈ V, p ∈ cs(E)
and ϵ > 0. Choose λ ∈ K, |λ| > 1. If c is a positive real number, then there exists α ∈ K with
|α| ≤ c ≤ |λα|. If γ = λ−1α, then |γ | < c < |λ3γ |. Let now Xv = {x : v(x) ≠ 0}. For each
x ∈ Xv , there exists µx ∈ K such |µx | < v(x) < |λ3µx |. Choose a clopen neighborhood Ax of
x such that
Ax ⊂ {y : |µx | < v(y) < |λ3µx |}.
For x ∉ Xv , choose non-zero γx , λx in K with p( f (x)) < |γx |, |λxγx | < ϵ1 = |λ|−3ϵ. Now
there exists a clopen neighborhood Gx of x such that
Gx ⊂ {y : v(y) < |λx |}

{y : p( f (y)) < |γx |}.
Since X is ultraparacompact, there exists a clopen partition (Bi )i∈I of X which is a refinement
of the open cover {Ax : x ∈ Xv}{Gx : x ∉ Xv}. Let
J = {i ∈ I : ∃xi ∈ Xv, Bi ⊂ Axi }.
For i ∉ J , choose yi ∉ Xv, Bi ⊂ G yi . Let
φ =

i∈J
µxiχBi +

i ∉J
λyiχBi .
The set Y = {x : v(x)p( f (x)) ≥ ϵ1} is compact. Also the set D = {x : |φ(x)|p( f (x)) ≥ ϵ1} is
clopen and D ⊂ Y . Indeed, let x ∈ D and let i ∈ I, x ∈ Bi . If i were not in J , then we would
have Bi ⊂ G yi and so φ(x) = λyi , p( f (x)) < |γyi | and hence |φ(x)|p( f (x)) ≤ |λyi γyi | < ϵ1,
a contradiction. Hence i ∈ J and Bi ⊂ Axi , which proves that |φ(x)| = |µxi | < v(x), and this
clearly implies that x ∈ Y . Thus D is a clopen compact subset of Y . Let d > ∥v∥Y . The set f (D)
is compact in E and therefore there are z1, . . . , zn ∈ D such that the sets
Fk = {e ∈ E : p(e − f (zk)) < ϵ/d}, k = 1, . . . , n,
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are pairwise disjoint and cover f (D). Let Ak = D ∩ f −1(Fk). Each Ak is a clopen compact set
and D = nk=1 Ak . Take g =nk=1 χAk f (zk). Then g ∈ S(R, E). Moreover ∥ f − g∥v,p ≤ ϵ.
In fact, let x ∈ X . If x ∈ Ak , then g(x) = f (zk) and v(x)p( f (x) − g(x)) ≤ d · ϵ/d = ϵ.
Suppose that x ∉ D. Then g(x) = 0. If i ∉ J , then Bi ⊂ G yi v(x) < |λyi |, p( f (x)) < |γyi | and
so v(x) · p( f (x)− g(x)) = v(x) · p( f (x)) < |λyi ||γyi | < ϵ. For i ∈ J , we have Bi ⊂ Axi and
hence |φ(x)| = |µxi | < v(x) < |λ3µxi |, which implies that
v(x) · p( f (x)) ≤ |λ3φ(x)| · p( f (x)) < |λ3|ϵ1 = ϵ.
Thus, in all cases, v(x)p( f (x)− g(x)) ≤ ϵ, which completes the proof of (7).
(9) Let a be a positive real number and |λ| > 1. There exists γ ∈ K such that |γ | ≤ a ≤ |λγ |.
Let F be the family of all non-zero constant K-valued functions on X . Then V1 = |F | is a
Nachbin family on X which is equivalent to V . Thus CVo(X) = CV1,o(X) and CVo(X, E) =
CV1,o(X, E). Since V1 ⊂ |C(X)|, the claim follows from (3). This clearly completes the
proof. 
3. The space MV (R)
Let v ∈ V . We will denote by Mv(R) the set of all finitely additive measures µ : R→ K for
which there exists d > 0 such that |µ(A)| ≤ d · ∥v∥A for all A ∈ R. Note that ∥v∥A <∞ since
χA ∈ CV (X). For any such µ, we define
∥µ∥v = inf{d > 0 : |µ(A)| ≤ d · ∥v∥A, ∀A ∈ R}.
For A ∈ R, we define
|µ|v(A) = inf{d > 0 : |µ(B)| ≤ d · ∥v∥B, ∀B ∈ R, B ⊂ A}.
Let
MV (R) =

{Mv(R) : v ∈ V }.
The set MV (R) is a vector space. Indeed it is easy to see that αµ ∈ MV (R) if µ ∈ MV (R)
and α ∈ K. Let µi ∈ MV (R), i = 1, 2, and let µ = µ1 + µ2. There exists v ∈ V such that
µi ∈ Mv(R), for i = 1, 2. If d = max{|µi |v(A), i = 1, 2}, then |µ|v(A)| ≤ d . It follows that
MV (R) is a vector space.
Lemma 3.1. 1. ∥µ∥v = sup{|µ|v(A), A ∈ R}.
2. |µ|v(A1 ∪ A2) = max{|µ|v(A1), |µ|v(A2)}.
3. If µ = µ1+µ2, then |µ|v(A) ≤ max{|µ1|v(A), |µ2|v(A)} and ∥µ∥v ≤ max{∥µ1∥v, ∥µ2∥v}.
Proof. (1) follows easily from the definitions.
(2) If A ⊂ B, then |µ|v(A) ≤ |µ|v(B). Using this we get that
k = max{|µ|v(A1), |µ|v(A2)} ≤ |µ|v(A1 ∪ A2).
On the other hand, if B ⊂ A1 ∪ A2, then B = B1 ∪ B2, B1 = B ∩ A1, B2 = B \ B1 ⊂ A2. Now
|µ(B)| ≤ max{|µ(B1)|, |µ(B2)|} ≤ k · ∥v∥B,
which implies that |µ|v(A1 ∪ A2) ≤ k.
(3) Let d = max{|µ1|v(A), |µ2|v(A)}. If B ⊂ A, then |µ(B)| ≤ max{|µ1(B)|, |µ2(B)|} ≤
d · ∥v∥B , which implies that |µ|v(A) ≤ d . Finally, ∥µ∥v = supA∈R |µ|v(A). But
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|µ|v(A) ≤ max{|µ1|v(A), |µ2|v(A)} ≤ max{∥µ1∥v, ∥µ2∥v}.
Hence ∥µ∥v ≤ max{∥µ1∥v, ∥µ2∥v}, and the result follows. 
Let now µ ∈ Mv(R). It is easy to see that the map
uµ : S(R)→ K, uµ

n
k=1
αkχAk

=
n
k=1
αkµ(Ak)
is well defined and linear.
Lemma 3.2. For µ ∈ Mv(R) and g ∈ S(R), we have
|uµ(g)| ≤ ∥µ∥v · sup
x∈X
v(x)|g(x)|.
Proof. We first show that, if h = αχA, A ∈ R, then |uµ(h)| ≤ ∥µ∥v · supx∈A v(x)|h(x)|. Indeed
|uµ(h)| = |αµ(A)| ≤ |α| · |µ|v(A) · ∥v∥A ≤ |µ|v(A) · sup
x∈A
v(x)|h(x)|.
For the general case we may assume that the sets A1, . . . , An are pairwise disjoint. Now
|αi | · |µ(Ai )| ≤ |µ|v(Ai ) sup
x∈Ai
v(x)|g(x)|.
Thus
|uµ(g)| ≤ max
1≤i≤n
[∥µ∥v · sup
x∈Ai
v(x)|g(x)|] = ∥µ∥v · sup
x∈X
v(x)|g(x)|.
It follows from the preceding lemma that the map uµ: S(R)→ K is continuous if we consider
on S(R) the topology induced by the Nachbin topology ωV . Since S(R) is dense in CVo(X),
there exists a unique continuous linear extension
uµ: CVo(X)→ K.
For f ∈ CVo(X), there exists a net (gδ) in S(R) converging to f . Then uµ( f ) = lim uµ(gδ).
But |uµ(gδ)| ≤ ∥µ∥v · ∥gδ∥v . Since ∥ f − gδ∥v → 0 and |∥ f ∥v −∥gδ∥v| ≤ ∥ f − gδ∥v → 0, we
get that limδ ∥gδ∥v = ∥ f ∥v . Hence
|uµ( f )| = lim
δ
|uµ(gδ)| ≤ ∥µ∥v · lim
δ
∥gδ∥v = ∥µ∥v · ∥ f ∥v.
Thus |uµ( f )| ≤ ∥µ∥v ·∥ f ∥v for all f ∈ CVo(X). For µ ∈ Mv(R) and f ∈ CVo(X), we will call
uµ( f ) the integral of f with respect to µ and denote it by

f dµ. If f ∈ CVo(X) and A ∈ R,
then the function χA f belongs to CVo(X). The integral of f over A is defined to be the number
χA f dµ which we will denote by

A f dµ. Clearly if A1, A2 are disjoint and α ∈ K, then
A1∪A2
f dµ =

A1
f dµ+

A2
f dµ and

A
α f dµ = α

A
f dµ. 
Theorem 3.3. (a) Every µ ∈ MV (R) induces a continuous linear functional
wµ: CVo(X)→ K, wµ( f ) =

f dµ.
(b) MV (R) is algebraically isomorphic to the dual space of CVo(X) via the isomorphism
µ → wµ.
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Proof. It is clear that the map µ → wµ is linear and one to one. Also the map is onto. Indeed
let w ∈ CVo(X)′. There exists v ∈ V such that |w( f )| ≤ ∥ f ∥v for all f ∈ CVo(X). Define
µ:R → K, µ(A) = w(χA). Then µ is finitely additive. Also |µ(A)| ≤ ∥v∥A and hence
µ ∈ Mv(R). Now both w and wµ are linear and continuous on CVo(X). Moreover they coincide
on S(R) and hence w = wµ on CVo(X), which completes the proof. 
Theorem 3.4. Let µ ∈ Mv(R) and choose λ ∈ K, |λ| > 1. If
d = sup{|wµ(h)| : h ∈ CVo(X), ∥h∥v ≤ 1},
then d ≤ ∥µ∥v ≤ |λ|d.
Proof. If ∥h∥v ≤ 1, then |wµ(h)| ≤ ∥µ∥v · ∥h∥v ≤ ∥µ∥v , and thus d ≤ ∥µ∥v . On the other
hand, we have ∥µ∥v ≤ d · |λ|. Indeed, let A ∈ R. If ∥v∥A = 0, then µ(A) = 0. Suppose that
∥v∥A ≠ 0. There exists α ∈ K, |α| ≤ ∥v∥A ≤ |λα|. If h = (λα)−1χA, then ∥h∥v ≤ 1 and
so d ≥ |λα|−1 · |µ(A)|, which implies that |µ(A)| ≤ |λα| · d ≤ |λ| · d · ∥v∥A. It follows that
∥µ∥v ≤ |λ| · d which clearly completes the proof. 
If the valuation of K is dense, then it follows from the preceding theorem that
∥µ∥v = sup{|wµ(h)| : ∥h∥v ≤ 1}.
Theorem 3.5. Let v ∈ V and D = {h ∈ CVo(X) : ∥h∥v ≤ 1}. If Do is the polar of D in
CVo(X)′ and |λ| > 1, then
{µ ∈ Mv(R) : ∥µ∥v ≤ 1} ⊂ Do ⊂ λ · {µ : ∥µ∥v ≤ 1}.
If the valuation is dense, then Do = {µ : ∥µ∥v ≤ 1}.
Proof. If ∥µ∥v ≤ 1 and ∥h∥v ≤ 1, then |

h dµ| ≤ ∥µ∥v · ∥h∥v ≤ 1 and so µ ∈ Do. Let now
µ ∈ Do. Let A ∈ R. If v = 0 on A, then αχA ∈ D, for all α ∈ K, and so |α||µ(A)| ≤ 1, which
implies that µ(A) = 0. Suppose that ∥v∥A ≠ 0 and let α ∈ K be such that |α| ≤ ∥v∥A ≤ |λα|.
If h = (λα)−1χA, then ∥h∥v ≤ 1 and so |λα|−1 · |µ(A)| ≤ 1, i.e. |µ(A)| ≤ |λ| · ∥v∥A. It follows
that µ ∈ Mv(R) and ∥µ∥v ≤ |λ|, i.e.
λ−1µ ∈ {µ′ ∈ Mv(R) : ∥µ′∥v ≤ 1},
which completes the proof. 
For µ ∈ MV (R) and A ∈ R, we define
|µ|(A) = sup{|µ(B)| : B ∈ R, B ⊂ A}.
For µ ∈ Mv(R) and B ⊂ A, we have
|µ(B)| ≤ ∥µ∥v(A) · ∥v∥B ≤ |µ|v(A) · ∥v∥A ≤ ∥µ∥v · ∥v∥A.
Hence |µ|(A) ≤ ∥µ∥v · ∥v∥A.
Lemma 3.6. If A1, A2 ∈ R, A = A1 A2 and µ ∈ MV (R), then
|µ|(A) = max{|µ|(A1), |µ|(A2)}.
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Proof. Since, for C, D ∈ R, with C ⊂ D, we have that |µ|(C) ≤ |µ|(D), it follows that
max{|µ|(A1), |µ|(A2)} ≤ |µ|(A). On the other hand, let B ∈ R, B ⊂ A. Then
B = [B ∩ A1] ∪ [B ∩ (A2 \ A1)] = B1 ∪ B2
and so
|µ(B)| ≤ max{|µ(B1)|, |µ(B2)|} ≤ max{|µ|(A1), |µ|(A2)},
which proves that |µ|(A) ≤ max{|µ|(A1), |µ|(A2)}. 
Theorem 3.7. Let µ ∈ MV (R) and let (Aδ)δ∈∆ be a net inR with Aδ ↓ ∅. Then |µ|(Aδ)→ 0.
Proof. Let v ∈ V be such that µ ∈ Mv(R). Given ϵ > 0, choose ϵ1 > 0 such that ϵ1 · ∥µ∥v < ϵ.
Fix a δo ∈ ∆. There exists a compact subset Y of X such that v(x) < ϵ1 if x ∈ Aδo \ Y . Let
δ1 ≥ δo be such that Y ⊂ Acδ1 . Now, for δ ≥ δ1 we have that |µ|(Aδ) ≤ ϵ. Indeed for such a δ
and B ∈ R, B ⊂ Aδ , we have
|µ(B)| ≤ ∥µ∥v · ∥v∥B ≤ ϵ1 · ∥µ∥v < ϵ
and hence |µ|(Aδ) ≤ ϵ. 
Theorem 3.8. Let (Ai )i∈I be a family in R, A ∈ R, with A ⊂  Ai , and µ ∈ MV (R). Then
|µ|(A) ≤ supi∈I |µ|(Ai ).
Proof. For J a finite subset of I , let FJ = (i∈J Ai )c A. Then FJ ∈ R and FJ ↓ ∅. Given
ϵ > 0, there exists J such that |µ|(FJ ) < ϵ. Now A = [i∈J A ∩ Ai ] FJ . By the preceding
lemma, we have that
|µ|(A) = max

|µ|(FJ ),max
i∈J |µ|(A ∩ Ai )

≤ max

ϵ, sup
i∈I
|µ|(Ai )

.
Taking ϵ → 0+, we get our result. 
Definition 3.9. A subset Z of X is said to be a support set for a µ ∈ MV (R) if µ(A) = 0 for
each A ∈ R disjoint from Z .
It is easy to see that Z is a support set iff Z is a support set.
Theorem 3.10. Let µ ∈ MV (R). If (Ai )i∈I is the family of all A ∈ R with |µ|(A) = 0, then
D =i∈I Aci is a support set for µ.
Proof. If A ∈ R is disjoint from D, then A ⊂i∈I Ai and so |µ|(A) ≤ supi |µ|(Ai ) = 0 which
proves that D is a support set. 
Theorem 3.11. If µ and (Ai )i∈I are as in the preceding theorem, then the set
G = NV ∩

i∈I
Aci

= (∪R) ∩

i∈I
Aci

is the smallest closed support set for µ.
Proof. The set G is a support set. Indeed, let A ∈ R be disjoint from G. Then A is disjoint from
D = i∈I Aci . Indeed, suppose that x ∈ A ∩ D. But then χA ∈ CVo(X) and χA(x) ≠ 0, which
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implies that x ∈ D ∩ NV , a contradiction. So A is disjoint from D and hence µ(A) = 0 by
the preceding theorem. Thus G is a support set. On the other hand, let F be any closed support
set for µ and suppose that G is not contained in F . Then NV ∩ D is not contained in F . Let
x ∈ NV ∩D be not in F . Since x ∈ NV and x ∉ F , there exists A ∈ R such that x ∈ A ⊂ X \ F .
Now |µ|(A) = 0 and hence x ∉ D, a contradiction. This clearly completes the proof. 
Definition 3.12. For µ ∈ MV (R), the set
NV ∩ [∩{Ac : A ∈ R, |µ|(A) = 0}]
will be called the support of µ and will be denoted by supp(µ).
In view of the preceding theorem, supp(µ) is the smallest closed support set for µ.
Theorem 3.13. Let µ ∈ MV (R).
1. If x ∈ supp(µ), then for each neighborhood B of x there exists A ∈ R, A ⊂ B, such that
µ(A) ≠ 0.
2. If
supp(µ) = {x1, x2, . . . , xn} and D = ∩{Ac : |µ|(A) = 0},
then supp(µ) = NV ∩ D and there are α1, . . . , αn ∈ K such that
h dµ =
n
k=1
αkh(xk)
for all h ∈ CVo(X).
Proof. (1) We may assume that B is clopen. Let D = ∩{Ac : |µ|(A) = 0}. Since x ∈ NV ∩ D,
there exists y ∈ B ∩ D∩ NV . As y ∈ NV , there exists A ∈ R containing y. Now we cannot have
that |µ|(A ∩ B) = 0 since in that case we would have that y ∈ D ⊂ (A ∩ B)c, a contradiction.
Thus |µ|(A ∩ B) ≠ 0 and hence µ(G) ≠ 0 for some G ∈ R contained in A ∩ B.
(2) The set NV ∩ D is finite (and hence closed) and so supp(µ) = NV ∩ D. Each xk is
in NV and so it belongs to some member of R. It follows that there are pairwise disjoint sets
A1, . . . , An in R, xk ∈ Ak . Let αk = µ(Ak). We will show that

h dµ = nk=1 αkh(xk) for
each h ∈ CVo(X). Indeed, assume first that h = αχA. Then h =nk=1 αχAk∩A. Now
A =

n
k=1
(A ∩ Ak)

(A ∩ B), B =

n
k=1
Ak
c
.
The set A ∩ B is disjoint from supp(µ) and so µ(A ∩ B) = 0. Thus µ(A) =nk=1 µ(A ∩ Ak).
If xk ∈ Ak ∩ A, then µ(Ak) = µ(A ∩ Ak). In fact Ak = [Ak ∩ A] ∪ [Ak \ A]. Since Ak \ A is
disjoint from supp(µ), we have that µ(Ak \ A) = 0 and so µ(Ak) = µ(Ak ∩ A). If xk ∉ A∩ Ak ,
the set A ∩ Ak is disjoint from supp(µ) and so 0 = αkh(xk) = αµ(Ak ∩ A). Thus
h dµ = αµ(A) = α
n
k=1
µ(Ak ∩ A) =
n
k=1
αkh(xk).
It follows now easily that, for each f ∈ S(R), we have that  f dµ = nk=1 αk f (xk). Finally,
let f ∈ CVo(X). There exists a net (hδ) in S(R) converging to f . Now
f dµ = lim

hδ dµ = lim
n
k=1
αkhδ(xk).
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Since the Nachbin topology is finer than the topology of simple convergence, it follows that
hδ(xk)→ f (xk) for k = 1, . . . , n and hence
f dµ =
n
k=1
αk lim hδ(xk) =
n
k=1
αk f (xk).
This completes the proof. 
Theorem 3.14. Let µ ∈ Mv(R). For a closed subset Z of X the following are equivalent:
1. Z is a support set for µ.
2.

h dµ = 0 for each h ∈ CVo(X) with h = 0 on Z.
3.

h dµ = 0 for each h ∈ S(R) with h = 0 on Z.
Proof. (1) ⇒ (2) Let h ∈ CVo(X), h = 0 on Z . Then h = 0 on supp(µ). Let ϵ > 0 and
choose a positive number ϵ1 such that ϵ1 · ∥µ∥v < ϵ. The set Y = {x : v(x) · |h(x)| ≥ ϵ1} is
compact. Choose d > 0 such that Y ⊂ G = {x : v(x) < d}. There exists a clopen set F with
Y ⊂ F ⊂ G. If y ∈ Y , then y ∉ supp(µ), since h = 0 on supp(µ), and hence there exists Ay
in R containing y with Ay ⊂ X \ supp(µ). By the compactness of Y , there are y1, . . . , yn in Y
such that Y ⊂ nk=1 Ayk = A. There exists a net (gδ) in S(R) converging to h. Let h1 = χAh
and h2 = χAc h. If g =rk=1 αkχZk ∈ S(R), then χAg =rk=1 αkχA∩Zk and so  χAg dµ = 0
since each A ∩ Zk is disjoint from supp(µ). Thus

h1 dµ = lim

χAgδ dµ = 0. If x ∉ A, then
x ∉ Y and so v(x)|h(x)| < ϵ1. Therefore h2 dµ ≤ ∥µ∥v · sup
x∉A
v(x)|h(x)| ≤ ϵ1 ˙∥µ∥v ≤ ϵ.
Thus |  h dµ| ≤ ϵ.
(2) ⇒ (3) is trivial.
(3) ⇒ (1) If A ∈ R is disjoint from Z , then χA = 0 on Z and so µ(A) =

χA dµ = 0.
Hence Z is a support set for µ. 
4. The space MV (R, E′)
In this section we will assume that S(R, E) is dense in CVo(X, E). This for instance will happen
if one of the conditions of Theorem 2.4 is satisfied.
For p ∈ cs(E) and v ∈ V , we denote by Mv,p(R, E ′) the space of all finitely additive
measures m:R → E ′ for which there exists d > 0 such that |m(A)s| ≤ d · ∥v∥A · p(s) for all
A ∈ R and all s ∈ E . For each such m we define
∥m∥v,p = inf{d > 0 : |m(A)s| ≤ d · ∥v∥A · p(s), ∀A ∈ R, ∀s ∈ E}.
Also for A ∈ R, we define
|m|v,p(A) = inf{d > 0 : |m(B)s| ≤ d · ∥v∥B · p(s), ∀B ∈ R, B ⊂ A, ∀s ∈ E}.
We define
MV (R, E ′) =

{Mv,p(R, E ′) : p ∈ cs(E), v ∈ V }.
It is easy to see that MV (R, E ′) is a vector space over K.
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Lemma 4.1. If m ∈ MV (R, E ′) then the map
ωm : S(R, E)→ K, ωm

n
k=1
χAk sk

=
n
k=1
m(Ak)sk
is a well defined linear functional which is continuous.
Proof. It is easy to see that ωm is well defined and linear. Also, ωm is continuous. In fact, let
v ∈ V and p ∈ cs(E) such that ∥m∥v,p <∞. Now
|ωm(g)| ≤ ∥m∥v,p · sup
x∈X
v(x)p(g(x)),
for all g ∈ S(R, E). The proof of this is analogous to the one given in Lemma 3.2 for the
scalar case.
Since S(R, E) is dense in CVo(X, E), there exists a unique continuous linear functional ωm
on CVo(X, E) which is an extension of ωm and for which
|ωm( f )| ≤ ∥m∥v,p · ∥ f ∥v,p
for all f ∈ CVo(X, E). We define

f dm = ωm( f ) for f ∈ CVo(X, E).
The proof of the following theorem is analogous to the one given in Theorem 3.3 for the
scalar case. 
Theorem 4.2. (a) Every m ∈ MV (R, E ′) induces a continuous linear functional
wm : CVo(X, E)→ K, wm( f ) =

f dm.
(b) MV (R, E ′) is algebraically isomorphic to the dual space of CVo(X, E) via the isomorphism
m → wm .
For m ∈ Mv,p(R, E ′) and A ∈ R, we define
m p(A) = sup{|m(B)s| : A ⊃ B ∈ R, s ∈ E, p(s) ≤ 1}.
As in the scalar case (Lemma 3.6), we have the following:
Lemma 4.3. If m ∈ Mv,p(R, E ′), and A1, A2 ∈ R, then
m p(A1 ∪ A2) = max{m p(A1),m p(A2)}.
The proofs of the following two theorems are analogous to those of Theorems 3.7 and 3.8 for the
scalar case.
Theorem 4.4. Let m ∈ Mv,p(R, E ′), and let (Aδ) be a net in R with Aδ ↓ ∅. Then lim m p
(Aδ) = 0.
Theorem 4.5. Let (Ai )i∈I be a family in R, A ∈ R, with A ⊂ ∪Ai , and m ∈ Mv,p(R, E ′).
Then m p(A) ≤ supi∈I m p(Ai ).
Theorem 4.6. Let m ∈ Mv,p(R, E ′). Then the set G p = {Ac : m p(A) = 0} is a support set
for m.
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Proof. Let A ∈ R be disjoint from G p. Using the preceding theorem we get that m p(A) = 0.
Given s ∈ E , there exists a non-zero scalar α such that p(αs) ≤ 1. Now |α|·|m(A)s| ≤ m p(A) =
0 and so m(A)s = 0, which proves that G p is a support set for m. 
Theorem 4.7. If m ∈ Mv,p(R, E ′), then the set NV ∩ G p is the smallest closed support for m.
Proof. We prove first that G = NV ∩ G p is a support set for m. It suffices to prove that
G1 = NV ∩G p is a support set. If A ∈ R is disjoint from G1, then ∅ = A∩ NV ∩G p = A∩G p
and so m(A) = 0 by the preceding theorem. Thus G1 (and hence G) is a support set. Let now
F be any closed support set of m. We will show that G1 ⊂ F and hence G ⊂ F . Indeed, let
x ∈ G1 \ F . Since x ∈ ∪R, there exists A ∈ R with x ∈ A. Since x ∉ F , there exists B ∈ R,
with x ∈ B ⊂ X \ F . Now m p(B) = 0 and so G1 ⊂ Bc. Thus x ∉ G1, a contradiction. Thus
G ⊂ F and the result follows. 
Definition 4.8. For m ∈ MV (R, E ′), we denote by supp(m) the smallest closed support set of
m. We will refer to supp(m) as the support set of m.
The proof of the following theorem is analogous to that of Theorem 3.14 for the scalar case.
Theorem 4.9. Let m ∈ MV (R, E ′). For a closed subset Z of X, the following are equivalent:
1. Z is a support set for m.
2.

f dm = 0 for each f ∈ CVo(X, E) with f = 0 on Z.
3.

f dm = 0 for each f ∈ S(R, E) with f = 0 on Z.
The proof of the following lemma is analogous to the proof given in Theorem 3.13 for the
corresponding result in the scalar case.
Lemma 4.10. If m ∈ MV (R, E ′) and x ∈ supp(m), then for each neighborhood B of x there
exists A ∈ R with A ⊂ B and m(A) ≠ 0
Theorem 4.11. For a non-zero element m of MV (R, E ′), the following are equivalent:
1. wm is continuous with respect to the topology τs of simple convergence.
2. There are x1, . . . , xn in X such that supp(m) = {x1, . . . , xn}.
3. There are non-zero elements ξ1, . . . , ξn in E ′ and x1, . . . , xn in X such that wm( f ) =n
k=1 ξk( f (xk)) for all f ∈ CVo(X, E).
Proof. (1) ⇒ (2) There exist p ∈ cs(E) and x1, . . . , xn in X such that
D = { f ∈ CVo(X, E) : p( f (xk)) ≤ 1, k = 1, . . . , n} ⊂ { f : |wm( f )| ≤ 1}.
Now S = {x1, . . . , xn} is a support set for m. Indeed let A ∈ R be disjoint from S and let s ∈ E .
If α ∈ K and f = αχAs, then f ∈ D and so |α| · |m(A)s| ≤ 1, which clearly implies that
m(A)s = 0. Hence m(A) = 0 which proves that S is a support set and therefore supp(m) is
finite.
(2) ⇒ (3) Suppose that supp(m) = {x1, . . . , xn}. If F ={Ac : m p(A) = 0}, then supp(m)
= S = NV ∩ F . There are pairwise disjoint sets A1 . . . , An in R with xk ∈ Ak . In view of the
preceding lemma, there exists Bk ⊂ Ak with m(Bk) ≠ 0. Now Bk is not disjoint from S and
hence xk ∈ Bk . So we may assume that ξk = m(Ak) ≠ 0. As in the proof of Theorem 3.13 in the
scalar case, we have that wm( f ) =nk=1 ξk( f (xk)) for all f ∈ CVo(X, E).
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(3) ⇒ (1) Choose p ∈ cs(E) such that |ξk | ≤ p for k = 1, . . . , n. Then
{ f ∈ CVo(X, E) : p( f (xk)) ≤ 1, k = 1, . . . , n} ⊂ { f : |wm( f )| ≤ 1}
and hence wm is τs-continuous. 
Theorem 4.12. Let m ∈ Mv,p(R, E ′). If v vanishes at infinity, then supp(m) is almost
σ -compact.
Proof. For each positive integer n the set Yn = {x : v(x) ≥ 1/n} is compact. We will show that
D =  Yn ∩ supp(m) is a support set. Indeed, let B ∈ R be disjoint from D and let ϵ > 0.
Choose n such that ∥m∥v,p < nϵ. Now B ∩ Yn ⊂ X \ supp(m). Let F = {Ac : m p(A) = 0}.
If x ∈ B ∩ Yn , then x ∈ NV and x ∉ NV ∩ F . Hence, there exists A ∈ R with x ∈ A and
m p(A) = 0. Therefore there exists Ax ∈ R containing x and Ax ⊂ X \ supp(m). By the
compactness of B ∩ Yn , there are x1 . . . , xk ∈ B ∩ Yn such that
B ∩ Yn ⊂

i=1
k Axi = B1 ⊂ X \ supp(m).
Since B ∩ B1 is disjoint from supp(m), we have that m(B) = m(B ∩ Bc1). Let p(s) ≤ 1. If
x ∈ B ∩ Bc1 , then x ∉ Yn and so
|m(B)s| = |m(B ∩ Bc1)s| ≤ ∥m∥v,p · ∥v∥B∩Bc1 · p(s) ≤ ∥m∥v,p/n ≤ ϵ.
This, being true for each ϵ > 0, implies that m(B)s = 0 and so m(B) = 0. Hence D is a support
set for m and therefore D is a support set. Thus supp(m) = D since D ⊂ supp(m). This clearly
completes the proof. 
Corollary 4.13. The support of any β-continuous linear functional on Cb(X, E) is almost
σ -compact.
5. Continuous linear operators on CVo(X, E)
In this section we will assume that CVo(X)⊗ E (equivalently S(R, E)) is dense in CVo(X, E).
Let F be another Hausdorff locally convex space over K and let L(E, F) be the space of all
continuous linear maps from E to F . We will denote by MV (R, L(E, F)) the set of all finitely
additive L(E, F)-valued measures m onR such that, for each q ∈ cs(F), there exist p ∈ cs(E)
and v ∈ V such that
∥m∥v,p,q = inf{d > 0 : q(m(A)s) ≤ d · ∥v∥A p(s), ∀A ∈ R, ∀s ∈ E} <∞.
It is easy to see that MV (R, L(E, F)) is a vector space overK. Suppose now that ∥m∥v,p,q <∞.
For A ∈ R, we define
|m|p,q(A) = sup{q(m(B)s) : A ⊃ B ∈ R, s ∈ E, p(s) ≤ 1}.
Since, for B ⊂ A and p(s) ≤ 1, we have
q(m(B)s) ≤ ∥m∥v,p,q · ∥v∥B · p(s) ≤ ∥m∥v,p,q · ∥v∥A,
it follows that |m|p,q(A) ≤ ∥m∥v,p,q · ∥v∥A. Let
Mp,q(R, L(E, F)) = {m ∈ MV (R, L(E, F)) : ∃v ∈ V, ∥m∥v,p,q <∞}.
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The proofs of the following two theorems are analogous to the corresponding ones in the
scalar case which are proved in Theorems 3.7 and 3.8.
Theorem 5.1. If m ∈ Mp,q(R, L(E, F)) and Aδ ↓ ∅, then m p,q(Aδ)→ 0.
Theorem 5.2. Let (Ai )i∈I be a family in R and A ∈ R with A ⊂ i∈I Ai . If m ∈ Mp,q
(R, L(E, F)), then m p,q(A) ≤ supi m p,q(Ai ).
Definition 5.3. Let m ∈ MV (R, L(E, F)) and q ∈ cs(F). A subset Z of X is said to be a
q-support set for m if qom(A) = 0 for each A ∈ R disjoint from Z . Z is said to be a support set
for m if m(A) = 0 for each A ∈ R disjoint from Z .
It is easy to see that Z is a q-support (resp. support) set of m iff Z is a q-support (resp. support)
set of m.
Theorem 5.4. Let m ∈ MV (R, L(E, F)) and q ∈ cs(F). If p ∈ cs(E) is such that m ∈
Mp,q(R, L(E, F)) and if Fp,q = {Ac : A ∈ R,m p,q(A) = 0}, then the set NV ∩ Fp,q is the
smallest closed q-support set for m.
Proof. The proof is analogous to that of Theorem 3.11 for the scalar case. 
For an m ∈ MV (R, L(E, F)) and q ∈ cs(F), we will denote by supp(m)q the smallest closed
q-support set of m. Using the preceding theorem, we get the following:
Theorem 5.5. If m ∈ MV (R, L(E, F)), then the set
supp(m) =

q∈cs(F)
supp(m)q
is the smallest closed support set for m. We will refer to supp(m) as the support set of m.
Theorem 5.6. Let m ∈ MV (R, L(E, F)) and let x ∈ supp(m). If B is a neighborhood of x,
then there exists A ∈ R, with A ⊂ B, such that m(A) ≠ 0.
Proof. Since x ∈ q∈cs(F) supp(m)q , there exists q ∈ cs(F) and y ∈ B ∩ suppq(m). Let
F ={Ac : A ∈ R,m p,q(A) = 0}. Since y ∈ NV ∩ F , there exists z ∈ B∩NV ∩F . Now there
exists A ∈ R containing z. We may choose A ⊂ B. We cannot have that m p,q(A) = 0 because
in such a case we would have that z ∈ F ⊂ Ac, a contradiction. Thus there exist Ao ∈ R, s ∈ E
with p(s) ≤ 1, Ao ⊂ A ⊂ B and q(m(Ao)s) ≠ 0. Thus m(Ao) ≠ 0 and the result follows.
Let now m ∈ MV (R, L(E, F)). Define
um : S(R, E)→ F, um

n
k=1
χAk sk

=
n
k=1
m(Ak)sk .
Then um is a well defined linear map. Also um is continuous. Indeed, let q ∈ cs(F). There are
v ∈ V and p ∈ cs(E) such that ∥m∥v,p,q <∞. Using an argument analogous to the one that we
used in the scalar case, we prove that
q(um(g)) ≤ ∥m∥v,p,q · ∥g∥v,p
and hence um is continuous. Since S(R, E) is dense in CVo(X, E), there exists a unique
continuous linear extension
um : CVo(X, E)→ Fˆ,
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where Fˆ is the completion of F . Moreover, if we denote also by q the unique continuous
extension of q to all of Fˆ , then we get that
q(um( f )) ≤ ∥m∥v,p,q · ∥ f ∥v,p
for all f ∈ CVo(X, E). For f ∈ CVo(X, E), we will call um( f ) the integral of f with respect
to m and will denote it by

f dm. 
Theorem 5.7. Every m ∈ MV (R, L(E, F)) induces a continuous linear map
wm : CVo(X, E)→ Fˆ, wm( f ) =

f dm.
Conversely, for each continuous linear map w: CVo(X, E) → F there exists a unique m ∈
MV (R, L(E, F)) such that w = wm .
Proof. Let w: CVo(X, E)→ F be a continuous linear map. For A ∈ R, we define m(A): F →
F, m(A)s = w(χAs). Since w is continuous, given q ∈ cs(F), there exist v ∈ V and
p ∈ cs(E) such that q(w( f )) ≤ ∥ f ∥v,p. It follows from this that each m(A) is continuous and
so m(A) ∈ L(E, F) since m(A) is clearly linear. We get now easily that m ∈ MV (R, L(E, F)).
Moreover w = wm since w and wm are both continuous and they agree on the dense subspace
S(R, E). This clearly completes the proof. 
Theorem 5.8. Let m ∈ MV (R, L(E, F)) and let Z a closed subset of X.
1. For a q ∈ cs(F) the following are equivalent:
(a) Z is a q-support for m.
(b) If f ∈ CVo(X, E) vanishes on Z, then q

f dm
 = 0.
(c) If g ∈ S(R, E) vanishes on Z, then q  g dm = 0.
2. The following are equivalent:
(a) Z is a support set for m.
(b) If f ∈ CVo(X, E) vanishes on Z, then

f dm = 0.
(c) If g ∈ S(R, E) vanishes on Z, then  g dm = 0.
Proof. 1. The proof is analogous to the one used in Theorem 3.14 for the scalar case.
2. It follows easily from (1).
The proof of the following theorem is analogous to that of Theorem 4.11. 
Theorem 5.9. For a non-zero m in MV (R, L(E, F)), the following are equivalent:
1. wm is continuous with respect to the topology τs of simple convergence.
2. supp(m) is finite.
3. There are non-zero ξ1, . . . , ξn in L(E, F) and x1, . . . , xn in X such that
f dm =
n
k=1
ξk( f (xk))
for all f ∈ CVo(X, E).
Theorem 5.10. Let m ∈ MV (R, L(E, F)) and q ∈ cs(F).
1. If there exist p ∈ cs(E) and a v ∈ V vanishing at infinity such that ∥m∥v,p,q < ∞, then
supp(m)q is almost σ -compact.
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2. If F is metrizable and each v ∈ V vanishes at infinity, then the support of m is almost
σ -compact.
Proof. (1) For each positive integer n the set Yn = {x : v(x) ≥ 1/n} is compact. We will show
that the set D = Yn∩supp(m)q is a q-support set for m. Indeed, let B ∈ R vanish on D and let
ϵ > 0. Choose n such that n · ∥m∥v,p,q ≤ ϵ. Then B∩Yn ⊂ X \ supp(m)q . Let x ∈ B∩Yn . Then
x ∈ NV and x ∉ Fp,q = {Ac : A ∈ R,m p,q(A) = 0}. Hence there exists Ax ∈ R containing
x such that m p,q(Ax ) = 0. Clearly Ax ⊂ X \ supp(m)q . By the compactness of B ∩ Yn , there
are x1, . . . , xn ∈ B ∩ Yn such that
B ∩ Yn ⊂
n
k=1
Axk = B1 ⊂ X \ supp(m)q .
Since B ∩ B1 is disjoint from supp(m)q , it follows that for p(s) ≤ 1, we have
q(m(B)s) = q(m(B ∩ Bc1)s) ≤ ∥m∥v,p,q · ∥v∥B∩Bc1 · p(s) ≤ ∥m∥v,p,q/n ≤ ϵ.
This, being true for all ϵ > 0 and all s ∈ E with p(s) ≤ 1, implies that qom(B) = 0, which
proves that D is a q-support set for m. Hence supp(m)q ⊂ D and so supp(m)q = D.
(2) Suppose that F is metrizable and that each v ∈ V vanishes at infinity. There exists an
increasing sequence (qn) of continuous seminorms on F such that, for each q ∈ cs(F), there
exists n such that q ≤ qn . Since supp(m)q ⊂ supp(m)qn when q ≤ qn , it follows that
supp(m) =
∞
k=1
supp(m)qn
and hence supp(m) is almost σ -compact since each supp(m)qn is almost σ -compact. 
Corollary 5.11. If F is metrizable, then the support of each continuous linear map from
(Cb(X, E), β) to F is almost σ -compact.
6. Lamperti-type operators on CVo(X, E)
In this section we will also assume that CVo(X)⊗ E is dense in CVo(X, E).
For f, g ∈ E X , we will say that f, g are orthogonal and write f ⊥ g if for each x ∈ X one
of the two values f (x), g(x) is zero. An operator T : CVo(X, E) → CVo(X, E) is said to be of
Lamperti type if T f ⊥ T g whenever f ⊥ g.
Theorem 6.1. Let
T : CVo(X, E)→ CVo(X, E)
be a continuous linear operator and denote by Ls(E) the space L(E, E) equipped with the
topology of simple convergence. Then:
1. T is of Lamperti type iff there are functions φ: X → X and π : X → Ls(E) such that
(T f )(x) = π(x)[ f (φ(x))] for all x ∈ X and all f ∈ CVo(X, E).
2. If T is of Lamperti type and if φ, π are as in (1), then φ and π are continuous at every point
x of the set {x : Tx ≠ 0}, where
Tx : CVo(X, E)→ E, Tx ( f ) = (T f )(x).
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Proof. (1) Each Tx is continuous since the map δx : CVo(X, E) → E, δx ( f ) = f (x) is con-
tinuous. Hence there exists mx ∈ MV (R, L(E)) such that Tx ( f ) =

f dmx for all f ∈ CVo
(X, E). Suppose now that T is of Lamperti type. If Tx ≠ 0, then supp(mx ) is a singleton. Indeed
this support is not empty since Tx is not zero. Suppose that there are y, z ∈ supp(mx ). Let B1, B2
be disjoint neighborhoods of y, z respectively. In view of Theorem 5.6, there are A1, A2 ∈ R,
with A1 ⊂ B1, A2 ⊂ B2 and mx (Ai ) ≠ 0, for i = 1, 2. Choose si ∈ E,mx (Ai )si ≠ 0, for
i = 1, 2. If fi = χAi si , then f1 ⊥ f2 and so T ( f1) ⊥ T ( f2) which is a contradiction since
T ( fi )(x) =

fi dmx = mx (Ai )si ≠ 0.
Thus for each x with Tx ≠ 0 there exists a unique φ(x) ∈ X such that supp(mx ) = {φ(x)}. By
Theorem 5.9, there exists π(x) ∈ L(E) such that
Tx ( f ) = π(x)[ f (φ(x))]
for all f ∈ CVo(X, E). If Tx = 0, we take φ(x) arbitrary and π(x) = 0. Now T ( f )(x) =
π(x)[ f (φ(x))] for all x ∈ E and all f ∈ CVo(X, E). Conversely if there are functions φ:
X → X and π : X → Ls(E) such that (T f )(x) = π(x)[ f (φ(x))] for all x ∈ X and all
f ∈ CVo(X, E), then it is clear that T is of Lamperti type.
(2) Suppose that T is of Lamperti type and let φ and π be as in (1). The set O = {x : Tx ≠ 0}
is open. Indeed, let x ∈ O . There exists f ∈ CVo(X, E) such that 0 ≠ Tx ( f ) = T ( f )(x). The
set {y ∈ X : T ( f )(y) ≠ 0} is an open neighborhood of x contained in O and so O is open.
Let now x ∈ O and choose f ∈ CVo(X, E) such that T ( f )(x) ≠ 0. Since S(R, E) is dense in
CVo(X, E), it follows that x ∈ NV . Now supp(mx ) = {φ(x)}. Let now D be a neighborhood
of φ(x). Since π(x)[ f (φ(x))] ≠ 0, we have that f (φ(x)) ≠ 0 and so φ(x) ∈ NV . Thus, there
exists A ∈ R ⊂ D containing φ(x) and s ∈ E such that mx (A)s ≠ 0. Let h = χAs. If (xδ) is a
net in X converging to X , then T h(xδ)→ T h(x) = mx (A)s ≠ 0, i.e.
π(xδ)[h(φ(xδ))] → mx (A)s ≠ 0.
It follows that there exists δo such that, for δ ≥ δo, we have that φ(xδ) ∈ A ⊂ D, which proves
the continuity of φ at x . Also π : X → Ls(E) is continuous at x . Indeed φ(x) ∈ Nv and NV is
open. Moreover R is a basis for the open subsets of NV . Let now A ∈ R be a neighborhood of
φ(x). Since φ is continuous at x , the set φ−1(A) is a neighborhood of x . Let now s ∈ E and
take g = χAs. Let xδ → x . There exists δo such that xδ ∈ φ−1(A) for δ ≥ δo. We have that
T g(xδ)→ (T g)(x), i.e. π(xδ)[g(φ(xδ))] → π(x)[g(φ(x))]. But, for δ ≥ δo, we have φ(xδ) ∈ A
and so g(φ(xδ)) = s. Thus π(xδ)s → π(x)s, which proves that π(xδ) → π(x) in Ls(E). This
completes the proof. 
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