Functional magnetic resonance imaging (fMRI) was used to investigate the brain activity underlying audio-visual speech perception in normally hearing and congenitally deaf individuals. Data were collected while subjects experienced three different types of speech stimuli: audio stimuli without visual input, video of a speaking face without audio input, and video of a speaking face with audio input. The stimuli were isolated vowels or CVCV syllables, presented in different blocks.
Introduction
During face-to-face conversations, humans not only perceive an acoustic signal, but also use visual cues such as lip movements and hand gestures to decode the linguistic message in the visual modality. Sumby and Pollack (1954) estimated that in noisy environments, making visual speech available to the perceiver can increase the SNR by up to approximately 15 dB. There is ample evidence that visual cues increase speech intelligibility in noise-free environments as well. Moreover, functional magnetic resonance imaging studies have shown that linguistic visual cues in the absence of acoustic stimuli activate the auditory cortex in normal hearing individuals (Calvert et al., 1997) .
We used fMRI to investigate the brain activity underlying audio-visual speech perception in normally hearing and congenitally deaf individuals. Data were collected while subjects experienced three different types of speech stimuli: audio stimuli without visual input, video of a speaking face without audio input, and video of a speaking face with audio input. We identified brain regions that were involved in the speechreading and investigated neural connectivity between these regions. We also report on differences in brain activation patterns between normally hearing and congenitally deaf subject groups.
Methods

Subjects
There were two groups of subjects: normal-hearing native speakers of American English (Hearing) and congenitally deafened signers of ASL (Deaf). Both the hearing and deaf groups consisted of twelve right-handed adults between the ages of 18 and 60 years old. All twelve subjects in the hearing group (8 males, 4 females) had no history of language or other neurological disorders.
The deaf group consisted of congenitally profoundly deaf signers (5 male, 7 female) who had binaural hearing loss of greater than 90 dB. They had acquired ASL as their native language and their primary communication is done through ASL. In addition, all deaf subjects had learned American English as their second language. Subjects were paid for their participation, and gave written informed consent for experimental procedures, approved by the Boston University, Massachusetts Institute of Technology and Massachusetts General Hospital committees on human subjects.
Stimuli
The speech stimuli consisted of vowels and CVCV syllables and were presented in different acoustic-only, visual-only or audio-visual blocks. Therefore, there were six experimental conditions (Vowels Audio-Only, Vowels Visual-Only, Vowels Audio-Visual, CVCV Audio-Only, CVCV Visual-Only, CVCV Audio-Visual) and one control condition consisting of viewing a blank screen without any audio input. The stimuli were spoken by one female native English speaker and were digitally recorded using a camcorder. The visual stimuli were edited to only include the lower half of the speaker's face. The stimulus duration was 1.6777 s and 13 stimuli were randomly presented in 30-seconds-long blocks.
Subjects performed 7-10 four-minute functional runs. During the functional runs, stimuli were presented in a block paradigm consisting of 30-second blocks. Each run consisted of eight blocks involving two control blocks, and one block for each of the experimental conditions. The task for the subject was to identify the speech sounds they were hearing and/or seeing.
FMRI Data Acquisition and Analyses
Data were obtained using a Siemens 3T Trio Scanner. T2-weighted functional images of the entire cortex were collected. The slices were acquired using a gradient echo echo-planar imaging sequence with repetition time of 3s and echo time of 40ms. Thirty-two axial slices were scanned with slices of 5mm thickness and 0mm inter-slice gap. In a single run, 80 volumes were obtained following three dummy images. Individual functional runs were realigned using rigid body transformations to the first image in each scan, then coregistered with a structural T1 scan for each subject. Image volumes were normalized into stereotactic space, smoothed, and analyzed using both fixed-effects and random-effects analyses in SPM2 (Friston et al., 2002) . 
Effective Connectivity Analyses
Effective connectivity analyses, specifically structural equation modeling (SEM) and dynamic causal modeling (DCM), were conducted on data from 4 normally hearing and 4 congenitally deaf subjects (left hemisphere only) to identify pathways that underlie the processing of visual speech. SEM is a multivariate technique used to analyze the covariance of observations (McIntosh et al., 1996) . Anatomical (or constraining) models (Figs. 1, 2 and 3) were constructed based on regions that were hypothesized to be involved in speechreading. As with SEM, DCM also attempts to measure how brain areas are coupled to each other and how these couplings are changed for varying conditions of the experiment. However, the DCM procedure involves more sophisticated mechanisms to incorporate the hemodynamic response modeling to reflect the neuronal activity in different regions, and the transformation of these neuronal activities into a measured response ).
Results
FMRI Analyses
Calvert et al (1997) identified five main areas of activation while subjects watched a video of a speaking face without sound: visual cortex, primary and secondary auditory cortex, higher-order auditory cortex, the angular gyrus, and the inferoposterior temporal lobe (fusiform gyrus). This activation was shown to include the lateral tip of Heschl's gryus as well. All of these five areas plus some premotor areas in the frontal cortex and posterior lobe of cerebellum were also activated in our study for normal hearing subjects during visual-only conditions (Fig. 4) .
MacSweeney et al. (2001) and (2002) reported that in congenitally deaf people, significant activations were found in posterior cingulate cortex and hippocampal/lingual gyri, but not in the temporal lobes during silent speechreading of numbers. Moreover, they reported that the activation in the left temporal regions seemed to be more dispersed across a number of sites, and that activation in posterior cerebral areas seemed to be increased in the deaf group. However, the pattern of activation found for deaf subjects in our study while viewing visual-only stimuli did not include posterior cingulate cortex or hippocampal/lingual gyri. The congenitally deaf group showed significant activations in all of those five areas identified in Calvert et al.'s study (Fig. 5) , including the Heschl's gyrus and some sites in motor areas including premotor cortex and Broca's area.
More recent studies have reported activity in areas thought to be involved with planning and execution of speech production during visual speech perception. These brain regions include Broca's area, anterior insula and premotor cortex (Callan et al., 2000) . In Callan et al. (2003) , activity was found in Broca's area and premotor cortex -which are thought to form part of a "mirror neuron" system for speech perception -for various conditions including degraded/intact auditory/visual speech information. However, Callan et al. (2004) did not find Broca's area to be active during visual speech processing. This discrepancy in activation may be explained by the view that there are multiple parallel pathways by which visual speech information can be processed. One pathway may be comprised of those regions involved in internal simulation of planning and execution of speech production, and another pathway may include the multisensory integration sites (e.g., superior temporal sulcus/gyrus). Interestingly, in the current study, premotor cortex (Brodmann's Area 6) is activated in both Visual-Only and Audio-Visual conditions, in all subject groups. gyrus for CVCV Visual-Only and Audio-Visual conditions in congenitally deaf subjects ( Fig. 5c and 5d ), but not in normal hearing subjects. The right insula was also found to be active for all Visual-Only and Audio-Visual conditions in the deaf group (Fig. 5 ). In the normal hearing group, the insula was found to be active bilaterally in CVCV Visual-Only and Audio-Visual conditions ( Fig. 4c and 4d) , and only in the left hemisphere in the Vowels Audio-Visual condition (Fig. 4b) .
In the CVCV Visual-Only condition, the right hemisphere auditory areas for deaf subjects (Fig. 5c ) were heavily active, unlike normal subjects (Fig. 4c) who show no right hemisphere auditory activation. Belin et al. (1998) showed that rapid acoustic transitions (as in consonants) primarily activate left hemisphere locations while slow acoustic transitions (as in vowels) cause bilateral activation. Since deaf individuals do not use precise temporal information such as voice onset time (VOT) to distinguish consonants, this might explain the increased right hemisphere activation in deaf subjects.
In the Vowels Visual-Only condition, the left hemisphere for deaf subjects (Fig. 5a) showed no significant activity in parietal and visual cortex; instead just premotor cortex and primary auditory cortex are activated. However in normal hearing subjects, there was no primary auditory cortex activation, but some activity in visual cortex, angular gyrus, fusiform gyrus, secondary auditory cortex and premotor cortex.
Deaf subjects' activity in Visual-Only conditions looked more like normal hearing activation in Audio-Visual conditions rather than Visual-Only conditions. Furthermore, deaf subjects' visual cortical activation levels were significantly less than normal hearing subjects' in all experimental conditions.
Effective Connectivity Analyses
Here, only the models with unidirectional connections from visual cortex (BA19) => angular gyrus (BA39) and/or fusiform gyrus (BA37) => auditory cortex (BA22) were analyzed. For SEM, the inter-regional covariances of activity were used to estimate the parameters of the model (path coefficients). Activity in each region was represented by the first eigenvariate which was extracted from a spherical region (r=5mm) at peak activation spots during the CVCV VisualOnly condition (using SPM2 VOI extraction), and maximum likelihood estimation was performed on path coefficients between variables, thereby giving a measure of causal influence. SEM was implemented in Mx32, and 2 difference test fitness measures were used. Using SEM, the path model that included both fusiform gyrus and angular gyrus (Fig. 3 ) was found to best fit the data. Estimated path coefficients that Fig. 3 . The path coefficients indicate that the BA19=>BA37=>BA22 pathway has stronger connectivity during speechreading than the BA19=>BA39=>BA22 pathway.
Since no modulation or context-dependency was being tested for in the DCM analysis, only the first order connectivity matrix is comparable to the parameters obtained from SEM. The estimated value for the intrinsic connectivity matrix is shown in Fig. 6 . The results from the DCM analysis are in approximate agreement with the connectivity values obtained from SEM. The intrinsic connectivity values show that BA19=>BA37=>BA22 is higher than BA19=>BA39=>BA22, although the difference is smaller than in the SEM analysis. 
Conclusions
FMRI was used to investigate the brain activity underlying audio-visual speech perception in normally hearing and congenitally deaf individuals. The pattern of activation found for deaf subjects while viewing visual-only stimuli was similar to that of normal hearing subjects, but showed a number of significant differences. There was distinctly more activity in the right hemisphere (for both vowels and CVCVs) in the congenitally deaf group. They also showed far less activity in visual cortex while having higher levels of activity in motor areas. The pattern of activity for deaf subjects in Visual-Only conditions was found to be more similar to normal hearing subjects' activation in Audio-Visual cases, rather than VisualOnly conditions. Preliminary results from both structural equation modeling and dynamic causal modeling analyses suggest that a visual cortex => fusiform gyrus => auditory cortex pathway may be the primary projection in which visual speech is processed to create an auditory percept. More detailed analyses will be conducted in the near future to further investigate the neural network underlying speechreading in both groups of subjects.
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