Exposed positive maps in matrix algebras define a dense subset of extremal maps. We provide a class of indecomposable positive maps in the algebra of 2n × 2n complex matrices with n ≥ 2. It is shown that these maps are exposed and hence define the strongest tool in entanglement theory to discriminate between separable and entangled states.
Introduction
Entanglement is one of the essential features of quantum physics and is fundamental in modern quantum technologies [1, 2] . One of the central problems in the entanglement theory is the discrimination between separable and entangled states. There are several tools which can be used for this purpose. The most general consists in applying the theory of linear positive maps [2, 3] Recall that a linear map Λ : B(K) → B(H) is positive if it maps a cone of positive elements in B(K) into a cone of positive elements in B(H), that is, Λ(B + (H)) ⊂ B + (K) [4] . Consider a quantum state of a system living in H ⊗ K represented by a density operator ρ. It is separable if and only if (1l ⊗ Λ)ρ ≥ 0 for all positive maps Λ : B(K) → B(H) (1l denotes an identity map in B(H), that is, 1l(X) = X). It is therefore clear that the knowledge of positive maps B(K) → B(H) allows one to classify states of a composed quantum system living in H ⊗ K. Unfortunately, in spite of the considerable effort, the structure of positive maps is rather poorly understood [5] - [13] . For recent papers about positive maps in entanglement theory see e.g. [14] - [36] .
Let P + denote a convex cone of positive maps B(K) → B(H). There is a natural question: what is the minimal subset of P + which allows to discriminate between all separable and entangled states in H ⊗ K? Usually one looks for so called optimal maps (see next Section). It is well known that optimal maps allow to detect all entangled states. Could we further reduce this set? It turns out that the answer to this question is positive. The smallest set of maps needed to detect all entangled states is provided by so called exposed maps. It is, therefore, clear that the knowledge of these maps is highly desired.
In this paper we consider a class of positive maps Φ n : B(C 2n ) → B(C 2n ). These maps were already considered in [24] . It was shown that they are indecomposable and optimal (indecomposability means that Φ n can detect entangled states with positive partial transpose). Here we show that for n ≤ 2 these maps are not only optimal but even exposed. In general, the construction of exposed maps is highly involved and we know only few examples of such maps (see e.g. [35] - [38] ). This way our paper extends the knowledge of exposed maps.
The paper is structured as follows: in the next section we explain a concept of positive exposed maps. Section 3 introduces the specific class of maps considered in this paper. In Section 4 we provide the proof of our main result and finally conclude in the last section.
Exposed maps -preliminaries
Recall that a map Φ : B(K) → B(H) is optimal if for any completely positive map
is no longer positive. How to check that a given positive map Φ is optimal? One has the following Theorem 1 ( [14] ). Let Φ : B(K) → B(H) and let P Φ = span{ |x ⊗ |y ∈ K ⊗ H : Φ(|x x|)|y = 0 } .
then Φ is optimal.
This property is usually referred as the spanning property [14] . Now, among optimal maps one has a subset of extremal maps. Note that each positive map Φ in P . A map Φ is exposed if and only if it generates an exposed ray [Φ] .
Actually, the theory of exposed maps may be presented in a much more sophisticated way using elegant geometry of convex cones [39, 12] .
One may ask a natural question: why exposed maps are important? Due to the Straszewicz theorem one knows that exposed maps are dense in the set of extremal maps. Now, a linear map Φ : B(K) → B(H) is called irreducible if the following condition holds: if [Φ(X), Z] = 0 for all X ∈ B(K), then Z = λI H . Actually, one may restrict oneself to self-adjoint elements B sa (K) only. Indeed, suppose that Φ is irreducible and [Φ(X), Z] = 0 for all X ∈ B sa (K) . Any element X ∈ B(K) may be decomposed as X = X 1 + iX 2 , with X 1 , X 2 ∈ B sa (K). One has
and irreducibility of Φ implies therefore Z = λI H . In analogy to Theorem 1 one proves [38] (see also [8, 40] 
then Φ is exposed.
In analogy to (1) we proposed [38] to call (2) a strong spanning property.
A class of exposed maps
In this section we introduce the class of positive maps that we are going to analyze. The starting point is the well known reduction map in B(C 2 ) defined by
which is known to be a unital, extremal (and hence optimal) positive decomposable map. Actually, it turns out that R 2 is even exposed [38] . This may be easily generalized to a linear map R n :
for X ∈ B(C n ). Note, that R n is a positive decomposable map. However, if n > 2 it is no longer extremal and hence can not be exposed. Using R n let us define the following linear map Φ n :
Note that using C 2n = C n ⊕ C n , the blocks X kl , Y kl can be perceived as elements of B(C n ). One has Φ n (I 2n ) = I 2n and it was proved [24] that Φ n defines a positive map.
The main result of this paper consists in the following Theorem 3. Φ n is exposed for all n.
To prove the above theorem we shall use Theorem 2, that is, we prove that Φ n satisfies the following two propositions:
Proposition 2. The corresponding linear subspace N Φn spanned by vectors 
is unital and exposed for any unitaries U, V :
Corollary 3. If we relax unitality, then
is exposed for any A, B ∈ GL(2n) .
Proof of the main result

Proof of Proposition 1
We look for
Let X be block-diagonal, that is, X 12 = X 21 = 0. Note that Φ n maps block-diagonal matrices into blockdiagonal matrices and hence equations (8), (9) are trivially satisfied (Y 12 = Y 21 = 0) and equations (10) (10) and (11) reduce to
Taking X 12 = X 21 = I n , one gets Y 12 = Y 21 = −nI n and hence Z 11 = Z 22 =: Z 0 . Finally, one obtains the following condition for the diagonal block Z 0 :
and since X 12 and X 21 are arbitrary, it implies Z 0 = c I n and hence Z = c I 2n , which ends the proof of irreducibility of Φ n .
Proof of Proposition 2
Before we prove Proposition 2 we need few additional results. Let
We define the following subspaces in (C n )
⊗3
: let S 123 be a totally symmetric subspace, i.e. Ψ ∈ S 123 iff Ψ ijk = Ψ π(i)π(j)π(k) for an arbitrary permutation π. Moreover, let us introduce
One easily finds for the corresponding dimensions
and
Lemma 1. Any element of (C n ) ⊗3 can be decomposed as a sum of an element from S 123 and an element from
Proof. Let Ψ be an arbitrary element of (C n )
. We define A, B ∈ (C n )
as follows:
Clearly A + B = Ψ, A ∈ S 123 and B ∈ T 13 . We stress, that this decomposition is not unique. Actually, since S 123 ⊂ S 23 one has A ∈ S 23 and hence
In what follows we use the following notation: by W + V we denote the a set of vectors w + v, where w ∈ W and v ∈ V . Note, that it differs from the direct sum W ⊕ V , where the decomposition w + v is unique.
Proof of Proposition 2 Now, we are ready to prove Proposition 2. Let P = |x x| with arbitrary x ∈ C 2n . Now, due to C 2n = C n ⊕ C n , one has x = ϕ 1 ⊕ ϕ 2 and hence P displays the following block structure
We are looking for vectors y = ψ 1 ⊕ ψ 2 , such that y|Φ n (|x x|)|y = 0. Observe, that
where O n denotes the n × n matrix with all elements equal to zero. Now, the first term is strictly positive iff the vectors ϕ 1 and ϕ 2 are not parallel. The second term acts only in subspace span{ϕ 1 , ϕ 2 }. It is therefore clear that to have y|Φ(|x x|)|y = 0 for some y = ψ 1 ⊕ ψ 2 at least one of the following conditions has to be satisfied:
1. ϕ 1 and ϕ 2 are parallel,
We shall consider two cases: i) ϕ 1 ϕ 2 , and ii) ϕ 1 ⊥ ϕ 2 . Of course in general ϕ 1 and ϕ 2 are neither parallel nor perpendicular. However, it turns out that it is sufficient to analyze only these two cases. Let us introduce the following notation:
We shall characterize W and V by providing the basis for W ⊥ and V
⊥
. It is clear that to prove the proposition it is sufficient to show that
The subspace W Let us assume ϕ 1 ϕ 2 , that is, ϕ 1 = α ϕ, ϕ 2 = β ϕ where α, β ∈ C and we assume that ϕ ∈ C n satisfies ||ϕ|| = 1. For later convenience let us denote
We are looking for elements of the kernel of this operator. Let us change the basis {e α } in the second factor of the tensor product such that φ = e 1 . Then an arbitrary vector y can be decomposed as γ 1 ⊗ φ + n α=2 γ α ⊗ e α and the matrix (19) is block-diagonal with 2-dimensional blocks
The vector y is in kernel iff the vectors γ α are in kernels of corresponding blocks. The kernel of Φ n (|σ ⊗ ϕ σ ⊗ ϕ|) is therefore spanned by vectors of the following form
We are looking for the dimension of subspace W in (C 2n )
⊗3
spanned by the vectors x ⊗ x ⊗ y such that Φ n (|x x|)|y = 0 . Then W = W 1 + W 2 , where
where ϕ ⊥ is an arbitrary vector in C n orthogonal to ϕ.
Lemma 2.
The following statements holds:
4. the subspace W ⊥ is spanned by n 2 (n − 1) elements:
where 1 ≤ j < k ≤ n and 1 ≤ i ≤ n , and additional 2n elements:
where
Proof. It will be convenient to rearrange the factors of the tensor product as (
As usual the duality of {f k } and {f * l } is defined by the following relation f * k |f l = 0 for k = l. Let us introduce the following subspaces in
Observe, that V 0 is totally symmetric under the permutations of all three factors in C 2 ⊗C 2 ⊗C 2 . The subspace V 0 ⊕ V 1 is invariant under the permutation of 2nd and 3rd factors and the subspace V 0 ⊕ V 2 is invariant under the permutation of the 1st and 3rd factors in
The subspace W 2 is generated by elements
. It is again a tensor product of two subspaces. The elements (σ ⊗ σ ⊗ σ) generate the subspace V 0 ⊕ V 2 . The subspace in (C n )
⊗3
generated by elements ϕ ⊗ ϕ ⊗ ϕ ⊥ reproduces T 13 . Indeed, the matrix corresponding to ϕ ⊗ ϕ ⊥ is traceless. Hence
Using equations (12) and (13) one gets dim W 1 = 3n 2 (n + 1) and dim W 2 = 6n(n 2 − 1). Now, using the decompositions (26), (27) and the linear dependence of the subspaces V 0 , V 1 , V 2 one finds that W = W 1 + W 2 is equal to
where we have used (14) . The dimension of W is then equal to
which proves the third point of the lemma.
Let us observe, that any vector orthogonal to
can be decomposed into two parts:
Let {e i ⊗ e j ⊗ e k − e i ⊗ e k ⊗ e j : j < k} be the basis of A 23 . The basis of V * 1 ⊗ A 23 contains two families of vectors:
⊗ (e i ⊗ e j ⊗ e k − e i ⊗ e k ⊗ e j ) = (|001 − |100 ) ⊗ (e i ⊗ e j ⊗ e k − e i ⊗ e k ⊗ e j ) , and
Rearranging the factors of the tensor product, one finds:
and similarly
Similarly, let { j e j ⊗ e i ⊗ e j } be the basis of I 23 . The basis of V 2 ⊗ I 13 contains two families of vectors:
Rearranging the factors of the tensor product, one gets:
which ends the proof of the lemma.
The subspace V Now, let us assume ϕ 1 ⊥ ϕ 2 . To simplify notation let x := ϕ 1 and y := ϕ 2 , with x|y = 0. One easily finds nΦ n (|ϕ ϕ|) = ||y|| 2 I n −|x y| + |y x| −|y x| + |x y|
with ϕ = x ⊕ y. Now, we look for z ⊕ z ′ ∈ C 2n such that Φ n (|ϕ ϕ|)|z ⊕ z ′ = 0. It is clear that a necessary condition for z ⊕ z ′ to belong to the kernel of Φ n (|ϕ ϕ|) is that z, z ′ ∈ span{x, y}. One has therefore
with z 1 , z 2 ∈ C. We calculate z ′ using the lower row of blocks in (29) . The formula for z
It finally leads to the following formula (up to an irrelevant complex factor)
Now, we look for a subspace
spanned by vectors of the following form:
Let {e (1) k } and {e
defines an orthonormal basis in
may be represented as follows:
One easily finds that coordinates of Ψ defined in (30) are given by the following polynomial functions:
To compute the dimension of V one has to check how many of these polynomials are linearly independent. Let us analyze linear combinations of the above 8 families of polynomials. Observe, that any polynomial being a combination of functions from one row in family (32) ang g's for functions from (32) are listed in the table below :
We can see, that there are two pairs of rows ((2, 5) and (4, 7)) which have the same signatures of their f 's, but then g's of rows (2, 7) are different. Similarly, two pairs of rows ((3, 5) and (4, 6)) have the same signatures of their g's, but f 's of rows (3, 6) are different. We observe, that to get a vanishing combination, one has to take combinations of functions from a row with vanishing f or g parts.
To get a vanishing part f or g of a row one has to have linear dependencies among its monomials. In this family it is possible iff the set of monomials is symmetric under a permutation of indices. Observe, that in the rows (1, 3, 6, 8 ) the monomials in f have this feature, and in the rows (2, 4, 5, 7) this applies to the monomials in g. To kill the part f or g of a row one has to take monomials related by permutation of indices with opposite coeficients, so to consider combinations of functions of the form:
for j = k. One finds
containing z 2 are linearly independent. However, one has
It gives therefore 2 · n · n(n−1) 2 relations between χs. They correspond to scalar products of a vector from V with the following vectors
There is no other way to get a vanishing linear combination. Recall, however, that x ⊥ y and hence any polynomial containing i x * i y i or i y * i x i will vanish as well. Let us compute ij δ ij Ψ (αβγ) ijk
i,j
i,k
Note, that four zeros in formulae (36) , (37), (40) and (41) correspond to multiplying a vector from V by the following four vectors
j ⊗ e
(1)
k .
Now, monomials in (45) and (47) are (up to the sign) the same and hence linearly dependent. Their sum produces additional zero. The same applies (46) and (48). These two zeros correspond to multiplying a vector from V by the following two vectors
k ⊗ e
Finally, let us observe that polynomials in (38) and (39) may be obtained by linear combinations of monomials from (43)-(50). Additional two relations correspond to multiplying a vector from V by the following two vectors
Note, however, that d
and d (4) are not linearly independent. One has
The remaining polynomials are linearly independent. We obtained n 3 − n 2 + 6n relations among Ψ 
that is, that there are no more linearly independent vectors in V ⊥ . Let us prove that they are linearly independent. It is clear that vectors {c (1) l , . . . , c (4) l } are linearly independent being constructed in terms of vectors from mutually disjoint subsets of the basis e
k . Similarly, vectors {a ijk } are linearly independent, and the same applies to vectors {b ijk } and the family
Observe, that
with
Because vectors in combinations Υ 1 ,Υ 2 are defined by vectors from disjoint subsets 2 of basis of C 2n ⊗C 2n ⊗C 2n , Υ = 0 iff Υ 1 = Υ 2 = 0. We will prove now, that vanishing of Υ 1 implies vanishing of all coefficients in 57.
• Note, that if µ (2) k = 0 there are non-zero coefficients of basis vectors of type e (2) j ⊗ e (1) j ⊗ e (1) k , k = j which are not present in any other vector of the combination. We conclude, that all µ (2) are zero.
• Further assume ν (1) k is non-zero. This will cause in a non-zero coefficient of the basis vector e (2) j ⊗e (1) k ⊗e (1) j , k = j which is not present in any other vector of the combination. All ν (1) are also zero.
• For similar reasons (vectors e (1)
k ) we have that all α's are zero.
• We are left with combination of vectors c (1) , which are linearly independent (subsets of basis vectors of
which define different c's are mutually disjoint).
In the same way we prove that Υ 2 = 0 iff all µ
, µ
, ν
, β's are zero.
End of the proof of Proposition 2 To complete the proof let us recall that we have constructed two subspaces in C 2n ⊗ C 2n ⊗ C
2n
: W and V with dimensions 7n 3 + n 2 − 2n and 7n 3 + n 2 − 6n, respectively. It is sufficient to show that dim(W + V ) ⊥ ≤ 2n .
Note, that (W + V )
• If there is a non-zero coefficient of c
k , we have a basis vector e
j ⊗ e (1) k for some j < k 3 in the combination. The only chance to kill this coefficient is to use the vector a kjk , but it introduces a non-zero coefficient of basis vector e (1) k ⊗ e (2) k ⊗ e (1) j , which in turn is not present in any other vector of Υ 1 . We conclude, that there are no c (1) in Υ.
• Now, having all µ (1) 's zeroed, we observe that a basis vector of type e (1) ⊗ e (2) ⊗ e (1) appears only once in an appropriate a, so all α's have to be zero.
• If there is no zero coefficient of d (1) k , there appear in th combination a basis vector e (1) j ⊗ e (1) k ⊗ e (2) j for some j < k
4
. The only chance to zero its coefficient is use of vector u kjk (because we already know that all α's are zero), but it will introduce a non-zero coefficient of basis vector e (1) i ⊗ e (1) k ⊗ e (2) j , which in turn is not present in any other vector of the combination. Thus there are no d (1) 's in the combination.
• Now we observe, that a basis vector of type e (1) ⊗ e (1) ⊗ e (2) appears only once in an appropriate u, so all ρ's have to be zero.
• We are left with a combination of c (2) 's, which are already linearly independent.
The proof for Υ 2 is analogous.
Conclusions
We provided a class of positive maps Φ n : B(C 2n ) → B(C 2n ) and showed that they are exposed. The map Φ 2 turns out to reproduce well known Robertson map which is extreme. Our result shows that Φ 2 being extremal is exposed as well. This analysis enlarges the list of known positive indecomposable maps which are exposed. It is clear that the above results may be easily translated into the language of entanglement witnesses W n := (1l ⊗ Φ n )P + 2n , where P + 2n denotes maximally entangled state
.
