Abstract: Crossties and cable networks are used on cable-stayed bridges to mitigate wind-induced stay vibration. A nonlinear free-vibration analysis of a cable network with random oscillation amplitudes is presented in this study. Specifically, a nonlinear restoring-force spring model is introduced at the crosstie to simulate in-plane network free vibration at large amplitudes. The current constitutive model of the crosstie is also combined with taut-cable theory to simulate the dynamics in the stays and is solved by the equivalent linearization method. Stochastic functions are introduced in the model because the measure of the amplitudes produced by wind-and rain-wind-induced vibrations in the network can be affected by various uncertainties. The stochastic approximation (SA) algorithm is applied to find the roots of the characteristic polynomials associated with a stochastic vibration amplitude parameter. Brute force Monte Carlo methods are also used to analyze the SA convergence properties.
Introduction
On a cable-stayed bridge, in-plane cable networks are obtained by connecting two or more stays by transverse restrainers, designated as crossties (Ehsan and Scanlan 1990; Yamaguchi and Nagahawatta 1995) . These are often used as devices for the mitigation of staycable vibration, induced by wind or wind and rain (Bosdogianni and Olivari 1996; Matsumoto et al. 2003b) . Vibration in the stays of a cable-stayed bridge have often been observed (Matsumoto et al. 2003a; Phelan et al. 2006; Zuo and Jones 2010; Zuo et al. 2008) ; their suppression by using a number of countermeasures, including the use of crossties, has been examined by several researchers.
For example, taut-cable linear theory has been used for predicting the dynamic response in a cable network, based on observations of existing systems (Caracoglia and Zuo 2009 ). Even though experimental or full-scale data on the performance of cable networks are limited, the study and optimization of cable networks have received renewed attention by engineers, particularly in recent years Cheng 2013, 2014; Bosch and Pagenkopf 2013; Bosch and Park 2005) .
In most of the existing dynamic models for cable networks, nonlinear behavior in the restrainers is not simulated. Recently, the nonlinear dynamic response of an in-plane cable network has gained attention. A new algorithm was proposed (Giaccu and Caracoglia 2012) to analyze the dynamics of cable networks in the presence of internal nonlinear interactions, which have been observed experimentally but have been thoroughly investigated in the case of very simple systems only (Yamaguchi and Alauddin 2003) . The algorithm for examination of nonlinear cable-crosstie systems operates by linearization; it solves an equivalent eigenvalue/eigenvector problem to obtain linearized frequencies and modes as a function of a deterministic vibration amplitude parameter l (Giaccu and Caracoglia 2013) . Nonlinearity is concentrated in the restoring-force mechanism in each restrainer; the internal force transmitted through the crosstie is simulated by a power-law stiffness spring model with a positive integer exponent. Nonlinearity is used to replicate large vibration in the restrainer in an attempt to analyze extreme conditions in the cables. A more detailed discussion on the motivations, which led to the choice of this specific constitutive law for the restrainers, is given in a subsequent section of this study.
Considering the current state of the research, the reasoning behind this study is as follows:
• Crossties are primarily an energy redistribution mechanism (Caracoglia and Zuo 2009 ). The two important parameters in the design of a cable network are a beneficial frequency shift, which is obtained by connecting two or more stays, and the increment in the modal mass, at least for the fundamental global modes, which inhibits the vibration. Accurate estimation of the frequencies is therefore necessary to evaluate the sensitivity of the system to the frequency range of typical wind-induced vibrations.
• Accurate evaluation of the frequency shift is hindered by nonlinear effects in the crossties; the solution is also influenced by the complexity and, on occasion, by insufficient knowledge of various oscillation regimes, synoptically represented by the amplitude parameter l. Therefore, the objectives of this study are
•
To investigate the dynamics of the system by examining the freevibration response and by including nonlinear effects; this approach is meaningful because the oscillations are predominantly aeroelastic, bearing in mind that the ultimate goal is to provide simple solutions for engineering design. The aim is not to examine aeroelastic loads and to explain trigger mechanisms in a phenomenological way, but to promote simple methods, based on frequency studies, to analyze or to design cable networks (Bosch 2007 ).
• To examine the problem of inadequate knowledge of the vibration mechanism, definitely influenced by irregular wind-load features. This lack of knowledge can be included by a stochastic perturbation operating on the vibration amplitude parameter l. This stochastic model provides a simple yet robust analysis approach.
• To observe the frequency behavior of higher network modes (e.g., the second one); this is relevant because these modes can 1 be more susceptible to vibration as has been suggested by observations (Caracoglia and Zuo 2009) . In consideration of the motivations and objectives, the described nonlinear model is combined with a stochastic approach to investigate the effect of a stochastic amplitude parameter l on the dynamics of a cable network. The stochastic character is simulated by parametric perturbation to the linear dynamic problem, assuming that no or little vibration is observed in the absence of fluid-induced oscillation. The stochastic amplitude parameter l, used to simulate the lack of understanding of the vibration dynamics, indirectly reflects the uncertainty in the frequency estimation, which is a consequence of the inability to describe various wind-related aeroelastic mechanisms. A uniform probability distribution is used to describe the variability of l; this hypothesis is used to reproduce the epistemic uncertainty and to preserve simplicity in the analysis. The uniform probability distribution best represents the current state of knowledge of the various vibration regimes. Moreover, because the parameter l is not as an external random noise, the use of other probability distributions for l, such as the Gaussian distribution, may not be a good choice.
The current problem becomes a random eigenvalue problem, in which the frequencies of the cable network are influenced by the random parameter l. In this study, solutions are obtained with stochastic approximation (SA) algorithms, which are based on the Robbins-Monro theorem (Harju et al. 1997; Robbins and Monro 1951; Spall 2003) . The SA approach uses a simple recursive formula and can be easily adapted to a wide range of problems. Because of its simplicity, the SA is preferable for numerically studying random eigenvalue problems when compared with other methods, such as the extension of crossing theory for random processes (Grigoriu 1992) , the use of stochastic reduced-order models to describe the characteristic polynomial (Warner et al. 2013) , and the polynomial chaos expansion (Ghanem and Ghosh 2007) . This paper applies the SA approach to the study of an existing three-cable network, which is used as a benchmark for the algorithm. In addition, the SA is checked with Monte Carlo brute force methods (BFMs).
Background on Nonlinear Network Dynamics

Constitutive Law of the Internal Force in a Restrainer
Crossties are transverse wire ropes used to connect the stays of a cable-stayed bridge. They are used as a simple mitigation measure against wind-induced stay-cable vibration.
A three-cable network is studied as the prototype configuration (Fig. 1) . To derive a model for free-vibration dynamics, the physical properties should be different in each cable; every stay (j 5 1, 2, 3) has tension T j , length L j , and mass per unit length m j .
The constitutive law used to describe the internal force in the restrainer, F j,j11 , connecting Stays j and j 1 1 between anchorage points P j,1 and P j11,1 , with P j,1 located at coordinate x j,1 5 j j,1 L j on Stay j (as shown schematically in Fig. 1 ), is
In the previous equation and in Fig. 1 , linear spring of stiffness k j is combined in parallel with a nonlinear element of generalized stiffness ɛ b,j . The quantity b is a positive integer number (powerlaw coefficient); the parameter ɛ b,j can be either positive or negative. As an example, ɛ b,j , 0 describes mechanical degradation in the crosstie segment. In contrast, ɛ b,j . 0 simulates an increment of stiffness, for example, plausible in the case of an increase in the performance after an initial imperfect installation of the wire connector. The effects of the prestressing in the restrainer were not included.
Experimental and analytical studies (Yamaguchi and Alauddin 2003) on a system composed of two parallel main cables and one secondary cable have shown that the main sources of nonlinearity during vibration of the combined system are the secondary cables (i.e., the crossties). This nonlinearity can cause, for example, either a dependence of vibration frequency on the amplitude or, in very special cases, internal resonance phenomena (Yamaguchi and Alauddin 2003) . The use of a power-law exponent constitutive law with a generic positive integer to model the internal force, transmitted through the crosstie, originates from these observations and from the fact that such a model is able to simulate these phenomena in a simple yet efficient way. The same study also indicates that the influence of the sag in the main cables is of minor importance; this second remark suggests that a linear model is adequate for describing the dynamics of the stays. It has also been documented by full-scale measurements that crossties are mechanisms that predominantly redistribute the input energy (Caracoglia and Zuo 2009) and not a source of dissipation for the system. Therefore, constitutive models of a crosstie, which include any dissipation (e.g., by introducing either a viscous dashpot, a friction-based element, or a hysteretic model as in Fig. 1 ) are believed to be incompatible with the observations. The model with the nonlinear restoring-force element in the crosstie in Eq. (1) is therefore used for the simulation and prediction of progressive alteration in the restraining effect. Such a model can also be used in an attempt to study large-vibration conditions, which can lead to a failure. A system failure usually involves a progressive loss of restoring effect in the crossties; this can be revealed by observing a frequency shift, mode by mode.
Brief Description of the Equivalent Linearization Method
An equivalent linearization method (ELM) has been used in previous studies Caracoglia 2012, 2013) to solve the dynamics of a cable network, in which the effect of nonlinearity in the crossties is expressed by Eq. (1). By postulating the validity of the wave equation during nonlinear free vibration, T j ∂ 2 y j,p =∂x 2 j,p 5 m j ∂ 2 y j,p =∂t 2 (j 5 1, 2, 3; p 5 1, 2 in Fig. 1 ), applied to the oscillation y j,p ðx j,p , tÞ of a generic point of coordinates x j,p along each cable segment, the nonlinear problem is approximately solved by the ELM. In each nonlinear restrainer segment, the nonlinear spring element is replaced by an equivalent linearized spring element by equating the work performed by the nonlinear component of the connector, based on the internal force in Eq. (1), with the one of an ELM linearized spring portion.
The ELM assumes that oscillation still occurs at a predominant equivalent frequency, a E 5 v=v 01 in dimensionless units, normalized with respect to v 01 5 p=L 1 ðT 1 =m 1 Þ 0:5 and with mode shapes Y j,p ðx j,p Þ being real trigonometric functions. The symbol a E denotes an equivalent (E) frequency; linearization of initial conditions is imposed through a generalized amplitude parameter l $ 0 (Giaccu and Caracoglia 2013) . The quantity l is the ratio between the anticipated vibration amplitude in the reference stay (j 5 1) of the network, mode by mode, and the length L 1 .
Derivation of Dimensionless Stiffness Parameter between Anchorages P j,1 and P j11,1
After applying the ELM between anchorage points P j,1 and P j11,1 in Fig. 1 , the linearized dimensional stiffness parameter of the equivalent spring model can be calculated in dimensionless form with respect to tension T j and length L j of the jth cable
In Eq. (2), d kELM,j 5 T j =ðk ELM,j L j Þ, with k ELM,j representing the equivalent stiffness of the ELM spring model, is a dimensionless stiffness parameter; the designation of this quantity is compatible with the one used in previous studies (Caracoglia and Zuo 2009 ). In fact, the quantity d k ELM,j is built from the definition of d k j 5 T j =ðk j L j Þ; this term compares the stiffness in a linear restrainer element with the geometric stiffening effect produced by the taut cable (T j =L j ) during vibration. The ELM stiffness parameters in Eq. (2) are a function of n b,j 5 ɛ b,j L b j =T j , a dimensionless nonlinear stiffness coefficient; this quantity n b,j represents the contribution provided by the nonlinear component of the parallel-spring model of the connector (Giaccu and Caracoglia 2013) .
Eq. (2) depends on d kELM,j , l, the local displacement field at nodes P j,1 and P j11,1 , designated by quantities S j,1 and S j11,1 , and a modal amplitude ratio d j (Giaccu and Caracoglia 2012) . The total equivalent stiffness parameter d kEj of the parallel spring model for the crosstie between anchorage points P j,1 and P j11,1 is obtained by combining the linear part in Eq. (2) with d k j 5 T j =ðk j L j Þ of the linear spring element of stiffness k j in Fig. 1 as
The d kEj term in Eq. (3) depends, mode by mode, on the dimensionless frequency a E (unknown), amplitude l, power-law exponent of the restrainer b, and n b,
Finally, the linearized solution is found by solving an equivalent eigenvalue/eigenvector problem in terms of the frequency (a E ) and harmonic mode shapes Y E,j,p ðx j,p Þ, written in a compact form as QC 5 0. The matrix Q depends on d k Ej and is formed by collecting continuity, compatibility, and equilibrium equations at the interfaces between each cable segment and the restrainer (Giaccu and Caracoglia 2013) ; the eigenvector C collects the amplitudes of the harmonic functions Y E,j,p ðx j,p Þ in each cable element segment (e.g., Element 1,1; Element 1,2; etc. in Fig. 1) , for a total of six scalar terms (two terms per segment). The term a E , which depends on the amplitude parameter l, is found from the characteristic polynomial associated with detðQÞ 5 0.
The ELM is an approximate formulation for the solution of a nonlinear dynamic problem. A more rigorous approach could be used to solve the nonlinear dynamics of cables, for example by perturbation methods and nonsmooth transformation of the dynamic variables (Pilipchuk and Vakakis 1998) . Nevertheless, the ELM is still approximately acceptable for studying stay-cable vibration even at relatively large amplitudes. The ELM is a good compromise between accuracy and simplicity and allows for direct implementation of the stochastic problem.
Stochastic Perturbation
The SA method is used to determine the mean value of the amplitude-dependent random frequency of the equivalent modes of a cable network, influenced by stochastic amplitude parameter l. In the algorithm, the quantity l is simulated as a random variable with a given distribution. The nature of the stochastic vibration, induced by the random amplitude l, can be expressed by a random sequence fl 1 , l 2 , . . . , l n g, which generates a corresponding sequence of equivalent frequencies fa E,1 , a E,2 , . . . , a E,n g, obtained by solving the equivalent eigenvalue/eigenvector problem; the roots of the polynomial Q l , associated with detðQÞ 5 0, are indicated in the following sections for each given mode as Q l q ða E,q Þ 5 0. The sequence of random l q is numerically generated using a pseudorandom generator of uniformly distributed numbers between 0 and 1; the numbers are later converted to the suitable (preselected) interval of the l variable (0 # l # l u ). The average value of the ELM frequency a E can be estimated from the a E,q sequence (frequency distribution) as
Stochastic Approximation
Originally conceived as a tool for statistical computation, the SA has been widely used in electrical engineering. The areas of adaptive signal processing in communication engineering and of control engineering have used the SA algorithms extensively. A similar algorithm, called the stochastic gradient approximation (SGA), has been introduced for optimization problems in variational quantum Monte Carlo many-body physics (Harju et al. 1997 ). This method is designed for stochastic environments, where it allows for tracking an average or representative pattern. The SA method is used to approximate the average solution to the characteristic polynomial equation in a stochastic setting and to find a E . To calculate a E , the SA is used as a nonlinear root finding of an error-contaminated observation of a function g (Spall 2003 ). Thus, the observation of the function gða E,q Þ is affected by an error, simulated by a white noise e q (Spall 2003) , and it is given by
According to the Robbins-Monro theorem, a root of gða E,q Þ can be found by using a recursive formula (Harju et al. 1997; Spall 2003) expressed by
where the damping term a q must satisfy the Robbins-Monro condition
A possible solution for a q can be written as (Spall 2003 )
where 0:5 , d SA , 2:0 and a 5 arbitrary constants that can be chosen to accelerate the convergence; preliminary numerical studies have suggested that, in normal conditions and for the problem analyzed herein, the values a 5 0:25 and d SA 5 0:95 are good choices for convergence of the method. A very simple application of the SA algorithm is the recursive calculation of the mean a E 5 a E,' , namely
where, following the notation introduced in Spall (2003) , gða E Þ 5 a E 2 a E is the noiseless function; in this case gða E Þ is the deviation (distance) of a E from its true value a E ; Y q ða E,q Þ 5 a E,q 2 a E,q11 is the noisy observation of g contaminated by a noise term e q 5 a E 2 a E,q11 . Fig. 2(a) illustrates the calculation of the average frequency a E,q (recursive-sample-average curve in the figure) , when the sequence of l q is chosen according to a uniform random distribution, obtained by means of a pseudorandom number generator with numbers between 0 and 1 later converted to a suitable interval of the l variable (0 # l # l u ). A new root a E,q11 is evaluated at each step, using the determinant of the characteristic polynomial and the element l q11 of the sequence. The root a E,q11 is found as the zero of the characteristic polynomial function [i.e., Q lq11 ða E,q11 Þ 5 0]. The average a E,q11 is subsequently calculated by updating the previous estimation according to Eq. (9) .
The sequence of the values of a E,q is shown in Fig. 2 (a) (thin solid line) as a function of the iteration number q. The ideal (true) average is the asymptote of this curve as q tends to infinity.
Nevertheless, to avoid expensive root finding for each Q lq , needed by Eq. (9) each time a new a E,q value is added to estimate the sample average, a different route is followed by introducing an average ensemble functionQ q ðaÞ. This function is obtained as an ensemble function from the collection of the q polynomials fQ l 1 , Q l 2 , . . . , Q l q g, which are evaluated at each a (point by point). The ensemble function depends on the number of q polynomials (i.e., the sample size)Q
In the previous equation, a is a generic point in which the functioñ Q q ðaÞ is evaluated; it is clear that the ensemble function depends on the size of the sample (q). In contrast, a E,q , defined previously, is the ELM eigenvalue of the sequence, which is obtained by solving the root of the characteristic polynomial with the determinant being evaluated at amplitude l q .
The root ofQ q ðaÞ is estimated numerically by SA [i.e., by comparison with Eq. (6)] in which the conditions g 5Q q and Y q 5 Q l q are used. The SA allows the use of a much simpler recursive search to find the average a E,q ; this search is used to evaluate the second curve in Fig. 2(a) (thick solid line without marker) as (Spall 2003) 
Eq. (11) avoids the expensive calculation of the root finding Q l q ða E,q Þ 5 0; at each iteration q, Eq. (11) attempts to calculate the root of Eq. (10) by a recursive search, without requiring the knowledge of the functionQ q ðaÞ in Eq. (10). Eq. (11) includes a relaxation parameter 0 , z , 1, which rescales the damping parameter a q to facilitate the numerical convergence while preserving the Robbins-Monro conditions. In the case of large oscillations of the functionQ q ðaÞ, estimation imprecisions are possible when the functionQ q ðaÞ oscillates rapidly and suddenly in a small interval of a and in the presence of closely spaced roots of the polynomial.
In Fig. 2(a) , the difference between the two curves is very small after 100 iterations. Moreover, the relative error between the SA estimator, evaluated by Eq. (11) at iteration q, and the true average a E , which is numerically assessed by Monte Carlo methods by collecting a very large sample of 5,000 roots from Q l q ða E,q Þ 5 0, is about 1%. The difference between the two curves becomes approximately constant after 300 iterations in Fig. 2(a) ; this shows that the recursive search by the SA converges to an approximate value of the mean a E . It is therefore important to carefully select the coefficients in Eq. (8) and the relaxation term in Eq. (11) to minimize this relative error by conducting a series of preliminary numerical tests. In addition, divergence of the SA sequence from the target a E in Fig. 2(a) as the iteration number q increases is prevented by the a q term in Eq. (8) and the relaxation parameter in Eq. (11), which act by progressively damping the recursive search at large q. Fig. 2(b) is derived from the same example as in Fig. 2(a) ; it shows the collection of a very large number of roots of the sequence fa E,q g 5,000
q51 [i.e., the collection of a E,q roots (one sample) with q 5 5,000], along with the average ensemble functionQ 5,000 ðaÞ, evaluated as in Eq. (10) by averaging the q 5 5,000 characteristic polynomials corresponding to the same sequence. This function is plotted in the interval of frequencies between 1.3 and 1.4; the root ofQ 5,000 ðaÞ is independently found by numerical methods and is also indicated in the figure [continuous line in Fig. 2(b) ]. The true average of the roots, depicted by a large circle in the figure, is estimated as the sample average from fa E,q g
5,000
q51 ; this average is very close to the root ofQ 5,000 in Fig. 2(b) . This observation suggests that, to use the root ofQ q as a suitable estimator of the true mean, the following condition must be satisfied within a few percentage points: lim q→'Qq ðaÞ % 0. More information may be found in Spall (2003) .
Numerical Results
Verification of Algorithm
Verification of the proposed SA algorithm, using the system in Fig. 1 , is discussed in this section. Various levels of nonlinearity, related to different amplitudes of the coefficient n b, j , are analyzed in this study.
The system in the figure is used to examine an existing three-cable network, formed by connecting a set of stays of the South Tower B-Line of the Fred Hartman Bridge in Houston, Texas. A schematic of the bridge showing the geometry of the studied network can be found in Fig. 3 . The system is designated as a BS-line lower (BSL) network because it uses the stays installed between the central span and the south tower of the bridge (Caracoglia and Zuo 2009; Giaccu and Caracoglia 2012) ; it is composed of Stays BS13, BS14, and BS15. Table 1 summarizes the physical and geometrical properties of each stay. The reference stay is BS15 (upper cable) in Fig. 1 . The system has two restrainer segments: the first segment connects joints P 1,1 (on Stay BS15, j 5 1) and P 2,1 (on Stay BS14, j 5 2) in Fig. 1 ; the second segment is between P 2,1 and P 3,1 (on Stay BS13). The following properties are also assumed in the remainder of this study: position of the restrainer x 1,1 5 0:35L 1 (with L 1 5 76:5m); use of the same linear stiffness properties in each restrainer, with the normalized stiffness parameter labeled for simplicity as Fig. 4 presents the mode shapes of the fundamental mode (Mode I) and second mode (Mode II) of the linear BSL network. The figure shows that in the case of Mode I, the relative displacements among the stays at the attachment of the restrainers are limited, and therefore, the magnitude of the transverse force transmitted is small, which implies a marginal effect induced by the nonlinear restrainer on this mode. In contrast, Mode II shows a distinct interaction by the restrainers, suggesting that nonlinearity may significantly affect the dynamic behavior. This figure justifies the use of Mode II as a more representative benchmark example for the analysis of the SA performance. The presence of nonlinearity induces a shift in the equivalent frequency of the entire system. This effect is not negligible and should be taken into account in the design of the cable network. The change in equivalent frequency is dependent on the type of nonlinearity (i.e., the integer exponent used in the power-law model for the crosstie) and the vibration amplitude through the dimensionless amplitude parameter l. This observation is corroborated by the numerical studies illustrated in the subsequent figures.
Initially, the problem is solved by the BFM involving Monte Carlo sampling. Namely, after preselecting a uniform probability distribution between 0 and l u 5 0:005 (maximum amplitude equal to 1=200th of the reference cable length) to describe the stochastic vibration amplitude parameter l, the corresponding distribution of the linearized frequencies a E (ELM) is obtained numerically. For example, Fig. 5 shows the second-mode equivalent frequency histogram caused by random input l relative to a nonlinear crosstie, exhibiting a stiffening effect (n b,1 5 n b,2 5 1500 . 0) with a constant linear component d k 5 0:5. The sample size is 5,000, and the realizations are the same as those used to illustrate the principles of the SA algorithm in Fig. 2 .
Extracting the mean of the frequency distribution from Fig. 5 requires a large number of calculations (i.e., a heavy computational load). Therefore, a faster yet accurate method, based on the SA paradigm, is needed to efficiently determine a E , the mean of the frequency distribution, for each d k .
Figs. 6 and 7 show the comparison of the results obtained by the SA approach and the ones obtained by the BFM. Various levels of nonlinearity in a quadratic-stiffness crosstie (b 5 2) are considered: moderate, with n b,1 5 n b,2 5 6100, and strong, with n b,1 5 n b,2 5 6500. An increase in stiffness is noted in both cases shown in Fig. 6 (n b,1 5 n b,2 . 0) . In most numerical simulations, as shown in Figs. 6 and 7(a), the standard damping with z 5 1 is suitable. In contrast, as outlined in a previous section, when large stiffness reduction is used (n b,1 5 n b,2 5 2500), the use of relaxation parameter 0 , z , 1 is needed to ensure the appropriate convergence. Fig. 6(a) shows the case of moderate positive nonlinearity (n b,1 5 n b,2 5 1100), in which an increment in the stiffness corresponds to an increase in the mean equivalent frequency, a E , in comparison with the linear solution for the second equivalent mode. The results obtained by the two numerical methods lead to similar values of the mean equivalent frequency, a E . The relative frequency error between the SA (approximate) and the BFM is shown in absolute values in Fig. 8(a) (dotted line for n b,1 5 n b,2 5 1100); the performance of the SA is good, with a maximum difference of the order of 1%.
In Fig. 6(b) , the case with strong positive nonlinearity (n b,1 5 n b,2 5 1500) is investigated; the shift in the mean value of the frequency is more evident than in Fig. 7(a) , especially for the case of a flexible connector with little linear stiffness (d k 5 1:0), in which the deviation from the linear mean value is of the order of 15% (from 1.18 to 1.32). In this case, the relative frequency error is shown in Fig. 8(a) (solid line) and is less than 3%. Fig. 7 shows the case of negative stiffness nonlinearity (n b,1 5 n b,2 , 0), in which a decrease in frequency is evident in both figures. The results depicted in Fig. 7(a) suggest that the SA method, for the case of moderate nonlinearity (n b,1 5 n b,2 5 2100), slightly underestimates the mean equivalent frequency a E , in comparison with the BFM. In this case, the relative error is shown in Fig. 8(b) (dotted line) and it is still small, less than 5%. A different behavior is observed in Fig. 7 (b) in the case of strong negative nonlinearity (n b,1 5 n b,2 5 2500). The standard damping method with z 5 1 becomes sensitive to the loss of the stiffening effect and suddenly jumps to the native cable frequency of Stay BS14 (normalized frequency equal to 1.042 in Table 1 ). The Monte Carlo solution tends to the same frequency but in a much smoother way. It must be noted that a large negative n b,1 5 n b,2 annihilates the effect of the linear spring, installed in parallel with the nonlinear spring (Fig. 1) . This effect leads to the complete loss of the crosstie restoring force effect. The difference in the results between the SA method and the BFM can be also produced by a very narrow distribution of the random equivalent frequency (corresponding to the distribution of l), which becomes sharper for large d k . 0:5 (i.e., for a flexible linear connector). Nevertheless, the figure also shows that the SA can converge to a much more precise solution by properly setting the relaxation parameter to a suitable value z, which prevents the algorithm from exiting the convergence radius associated with the correct solution (Nissenbaum 2008) . In Fig. 7(b) , the SA solutions with z 5 1 and with z 5 10 22 are presented to illustrate this aspect.
The relative error in absolute terms, associated with the simulations in Fig. 7(b) , is presented in Fig. 8(b) ; with the standard SA approach, the difference is large and unacceptable, with a maximum deviation equal to about 15% when z 5 1 (thick dashed line). In contrast, the solution by the SA approach with the relaxation parameter z 5 10 22 (thick solid line) provides adequate performance by reducing the error to approximately 4% (i.e., to the same order of magnitude as that observed for n b,1 5 n b,2 5 2100). This difference of 4% can be accepted if one notes that the range of d k . 0:5, where the largest differences can be seen in Fig. 8(b) , is limited. It is also related to a set of very special configurations (d k . 0:5), which are seldom found in practice. Furthermore, the case with n b,1 5 n b,2 5 2500 coincides with a dynamical system, exhibiting a strongly nonlinear behavior, which results in high sensitivity of the characteristic polynomial to small variations in the stochastic amplitude parameter l. The progressive reduction in the frequencies, caused by the diminution of stiffness, also increases the proximity of adjacent roots in the characteristic polynomial. (In Table 1 , the frequencies of the native cables are about 4% apart in the case of BS13 and BS14.) Special caution must be paid to these limiting cases with large negative n b,1 5 n b,2 because z must be chosen appropriately; results (not shown) indicate that estimation imprecisions (i.e., the difference between the SA approach and the Monte Carlo sampling) can be progressively reduced by decreasing z from the unit value. Finally, it is important to mention that the problem of the numerical convergence properties of the SA is still an open research field (Nissenbaum 2008). Parametric Study Fig. 9 summarizes the numerical results of a parametric study aimed at understanding the combined effects of nonlinear crosstie behavior and stochastic vibration amplitude. The figure shows the expected value of the equivalent frequency for Mode II of the prototype cable network as a function of the normalized linear stiffness parameter d k 1 5 d k 2 5 d k and dimensionless nonlinear stiffness for a quadraticstiffness crosstie with n b,1 5 n b,2 . 0. Each curve corresponds to a specific value of n b,1 5 n b,2 , varying between 1100 and 1500. Fig. 9(a) illustrates the behavior of the average frequency for small variations in the stochastic vibration amplitude parameter l, with a uniform distribution 0 # l # l u and upper limit l u 5 1=1,000. Fig. 9(b) summarizes the results of the average frequency for a moderate variability in the stochastic vibration amplitude parameter l with 0 # l # l u and upper limit l u 5 1=200. A nonnegligible variation in the mean frequency can be noticed, between 1.2 and 1.6 for this mode. These results were entirely obtained with the SA; as an example, Fig. 9 (b) with l u 5 1=200 is an extension of the solid thick continuous line curves in Figs. 6(a and b) .
The comparison between the two sets of graphs highlights the fact that the same regime of nonlinearity (same n b,1 5 n b,2 ) can induce different effects on the mean frequency a E ; this variation is associated with the different upper limits in the random distribution of the vibration amplitude (l u ). Fig. 9(a) illustrates that, even in the case of a flexible connector (d k 5 1:0), the shift in the frequencies caused by various levels of nonlinearity n b,1 5 n b,2 is smaller than the one displayed in Fig. 9(b) . Moreover, Fig. 9(b) shows a greater variation in the mean frequency even in the case of moderate nonlinearity with n b,1 5 n b,2 5 1100.
Preliminary Estimation of the Variance of a E by Monte Carlo Methods
The variance of the equivalent frequency for the same mode of the prototype network (Mode II) is calculated by Monte Carlo sampling, as shown in Fig. 10 as a function of the linear stiffness parameter d k . Fig. 10 describes the influence of d k , with d k 5 d k j 5 T j =ðk j L j Þ (and j 5 1, 2) being the linear stiffness parameter of the parallel-spring constitutive model for the cable network in Fig. 1 , on the estimation of the variance of a E , varða E Þ, by Monte Carlo sampling. Some small dependence on the Monte Carlo sample size is observed in the calculation of var(a E ). The maximum difference is of the order of 5% when the sample size varies between 100 and 5,000. For each case, the sample size is shown in the legend, enclosed within parentheses.
The comparison between these figures suggests that, in the case of moderate nonlinearity (n b,1 5 n b,2 5 1100) in Fig. 10(a) , the variance of the random equivalent frequency has a different order of magnitude if compared with the case of strong nonlinearity (n b,1 5 n b,2 5 1500) in Fig. 9(b) .
Concluding Remarks
Implementations of SA algorithms, based on the Robbins-Monro theorem, are applied in this work to find the solution of generalized amplitude-dependent in-plane vibration modes of cable networks. This problem is relevant for the mitigation of wind-induced vibration of long stays in cable-stayed bridges. Nonlinear effects in the crosstie elements connecting the stays are included, together with a stochastic vibration amplitude parameter. This parameter is used to model the degree of uncertainty in the estimation of various aeroelastic vibration mechanisms related to wind-induced and rain-wind-induced excitation in the stays. The second mode of a three-cable network, derived from a system installed on the Fred Hartman Bridge, Houston, Texas, is used to verify the numerical method.
The SA provides an efficient approach for computing the average frequencies. The BFM approach, based on Monte Carlo sampling, has also been deployed to check the SA convergence properties. These Monte Carlo runs yield the frequency distribution with its variance and confirm that the SA solutions are meaningful. In some special cases, a variation to the standard damping method is needed to ensure convergence to the correct solution. Clearly, the SA proves to be a numerical-efficient algorithm, which offers a significant speedup in the calculation time compared with Monte Carlo sampling.
Finally, the parametric study presented in this work is an important window on the combined effects of nonlinear crosstie behavior and stochastic dynamics. In particular, these results suggest that the same regime of nonlinearity can induce nonnegligible variations in the mean value of the random frequency (for the second mode in the case study), depending on the upper limit value of the random vibration amplitude. 
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Notation
The following symbols are used in this paper: a q 5 damping parameter at Step q (stochastic approximation); d k Ej 5 stiffness parameter (total, ELM); d kELM, j 5 stiffness parameter (nonlinear spring component, ELM); d kj 5 dimensionless stiffness parameter, linear restoring force, crosstie segment installed between Stays j and j 1 1; e q 5 white noise of generic observation Y q ða E,q Þ; F j, j11 5 restoring force in crosstie installed between Stays j and j 1 1; g 5 averaged function of generic observation Y q ða E,q Þ; i 5 imaginary unit; k ELM, j 5 linearized equivalent stiffness for nonlinear crosstie; k j 5 linear spring/stiffness coefficient simulating crosstie segment, installed between Stays j and j 1 1; L j 5 total length of jth cable; n 5 dimension of random sample of l and a E ; P j,p 5 crosstie anchorage point ( jth cable); Q 5 stiffness matrix, ELM system; Q q ðaÞ 5 ensemble function in Eq. (10) at iteration q; 
