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Abstract
Let H be a finite-dimensional pointed Hopf algebra over an algebraically closed field k generated as an
algebra by the first term H1 of its coradical filtration. Generally for a Hopf algebra whose coradical H0 is a
sub-Hopf algebra we assign a measure of complexity to H which we refer to as the rank of H . We obtain a
presentation of pointed Hopf algebras H of rank one by generators and relations. In the special case when
G(H) is an abelian group and k has characteristic 0 we classify the finite-dimensional indecomposable
H -modules, determine all simple left modules of the Drinfel’d double D(H) of H , their projective covers,
and the blocks of D(H).
© 2006 Elsevier Inc. All rights reserved.
0. Introduction
Finite-dimensional pointed Hopf algebras over a field k generated as algebras by the first
term H1 of their coradical filtration and whose coradical H0 is commutative have been the ob-
ject of intense study over the past several years. See [2] and its references. Here we make no
assumption on H0 as an algebra and define a measure of complexity of H . Suppose that H is any
Hopf algebra, H0 is a sub-Hopf algebra of H , and Dimk ⊗H0 H1 = n + 1, where k is regarded
✩ Research partially supported by NSA Grant H98230-04-1-0061.
* Corresponding author.
E-mail address: radford@uic.edu (D.E. Radford).0021-8693/$ – see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jalgebra.2006.03.031
L. Krop, D.E. Radford / Journal of Algebra 302 (2006) 214–230 215as a right H0-module via 1 · h = (h)1 for all h ∈ H0 and H1 is regarded as a left H0-module by
multiplication in H . We define the rank of H to be n when H is generated by H1 as an algebra.
In this paper we study rank one pointed Hopf algebras H , their doubles D(H), and give a
detailed analysis of the representation theory of D(H) in a fundamental case. We point out that
our representation theory results overlap [1,7]. Our results here go beyond the scope of both and
our techniques are different from those used in each.
Let k be any field. We call a tuple D = (G,χ,a,α) datum, where G is a finite group, χ is a
k-valued character for G, a ∈ Z(G), and α ∈ k, provided χn = 1 or α(an−1) = 0, where n is the
order of χ(a). If α(an − 1) = 0 we say that D is of nilpotent type; otherwise we say that D is of
non-nilpotent type. For each datum D we construct a finite-dimensional rank one pointed Hopf
algebra HD . We show that every finite-dimensional rank one pointed Hopf algebra is isomorphic
to HD for some datum D. It is not hard to describe when HD and HD′ are isomorphic as Hopf
algebras in terms of D and D′. When k is algebraically closed we may assume that α = 0 or
α = 1.
Suppose that D = (G,χ,a,α) is a datum, G is abelian, and k contains a primitive eth root of
unity, where e is the exponent of G. We describe the regular representation, the simple modules,
and the principal indecomposables of D(H). Here is an outline of our approach.
The double D(H) contains H and H ∗ as subalgebras. It is natural to study relationship
between the categories H-mod and H∗-mod and D(H)-mod via induction and coinduction
functors. However, for a left H ∗-module L the induced module D(H) ⊗H ∗ L is too big to
be easily analyzed. It can be cut down to size by noting that H ∗ is normalized by G, passing
on to the sub-Hopf algebra Ĥ ∗ := H ∗ # kG and inducing from Ĥ ∗. Every simple Ĥ ∗-module
is one-dimensional and essentially a (G × G)-module. As such each is determined by a group
homomorphism λ :G × G → k• which we call a weight by analogy with Lie theory. Denote
by kλ the Ĥ ∗-module afforded by λ and define Z(λ) := D(H) ⊗Ĥ ∗ kλ. The family Z(λ) plays
the central rôle in the theory of PIMs (principal indecomposable modules) of D(H). The rea-
son for this is that when reducible Z(λ) is an element of Ext1D(H)(L,M) for the suitable simple
D(H)-modules L and M . Setting J i(P ) for the ith term of the radical or Loewy filtration of a
PIM P we exploit a well-known connection [13] between J (P )/J 2(P ) and Ext1D(H)(L,M) to
determine the structure of P . Overall the properties of Z(λ) strongly resemble those of standard
cyclic modules of Lie theory [9].
Throughout k is a field and all vector spaces are over k. For vector spaces U and V we drop
the subscript k from U ⊗k V , Homk(U,V ), and Endk(U). We assume that the reader is familiar
with the basics of Hopf algebras and representation theory of algebras. References [12,14] are
suggested for the former and [4,8,13] are suggested for the latter. Finally we thank the referee
for useful comments and suggestions.
1. Classification of pointed Hopf algebras of rank one
Let H be a bialgebra over the field k. When the rank of H is defined it is the rank of a certain
free module. We first develop the setting for this discussion.
Suppose that V(0) ⊆ V(1) ⊆ V(2) ⊆ · · · is a chain of subspaces of H which satisfies Δ(V(n)) ⊆∑n
=0 V(n−) ⊗ V() for all n 0. Then V(n) is a subcoalgebra of H for all n 0. Consequently
V =⋃∞n=0 V(n) is a subcoalgebra of H and the chain is a coalgebra filtration of V .
Regard H as a left H -comodule under the coproduct. Then all subcoalgebras of H are left
subcomodules of H . Set V(−1) = (0) and let (Q(n), ρ(n)) be the quotient comodule structure on
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Q(n) is in fact a left V(0)-comodule for all n 0.
Suppose further that V(0) is also a subalgebra of H . Then K = V(0) is a sub-bialgebra of H .
Regard H as a left K-module under left multiplication and suppose that V(n) is a K-submodule
for all n 0. Then with the quotient left K-module structure and left K-comodule structure Q(n)
is a left K Hopf module for all n  0. Now suppose that K has an antipode. Then Q(n) = (0)
or is a free left K-module on any linear basis of Q	(n) = {z ∈ Q(n) | ρ(n)(z) = 1 ⊗ z} by the
fundamental theorem for Hopf modules [19, Theorem 4.1.1]. As a consequence V(n) is a free left
K-module for all n 0; thus V is a free left K-module.
We consider two basic examples of chains which satisfy all of the conditions mentioned above.
The first is where V(n) = Hn is the nth term of the coradical filtration of H and K = H0 is a sub-
bialgebra of H with antipode. In this case H =⋃∞n=0 Hn, and Hn for all n  0, are free left
K-modules.
Regard k as a right K-module by pullback along the counit map  :K → k. Then any basis of
a free left K-module M has Dimk ⊗K M elements which means that all bases for M have the
same cardinality. We will say that H is a Hopf algebra of rank n if Dimk ⊗K H1 = Dimk ⊗H0
H1 = n + 1 and H is generated by H1 as an algebra. In this section we will characterize finite-
dimensional pointed Hopf algebras of rank one over an algebraically closed field of characteristic
zero and their duals.
Our second example is at the heart of our analysis of rank one pointed Hopf algebras. Let H
be a bialgebra over the field k. Suppose that a ∈ G(H) and x ∈ H satisfy xa = qax for some
non-zero q ∈ k and Δ(x) = x ⊗ a + 1 ⊗ x. By [16, Corollary, part (a)] the formula
Δ
(
xn
)= n∑
=0
(
n

)
q
xn− ⊗ an−x (1)
holds for all n 0. Now suppose that K is a sub-bialgebra of H with antipode and a ∈ K . Regard
H as a left K-module under multiplication. Then V(n) = K + Kx + · · · + Kxn for all n  0
defines a chain which satisfies all of the conditions mentioned above. Let π(n) :V(n) → Q(n) be
the projection. Since Q(n) is generated by π(n)(xn) as a left K-module, and ρ(n)(π(n)(xn)) =
1 ⊗ π(n)(xn), it follows that Q	(n) is spanned by π(n)(xn). In particular Q(n) = (0) or Q(n) is a
free left K-module with basis {π(n)(xn)}.
Lemma 1. Let H be a bialgebra over the field k and suppose that K is a sub-bialgebra of H
with antipode. Suppose that a ∈ G(K) and x ∈ H \K satisfy xa = qax for some non-zero q ∈ k
and Δ(x) = x ⊗ a + 1 ⊗ x. Let V = K +Kx +Kx2 + · · · . Then:
(a) V is a free left K-module under left multiplication with basis {1, x, x2, . . .} or {1, x, x2, . . . ,
xn−1} for some n 2.
(b) Suppose that k has characteristic zero and V has left K-module basis {1, x, x2, . . . , xn−1}
for some n  2. Then q is a primitive nth root of unity and xn = c for some c ∈ K which
satisfies Δ(c) = c ⊗ an + 1 ⊗ c. In particular a 	= 1.
(c) Suppose that g ∈ G(K) and z ∈ K +Kx satisfy Δ(z) = z ⊗ g + 1 ⊗ z. If z /∈ K then g = a
and z = αx + b, where α ∈ k is not zero and b ∈ K satisfies Δ(b) = b ⊗ a + 1 ⊗ b.
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then {1, x, x2, . . .} is a basis for V . Suppose that Q(n) = (0) for some n  0. We may assume
that n is the smallest such integer. Since V(0) = K necessarily n 1. Now Q(n) = (0) means that
V(n−1) = V(n). Therefore V(n−1) = V() for all   n and as a consequence V(n−1) = V . Since
x ∈ V \K = V(n−1) \ V(0) necessarily n 2. Now {1, x, x2, . . . , xn−1} is a basis for V(n−1), and
thus for V , as a left K-module. We have shown part (a).
Assume the hypothesis of part (b). Then Q(n) = (0). In particular xn ∈ V(n−1) which means
that we have an equation xn = b0 + b1x + · · · + bn−1xn−1 for some b0, . . . , bn−1 ∈ K . This
equation is (8) of [16]. To conclude the proof of part (b) we apply Δ to both sides of the preceding
equation and compare terms in H ⊗H using the (K ⊗K)-basis. We sketch the details which are
found in [16].
First of all we note that (9)–(13) of [16] hold and observe that part (b) follows by the argument
after (13) of [16] with c = b0. As for part (c), write z = b0 + b1x, where b0, b1 ∈ K , and let
U = K +Kx. Noting that {xı ⊗ xj | 0 ı, j  1} is a (K ⊗K)-basis for U ⊗U , it follows that
Δ(z) = z⊗ g + 1 ⊗ z if and only if Δ(b0) = b0 ⊗ g + 1 ⊗ b0 and Δ(b1) = 1 ⊗ b1 = b1 ⊗ ga−1.
From the last two equations we deduce that 1(b1) = b1 = (b1)ga−1. The remaining details of
the proof of part (c) now easily follow. 
We now show that finite-dimensional pointed Hopf algebras of rank one over an algebraically
closed field of characteristic zero are quotients of smash products A#kG, with the tensor product
coalgebra structure, of simple-pointed Hopf algebras and group algebras. Note that the tensor
product coalgebra structure affords the algebra A # kG a bialgebra structure, provided A is a
kG-module coalgebra, which is the case for A of the next proposition.
Proposition 1. Let H be a finite-dimensional pointed Hopf algebra of rank one over an alge-
braically closed field of characteristic zero and set G = G(H):
(a) There exists an a ∈ G and x ∈ H \ H0 such that xa = qax for some non-zero q ∈ k and
Δ(x) = x ⊗ a + 1 ⊗ x.
Let a, x and q satisfy the conclusion of part (a).
(b) Suppose that g ∈ G and z ∈ H \ H0 satisfies Δ(z) = z ⊗ g + 1 ⊗ z. Then g = a and z =
α0x + β0(a − 1) for some α0, β0 ∈ k where α0 	= 0.
(c) a 	= 1, q is a primitive nth root of unity for some n 2, xn = α(an − 1) for some α ∈ k, and
{1, x, . . . , xn−1} is a basis for H as a left H0 = kG-module.
(d) There exists a group homomorphism χ :G → k∗ such that xg = χ(g)gx and
(χ(g)n − 1)α(an − 1) = 0 for all g ∈ G. Thus χ(a) = q 	= 1.
(e) a ∈ Z(G).
(f) Let A be the subalgebra of H generated by a and x. Then A is a simple-pointed sub-Hopf
algebra of H and is a kG-module algebra under the action g · (axm) = g(axm)g−1 =
χ(g)−m(axm) for all g ∈ G,  ∈ Z, and m 0.
(g) The bialgebra map A # kG → H given by h # g 
→ hg induces an isomorphism of Hopf
algebras (A # kG)/(a # 1 − 1 # a)  H .
Proof. We use the results of the discussion of the second example above. Here K = H0 = kG.
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Δ(x0) = x0 ⊗ a + 1 ⊗ x0 by the main theorem of [20]. Let U be the subspace of H consisting
of all elements z which satisfy Δ(z) = z ⊗ a + 1 ⊗ z. Then x0 ∈ U . Since a ∈ G it is easy to
see that aUa−1 ⊆ U . Let T be the linear endomorphism of U defined by T (u) = aua−1 for all
u ∈ U . Since G is finite a has finite order. Thus T m = IdH for some positive integer m. Since k is
an algebraically closed field of characteristic zero it follows that T is a diagonalizable operator.
Thus x0 is the sum of eigenvectors of T , one of which x does not belong to H0 since x0 does not.
Since U ⊆ H1 and the eigenvalues of T are not zero, part (a) follows.
Observe that π(1)(x) ∈ Q	(1) and is not zero. Thus {1, x} is a basis for the left H0-module
H0 +H0x ⊆ H1. Considering our first example above it is easy to see that {1, x} can be extended
to a basis for the left H0-module H1. Since H has rank one it follows that H1 = H0 + H0x and
Q
	
(1) is one-dimensional. Let V = K +Kx +Kx2 + · · · .
Suppose that the hypothesis of part (b) is satisfied. Then z ∈ H1 \ H0. Part (b) follows from
part (c) of Lemma 1 with the observation that if b ∈ H0 = kG satisfies Δ(b) = b ⊗ g + 1 ⊗ b
then b = β0(g − 1) for some β0 ∈ k.
Part (c) follows by part (b) of Lemma 1 and the observation of the preceding sentence. As
for parts (d) and (e), let g ∈ G. Then π(1)(g−1xg),π(1)(x) ∈ Q	(1) and neither are zero. Since the
latter is a one-dimensional vector space π(1)(g−1xg) = γπ(1)(x) for some γ ∈ k. Thus g−1xg =
γ x + b for some b ∈ H0. Coupled with the fact that {1, x} is a basis for a free left H0-submodule
of H , it follows that there is a group homomorphism χ :G → k∗ and a function β0 :G → H0
such that g−1xg = χ(g)x + β0(g) for all g ∈ G. Applying the coproduct to both sides of this
equation we see that g−1ag = a and Δ(β0(g)) = β0(g) ⊗ a + 1 ⊗ β0(g). Thus a ∈ Z(G) and
there is a function β :G → k such that β0(g) = β(g)(a − 1) for all g ∈ G.
Since a 	= 1, it is easy to see at this point that β(hg) = β(h) + χ(h)β(g) for all g,h ∈ G.
Now xa = qax means that χ(a) = q and β(a) = 0. Since β(ga) = β(g) + χ(g)β(a) = β(g),
β(ag) = β(a) + χ(a)β(g) = χ(a)β(g), and a ∈ Z(G), we conclude that β(g) = χ(a)β(g).
Since χ(a) 	= 1 by part (c) necessarily β(g) = 0 for all g ∈ G. Conjugating both sides of the
equation xn = α(an − 1) by g−1 ∈ G gives χ(g)nα(an − 1) = α(an − 1). We have established
parts (d) and (e).
Since H is generated as an algebra by H1 = H0 + H0x it follows that V = H by (c). Let N
be the order of a. Then n, which is the order of χ(a) = q , divides N . The algebra A defined
in part (f) has linear basis {axm | 0  < N, 0m < n} and is not commutative since a 	= 1.
By the calculations of part (a) and by part (b) it follows that A is simple-pointed. Note that
g(axm)g−1 = agxmg−1 = χ(g)m(axm) by parts (d) and (e). Part (f) now easily follows. The
reader is left with the straightforward proof of part (g). 
For a datum D = {G,χ,a,α} we construct a Hopf algebra HD with the following properties.
As an algebra HD is generated by G and x subject to the group relations for G,
xn = α(an − 1) and xg = χ(g)gx (2)
for all g ∈ G. The coalgebra structure of HD is determined by
Δ(x) = x ⊗ a + 1 ⊗ x and Δ(g) = g ⊗ g
for all g ∈ G. We note here that as a vector space HD has basis {gxm | g ∈ G, 0m< n}. Thus
DimHD = |G|n.
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algebra described in [16, (C.4)], where m = N and q = χ(a). As an algebra A is generated by a
and x subject to the relations
aN = 1, xa = qax, and xn = α(an − 1).
The coalgebra structure of A is determined by Δ(a) = a ⊗ a and Δ(x) = x ⊗ a + 1 ⊗ x. Further-
more {axm | 0  < N, 0m< n} is a basis for A as a vector space over k.
Let π :G → End(A) be the map determined by π(g)(axm) = χ(g)−maxm for all 0  < N
and 0  m < n. It is easy to see that π defines a G-module action on A which extends to a
kG-module algebra action on A. The reader is left with the short exercise of showing that the
quotient (A # kG)/(a # 1 − 1 # a) of the algebra A # kG with the tensor product coalgebra
structure meets our requirements for HD . We identify a and x with the cosets represented by
a # 1 and x # 1 respectively. Since the quotient is generated as an algebra by invertible grouplikes
and skew primitives involving invertible grouplikes it follows that it is a Hopf algebra by [12,
Corollaries 1.7.3 and 1.7.5].
Theorem 1. Let k be an algebraically closed field of characteristic zero:
(a) Every finite-dimensional pointed Hopf algebra of rank one over k is isomorphic to HD for
some datum D.
(b) For a datum D the Hopf algebra HD is pointed and has rank one.
(c) Let D = (G,χ,a,α) and D′ = (G′, χ ′, a′, α′) be data. Then HD and HD′ are isomorphic
as Hopf algebras if and only if there is an isomorphism of groups f :G → G′ such that
f (a) = a′, χ = χ ′◦f , and βα′(a′n − 1) = α(a′n − 1) for some non-zero β ∈ k, where n is
the order of χ(a).
Proof. We need only establish parts (b) and (c). To show part (b) let H = HG,χ,a,α . Since H is
generated by the subgroup of grouplike elements G and the skew primitive x it follows that H is
pointed Hopf algebra, as noted at the end of the preceding paragraph, which is generated by H1.
Furthermore G(H) = G by [12, Corollary 1.7.3]. By [16, Lemma 5] the only solutions z ∈ H
to Δ(z) = z ⊗ g + 1 ⊗ z for some g ∈ G are spanned by x and a − 1. Since H is pointed H1
is thus spanned by G together with products gx for g ∈ G by the theorem of [20]. Therefore
H1 = H0 + H0x which is a free left H0-module with basis {1, x}. We have shown that H has
rank one. Our proof of part (b) is complete.
To show part (c) we use parts of Lemma 1 without particular reference. First suppose that
there is an isomorphism of Hopf algebras F :HG,χ,a,α → HG′,χ ′,a′,α′ . Let f = F |G. Since
F(G(H)) = F(G(H ′)) it follows that f :G → G′ is a group isomorphism. Since F(Hm) = H ′m
for all m  0 and x ∈ H1 \ H0, it follows that F(x) ∈ H ′1 \ H ′0. Since Δ(F(x)) = F(x) ⊗
F(a) + 1 ⊗ F(x) we now conclude that F(a) = a′ and F(x) = α0x′ + β0(a′ − 1) for some
α0, β0 ∈ k, where α0 	= 0. Let g ∈ G. Conjugating both sides of this last equation by F(g)
we obtain α0χ ′(F (g)) = α0χ(g) and β0 = χ(g)β0. Since χ,a 	= 1 and α0 	= 0 it follows that
χ = χ ′◦(F |G) = χ ′◦f and β0 = 0. Thus F(x) = α0x′. Applying F to both sides of the equation
xn = α(an − 1) we obtain αn0α′(a′n − 1) = α(a′n − 1).
Conversely, suppose that the conditions of part (c) are met. Choose a non-zero β ∈ k such that
βnα′(a′n−1) = α(a′n−1). Then F :HG,χ,a,α → HG′,χ ′,a′,α′ defined by F(gxm) = βmf (g)x′m
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algebras). This completes our proof of part (c). 
Let D = (G,χ,a,α) be a datum. In our study of HD we may assume that α = 0 or α = 1
in the algebraically closed case. Observe that if {G,χ,a,α} is a datum, and α 	= 0, then so is
{G,χ,a,1}.
Corollary 1. Let k be an algebraically closed field of characteristic zero and suppose that
{G,χ,a,α} is a datum. If α 	= 0 then HG,χ,a,α  HG,χ,a,1.
We next examine the dual of HD = HG,χ,a,α . Let {gxm | g ∈ G, 0  m < n} denote the
basis for H ∗ dual to the basis {gxm | g ∈ G, 0 m < n} for H . Set g = g¯ and define ξ ∈ H ∗
by ξ(gxm) = δm,1 for all g ∈ G and 0  m < n. By slight abuse of notation we will regard the
character χ ∈ Gˆ as an element of H ∗ by setting χ(gxm) = χ(g)δm,0 for all g ∈ G and 0m< n.
The reader is left with the short exercise of showing that χ ∈ G(H ∗).
Proposition 2. Let k be any field, let D = (G,χ,a,α) be a datum and suppose that k contains
a primitive eth root of unit, where e is the exponent of G. Let H = HD and let n be the order of
q = χ(a). Then:
(a) ξm(gx) = (m)q !δm, for all 0m, g ∈ G, and 0  < n.
(b) gxm = 1
(m)q !gξ
m for all g ∈ G and 0m< n.
(c) As a k-algebra H ∗ may be regarded as being generated by symbols g for g ∈ G and ξ
subject to the relations
∑
g∈G
g = 1, gh = δg,hg, and gξ = ξag
for all g,h ∈ G and ξn = 0.
(d) ξχ = qχξ .
(e) The coalgebra structure of H ∗ is determined by
Δ(ξ) = ξ ⊗ χ +  ⊗ ξ
and
Δ(g) =
∑
h∈G
h ⊗ h−1g +
∑
h∈G
( ∑
r+s=n
αχ(h−1g)r
(r)q !(s)q ! hξ
r ⊗ (h−1a−ng − h−1g)ξ s
)
for all g ∈ G.
Proof. Parts (a)–(c) basically follow from the definition of product in H ∗. Use induction on m
in part (a) and use part (a) for the proof of part (b).
To prove parts (d) and (e) we note that for p ∈ H ∗ and ∑mı=1 pı ⊗ qı ∈ H ∗ ⊗ H ∗ that
Δ(p) =∑mı=1 pı ⊗ qı if and only if p(cd) =∑mı=1 pı(c)qı(d) for all c, d belonging to a span-
ning set for H . Let c = h0xr and d = 0xs , where h0, 0 ∈ G and 0  r, s < n. Then cd =
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α(an − 1)xr+s−n.
To show part (e) we first observe that ξ((g − h)xm) = 0 for all g,h ∈ G and 0m< n. Thus
ξ(cd) = χ(0)rδ1,r+s = δ1,r δ0,sχ(0)r + δ0,r δ1,s = ξ(c)χ(d) + (c)ξ(d). We have established
the formula for Δ(ξ).
Let g ∈ G. Then g¯(cd) = χ(0)r (δg,h00δ0,r+s + α(δg,h00an − δg,h00)δn,r+s) which is the
same as the expression∑
h∈G
h¯⊗ h−1g +
∑
h∈G,r+s=n
αhxr ⊗ (χ(h−1a−ng)rh−1a−ngxs − χ(h−1g)rh−1gxs )
on c ⊗ d . Therefore Δ(g¯) is this expression. Since αχ(g0)n(an − 1) = α(an − 1) for all g0 ∈ G,
the formula for Δ(g) now follows by part (b). 
Apropos of the theorem, the span of the g’s is a subalgebra B of H ∗ and B  (kG)∗ as an
algebra with g 
→ g|kG. Furthermore H ∗ is a free left B-module with basis {, ξ, . . . , ξn−1}.
Using part (e) we see that B is a subcoalgebra of H ∗ if and only if α(an − 1) = 0. In this case B
is a sub-Hopf algebra of H ∗ the algebra isomorphism B  (kG)∗ is an isomorphism of Hopf
algebras.
Suppose that α(an − 1) = 0 and let J = Rad(H). Then Jm = (xm) for all m 0. As a conse-
quence H ∗0 = J⊥ = B and H ∗1 = J 2⊥ = B +Bξ . In particular H ∗ is a Hopf algebra of rank one
as well.
2. Representations of HD and its double
Throughout this section k is any field,D = (G,χ,a,α) is a datum, where G is abelian, and we
assume that k has a primitive eth root of unity, where e is the exponent of G. These assumptions
are the implicit hypotheses of all the results of this section unless specified otherwise. We let
ρ = χ(a) and denote the order of ρ by n. We let Γ = Hom(G,k∗) denote the group of k-valued
characters. Sometimes we write Gˆ for Γ . For a subset B = {b1, . . . , bm} of a vector space V the
notation V = (B) = (b1, . . . , bm) means that B is a basis for V . Our notation conventions will
be understood in the statements of our results as well.
The next two propositions deal with the algebra structure of HD and its indecomposable
modules.
Proposition 3. Suppose that D is of nilpotent type. Then:
(a) Every finite-dimensional indecomposable HD-module is uniserial.
(b) The number of non-isomorphic indecomposable HD-modules equals |G|n.
(c) Denote by [μ] the coset of the subgroup (χ) generated by μ. A block of HD has the form⊕
λ∈[μ] Pλ.
Proof. We first show parts (a) and (b). To every γ ∈ Γ we associate the primitive idempotent
eγ = 1|G|
∑
γ (g−1)g of kG. Let J be the radical of H = HD . We observe that J = Hx and
H/J  kG. Thus every simple H -module is of the form kγ := keγ . Define the left ideal Pγ by
Pγ = Heγ . Clearly the set {xieγ | i ∈ [n]} is a basis for Pγ . Then the filtration J jPγ coincides
with the filtration Pγ,0 = Pγ ⊃ · · · ⊃ Pγ,j ⊃ · · · where Pγ,j is the span of all xieγ with i  j .
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principal indecomposable H -modules.
Suppose M is a submodule of Pγ . There exists the largest j such that M ⊂ Pγ,j . Then M +
Pγ,j+1 = Pγ,j because Pγ,j /Pγ, j+1 is one-dimensional. Therefore, J (Pγ, j /M) = Pγ,j /M
whence M = Pγ,j by Nakayama’s lemma. Thus all Pγ are uniserial. But then so is every finite-
dimensional indecomposable. For by a result of Nakayma [8, I.16.14] each such is an epimorph
of a Pγ . On the other hand, the subspace kxj eγ is a G-module isomorphic to kλ with λ = γχ−j .
Therefore, Pγ,j is the image of Pγχ−j . Letting γ run over the set {λχj | 0 j < n} we realize
every quotient of Pλ as a submodule of Pγ . Since each Pγ has exactly n submodules the proof
of parts (a) and (b) is complete. Part (c) follows from the preceding remark and the definition of
block [13]. 
Suppose that n > 1 and k contains a primitive nth root of unity ρ. Let G = (a) be cyclic
of order n and χ ∈ Gˆ be defined by χ(a) = ρ. Then the Taft algebra Tn,ρ = HD , where D =
(G,χ,a,0).
Proposition 4. Let k be a field containing a primitive eth root of unity, let D be a datum of non-
nilpotent type and H = HD . Then H is the direct sum of algebras isomorphic to Tn,ρ or Mn(k)
with each summand indecomposable as an algebra.
Proof. First of all note that by part (c) of Proposition 3 that the Taft algebra Tn,ρ is indecom-
posable as an algebra. Let Z = Kerχ . Since χ(a) = ρ the quotient G/Z is generated by aZ. It
follows that kG is a vector space direct sum
kG =
n−1⊕
i=0
aikZ. (∗)
For every λ ∈ Zˆ we let eλ = 1|Z|
∑
g∈Z λ(g−1)g be the corresponding idempotent in kZ. Since
1 =∑
λ∈Zˆ eλ we have H =
⊕
eλH . Put Hλ = eλH . Noting that Z is central in H we see that
each Hλ is a two-sided ideal of H . Since H =⊕n−1i=0 kGxi we have Hλ =⊕n−1i=0 eλkGxi and
by (∗) we obtain Hλ =⊕0i,jn−1 k(eλa)i(eλx)j . Put a¯ = eλa and x¯ = eλx. Set λ(an) = ω.
Since an ∈ Z we have a¯n = ω and x¯n = αω − 1. Thus Hλ is generated by a¯ and x¯ subject to the
relations x¯ · a¯ = ρa¯ · x¯ and a¯n = ω, x¯n = αω − 1.
If ω = 1 we clearly get Hλ = Tn,ρ . Otherwise, we replace k by its algebraic closure k¯ and pass
on to Hλ = Hλ ⊗ k¯. Pick θ,μ in k satisfying θn = ω and μn = ω− 1. Put t = a¯/θ and v = x¯/μ.
Clearly t, v are generators for Hλ satisfying vt = ρtv and tn = vn = 1. It is well known (see,
e.g., [18]) that Hλ  Mn(k¯). It follows that Hλ is a simple algebra. To show that it is split over k
it suffices to prove that it has a simple n-dimensional module over k.
It suffices to show that if L is a simple left H -module of dimension greater than one then
dimL = n. Suppose L is a simple H -module of dimension greater than one. Restricting L to G
we can find a G-eigenvector v ∈ L. Let ζ be the character of G afforded by kv. The subspace
(v, xv, . . . , xn−1v) is invariant under H hence equals to L. Moreover, kxiv is a one-dimensional
G-module of character ζχ−i . Thus the set xiv is linearly independent, if all xiv 	= 0. As the
latter is clear, the proof is complete. 
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We begin by reformulating the conclusions of Proposition 2 for H ∗D . The algebra structure
of H ∗D is specified by
ξn = 0 and ξγ = γ (a)γ ξ for all γ ∈ Γ. (3)
The coalgebra structure of H ∗ is determined by
Δ(ξ) = ξ ⊗ χ +  ⊗ ξ ; (4)
Δ(γ ) = γ ⊗ γ, if D is a nilpotent datum; (5)
Δ(γ ) = γ ⊗ γ
(
1 + (γ (a)n − 1)( ∑
l+r=n
1
(l)ρ !(r)ρ !ξ
l ⊗ χlξ r
))
otherwise. (6)
We proceed to the defining relations for D(HD).
Proposition 5. The double D(HD) is generated by G,x,Γ, ξ subject to the relations defining HD
and H ∗D and the following relations:
(a) gγ = γg for all g ∈ G and γ ∈ Γ ;
(b) ξg = χ−1(g)gξ for all g ∈ G;
(c) [x, ξ ] = a − χ ;
(d) γ (a)xγ = γ x, if D is nilpotent;
(e) γ (a)xγ = γ x + cγ (ρa − χ)ξn−1 where c = γ (a)n−1
(n−1)ρ ! , if D is non-nilpotent.
Proof. The calculations are based on a formula for multiplication in the Drinfel’d double D(H)
of a finite-dimensional Hopf algebra H as described in [17], namely
hp = (h1 ⇀p ↼S−1(h3))h2 = p2((S−1)∗(p1)⇀ h↼p3)
for all h ∈ H and p ∈ H ∗. As for part (a), let g ∈ G and γ ∈ Γ . We have gγ = (g ⇀ γ ↼ g−1)g.
Since ξ r (g) = 0 for all r > 0 the equation g ⇀ γ = γ γ (g) follows by (5) and (6). Likewise
γ ↼ g−1 = γ (g−1)γ . The proof of part (b) is similar to that of part (a); relation (4) is used in
place of (5) and (6).
To show part (c) we begin with Δ(2)(x) = x ⊗ a ⊗ a + 1 ⊗ x ⊗ a + 1 ⊗ 1 ⊗ x. Then, noting
that S−1(g) = g−1 and S−1(x) = −a−1x, we obtain
xξ = (x ⇀ ξ ↼ a−1)a + (ξ ↼ a−1)x − ξ ↼ a−1x.
Next we compute x ⇀ ξ = ,  ↼ a−1 = , ξ ↼ a−1 = ξ , and
ξ ↼ a−1x = (ξ ↼ a−1)↼x = ξ ↼ x = χ.
To establish part (e), we note as in part (c) that
xγ = (x ⇀ γ ↼ a−1)a + (γ ↼ a−1)x − γ ↼ a−1x.
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(γ ↼ a−1)(ξn−1 ↼ a−1). It is immediate that γ ↼ a−1 = γ (a−1)γ . To compute the second
term we note first that Δ∗(ξn−1) =∑(n−1
i
)
ρ
ξ i ⊗ χiξn−1−i . Since ξ i(g) = δ0,i it follows that
ξn−1 ↼ a−1 = ξn−1. All in all (x ⇀ γ ↼ a−1)a = γ (a)n−1
(n−1)ρ ! γ (a
−1)γ ξn−1a. Similarly one com-
putes
(
γ ↼ a−1x
)= (γ ↼ a−1)↼x = γ (a−1)γ (a)n − 1
(n− 1)ρ ! γχξ
n−1.
Therefore
xγ = γ (a−1)γ x + γ (a)n − 1
(n− 1)ρ ! γ
(
a−1
)
γ
(
ξn−1a − χξn−1).
In view of ξn−1a = χ−(n−1)(a)aξn−1 = ρaξn−1 the proof of part (e) is complete. Part (d) is a
simplified version of part (e). 
2.2. Simple D(HD)-modules
Let J (A) denote the Jacobson radical of a k-algebra A. We continue with the notation of
Section 2.1 and write H = HD , D = D(H). We construct a family of D-modules which plays the
key rôle in the sequel. Part (b) of Proposition 5 makes it clear that G acts on H ∗ by conjugation.
The subalgebra of D generated by H ∗ and G is isomorphic to the smash product H ∗ # kG,
which we denote by Ĥ ∗. One can see easily that Ĥ ∗  k(Γ × G) ⊕ kGJ(H ∗) = k(Γ × G) ⊕
J (Ĥ ∗). Thus all simple Ĥ ∗-modules are one-dimensional. They are in 1 − 1 correspondence
with characters of G × Γ . For each character λ :G × Γ → k we denote by kλ the associated
one-dimensional Ĥ ∗-module. Let 1λ be a non-zero element of kλ. The kλ is described by the
relations (gγ ).1λ = λ(gγ ) and J (H ∗).1λ = 0, where we write gγ for (g, γ ).
For a character λ we define a left D-module Z(λ) by Z(λ) := D ⊗Ĥ ∗ kλ. We note that since
D is a free Ĥ ∗-module on a basis {xi | 0 i  n− 1} Z(λ) has a basis {xi.1λ | 0 i  n− 1}.
Lemma 2. For D(H):
(a) [ξ, xr ] = (r)ρxr−1(χ − ρ−(r−1)a) and
(b) [ξ r , x] = (r)ρξ r−1(ρ−(r−1)χ − a)
for all r > 0.
Proof. To show part (a) we induct on r . The inductive step is
[
ξ, xr+1
]= [ξ, xr]x + xr [ξ, x] = (r)ρxr−1(χ − ρ−(r−1)a)x + xr(χ − a).
By parts (d) or (e) of Proposition 5 we see χx = ρxχ for any D in view of χn = 1 in case D
is of non-nilpotent type. It follows that [ξ, xr+1] = xr(((r)ρρ + 1)χ − ((r)ρρ−r + 1)a) =
xr(r + 1)ρ(χ − ρ−ra). Part (b) is proved similarly. 
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0 	= v ∈ M is called a λ-weight element if (γg).v = λ(γg)v. A weight element is called primitive
if in addition ξ.v = 0. Put differently kv  kλ as Ĥ ∗-modules. For an element g ∈ G we denote
by gˆ the character γ 
→ γ (g) of Γ . We let φ denote the character aˆχ−1 of G× Γ .
Lemma 3. For every D-module Z(λ) there holds:
(a) For every 0 r < n the element xr .1λ has weight λφr .
(b) Z(λ) is the direct sum of weight spaces each of which is one-dimensional.
Proof. Part (a) is clear by part (d) of Proposition 5 in the nilpotent case. Suppose D is of non-
nilpotent type. First we will show that for every s > r that ξ s(xr .1λ) = 0. The claim holds
for r = 0 because 1λ is primitive. Suppose s > r + 1. By Lemma 2 we have ξ s(xr+1.1λ) =
xξs(xr .1λ)+ (s)ρ(χ − ρ−(r−1)a)ξ s−1(xr .1λ). As s − 1 > r an obvious induction completes the
proof.
We have now
γ
(
xr .1λ
)= γ x(xr−1.1λ)= γ (a)x(γ xr−1.1λ)+ cγ (ρa − χ)ξn−1(xr−1.1λ)
= γ (a)x(γ (xr−1.1λ)).
An obvious induction on r yields γ (xr .1λ) = γ r(a)λ(γ )xr .1λ. On the other hand, the equality
g(xr .1λ) = χ−r (g)λ(g)xr .1λ follows readily from the defining relations of H .
To prove part (b) it suffices to show that the vectors xr .1λ, where 0  r < n, have distinct
weights. This is equivalent to showing that φt = 1 holds for t = 0 only. Pick a ∈ G and consider
a1Γ ∈ G× Γ . One has φt (a1Γ ) = ρ−t = 1 whence t = 0. 
Proposition 6. For a D-module Z(λ) the following holds:
(a) Z(λ) is simple if and only if λ(aχ−1) /∈ {1, ρ, . . . , ρn−2}.
(b) If λ(aχ−1) = ρs for some s, where 0  s  n − 2, then Z(λ) contains a unique proper
submodule generated by xs+1.1λ.
Proof. To show part (a) we set vr = xr .1λ for 0  r < n and suppose M is a D-submodule
of Z(λ). Since the vr ’s have distinct weights, M  vr for some r . We assume that r is the smallest
possible integer 0  < n such that M  v. Suppose r > 0. By Lemma 2 we have
ξvr = (r)ρxr−1
(
λ(χ)− λ(a)ρ−(r−1))1λ = (r)ρρ−(r−1)λ(χ)(ρr−1 − λ(aχ−1))vr−1.
By our assumption on λ it follows ξvr 	= 0; hence M  vr−1, a contradiction. Therefore r = 0
which means v0 ∈ M . Multiplying v0 by powers of x we see that M = Z(λ).
Assume the hypothesis of part (b) and set r = s + 1. One of our calculation in part (a) shows
that ξvr = 0. Since vr is a weight vector D acts on vr via the action of H . If D is nilpotent, then
the subspace (vs | s  r) is a proper D-submodule.
Suppose D is of non-nilpotent type. The equality λ(aχ−1) = ρs and χn = 1 make it clear that
λ(an) = 1. Therefore x acts nilpotently in Z(λ), hence (vs | s  r) is a D-submodule. Clearly
this submodule is unique. 
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radZ(λ) = (0) otherwise. We set L(λ) = Z(λ)/radZ(λ).
We let Λ = Ĝ× Γ stand for the set of the characters of G×Γ . We define evaχ−1 :Λ → k by
evaχ−1(λ) = λ(aχ−1) and we set K = Ker evaχ−1 .
Theorem 2. For H = HD and D = D(HD):
(a) L(μ)  L(λ) if and only if μ = λ. There are |G|2 non-isomorphic simple D-modules.
(b) For every d such that 1  d  n − 1 there are |K| non-isomorphic simple D-modules of
dimension d .
(c) The number of n-dimensional simple D-modules is |G|2 − (n− 1)|K| and is also greater or
equal to |K|.
Proof. To show part (a) we first observe that every L(λ) has a unique line of primitive vectors,
namely k1λ. Since under every D-map primitives are mapped into primitives, the first assertion
of part (a) follows.
As to the second assertion of (a), we note that the Ĥ ∗-socle of a simple D-module L is non-
zero, hence contains a primitive element of weight λ for some λ ∈ Λ. Therefore L is an epimorph
of Z(λ).
For every m which satisfies 1m n−1 the equation λ(aχ−1) = ρm has a solution 1Γ aˆ−m,
hence |K| solutions. On the other hand, by Proposition 6 we have dimL(λ) = d if and only if
λ(aχ−1) = ρd−1. We have established part (b).
It follows from part (b) that im evaχ−1 ⊃ (ρ). Since |Λ| = |G|2 we have
|G|2 = |K||im evaχ−1 | n|K|.
As the number of simple modules of dimension less than n is (n− 1)|K|, part (c) follows. 
2.3. PIMs and blocks
We begin by describing simple projective modules. It will turn out that the simple projective
modules coincide with the class of n-dimensional simple modules. Thus they are analogous to
the Steinberg simples of the classical modular representation theory [10]. We will show their
projectivity by constructing an embedding of each such as a direct summand of D. First we need
a generalization of Lemma 2.
Lemma 4. For every r and s there holds in D
[
ξ r , xs
]= min(r,s)∑
i=1
xs−ihiξ r−i ,
where hi = (r)ρ · · · (r − i + 1)ρ
(
s
i
)
ρ
∏i
j=1(χ − ρi+j−r−sa).
Proof. The above formula is analogous to the Kac’s formula (1.3) of [5]. It’s proof with full
details can be found in [11]. Some technical details to be filled in are left to the reader. 
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Proof. We associate to a λ ∈ Λ the idempotent eλ = 1|G|2
∑
v∈G×Γ λ(v−1)v of k(G×Γ ). Define
f ∈ D by f = eλξn−1xn−1. By relation (4) and Proposition 5(b) we have ξv = φ(v)vξ . There-
fore ξeλ = eλφ−1ξ . We conclude that ξeλξn−1xn−1 = 0. This shows that f is a primitive element
of weight λ. Hence M := Df is an image of Z(λ). Since L(λ) = Z(λ) it follows M  L(λ).
On the other hand, we claim that f is a quasi-idempotent in the sence that f 2 = cf , 0 	=
c ∈ k. For, by Lemma 4 and in view of ξf = 0 we have ξn−1xn−1f = hn−1f with hn−1 =
(n− 1)ρ !∏n−1j=1(χ −ρ−n+j+1a). As hn−1eλ = λ(hn−1)eλ it remains to show that this constant is
non-zero. But Z(λ) is simple by the hypotheses, hence λ(aχ−1) 	= ρs for every 0 s  n − 2.
Thus λ(hn−1) 	= 0 and the proof is complete. 
We put Λ˜ for the set of weights that map aχ−1 to a ρs for some s, 0 s  n−2. For a λ ∈ Λ
we denote by d(λ) the above integer s if λ ∈ Λ˜, and we set d(λ) = −1 otherwise. We define a
mapping σ :Λ → Λ by σ(λ) = λφd(λ)+1.
Lemma 5. The mapping σ has the following properties:
(a) d(σ (λ)) = n− d(λ)− 2.
(b) σ(Λ˜) = Λ˜.
(c) Let m = 1
n
ord(a) if D is of non-nilpotent type, and m = 1
n
(lcm(ord(a),ord(χ)), otherwise.
The mapping σ has order 2m.
Proof. A direct calculation yields σ(λ)(aχ−1) = ρn−d(λ)−2. Therefore σ(λ) ∈ Λ˜. Now σ 2(λ) =
λφn and therefore σ 2m(λ) = λ. One can check that 2m is the smallest integer with that prop-
erty. 
Lemma 6. Suppose λ ∈ Λ˜. Then Z(λ) is a non-split extension of L(σ(λ)) by L(λ).
Proof. By Proposition 6 radZ(λ) is generated by xd(λ)+1.1λ. That generator is primitive of
weight σ(λ) by Lemma 3. Thus radZ(λ) is isomorphic to L(σ(λ)). 
The next lemma is central to the proof of the main theorem.
Lemma 7. For every λ ∈ Λ˜ there exists a non-split extension E of L(σ−1(λ)) by L(λ). E is not
isomorphic to Z(λ).
Proof. Suppose D is of nilpotent type. In this case H is normalized by Γ and we can form the
sub-Hopf algebra Ĥ = H # kΓ . We can repeat the above construction of Z(λ) with Ĥ in place
of Ĥ ∗. Thus, let ν ∈ Λ and denote by kν the one-dimensional Ĥ -module satisfying (gγ ).1k =
ν(gγ ), x.1k = 0. We define a D-module Z′(ν) by Z′(ν) := D ⊗Ĥ kν .
Let 1ν be a non-zero element of kν . Set wi = ξ i .1ν for 0 i  n − 1. Clearly Z′(ν) = (wi |
0 i  n−1). It turns out that Z′(ν) is reducible with a unique submodule R = (wm, . . . ,wn−1)
if and only if ν(a−1χ) = ρm−1 for some m which satisfies 1m n− 1. The proof runs along
the lines of Proposition 6 with part (b) of Lemma 2 in place of part (a). We define m(ν) to be the
exponent e on ρ satisfying ν(a−1χ) = ρe.
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has weight νφ−(n−1). On the other hand, Z′(ν)/R is generated by a primitive vector wm−1 +R of
weight νφ−(m−1). It follows that Z′(ν) is a non-split extension of L(νφ−(n−1)) by L(νφ−(m−1)).
Now set ν = λφd with d = d(λ). One can check that ν(a−1χ) = ρd . Therefore the m(ν) = d and
consequently νφ−m = λ and νφ−(n−1) = λφ−n+d+1. By Lemma 5 σ−2(λ) = λφ−n, and since
d(λφ−n) = d(λ) we see that σ−1(λ) = σ(σ−2(λ)) = λφ−n+d+1 which completes the proof of
the first statement of the lemma in this case.
If σ 2 	= 1 or, what is the same σ 	= σ−1, E and Z(λ) distinct socles hence are non-isomorphic.
Suppose σ−1 = σ . We note that Z(λ) is primitively generated for every λ. On the other hand,
Z′(ν) has a unique line kwn−1 of primitive vectors. Since wn−1 generates a proper submodule
of Z′(λφd) it follows that Z′(λφd) is not isomorphic to Z(λ).
Suppose D is of non-nilpotent type. Pick a weight ν ∈ Λ. We will construct an n-dimensional
D-module Z′(ν) by the ‘brute force.’ Select a set {ei | 0  i  n − 1} and make it a basis
for Z′(ν). We define an action of generators of D in the basis as follows:
(1) ξei = ei+1 for 0 i  n− 2, and ξen−1 = 0;
(2) (gγ )ei = (νφ−i (gγ ))ei, 0 i  n− 1;
(3) xe0 = ν(a−ρχ)(n−1)ρ ! en−1 and xei = (i)ρν(a − ρ−(i−1)χ)ei−1 for i  1.
We must show that Z′(ν) is annihilated by the defining relations of D(H). We are going to
verify three ‘harder’ relations leaving the remaining five to the reader. Below we put κ = ν(a−ρχ)
(n−1)ρ ! .
(a) The relation xn = an − 1. For every i such that 0  i < n we have xnei =∏n−1i=0 ν(a −
ρ−iχ)ei . Now
∏n−1
i=0 (a − ρ−iχ) = an −χn = an − 1. Thus xnei = (an − 1)ei holds for every i.
(b) The relation [x, ξ ] = a − χ . (i) Take i = 0. We have, on the one hand, (ξx)e0 = ξ(xe0) =
κξen−1 = 0 and xξe0 = xe1 = ν(a − χ)e0 by definition of the action.
(ii) Let i  1. We have (xξ)ei = xei+1 = (i + 1)ρν(a − ρ−iχ)ei and (ξx)ei = (i)ρν(a −
ρ−(i−1)χ)ei . Therefore
[x, ξ ]ei =
[
ν(a)
(
(i + 1)ρ − (i)ρ
)− ν(χ)((i + 1)ρρ−i − (i)ρρ−(i−1))]ei
= (ν(a)ρi − ν(χ)ρ−i)ei = (a − χ)ei .
(c) The relation (e) of Proposition 5 which we rewrite as γ x = γ (a)xγ − cγ ξn−1(a − ρχ),
where c = γ (an)−1
(n−1)ρ ! .
(i) Take i = 0. We have, on the one hand,
γ xe0 = κγ en−1 = κνφ−(n−1)(γ )en−1 = κν(γ )γ
(
a−(n−1)
)
en−1.
On the other hand, hitting e0 by the right-hand side of the relation yields γ (a)ν(γ )κen−1 −
cν(a−ρχ)ν(γ )γ (a−(n−1))en−1. One can see readily that both expressions coincide for the cho-
sen value of κ .
(ii) For every i  1 we have on the one hand (γ x)ei = γ (i)ρ(a − ρ−(i−1)χ)ei−1 =
(νφ−(i−1))(γ )xei . Since ξnei = 0 for every i  1 the action of the right-hand side of the re-
lation reduces γ (a)xγ ei = γ (a)(νφ−i )(γ )xei , and the equality of both sides becomes obvious.
It remains to show that Z′(ν) is the desired extension for a suitable choice of ν. First we
note that {ei} is a weight basis of Z′(ν) meaning that its distinct vectors have distinct weights. It
L. Krop, D.E. Radford / Journal of Algebra 302 (2006) 214–230 229follows as in the proof of part (b) Proposition 6 that if ν(a−1χ) = ρs , then Z′(ν) has a unique
submodule R′ = (es+1, . . . , en−1). Since en−1 is primitive of weight νφ−(n−1) and em + R′ is
primitive of weight νφ−m we conclude that R′  L(νφ−(n−1)) and Z′(ν)/R′  L(νφ−m).
Now set ν = λφd with d = d(λ). Verbatim to the similar part of the proof for D nilpotent we
see that Z′(λφ−d) is a non-split extension of L(σ−1(λ)) by L(λ). 
We let P(λ) denote the projective cover of L(λ). We denote by J i(λ), i = 0,1, . . . , the terms
of the radical series of P(λ). The structure of P(λ) is described in the next theorem.
Theorem 3. Let λ ∈ Λ˜. The radical series of P(λ) is
P(λ) ⊃ J (λ) ⊃ L(λ) ⊃ 0
with
J (λ)/L(λ)  L(σ(λ))⊕L(σ−1(λ)).
Proof. We recall that D(H) is a symmetric algebra for every finite-dimensional H . For it is
well known that D(H) is unimodular [17], and S2 is inner [6]. These two properties guarantee
symmetry by a result of [15]. Further in a symmetric algebra P(λ)/J (λ) = socP(λ), hence
socP(λ) = L(λ).
Let μ be a weight distinct from λ. Right by definition of the functor Ext1D one has the
isomorphism HomD(J (λ),L(μ))  Ext1D(L(λ),L(μ)). See [3] or [13]. Taking μ = σ±1(λ)
we see by the previous lemma that J (λ) has a section L(σ(λ)) ⊕ L(σ−1(λ)). The conclu-
sion is valid in case σ 2 = 1 as well. For in this case dim Ext1D(L(λ),L(σ (λ)))  2 and so is
dim HomD(J (λ),L(σ (λ))). Thus the multiplicity of L(σ(λ)) in J (λ)/J 2(λ) is at least 2.
The proof will be complete if we show that dimP(λ) = 2n for every λ ∈ Λ˜. For the preceding
paragraph shows, in view of dimL(σ±1(λ))+ dimL(λ) = n, that dimP(λ) 2n, and the equal-
ity there would force J 2(λ) = L(λ). To establish the equality we use a direct dimension count.
Noting that k is a splitting field for every simple D-module the decomposition of the regular
representation of D yields the equality
D =
⊕
λ∈Λ˜
P (λ)d(λ)+1 ⊕
(⊕
Mn(k)
)
(7)
found in [4]. There Mn(k) is the complete matrix algebra of degree n and the second sum has
|Λ \ Λ˜| summands. Recall that by Theorem 2 for every d such that 1 d  n − 1 there are N
non-isomorphic simple modules of that dimension, where N is the order of a subgroup of Λ.
Therefore |Λ˜| = (n− 1)N . It follows that the right-hand side of (7) has dimension  dimD with
the strict inequality if dimP(λ) > 2n for at least one λ ∈ Λ˜. Since the latter is impossible, we
are done. 
We can now easily describe the blocks of D. Let G be the group generated by σ . The action
of G plays the rôle of the ‘dot’ action of the Weyl group in the theory of modular restricted
representations of classical Lie algebras [9]. For a weight λ ∈ Λ˜ we put [λ] = Gλ.
230 L. Krop, D.E. Radford / Journal of Algebra 302 (2006) 214–230Theorem 4. Each block of D is either simple, isomorphic to Mn(k), or as a left D-module, it is
isomorphic to
⊕
μ∈[λ] P(μ)d(μ)+1.
Proof. If λ /∈ Λ˜, then L(λ) is projective by Proposition 7. Therefore the block of L(λ) is the sum
of its copies, hence equals to EndkL(λ).
If λ ∈ Λ˜, then by Theorem 3 P(λ) and P(μ) are linked by a sequence of PIMs sharing a com-
position factor if and only if μ = σ±1(λ). The assertion follows by definition of block [13]. 
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