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Re´sume´
Dans cette the`se nous e´tudions comment la forme des micro et nano-domaines
biologiques impacte l’e´lectrodiffusion dans ces derniers. L’e´lectrodiffusion est de´crite
a` l’aide des e´quations aux de´rive´es partielles de Poisson-Nernst-Planck (PNP) dans
des domaines non-triviaux ayant une forme cuspide ou elliptique. Notre objectif est
de de´velopper des mode`les ainsi que des me´thodes mathe´matiques afin d’e´tudier les
caracte´ristiques e´lectriques de ces nano/micro-domaines, et ainsi mieux comprendre
comment les signaux e´lectriques sont module´s a` ces e´chelles.
Dans la premie`re partie nous calculons la distribution de charges e´lectriques ainsi
que le voltage a` l’e´quilibre dans un e´lectrolyte confine´ dans un domaine borne´, ou`
l’on suppose un fort exce`s de charge positive. Le proble`me PNP se re´duit a` une
e´quation de Liouville dont les conditions de bord de Neumann re´sultent de la condi-
tion de compatibilite´ de l’e´quation de Poisson. D’abord, nous e´tudions les solutions
pour des domaines posse´dant une syme´trie radiale. Nous estimons ensuite le premier
temps de sortie dans une boule charge´e et montrons qu’il de´pend de la surface et
non du volume de la boule. Nous e´tudions ensuite la ge´ome´trie compose´es d’une
boule a` laquelle est attache´e un domaine cuspide. Nous construisons une solution
asymptotique dans les cas 2D et 3D en faisant appel a` la transformation conforme
de Mo¨bius. Celle-ci se´pare la partie radiale et la partie angulaire du premier ordre
du flot de la solution. Nous montrons que les potentiels en 2D et 3D sont donne´s
au premier ordre par la meˆme expression. Nous e´tudions ensuite le cas ou` la condi-
tion de Neumann n’est pas uniforme sur la surface. Nous de´veloppons une me´thode
base´e sur la the´orie des couches limites afin de construire une approximation dans
ce cas. Enfin, nous e´tudions une ge´ome´trie forme´e d’une ellipse. Nous utilisons une
transformation de Schwartz-Christoffel a` parame`tre dans le but est de de´terminer la
forme optimale d’un nouveau domaine ou` le flot longitudinal du champ de vecteur
est line´arise´, donnant lieu, au premier ordre, a` une solution harmonique pour le
potentiel. Pour ces deux types de ge´ome´trie nous mettons en e´vidence l’impact de
la courbure du domaine sur les diffe´rences de potentiel dans le domaine.
La seconde partie porte sur la mode´lisation de la compartimentalisation e´lectrique
des e´pines dendritiques. La ge´ome´trie de celles-ci est approxime´e par une teˆte
sphe´rique connecte´e a` la dendrite par un cou fin cylindrique. On mode´lise l’e´lectro-
diffusion dans l’e´pine lorsqu’un courant e´lectrique est injecte´ au sommet et que la
dendrite se comporte comme un re´servoir e´lectro-neutre et isopotentiel. A´ partir
de simulations nume´riques, nous mettons en e´vidence la polarisation de concentra-
tion dans l’e´pine ainsi que le roˆle e´lectrique de chacun des compartiments. Nous
comparons ensuite notre mode`le a` des donne´es de microscopie a` encre fluorescente
sensible au voltage. Nous de´veloppons une me´thode de de´convolution pour extraire
la dynamique rapide du voltage a` partir de la dynamique lente des encres fluores-
centes. Enfin nous estimons la re´sistance du cou et montrons que celle-ci ne suit pas
la loi d’Ohm.
Mot-cle´s: Poisson-Nernst-Planck; Electrodiffusion; Transformation conformes; Polari-
sation de concentration; Microdomaines; Liouville; Non-electroneutralite´; Asymptotique;
EDP non line´aires.
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Abstract
In this PhD we study how electro-diffusion within biological micro and nano-domains
is affected by their shapes. We use the Poisson-Nernst-Planck (PNP) partial differen-
tial equations to describe the electro-diffusion in non-trivial shapes such as domains
with cusp and ellipse. Our goal is to develop models, as well as mathematical tools,
to study the electrical properties of micro and nano-domains, to understand better
how electrical neuronal signaling is regulated at those scales.
In the first part we estimate for several geometries the steady-state distribution
of ions and the electrical potential inside an electrolyte confined in a bounded do-
main, within which we assume an excess of positive charge. The PNP equations
then reduces into a Liouville equation whose Neumann boundary conditions result
from the Poisson equation’s compatibility condition. Then we start describing the
solution for domains having a radial symmetry. To do that, we estimate the mean
first passage time (MFPT) in a charged ball. We found it mostly depending on the
surface and not on the volume. We further study a geometry composed of a ball
with an attached cusp-shaped domain. We construct an asymptotic solution for
the voltage in 2D and 3D using the Mo¨bius conformal map. This transformation
uncouples the angular and radial components of the leading order Liouville solution
flow. We show that to leading order expressions for the voltage in 2D and 3D are
identical. We extend our analysis of the cusp-shaped domain for non-uniform Neu-
mann boundary conditions. We develop a method based on boundary-layer theory
to approximate the solution. Finally, we study the voltage in an elliptical-shaped
domain. We use a parameter dependent Schwartz-Christoffel conformal map to find
the optimal shape that linearizes the longitudinal flow of the Liouville solution. The
voltage is then computed solving a Laplace equation. For both cusp-shaped and
elliptical domains, we find that the curvature affects the electrical landscape.
In the second part of this PhD, we model the electrical compartmentalization in
dendritic spines. We first approximate the spine as a spherical head connected the
dendrite via a thin cylindrical neck. We further model the electrodiffusion in spine
when a current composed of positive charges is injected at the spine top while its
base is connected to an isopotential reservoir. We investigate numerically the effect
of changing the geometry using the electro-diffusion model in non-cylindrical geome-
try. We find concentration polarization in the spine and identify electrical properties
of each compartment. In a second time, we compare our model to experimental data
of voltage-sensitive dye fluorescence from microscopy imaging. We develop a decon-
volution method to recover the fast voltage dynamic from the slow dye dynamics.
We estimate the neck resistance, and we found that, contrary to Ohm’s law, the
spine neck resistance can be inversely proportional to its radius when the injected
current is large.
Keywords: Poisson-Nernst-Planck; Electrodiffusion; Conformal mapping; Concentra-
tion polarization; Microdomains; Liouville; Non-electro-neutrality; Asymptotics; Nonlin-
ear PDEs.
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Introduction
In this PhD thesis I develop mathematical models to study how the cell geome-
try influences the electrical properties of neuronal microdomains such as synapses.
Indeed, it is unclear what defines the electrical properties of biological micro- and
nano-domains. To address this question I use the electro-diffusion theory, based on
the classical coarse-grained Poisson-Nernst-Planck equations, to model the dynam-
ics of ions in solutions and to compute the distribution of the voltage [173].
There are several difficulties in this modeling: first if we consider the scale of individ-
ual ion, we are left with studying many interacting particles, which is not possible,
even numerically, because we are interested in time scale of milli to hundreds of
milliseconds. Thus, a coarse-grained approach is well suited. Another difficulty is
the variety of small and large scales that create narrow passages for ions and can
lead to very high local electrical fields. For example, in the large scale limit of simple
geometries such as cables, biological cells have been approximated as electrical sim-
plified devices where resistances and capacitances are organized in networks [114].
In the continuum limits, these organization leads to the classical cable theory, which
is a one dimensional diffusion type equation for the voltage, developed by Lord
Kelvin in the ninteenth century, to explain the flow of electricity in submarine ca-
bles. This equation is now used to estimate the propagation of an electrical signal
in nerve fibers, as demonstrated by the work of Cole, Goldman, Hodgkin and Katz
[17, 69, 81, 82]. The cable equation, which considers the geometry as a 1D wire, gave
good predictions for propagation in copper wires, squid giant axons or ionic chan-
nels, where the changes in concentration of ions are negligible. However, in small
compartments that cannot be reduced to a one dimensional cable [93, 114, 210],
the assumptions used for the derivation of the cable equations are not satisfied, in
particular, the geometry is not cylindrical and the ionic concentration is not neces-
sarily constant. In that context, I develop modeling, asymptotic analysis, numerical
simulations and analysis of electrophysiological time series to study the role of small
nano to micro structures on the physiological function.
The conclusion of this thesis is that the great variety of synaptic shapes can mod-
ulate the electrical conduction of the synaptic current. This conversion of current
into voltage depends crucially on the geometry of the synapses. Thus, we propose
that these geometrical structures could participate in encoding local memory in the
neuronal cells.
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Figure 1: Anatomy of a neuron and dendritic spine A. Microscopy imaging of
a neuron, adapted from [148]. B. Schematic representation of a chemical synapse. C-D
3D reconstruction from electron microscopy adapted from [210]. The red structure is the
Post-Synaptique Density (PSD) [210].
A biological background: From neurons to dendritic spines
Neurons are biological cells specialized in processing and transmitting cellular sig-
nals. Their role as independent cell, organized in network, has first been recognized
in 1888 by the anatomist Santiago Ramo´n y Cajal [30]. Neurons have various sizes
and shapes depending on their location and function. Their typical anatomy con-
sists in a soma, an axon and several dendrites (Fig. 1A). The soma contains the cell
nucleus and organelles [108], while axons and dendrites are both soma projections.
Contrary to the axon, the dendrites collect neuronal information in the form of elec-
trical impulses such that they go from the dendrites to the soma. When the sum
of electrical impulse reaches a certain threshold, the soma fires a sharp membrane
potential perturbation called an Action Potential (AP). An AP initiated at the soma
will then propagate in the axon.
Two neurons exchange chemical molecules at a specific region called a chemical
synapse. It is composed of three compartments: the presynaptic and the postsy-
naptic terminals and the narrow 20nm width region in between which is referred
as the synaptic cleft (see Fig. 1B). Synapses can be either inhibitory or excitatory:
the first one makes the soma less likely to fire an AP, while the second one enhance
APs. From now on I will focus on the postsynaptic compartment called a dendritic
spine.
Dendritic spines (hereafter referred to as spines) have been described by Ramo´n y
Cajal, yet their role remains unclear until today. Dendrite protrusions are found
on the majority of excitatory neuronal connections. Interestingly, there is a clear
discrepancy between excitatory and inhibitory synapses: the firsts are mostly made
on spines, while the seconds favor a direct connection to the dendritic shaft [44].
The spines mushroom shape is composed in average of a bulby head and a thin neck
that connects the head to the dendritic shaft (see Fig. 1A-C). Still, there is a large
variability in spines shape as show in Fig. 1D. The head diameter is about 1µm,
the neck length is in the range of 0.2 to 1.5µm while its radius is <100nm [18, 210].
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The characteristic morphology of the spines has led to the idea that they are bio-
chemical compartments, in particular for calcium ions [209]. Yet, the spine presence
is not mandatory for such effect since calcium compartmentalization can be found
in neurons devoid of spines [68]. electrical compartmentalization in spines was sug-
gested in [197], characterized by the spine head and the dendritic shaft not being
isopotential [211] following a synaptic event when the voltage increase in the spine
head. It is called an excitatory post-synaptic potential (EPSP). How this EPSP is
then filtered by the spine neck, which is modeled electrically as a resistance remains
controversial as we discuss below.
Electrical compartmentalization implies a large spine neck resistance, an idea that
still divides the community [37, 46, 99, 113, 154, 188]. There is no consensus as
illustrated by the large range of resistances reported in the literature. Indeed, the
conclusions of different optical studies are mixed: some suggest an attenuation of
EPSPs [7, 9, 76], others suggest instead that spines are isopotential with the den-
drites and do not alter EPSPs [188, 196]. Diffusional studies of small fluorescent
molecules through spines have predicted neck resistances of 4-50MΩ [188] or 56MΩ
[196]. Other studies suggest a lack of voltage filtering of dendritic spine [4, 154]
with a resistance of 30MΩ. I will present evidences in this thesis of the decay of the
EPSPs from the spine head to the parent dendrites, and that the resistance of the
spine can be derived from the law of electro-diffusion in the spine geometry as that
the classical cable equation is not sufficient.
0.1 Part I: Electrostatics of non-neutral biological
micro-domains
Dendritic spines [210] and astrocytic processes [163] regulate synaptic transmission.
Filopodia are finger-like structures at the nanometer-scale that contribute among
other to the connectome development [45, 105, 135] and the immune response [123].
Although, those structures are engaged in various cognitive tasks such as learning
and memory [79, 165, 174, 176], yet, little is known about them. Indeed, if great
geometrical details can be obtained from electron microscopy techniques [210], ac-
cessing directly quantities such as the voltage or ionic concentrations in small do-
mains remains, in general, impossible [93, 102, 117]. Consequently, we use a modelin
gapproach to investigate these micro-domains, that we shall model as ball connected
to a cylinder, elongated ellipses or cusp-shaped domains [93]. The physical model I
used to describe biological electrolyte solutions is the steady-state electro-diffusion
in a non-neutral electrolyte.
0.1.1 The Poisson-Nernst-Planck equations
The motion of ions in solutions can driven by two physical forces: diffusion and an
electrical force. For such ion, the Smoluchowski limit of the Langevin equation is
written as
γx˙ = zeE(x, t) +
√
2γkBT
m
w˙, (1)
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where γ is the friction coefficient per unit mass, kBT the thermal energy, m is the
mass, zeE(x, t) is the electrostatic force and w˙ represents a Gaussian white noise.
The Probability Distribution Function (PDF) pi(x, t) os an ion i whose motion
is described by the Smoluchowski equation (1) is solution of the Fokker-Planck
equation [170]
∂pi(x, t)
∂t
= Di∇
(
∇pi(x, t)− zie
kBT
pi(x, t)E(x, t)
)
, (2)
where Di is the diffusion constant. In a dilute electrolyte, we assume that charges do
not interact with each other. Consequently, the density of charges ρi(x, t) of the i
th
specie is Ni pi(x, t), where Ni is the number of charges i [173]. The Fokker-Planck
equation (2) for the density of particle becomes:
∂ρi(x, t)
∂t
= Di∇
(
∇ρi(x, t)− zie
kBT
ρi(x, t)E(x, t)
)
. (3)
This equation (3) represent the Nernst-Planck (NP) equations, that were described
at the end of the nineteenth century by Walther Nernst and Max Planck [143, 144,
152]. One can notice that for uncharged particles, the equation mentioned above
simply reduces to the classical diffusion equation [170, 58]. When there are no
external field, the electrical field E(x, t) is given by
E(x, t) = −∇V (x, t), (4)
where V (x, t) is the electrical potential. Then, the Maxwell-Gauss formula [59]is
the classical Poisson equation that connect the charge density to the voltage
∆V (x, t) =
e
εrε0
n∑
i=1
zi ρi(x, t), (5)
where εrε0 is the electrical permitivity. It was noticed that one could also add fixed
charges to eq. (5) [140, 214]. The equations (3) and (5) form the Poisson-Nernst-
Planck (PNP) equations.
The PNP equations have been applied successfully in the study of ionic channels
[14, 15, 69, 140, 173, 177, 193], yet relying on geometrical simplifications. Indeed,
solving PNP is a burdensome task which is often overpassed imposing Local Electro-
Neutrality Principle (LENP) [16, 159].
Local electro-neutrality principle: The LENP consists in replacing the Poisson
equation (5) with an algebraic relation between the ionic densities ρi:∑
i
ziρi(x, t) = 0, for x ∈ Ω. (6)
In other words, a given region of space must always contain the same number of
charges of either sign, thus ensuring its macroscopic neutrality. Although that can-
not be deduced from Maxwell’s laws, the LENP is routinely used in electro-chemistry
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when the characteristic size Lc of the domain of interested is much larger (∼ tens
of microns) than the Debye length [160]:
λD =
√
εε0kBT
eF
∑n
i=1 z
2
i c
0
i
, (7)
where c0i is the bulk concentration [50]. Nonetheless, such simplification prevents
any effects of the boundary on the voltage to be accounted for. Still, matched
asymptotic expansion based methods exist to bypass such problems [20, 21, 146].
Yet, these approaches assume λD  Lc and an electro-neutral bulk. So, applying
the LENP to geometries having characteristic length of dozens of nanometers up to
few micrometers may lead to misleading interpretations [114, 159].
Non electro-neutrality: Modeling an unbalance between the number of positive
and the negatives charges cannot be done with the LENP, since equation (6) is no
longer true. For example, studying the electrical potential near a charged surface
that results from a particular organization of the ions into non-electro-neutral layers
cannot be done with the LENP [5].
Nevertheless, non electro-neutrality is particularly relevant in life sciences where the
cellular membrane is rich in ion channels that regulate the transport of ions and
molecules between the interior and the exterior of the cell. Indeed, most of the
channels, such as AMPA and NMDA [81, 108, 114, 210], are ion selective. After
activation triggered by a specific chemical cascade, they induce a current composed
exclusively of Na+ and Ca2+ cations leading to a charge unbalance. In this context,
how a small compartment geometry impacts the distribution of the voltage in the
presence of an excess of positive charges is still unclear.
Additionally, the literature shows a strong discrepancy between the concentration
of mobile cations (K+ (155mM) and Na+ (12mM)) and anions (Cl− (4.6mM)) [81].
This large excess of positive charge is probably balanced by negatively charged
molecules of various size, but their diffusion coefficients are certainly smaller than
those of the mobile ions and this difference could even be amplified in tortuous
domains [162, 189].
0.1.2 Stationary PNP for non-neutral electrolytes
Background: I investigated the consequences of an excess of positive charge on
the voltage and on the charges distribution in a dimensionless confined domain Ω.
For this purpose, I introduced a (1, 1) electrolyte (zp = zm = 1) where the number
of positive charges Np is in large excess compare to the negative ones Nm. I defined
the ratio ζ = Nm/Np  1 such that, in this limit, the leading order term U0(x) of
the adimensionalized potential U(x) is solution of the Liouville equation
−∆U0(x) = µ(Np)e−U0(x) in Ω (8)
∂U0(x)
∂n
= − lBNp
Lc|∂Ω| on ∂Ω,
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where Lc is the domain characteristic length and
µ(Np) =
lBNp
Lc
∫
Ω
e−U0(s) ds
> 0. (9)
The Liouville equation (8) has been widely used in physics and biology to de-
scribe the voltage in electrolytes (µ > 0) [35, 98, 159, 202], in the representation
of gravitationaly induced self-aggregation (µ < 0) [25, 43, 207], and much more
[29, 36, 65]. The well-possessedness of solutions for (8) has been studied exten-
sively for bounded domains [13, 67, 110, 120, 121, 122] as well as its monotonicity
[38, 66, 128]. Nevertheless, for some cases an analytical solution can be explicitly
computed. Due to the radial symmetry, the problem (8) reduces to an ODE. For
d = {1 , 2}, the problem (8) can be integrated, and in addition, it exists µ∗ > 0 such
that for µ ∈ [0 , µ∗] the solution of (8) is not singular for r ∈ [0, 1]. It follows
d = 1 : U1D0 (r) = − ln cos2
(√
µ
2
r
)
, µ∗ =
pi2
2
d = 2 : U2D0 (r) = ln
(
1− µ
8
r2
)2
, µ∗ = 8.
(10)
Goal: My goal is to study the solution of equation (8) in a 3D ball, in particular
when the number of charge Np is large.
Results: (Chap. 1) Albeit µ has to be bounded, by expressing µ(Np) as a
function of Np I obtain that: as Np → ∞, it follows lim
λ→∞
µ(λ) = µ∗ from below.
Consequently, for d = 1, 2, the condition 0 < µ(Np) < µ
∗ holds for Np ∈ R+, and
the Liouville problem (8) admits a non singular solution for r ∈ [0, 1] for which a
log-singularity develops at the boundary r = 1 when Np →∞.
For d = 3, the solution of the initial value problem (8) cannot be directly computed.
Contrary to d = 1 and 2, the critical value µ∗ can only be estimated numerically
and is approximatively ≈ 10.7. Nonetheless, it is possible to estimate the solution
in the two following regimes:
U3D0 (r) =

− lBNp
Lc
r2
8pi
+O(N2p ) for Np  1
2 ln(1− r2 +O (N−1p )) for Np  1.
(11)
The potential U3D0 affects the distribution of charged particles inside the domain.
To investigate this distribution, I computed the time to escape this domain through
a small hole. Such analysis is motivated from biology, where the flux of ion through
a small window will characterize the electrical current. This problem falls into the
category of the narrow escape problems that I introduce below.
0.1.3 The narrow escape problem
Background: The narrow escape problem in diffusion theory aims to compute
the narrow escape time (NET) of a Brownian particle to a small absorbing window
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Brownian
trajectory
Figure 2: The narrow escape problem. A Brownian trajectory (red) is reflected on
the boundary of a domain Ω, and is absorbed at a small circular target site ∂Ωa (green).
while the rest of the domain is characterized by the reflecting boundary of a bounded
domain (Fig. 2). It was first introduced in the context of the theory of sound
[78, 157], and a lot of applications were found for biology such as modeling the
early steps of viral infection [85, 124], or for stochastic models of chemical reactions
[49, 90], and many other models [64, 71, 87, 91]. My goal is to develop asymptotic
methods to compute the NET in the limit of the small size of the window, for the
various geometries of cellular structures. For instance let’s consider a Brownian
particle whose trajectory is characterized by the stochastic equation
X˙ =
√
2Dw˙, (12)
where D is the diffusion coefficient and w˙ is the white noise. The mean first passage
time (MFPT) 〈τ〉(x) for a Brownian particle, starting at position x, to reach at small
absorbing domain ∂Ωa located on the boundary ∂Ω (Fig. 2) is the solution of the
mixed boundary value problem for the Pontryagin-Andronov-Vitt (PAV) equation
[87]
D∆〈τ〉(x) = −1 for x ∈ Ω (13)
∂〈τ〉
∂n
(x) = 0 for x ∈ ∂Ω \ ∂Ωa
〈τ〉(x) = 0 for x ∈ ∂Ωa.
The difficulty here is to construct an asymptotic solution 〈τ〉(x), when the ratio
ε = |∂Ωa||∂Ω| tends to zero. The NET diverges as the absorbing part of the bound-
ary shrinks, thus rendering the computation a singular perturbation problem. The
computation is related to the calculation of the principal eigenvalue of the mixed
Dirichlet-Neumann problem for the PAV equation [87, 91, 170]. To solve (13), one
approach consists in using the Neumann function N(x, ξ) [86, 170]. Indeed, the
integration of the Green’s identity of N(x, ξ) and 〈τ〉(x) leads to an integral form
of the NET 〈τ〉(ξ). Then, once averaged over the domain boundary, the NET is the
solution of the Helmholtz integral equation:∫
∂Ωa
N(x, ξ)
∂〈τ〉
∂n
dSx = − 1|∂Ω|
∫
∂Ω
〈τ〉(x) dSx for ξ ∈ ∂Ωa. (14)
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For ξ outside of the boundary layer located near the absorbing hole ∂Ωa, this rep-
resentation allows computing the leading order approximation of the MFPT. For
example, the MFPT in a three-dimensional domain Ω, when the target is a circular
absorbing window ∂Ωa of radius a centered at 0 on the boundary ∂Ω (Fig. 2), is
given by [87]
〈τ〉(x) = |Ω|
4aD
(
1− L(0) +N(0)
2pi
a ln a+O(a)
)
, (15)
where L(0) and N(0) are the principal curvatures of the surface at the center of the
absorbing boundary ∂Ωa. The MFPT of a Brownian particle moving on the surface
of a sphere of radius R is [40, 88, 178]
〈τ〉(x) = 2R
2
D
(
ln
(
1
δ
)
+O(1)
)
, (16)
where a and δ are linked such that a = R sin (δ/2). This method has also been
extended to the NET on Riemannian manifolds [86, 179, 180, 181].
In [199, 200] an asymptotic framework, based on combining matched asymptotic ex-
pansions and potential theory, was developed to analyze PDE problems with strong
local changes in the boundary conditions. In this approach a boundary layer so-
lution is constructed near the absorbing boundary of small size ε [199, 200]. This
method was developed mainly in [41, 115, 199, 200, 201].
0.1.4 Narrow escape theory in a highly charged ball
Goal: The PNP equations serve here to compute the electric field for a single
specie, where I do not assume local electro-neutrality. To derive a relationship
between the outward current and the voltage, I compute the escape rate of moving
ions from the steady-state density in a ball to a small absorbing window in its
boundary.
I studied how the potential U3D0 , found in the charged ball (11), affects the MFPT
in the large charge regime Np  1. The MFPT 〈τ〉(x) is the solution of the PAV
boundary value problem [171]
D
[
∆〈τ〉(x)−∇〈τ〉(x) · ∇U3D0 (x)
]
= −1 for x ∈ Ω (17)
∂〈τ〉(x)
∂n
+ 〈τ〉(x)∂U
3D
0 (x)
∂n
= 0 for x ∈ ∂Ωr
〈τ〉(x) = 0 for x ∈ ∂Ωa,
where ∂Ωa represents the small absorbing window and ∂Ωr = ∂Ω\∂Ωa (see Fig. 2).
Results: (Chap. 1) I found that the current of particles is controlled by the
small absorbing window in the boundary of the ball, as predicted by the Narrow
Escape Theory [85, 169], while the voltage is independently regulated by the coupled
PNP equations.
For Np  1 equation (11) gives that the electric field near the boundary is large:
|∇U3D0 (x)|  1. In this limit, the study of the PAV problem (17) reveals that the
MFPT from x ∈ Ω to ∂Ωa is the sum of the MFPT from x to ∂Ω and of the MFPT
from ∂Ω to ∂Ωa on the surface ∂Ω. This approximation means that to reach ∂Ωa in
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a highly charged ball, a charge is first transported by the field to the reflecting part
∂Ωr of the sphere with overwhelming probability and it then finds ∂Ωa by diffusing
on the surface.
A second consequence of the charge distribution is the control of the flux of particles
through a small hole at the surface (see Fig. 2). Using the MFPT for N independent
charges, the electrical current J through the small window is given by
J =
ze
〈τ〉N =
DNe
2R2
(
ln
(
R
2a
)
+O(1)
) for a R. (18)
Once a current flows into a dielectric ball such as a spine head, the excess of charges
(Ne) is first pushed toward the boundary before moving by Brownian motion to
∂Ωa (small disk of size a). This result shows that the current J is governed by the
geometry (18), and that a key parameter is the radius a.
0.1.5 The PNP equations in a domain with a cusp-shaped
funnel
Background: The local curvature is a key geometrical element for controlling
charge distribution in various media, such as in the air as illustrated by the lightning
rod [47] or the corona discharge [62]. However, these effects for electrolyte are not
very well understood and exhibit very non-linear phenomena like current rectification
[125, 149] or shock wavees [134, 141].
I investigate the curvature effect, extending the precedent results for radial operators
to a geometry composed of a convex domain composed of a ball with an attached
cusp-shaped funnel on its surface as shown in Fig. 3A. Such geometry was studied in
[92] for the narrow escape theory of a Brownian particle. However, the problem here
is radically different since the PDE is a non-linear equation and boundary conditions
are not homogeneous. In fact, those two constraints call for two different methods
in order to construct an asymptotic solution of the non-dimensionalized potential
u(x), which is solution of
−∆u(x) = e−u(x) in Ω (19)
∂u(x)
∂n
= −σ < 0 on ∂Ω,
where σ represents the normalized electric field at the boundary ∂Ω.
Both cusp-shaped geometries in R2 and R3 can be reduced to a dimensionless pla-
nar cusp-shaped funnel Ω formed by two bounding circles A and B of dimensionless
radii 1 (see Fig. 3B). The goal is to construct an asymptotic solution in the limit
of the small ε that represents the opening of the funnel. As in [92], I first map the
domain Ω conformally with a Mo¨bius transformation w as illustrated Fig. 3C. One
can remark that the banana-shaped domain shown in Fig 3C is 2
√
ε width. If the
Neumann boundary condition is zero at the cusp boundary – mapped into the two
circular arc in Fig 3C – then one can simply reduce the babana-shaped domain Ωw
to a 1D circular arc [86, 92].
The boundary conditions for the approximated one-dimensional solution in the
banana-shaped domain are zero at angle θLim = c
√
ε, where c is a constant (see
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details in [86, 92]) and represents the solution inside the red disk in Fig. 3C, away
from the cusp. However, the boundary condition at θ = pi is −σ
√
ε
2
, which I consider
large in the limit σ  1.
B
B
AA B
A BB CN
S
C r
z
A
A B
Figure 3: Ball with a cusp-shaped funnel and image Ωw of the domain Ω under
the Mo¨bius transformation A. Schematic representation of the domain Ω, with the
funnel curvature radius RC , the north pole N , the funnel tip S, and the center of mass
C. B-C. The neck in the domain Ω (B) is mapped onto the semi-annulus in the image
domain Ωw (C). The large disk in Ω is mapped onto the small red filled disk in Ωw. The
short green segment AB (of length ε) in Ω is mapped onto the thick green segment AB
in the image domain.
Goal: My goal is to show that an asymptotic approximation to the Liouville prob-
lem (19) can be constructed in the limits mentioned above.
Results: (Chap. 2-3) Unfortunately, the classical matched-asymptotic tech-
niques [22, 170] fails because of the exponential term in the Liouville equation.
Nonetheless, I first construct the outer-solution in the form of a serie in powers of ε,
which is a valid approximation away from the boundary θ = c
√
ε. Then, at θ = pi
since the outer solution cannot satisfy all boundary conditions, I use a boundary-
layer correction. An approximation of the solution can be obtained by freezing the
power-law term and neglecting the first order derivatives, for which the equation re-
duces to a 1D parameter-dependant Liouville equation. Then I construct a uniform
approximation vunif(θ) putting the outer and the boundary-layer solution together.
As the result, in the small ε limit, the potential in the mapped domain Ωw, for the
planar cusp Ω ⊂ R2 is to the leading order
vunif(θ) = ln
1√
ε
− ln
[
1
pi2
ln
pi6|∂Ωε|
23ε3/2
]
(20)
−2θ 1
pi2
ln
pi6|∂Ωε|
23ε3/2
arctan
θ√
ε
+ ln
[
cos2
1− 4
pi
1
σ
√
ε
2
θ
]
,
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where |∂Ωε| is the length of the cusp opening. For a three dimensional funnel
Ω ⊂ R3, the solution reads as
vunif(θ) =
1
pi
(
ln
(
8ε
pi4|∂Ωε| (1)
)
− β
)
(θ − sin(θ)) (21)
+ ln cos2
(
1
2
− 2
pi
1
σ
√
ε
θ
)
+ β,
where β is a constant that depend on the solution in the bulk (red circle Fig. 3C). I
then use the uniform solution vunif(θ) to expose the consequences of a cusp on the
potential. Indeed, the narrow region S in the cusp has a potential that is lower
than the potenial at the north pole N . It contrasts with the potential in the disk
or in the ball for which the curvature is constant and the boundary is isopotential.
Interestingly, numerical simulations show that the difference of potential between
the two poles N and S (see Fig. 3A) is maximal for a certain σ∗.
0.1.6 PNP equations in an charged cusp-shaped funnel
Goal: The goal consists now to deal with non-zero Neumann boundary conditions
at the cusp. However, non-homogeneous Neumann boundary conditions under the
Mo¨bius transformation lead to unwieldy terms. Indeed, conformal maps are a very
efficient approach once applied to harmonic functions [80], or more generally to con-
formally invariant systems of equation [19], but unfortunately the Liouville problem
does not fall into this category. Nevertheless, in the previous section the cumber-
some terms that resulted from the Laplace operator under the Mo¨bius map were
dealt with by reducing the geometry into a 1D arc. Sadly, the non-zero Neumann
boundary conditions on the cusp prevent such simplification. One is now forced to
handle a two dimensional problem. Nonetheless, insight can be gained observing
how the field lines transform in the domain Ωw, as shown in Fig. 4A-B.
Results: (Chap. 2-3-5) I show that in the limits of σ  1 and ε → 0 these
lines are parallel to the radius vector, except in a small region near the funnel. I
thus distinguish two regions A and B as illustrated in Fig. 4C. In A, the angular
derivatives are negligible relative to the radial ones. Hence, after a regular expansion
of the solution, it follows that the θ derivatives can be neglected relative to the r
derivatives. The equation is then solved along the rays θ = const for r ∈ [1−√ε, 1]
simply by solving a 1D Liouville problem.
In region B, the boundary conditions show that the θ−derivatives are no longer
small, moreover they dominate the radial ones, so a boundary layer correction is
needed. In the small ε limit, the solution in region B can be approximated once
again by a the Liouville problem in 1D, where the space variable is replaced by the
angular coordinate θ. As this solution is defined up to a constant, I use it to match
the solution in B to the solution in the region A. I consequently obtain the uniform
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Figure 4: Influence of the cusp on the field lines (orthogonal to the level
lines). The field lines inside the original domain Ω (A) and its image domain Ωw (B),
are computed numerically from equation (19). The blue lines originate from the bulk,
while the orange ones start in the cusp. The domain Ωw is subdivided into three regions:
the bulk Ω1w, the region Ω
2
w connecting the bulk to the region Ω
3
w inside the funnel. (C)
Representation of the two subregions A (blue) and B (green) of Ωw.
solution
vunif(ρ, θ) =

ln
(
8
(
2(1− cos(θ)) + σε
piσ|eiθ − 1|2
)2)
, θ ∈ [0, pi −√ε]
ln cos2
pi
2
√
(θ − (pi −√ε))2
ε
(
1− 4
σε
)
+ ln
(
(4 + σε)2
2(piσ)2
)
, θ ∈ [pi −√ε, pi].
(22)
Interestingly, the leading order approximation in a solid funnel (Ω ⊂ R3) is identical
to the solution computed in the planar cusp.
Furthermore, using (22), I estimate the potential difference between the center of
mass C and the south pole S as well as C and the north pole S. In both cases the
differences grow as ln (σ2) to the leading order. The impact of the cusp geometry
is revealed by computing the potential difference between the two poles N and S.
Indeed, in the large σ limit, the leading order terms ln (σ2) cancel each other and
the difference converges to a constant that depends on the geometry of the domain.
Finally, an important remark is that the Mo¨bius transformation in the problem
described above does not entirely simplify the geometry. Indeed, the transformed
geometry cannot be reduced to a 1D circular arc because of the non-homogeneous
boundary conditions. However, the map does simplify the flow of the solution, and
this allows to compute an asymptotic solution of the problem.
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0.1.7 The electro-diffusion in a thin ellipse
Background: Thin elliptically-shaped domains are ubiquitous in biology and are
involved in critical tasks such as synaptic regulation, immune efficiency and much
more. For example, astrocytes – star-shaped cells that mostly support neurons –
have nanoscopic protrusions that can be as thin as 30-50nm and that help regulate
the synaptic transmission [77, 163]. An other example is, the neural growth cone, a
protrusion neurons use to operate in their environment. They are mostly composed
of thin 100-300nm finger-like structures called filopodia and whose length is about
10µm [135]. Yet, measuring key electrophysiological quantities such as voltage or
ionic concentrations in such small compartments is impossible due to experimental
limitations
Electrical models for elongated structures, such as the linear cable equation [81,
114] are based on assumptions like local electro-neutrality or fixed concentration
∇ci(x) = 0. Those principles have been applied successfully for bigger compart-
ments such as axons whose diameter lies between 1 to 20µm, and up to 0.5mm for
the famous Hodgkin-Huxley squid giant axon. Nonetheless, those approximations
don’t hold in nano-domains [33, 50, 114, 184, 202, 206].
Goal: I investigate the effects of electro-diffusion in thin nano-domains represented
by an elongated ellipse. My goal is to construct an asymptotic solution of the
stationary PNP in such domain and study the impact of the geometry on the voltage.
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Figure 5: Thin ellipse Ω and its image Ωw under the Schwartz-Christofell
map A. Representation of the two subregions A (blue) and B (dotted green) of Ω. B.
Magnification of the ellipse tip from A. C. Image Ωw = w(Ω) of the domain Ω in B under
the Schwarz-Christoffel conformal mapping. The region B is mapped into the region Bw.
Results: (Chap. 4-5) I find that for an excess of positive charge, the ellipse
curvature induces a steady-state longitudinal potential gradient. I study the PNP
equation (19) inside an elongated ellipse in R2 whose major and minor axises are
a = 1 and b  1 respectively. I build an asymptotic solution in the limit b  1 to
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the Liouville problem (8) using a similar approach as the one I used for the cusp-
shaped domain. My approach relies on distinguishing two subregions A and B of Ω
as shown in Fig. 5A.
In region A, in the small b limit, the leading order term of the non-homogeneous
Neumann boundary condition simplifies as
∂u
∂n
≈ ∂u(x, y)
∂x
∣∣∣∣
x∈∂Ω
. (23)
The expression above indicates that the derivatives ∂u/∂y are negligible relative
to the derivatives ∂u/∂x. A regular expansion of the solution suggests that the
equation can be solved along the lines y = const using the 1D Liouville problem.
I construct a solution in the region B, using conformal transformations. Indeed, a
transformation mapping the interior of an ellipse into the unit disk [107, 192] would
simplify efficiently conformally invariant problems. Nevertheless, it fails to simplify
the stationary PNP because of the exponential term. To rather simplify the vector
field, I used a parameter-dependent Schwarz-Christoffel map [80, 142]. My idea was
to find the optimal shape under the SC Schwarz-Christoffel map.
It maps Ω into the bell-bottom shaped domain Ωw = w(Ω) and the region B into
Bw = w(B) as illustrated in Fig. 5B-C. The goal is to find the optimal shape under
the SC map such that the leading order solution becomes linear on Bw = w(B), in
other words transforming the Liouville problem into a simple Laplace equation.
The last step consists in matching the two solutions from the regions A and B into
an uniform solution:
uunif(x, y) =

ln
2(2 + bσ√1− y2
piσ
)2
cos2
1
2
piσx(
2 + bσ
√
1− y2
)
 for 0 ≤ y ≤ y0
uA(1− y0) + νy0
(
arcsinh
(
σ(1− y0)
ν
)
− arcsinh
(
σ(1− y)
ν
))
for y0 ≤ y ≤ 1,
(24)
where ν depends on the solution constructed in region A.
From the uniform approximation uunif (24), I compute three characteristic differences
of potential inside the ellipse that I summarize in the following table (Tab. 1) for
y0 = 1 − b. Interestingly, I find that the difference of potential between the major
and the minor axis tip ∆˜a−b is maximal for a given value σ.
The analysis of the thin ellipse reveals that there is a gradient of potential in the
direction of the major axis. There is no such gradient if the ellipse is approximated by
a cylinder even in the non-neutral regime. Indeed, the cylinder null curvature would
prevent longitudinal changes in the potential, except a the cylinder tip, assuming it
is sealed.
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Schematic Difference Leading order approximation
u(0, 0)− u(0, 1) −2 ln
(
bσ
√
1− (1− b)2 + 2
bσ + 2
)
+
arcsinh(bσ(1 + b/2))
1 + b/2
u(0, 0)− u(b, 0) −2 ln cos
(
pibσ
4 + 2bσ
)
u(0, 1)− u(b, 0) 2 ln
(
(bσ + 2) cos
(
pibσ
4+2bσ
)
bσ
√
1− (1− b)2 + 2
)
+
arcsinh(bσ(1 + b/2))
1 + b/2
Table 1: Differences of potential inside a 2D ellipse
0.2 Part II: Electro-diffusion modeling of synap-
tic input in dendritic spines
With the advent of new imaging methods in biology, it is now possible to record
voltage responses in small neuronal compartments during their electrical activity
[28, 103, 117, 208, 213]. This opens new avenues for studying how changes in voltage
propagate in the nanoscale neuronal compartments, and it also means that better
models will be required to describe such changes. On the theoretical part, there
are plenty of frameworks one can use to study the electrical properties of nanocom-
partments. Monte-Carlo simulations are employed to explore the dynamics of the
concentration of diffusing ions such as calcium [60, 61]; however, there are no simple
theoretical frameworks that capture the physical correlation between ion concentra-
tion and the electricfields.
So far, the description of electrical properties was mostly based on the linear cable
theory [114]. This theory describes the propagation of an electrical potential along a
conducting cable coated in a dielectric membrane. The linear cable theory is a good
approximation as long as the thickness of the cable is large enough (> 200µm) so the
longitudinal fluctuations of the charge concentration remain negligible. Otherwise
the cable theory fails to predict the voltage [93, 114]. Consequently, it is mandatory
to develop a model that accounts for the complexity of the geometry, and at the
same time, for the coupling between the electrical species and the electrical field.
As suggested above, the PNP equations are well suited for this role.
0.2.1 Deconvolution of Arclight voltage sensor fluorescence
Background: There are various methods used in experimental biology to measure
certain physical quantities – in particular the voltage – in micro and nano compart-
ments. Contrary to the neuron soma, axons or dendrites, the small size of dendritic
spines prevents direct voltage measurement. The solution is to use indirect methods
such as the GEVI based on Genetically Engineered Voltage Indicators, that I will
describe below. The voltage sensor used by my collaborators is the sensor Arclight
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[74, 103, 117] which is embedded in the cellular membrane as shown in Fig. 6A. It
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Figure 6: Voltage sensitive dye fluorescence A. Schematic representation of the
GEVI Arclight (red frame) inside the membrane. The green and the blue cylinders rep-
resent the green fluorescent protein (GFP) and the transmembrane segments respectively
[139]. B. A region of interest is selected around the soma to estimate the fluorescence
during a synaptic stimulation. C. Regions of interest (ROIs) R1 and R2 representing the
spine and the dendrite respectively. The red dot shows the location where glutamate is
uncaged.
converts the change in the membrane potential into a fluorescent emission. Arclight
critical asset is to produce a more intense fluorescent signal compared to other dyes.
Yet, it is also a slow indicator, so the recorded fluorescent signal will represent a
distorted version of genuine fast voltage dynamic. Consequently, one mandatory
task is to construct a deconvolution method to recover the voltage dynamic from
slow Arclight fluorescence.
Goal: My goal is to develop a deconvolution procedure to recover the dynamic of
the voltage from the fluorescence.
Results: (Chap. 6-7) I assume that the Arclight fluorescence response Arc(t)
results from a convolution of the voltage V (t), such that Arc(t) = (V ∗K)(t), where
K(t) is a convolution kernel. I construct the kernel K(t) by comparing the voltage
and the fluorescence in a region where they are both measurable, i.e. the soma
(Fig. 6B). The kernel K(t) describes the time delay of the fluorescence activation
compared to the voltage dynamics.
Based on the deconvolution kernel K(t), I deconvolve the fluorescent responses in the
spine head and the adjacent portion of the dendritic shaft represented, in Fig. 6C,
by regions of interest (ROIs) R1 and R2 respectively. One can observe that although
the region R1 contains the spine neck, because of its thickness, its fluorescence is
negligible. The fluorescence is approximated by a family of function
fγ1,γ2,α,β1,β2(t) = t
α (β1 exp(−γ1t) + β2 exp(−γ2t)) . (25)
This approximation allows the calculation of an analytical solution for the voltage,
V (t) =
β1e
−γ1t
A
(
tα−1 (t(1− 2τγ1) + 2τα) + τ2tα−2
(
(tγ1)
2 + α2 − α− 2γ1αt
))
+
β2e
−γ2t
A
(
tα−1 (t(1− 2τγ2) + 2τα) + τ2tα−2
(
(tγ2)
2 + α2 − α− 2γ2αt
))
.(26)
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0.2.2 Using modeling to analyze fluorescence time series
Background: The voltage or concentrations in the neck cannot be measured nei-
ther directly nor indirectly with the GEVIs. To describe the voltage response pro-
duced by an input current I(t) inside the spine neck, I first use PNP equations to
reproduce the measured voltage drop between the two regions R1 and R2, then I
predict the distribution of charge inside the neck. I apply the electro-diffusion ap-
proach to a (1, 1) electrolyte, by reducing the neck geometry to a one dimensional
wire of length L (Fig. 7A-B). It follows
Figure 7: Modeling electro-diffusion in the spine neck
A-B Schematic representation of a dendritic spine, divided into three regions: the head
R1, the neck of length L and the close dendrite R2. The current I(t) represents the axial
current escaping from the head to the dendrite.
∂2V
∂x2
(x, t) = − F
εε0
(cp(x, t)− cm(x, t)) (27)
∂ci
∂t
(x, t) = Di
∂
∂x
(
∂ci
∂x
(x, t) +
zie
kBT
ci(x, t)
∂V
∂x
(x, t)
)
, i = {p,m}.
Here V (t) represents the voltage drop Vhead(t)− Vdend(t).
Goal: I aim to estimate numerically, based on the deconvolved fluorescence, the
electrical current I(t) that enter the neck (see Fig. 7A). Then I use this current to
estimate the neck resistance. Finally, I study the concentration profile in the spine
neck.
Results: (Chap. 6-7) I first reconstruct the electrical current I(t) that arrives
at the neck entrance and results from the stimulation current Istim(t) received by
the head. I model it as the sum of a resistive and a capacitive terms:
I(t) = GVhead(t) + C
dVhead(t)
dt
. (28)
Using the expression above for the current as a flux boundary condition for the
positive charges in PNP, I develop an algorithm to extract the conductance G and
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the capacitance C from the data.
I show that the PNP based electro-diffusion model reproduces the voltage drop ob-
served experimentally between the two region R1 and R2. The voltage drop and
the current I(t) estimated numerically are then used to characterize the spine neck
resistance Rneck = 〈V (0, t)〉/〈I(t)〉 for several neck lengths L that have been mea-
sured experimentally. I find that the resistance behaves linearly relatively to the
neck length L.
Especially, electro-diffusion simulations predict a significant change in the local con-
centration of positive charges along the neck. Indeed, the difference in concentration
is 33mM (the imposed concentration on the other end is 163mM), leading to a chem-
ical gradient between the dendrite and the spine head. Although the injected current
Istim(t) is composed of positive charges, the concentration gradient in the neck is
driven by positive and negative charges. Such phenomenon is called concentration
polarization [186].
0.2.3 Simulation of PNP in a spine-shaped domain
Goal: I now present the steady-state PNP equations, that describe the concen-
tration of positive cp(x) and negative cm(x) charges and the voltage V (x) inside a
three dimensional bounded domain composed of a sphere connected to a cylindrical
neck as shown in Fig. 7B. The equations are given by
∆V (x) =
−F
εε0
(cp(x)− cm(x)) (29)
0 = Di∇
(
∇ci(x) + zie
kBT
ci∇V (x)
)
,
Where i = {p,m}. In that model, only positive charges can enter the spine domain.
Results: (Chap. 6-7) Applying the electro-diffusion model above to a spine-
like geometry (Fig. 7A) reveals that most of the voltage drop is carried by the
spine neck. The spine head resistance is thus negligible such that the entire spine
resistance is carried by the neck: Rspine ≈ Rneck. Using PNP I estimate the effect of
the spine head radius on the averaged voltage and I find that it is almost constant
(〈V 〉ball ∈ [1.52 , 1.56]mV ). Consequently, the neck radius is one of the most critical
parameters in defining the conversion of current into voltage.
I then estimate the I-V relation for various neck radii r0, showing a saturation for
large currents that contrasts with the linear behavior expected from the Ohm’s law.
Then, to clarify the dependency of the spine neck resistance on its radius, I simulate
the PNP equations when a steady-state current is injected inside the spine head.
Surprisingly, the resulting curve could not be fitted with a power laws 1/rα0 having
the same exponent α. On the contrary, albeit a power law approximation matched
well the numerical simulations, the exponent α depends in the injected current. This
is a clear deviation from the classical Ohm’s law for a resistance where α = 2 does
not depend on the current.
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Organization of the thesis
This thesis is organized as follows:
Part I, Chapter 1:
I present stationary solutions of Poisson-Nernst-Planck on a finite segment, a disk
and a ball. I compute an asymptotic solution of the stationary PNP in a ball for two
regimes: for a small and for a large number of confined charges. I then show that in
a charged ball, the mean-first-passage time of a charged particle to exit the domain
through a small circular opening is almost identical to the MFPT of a Brownian
particle on a sphere to an narrow opening located on the surface. I finally compute
the outflux current exiting through the small opening window.
Chapter 2, 3, 4 and 5:
I construct asymptotic approximations of the stationary PNP for domains with a
cusp-shaped funnel or ellipses attached in R2 and R3. I present the method I have
developed based on conformal transformations. I then show that the local mean
curvature of a domain impacts the voltage profile, and thus the electrical properties
of the electrolyte.
Part II, Chapter 6 and 7:
I present an application of PNP to biology, showing how the spine geometry affects
its electrical properties. I first analyze and process data from fluorescence microscopy
to study how the voltage is transduced by dendritic spines. I develop a deconvolution
method to recover the voltage from the fluorescence of the voltage sensor Arclight.
I model the electro-diffusion in the spine using PNP. Then I estimate the electrical
current in the spine neck. I discuss the concentration polarization in the spine neck.
Finally, I present results on the spine resistance showing that it is mostly carried by
the spine neck.
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Part I
Electrostatics of non-neutral
biological microdomains

Chapter 1
Poisson-Nernst-Planck equations
analysis in a ball for modeling the
Voltage-Current relation in
neurobiological microdomains
Published in Cartailler J., Schuss Z., Holcman D. Poisson-Nernst-Planck
equation in a ball for modeling the Voltage-Current relation in neurobiological mi-
crodomains. Physica D., 339, (2016).
We use the Poisson Nernst-Planck (PNP) equations for charge concentration and
electric potential as a model of electro-diffusion of ions in neuronal micro-compartments.
It is an open question to determine the relaxation and the steady state distribution
of voltage when an initial charge of ions is injected into a bounded domain. We
start here by computing the steady state PNP equation in a ball, which is also the
Liouville-Gelfand-Bratu´ equation, with the difference that the boundary condition is
Neumann, not Dirichlet and there is a minus sign in the exponent of the exponential
term. The entire boundary is impermeable to particles (ions) and the electric field
satisfies the compatibility condition of Poisson’s equation. We construct a steady
state radial solution and find that the voltage is maximal in the center and decreases
toward the boundary. We study the limit of large charge in dimension 1, 2 and 3, and
find that the difference of potential between the center and the surface increases with
the log of the total number of charge and not linearly (as the classical capacitance
theory of electrostatic does). This log-singularity in dimension three is obtained
from an asymptotic argument and cannot be derived from the analysis of the phase
portrait. Finally, we apply the present results to derive the relation between the
outward current and the voltage in a dendritic spine, a fundamental microdomain
involved in communication between neurons. We compute the escape rate of an ion
from the steady density in a ball (which is a model of the spine head) to a small
absorbing window in a sphere. In conclusion, we predict here that the current is
defined by the small absorbing window, as suggested by the Narrow Escape Theory,
while voltage is independently controlled by the PNP equation.
Chapter 1. Poisson-Nernst-Planck equations analysis in a ball for modeling the
Voltage-Current relation in neurobiological microdomains
1.1 Introduction
The non-linear system of Poisson-Nernst-Planck (PNP) equations has been widely
used to study properties of the electric field in local nanodomains such as ionic chan-
nels [14, 15, 69, 140, 173, 177]. It was also used to simulate the equilibration of ions
between large reservoirs through narrow necks [147, 173] and to study the effect of
interacting ions in ionic channels [193].
Using the PNP model, we compute here the distribution of a single specie of un-
screened positive charges in a ball for different regimes, including the limit of large
charges. The stationary PNP equation with Neumann and no-flux conditions on the
boundary of a bounded domain Ω is the classical Poisson equation with an expo-
nential term, that model the electrical potential and density of charges in Ω. This
equation is also known as the Liouville-Gelfand-Bratu´-type equation for the electric
potential with however two major differences: first, the boundary condition on ∂Ω
is Neumann and not Dirichlet and second, there is a minus sign in the exponent,
normalized over the domain Ω. This question is thus different from the Newtonian
potential of a cluster of self-gravitating mass distribution [43, 207]. In addition, this
equation should not be confused with the Poisson-Boltzmann, which is a model for
two populations of negative and positive ions with the same valence charge.
We compute the solution of the stationary PNP equation in spherical symmetry
in dimensions ≤ 3 with respect to the (dimensionless) total charge λ. We con-
struct asymptotic approximations of the solutions for small and large λ. The one-
dimensional case is solved explicitly and it is characterized by a log-singularity at the
boundary that develops in the large λ limit. The explicit solution in two-dimension
has also a singularity on the boundary. We also obtain a similar asymptotic be-
havior in three-dimension, although the solution cannot be computed explicitly and
we provide an asymptotic and numerical argument for large λ showing again a log-
singularity at the boundary. We note that this log-singularity in dimension three
cannot be derived from the analysis of the phase portrait because it occurs at the
initial point of the dynamics.
The present modeling and analysis is motivated by the need to compute voltage
changes in bounded domains and how it develops a boundary layer for large λ. We
find that the drop of the solution from the center to the boundary converges to a
finite value as λ increases to infinity. Finally, we apply this analysis to predict the
voltage change (solution of the PNP equation) for idealized neuronal microdomains,
such as dendritic spines. These structures (see Fig. 1.1) are approximated as a
spherical dielectric membrane filled with an ionic solution, connected to the dendrite
by a cylindrical narrow neck. A large effort was dedicated to study the mathematics
of diffusion in such structures [88, 89], but very little is known about their electro-
diffusion properties, even experimentally where almost no data are available at the
nanometer resolution (see [8, 10, 7]). This high resolution is necessary to evaluate
the change of voltage and whether or not electro-neutrality is satisfied. Despite
converging experimental efforts, the electrical properties of these structures remain
unclear at a molecular level and a predictive theory based on mathematical physics
is needed to interpret incoming data [93].
The PNP equations serve here to compute the electric field for a single specie,
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where we do not assume local electro-neutrality. To derive a relation between the
outward current and the voltage, we will compute the escape rate of moving particles
(ions) from the steady density in a ball (which is a model for the spine head) to a
small absorbing window in its boundary (sphere). We find here that the current of
particles is controlled by the small absorbing window in the boundary of the ball, as
predicted by the Narrow Escape Theory [169, 85], while the voltage is independently
regulated by the coupled PNP equations.
The paper is organized as follow: in the first part we study PNP asymptotically
Figure 1.1: Representation of a dendritic spine (Electron-Microscopy image)
(courtesy of J. Spacek). Abbreviations G: glial cells, S:spine, D:dendrite, A: axon.
and numerically for a ball where we found that charges accumulate at the boundary
(see fig. 1.2). In the second part, we estimate the current generated in an idealized
spine (head connected by a cylinder). We derive the current flowing outside the
spine and demonstrate that the head geometry controls voltage, while the narrow
neck radius control the current.
1.2 PNP equations in a ball
We consider the Poisson-Nernst-Planck system in a ball Ω of radius R, whose dielec-
tric boundary ∂Ω is represented as the compatibility condition for Poisson’s equation
and its impermeability to the passage of ions is represented as a no-flux boundary
condition for the Nernst-Planck equation. We assume that there are N positive ions
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of valence z in Ω and that there is an initial particle density q(x) in Ω such that∫
Ω
q(x) dx = N. (1.1)
The charge in Ω is
Q = zeN,
where e is the electronic charge. The charge density ρ(x, t) is the solution of the
Nernst-Planck equation
D
[
∆ρ(x, t) +
ze
kT
∇ (ρ(x, t)∇φ(x, t))
]
=
∂ρ(x, t)
∂t
for x ∈ Ω (1.2)
D
[
∂ρ(x, t)
∂n
+
ze
kT
ρ(x, t)
∂φ(x, t)
∂n
]
= 0 for x ∈ ∂Ω (1.3)
ρ(x, 0) = q(x) for x ∈ Ω, (1.4)
where the electric potential in Ω is φ(x, t) is the solution of the Poisson equation
∆φ(x, t) = −zeρ(x, t)
εε0
for x ∈ Ω (1.5)
and the boundary condition
∂φ(x, t)
∂n
= −σ(x, t) for x ∈ ∂Ω, (1.6)
where σ(x, t) is the surface charge density on the boundary ∂Ω. In the steady state
and in spherical symmetry
σ(x, t) =
Q
4εε0piR2
. (1.7)
1.2.1 The steady-state solution
In the steady state ∂ρ/∂t = 0 so (1.2) gives the density
ρ(x) = N
exp
{
−zeφ(x)
kT
}
∫
Ω
exp
{
−zeφ(x)
kT
}
dx
, (1.8)
hence (1.5) gives
∆φ(x) = −
zeN exp
{
−zeφ(x)
kT
}
εε0
∫
Ω
exp
{
−zeφ(x)
kT
}
dx
. (1.9)
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In spherical symmetry in Rd (1.9) can be written in spherical coordinates as
φ′′(r) +
d− 1
r
φ′(r) = −
zeN exp
{
−zeφ(r)
kT
}
Sdεε0
∫ R
0
exp
{
−zeφ(r
kT
}
rd−1 dr
< 0, (1.10)
where Sd is the surface area of the unit sphere in Rd. The boundary conditions are
∂φ(0)
∂r
= 0,
∂φ(R)
∂r
= − Q
εε0SdRd−1
. (1.11)
The inequality in (1.10) means that φ(r) has a maximum at the origin and decreases
toward the boundary (see Fig. 1.3A). We can normalize the radius by setting r = Rx
for 0 < x < 1 and
u(x) =
zeφ(r)
kT
, λ =
(ze)2N
εε0kT
, (1.12)
to write (1.10) as
u′′(x) +
d− 1
x
u′(x) = − λ exp {−u(x)}
SdRd−2
∫ 1
0
exp {−u(x))} xd−1dx
(1.13)
u(0) = 0, u′(0) = 0.
Note that we have dropped here the compatibility condition on the boundary at |x| =
R, which is automatically satisfied by a solution. Incorporating the denominator of
the RHS of (1.13) into the parameter λ by setting
λ = µSdR
d−2
∫ 1
0
exp{−u(x)}xd−1 dx, (1.14)
we can write the initial value problem (1.13) as
u′′(x) +
d− 1
x
u′(x) =− µ exp {−u(x)} (1.15)
u(0) =u′(0) = 0.
First, we show that solutions exist in dimensions 1 ≤ d ≤ 3 only for µ in the range
0 ≤ µ < µ∗ for some positive µ∗.
Solution in dimension one
We solved directly equation (1.15) in dimension 1 (see appendix 1.5.1) and we obtain
(see eq. 1.54) that
u1Dλ (x) = log cos
2
(√
λ
2Iλ
x
)
, (1.16)
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Figure 1.2: Schematic representation of the distribution of a single unscreened
ionic specie in a dielectric ball.
where Iλ is solution of the implicit equation
Iλ =
2
λ
tan2
√
λ
2Iλ
. (1.17)
The graph of u1Dλ (x) is shown Fig. 1.4A, while the one for
λ
Iλ
versus λ is shown
in Fig. 1.4B. We have 0 < µ(λ) = λ
Iλ
≤ pi2
2
and limλ→∞ µ(λ) = pi
2
2
. The solution
exists u1Dλ for all λ > 0 and a log-singularity develops at the boundary x = 1 when
λ→∞.
Solution in dimension two
In dimension 2, we obtain the solution in (appendix 1.5.2)
u2Dλ (x) = log (1−
λ
8Iλ
x2)2. (1.18)
where
Iλ = pi +
1
8
λ
µ(λ) =
λ
Iλ
lim
λ→∞
µ(λ) = 8.
The graph of u2Dλ (x) is shown on Fig. 1.4C, while the one for
λ
Iλ
is on Fig. 1.4D.
u2Dλ (x) = log(1− λλ+8pix2)2, develop a log-singularity as λ→∞.
Analysis in dimension three
The solution of the initial value problem (1.15) in dimension d = 3 cannot be directly
computed. We show now that the solution exits for all λ, while there is a critical
value µ∗, above which, there is no regular solution. Contrary to dimensions one and
two, the value of µ∗ can only be estimated numerically. We first show using a phase-
space analysis that the solution of equation (1.15) is unique when it exists. However
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it is not possible to use the phase-space to study the singularity of the equation
because it occurs at the initial time of the dynamics. To study the asymptotic
explosion of the equation, we use an asymptotic argument. Finally, we will study
the solution numerically (see appendix for the construction of a numerical scheme).
Next, we show that the problem (1.13) has a unique regular solution for all
λ ≥ 0, when the solution is finite. The proof of uniqueness of the solution follows
the phase-space analysis of (1.15). Indeed, using the change of variables [101]
s = − log r, u(r) = U(s), v(s) = dU(s)
ds
, w = µe−2se−U(s)
w′(s) = −2w(s)− U ′(s)w(s) = w(s)[−2− v(s)], (1.19)
the dynamical system becomes
v′(s) = v(s)− w(s), (1.20)
w′(s) = −w(s)[2 + v(s)], (1.21)
and can be written as
dw
dv
=
−w(2 + v)
v − w . (1.22)
The phase space of (1.20) contains exactly two critical points. The origin 0 is a
saddle point and its stable manifold has the tangent T of equation w = 3v. The
point Pa = (−2,−2) is an unstable node. The initial conditions u(0) = u′(0) = 0
for the solution of (1.15) impose lims→∞ U(s) = u(0) = 0 and lims→∞ U ′(s) =
− limr→0 ru′(r) = v(0) = 0, hence the constraints
lim
s→∞
v(s) = 0, lim
s→∞
w(s) = lim
s→∞
µe−2se−U(s) = 0. (1.23)
Thus the trajectory of the solution of (1.15) in the first quadrant, which satisfies the
constraints (1.23), has to be on the separatrix that converges to the saddle point.
Choosing any value U(0) gives µe−U(0) the value of v(0) = U ′(0) has to be chosen
on the separatrix. Therefore starting in the first quadrant, a trajectory of (1.20)
converges to the saddle point if and only if it starts on the separatrix with the
tangent T. The stable branch at the saddle point tends to infinity as s decreases
toward 0. Indeed, the local expansion of (1.22) near the saddle point is
w(v) = 3v +
3
5
v2 − 3
175
v3 + . . . , (1.24)
which gives the phase portrait (Fig. 1.5). Finally, along the separatrix w′(v) > 0,
except at the origin, showing that for an initial v(0), there is a unique solution.
However, it is not possible from the phase-space to study the singular solution.
Indeed, as we shall see, the singularity occurs precisely at the initial value and
thus the Cauchy problem cannot even start. We conclude the problem (1.13) has a
finite solution and the phase diagram plotted in Fig. 1.5 ensures that for any initial
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condition (v(0), w(0)) (when it is finite) on the separatrix in the first quadrant, there
is a unique solution to (1.20) that satisfies (1.23).
A numerical solution of (1.13) gives the graph Fig. 1.3E, that is the solution
u(x) of (1.3) for µ ≤ µ∗ = 11.2. The graph in dashed line (µ∗ = 14) blows up
before reaching x = 1, while the dash (small point) graph is finite throughout the
interval. To estimate an upper bound for µ∗, we note that whenever the solution
exists for some µ near µ∗, its asymptotic behavior for x close to 1 shows that
u′′(1)  u′(1) (see the blue graph in Fig. 1.3). Indeed, to show that under the
assumption u′′(1)  u′(1) the latter inequality is self-consistent, we note that near
x = 1 the solution of (1.15) can be approximated by the solution of the simpler
problem
u˜′′(x) = −µ exp {−u˜(x)} , (1.25)
given by
u˜(x) ∼ log cos2
(√
µ
2
x
)
. (1.26)
Thus u˜(x) is finite in the interval as long as
µ <
pi2
2
= 4.934802202 = µ∗ (1.27)
and
u˜′(x)
u˜′′(x)
≤ |
√
µ−√µ∗|√
µ∗
 1. (1.28)
We conclude at this stage that for fixed values of µ below and above, where above
the latter they blow-up inside the interval 0 < x < 1 (frames A, C, E of Fig. 1.4).
When µ varies with λ according to (1.14), the solutions exist for all values of λ
(frames B, D, F of Fig. 1.4). Figure 1.4A-C-E shows that potential drop between
the center and the surface of the sphere as a function of λ for 1 ≤ d ≤ 3.
In figure 1.3, Three dimensional solution obtained numerically is compared with
the asymptotic expansions in two regimes. We present in appendix 1.5.3 for λ 1,
the expansion u(x) = −λx2
8pi
+ O(λ2) (see eq. 1.73). In contrast, for λ  1, we
mention above that the approximation u(x) ≈ 2 log(1 − x2), which was relevant
near x = 1 can be used in the entire domain [0, 1]. The analytical approximations
(red) are compared with the numerical solutions (see appendix 1.5.4).
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Figure 1.3: Asymptotics behavior of the solution u(x) in dimension 3. (A)
change in the profile u(x) for 3 values of the parameter λ = 102, 103, 104. (B,C) We
present two regimes: for λ = 0.1 1, we have u(x) = −λx2
8pi
+ O(λ2) (see eq. 1.73)
and λ  1 where u(x) ≈ 2 log(1 − x2). The analytical approximations (red) are
compared with the numerical solutions (see appendix).
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Figure 1.5: Phase-space solution of (1.20). The separatrix is shown in red, while the
other trajectories are in blue.
The potential differences
The difference u(0)−u(1) as we shall see in the next section has a physical meaning,
as it represents the difference of potential between the center and the periphery of
a sphere. We have in dimension 1,
| uλ(1)− uλ(0) | = log cos2
(√
λ
2Iλ
)
, (1.29)
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Figure 1.4: Numerical solutions u(x) of the initial value problem (1.15). (A), (C),
and (E) correspond to different profile values of λ in dimensions 1, 2, and 3, respectively.
The dotted curves are solutions that blow-up for x < 1. (B), (D), and (F) are plots of the
ratio
λ
Iλ
in dimensions 1,2 and 3, respectively.
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where λ
2Iλ
→ pi2
4
as λ→∞. in dimension 2,
| uλ(1)− uλ(0) | = 2 log( 8pi
λ+ 8pi
), (1.30)
in dimension 3, for λ 1,
| uλ(1)− uλ(0) | = 2 log(1− f(λ)), (1.31)
where the unknown function f is increasing and f(λ)→ 1 as λ→∞. The different
curves for dimension 1, 2 and 3 are shown in fig. 1.6. In all cases, the large λ
asymptotic is dominated by the log-behavior.
0 500 10000
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10
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u(
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−u
(1
) Dim 1
Dim 2
Dim 3
Figure 1.6: Asymptotics of uλ(1)− uλ(0) for dimensions 1,2 and 3.
1.2.2 Physical implication for the distribution of voltage
and charge in a dielectric ball
The distribution of voltage and charge in a dielectric ball can be estimated from the
results of the previous sections by using the dimensional relation (1.12) in a ball of
radius R = 1µm. We plotted in Fig. 1.7A the voltage drop for N = 102, 103 and 104
charges. Already for 1000 charges, there is a difference between the center and the
surface of a ball of few milli-Volts. Moreover, the density of charge is concentrated
at the periphery (Fig. 1.7B), leading also to a large field E = −∇V close to the
boundary (Fig. 1.7C). Consequently most of the charges are accumulated at the
boundary, as revealed by the plot of the cumulative density of charges (fig. 1.7D)
Q(r) = N
∫ r
0
exp
{
−zeφ(r)
kT
}
r2 dr∫ R
0
exp
{
−zeφ(r)
kT
}
r2 dr
. (1.32)
In summary, when the total number of charges is fixed sufficiently high, the charges
accumulate at the surface. The field is only significant close to the surface and thus
can trap a Brownian charged particle in such region, while outside a small boundary
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layer of the boundary, the field is almost zero and charged particles experience no
drift. This effect is discussed in the next section.
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Figure 1.7: Distribution of (A) the potential, (B) charge and the field (C)
and cumulative density of charges (D) inside a dielectric ball. Parameters
of simulations are given in table 1.
1.2.3 Scaling laws for the maximum number of charges
Although we found previously that for a fixed radius, the difference of potential
V (0)−V (1) is bounded as a function of the total number of charge, we shall now show
that the maximal number of charges increases linearly with the radius of the ball.
Indeed, introducing the dimensionless radial variable ζ = r/R and uλ(r) = Uλ/R(ζ),
equation (1.10) becomes
U ′′λ/R(ζ) +
2
ζ
U ′λ/R(ζ) = −
λ exp
{−Uλ/R(ζ)}
4piR
∫ 1
0
exp
{−Uλ/R(ζ)} ζ2 dζ , (1.33)
with the initial conditions Uλ/R(0) = U
′
λ/R(0) = 0. Now, we solve the initial value
problem
V ′′µ (ζ) +
2
ζ
V ′µ(ζ) = − µ exp {−Vµ(ζ)} , Vµ(0) = V ′µ(0) = 0
(1.34)
W ′µ(ζ) = ζ
2 exp {−Vµ(ζ)} , Wµ(0) = 0
and note that
uλ(r) = Vµ
( r
R
)
, λ = 4piµRW (1). (1.35)
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Thus the number of charges Q in a ball or radius R create the same distribution as
a charge Q/R in a ball of radius one, which can be summarized as
Q(R) = RQ(1). (1.36)
In the next section, we will use the solution of the PNP equation for the distribution
of charges and the electrical potential to study the motion of charged stochastic
particles to a small hole located on the three dimensional ball.
1.3 Ionic flux in a small absorbing window in a
highly charged sphere
We now discuss various consequences of distributing charges close to the boundary,
in the large charge regime. The first consequence is on the Mean First Passage Time
(MFPT) τ¯(x) from x ∈ Ω, which is the solution of the Pontryagin-Andronov-Vitt
(PAV) boundary value problem [171],
D
[
∆τ¯(x)− ze
kT
∇τ¯(x) · ∇φ(x)
]
=− 1 for x ∈ Ω (1.37)
∂τ¯(x)
∂n
+
ze
kT
τ¯(x)
∂φ(x)
∂n
=0 for x ∈ ∂Ωr (1.38)
τ¯(x) =0 for x ∈ ∂Ωa, (1.39)
where ∂Ωa represents the small absorbing window and ∂Ωr = ∂Ω\∂Ωa. We consider
the case of a large field |∇φ(x)|  1 near the boundary |x| = 1. The profile of φ(x)
was studied in section 1.2.1 (see Figures 1.7). To study the solution of the PAV
problem (1.37)-(1.39), we map the neighborhood of ∂Ωa smoothly into the upper
half plane with coordinates X = (x, y, z), where z = 0 is the image of the boundary,
τ˜(X) = τ¯(x), and outside a boundary layer near ∂Ωa
V =
∂φ(x)
∂n
∣∣∣
|x|=1
= const, Φ(x, y) = φ(x)
∣∣∣
|x|=1
= const,
so that ∇x,yΦ(x, y) = 0. The PAV system (1.37)-(1.39) is converted to
τ˜zz(X)− ze
kT
V˜ τ˜z(X) + ∆x,y τ˜(X) = − 1
D
, (1.40)
A regular expansion of τ˜(X) for large V˜ =
∂φ
∂z
gives that to leading order τ˜(X) is
a function of (x, y) and setting T (x, y) = τ˜(x, y, 0), we find that
∆x,yT (x, y) = − 1
D
. (1.41)
Thus the MFPT from x ∈ Ω to ∂Ωa is the sum of the MFPT from x to ∂Ω and the
MFPT form ∂Ω to ∂Ωa on the surface ∂Ω. The MFPT to ∂Ω is negligible relative
to that to ∂Ωa. This approximation means that to reach ∂Ωa in a highly charged
ball a charge is first transported by the field to the reflecting part ∂Ωr of the sphere
with overwhelming probability and then it finds ∂Ωa by surface diffusion.
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1.3.1 Particle current through a small absorbing window in
a highly charged ball
A second consequence of the charge distributions is the control of flux of particles
through a small hole from the geometry. This has an important consequence in
understanding how the electric voltage and current can be controlled in cellular
microdomains such as dendritic spines (see the dictionary section 1.6). Diffusion in
dendritic spines have already been investigated [168, 24], but little is known about
the regulation of the electrical current since no experimental data are yet available
about the voltage at a nanometer precision [93].
We shall show that the present modeling and asymptotic analysis can lead to
novel predictions about the electrical current in a dendritic spine, that can be regu-
lated independently of the voltage. In this section we focus on the spine head. The
solution T (x, y) of (1.41) is the MFPT of a Brownian motion on a sphere of radius
R to an absorbing circle centered at the north-south axis near the south pole, with
small radius a = R sin δ
2
. It is given by [40, 88, 178]
T (x, y) =
2R2
D
log
sin θ
2
sin δ
2
, (1.42)
where D is the diffusion coefficient, θ is the angle between x and the north pole.
Thus
τ¯(x) = T (x, y). (1.43)
The MFPT, averaged over the sphere with respect to a uniform distribution of x is
given by
τ¯ = 2R2
(
log
1
δ
+O(1)
)
for δ  1. (1.44)
The MFPT for N independent charges is
τ¯N =
2R2
N
(
log
1
δ
+O(1)
)
for δ  1. (1.45)
It follows that the electrical current through the small window is given by
J =
ze
τ¯N
=
QD
2R2
(
log
R
a
+O(1)
) for a R. (1.46)
The ball represents here the dendritic spine head and J is the current through the
neck. Thus, once a current flows into a dielectrics ball such as a spine head, the
excess of charges Q is first pushed toward the boundary, before moving by Brownian
motion to the entrance of spine neck (small disk of size a). This result shows that
the current J in a spine head is governed by the spine geometry (formula 1.46) and
a key parameter is the radius a of the neck.
When there is a conservation of charge principle (no leak), the current through
the end of cylinder starting at the window (spine neck) finishing at a bigger cylinder
(dendritic shaft) is the same as the one exiting the spine head. In that conditions,
the spine neck length do not affect or modulate the current.
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1.4 Discussion and applications of PNP to the
current in a spine neck under voltage-clamp
condition
We have studied here the solution of the PNP equations in a ball and obtained an
asymptotic expression in the large charge limit. We further computed the mean es-
cape time of a charged stochastic particle to a small window located on the boundary.
We also compared analytic solution with numerical approximations. PNP equations
serve here as a model to study the current in neuronal microdomains such as den-
dritic spines.
We estimated the voltage in dendritic spines when the voltage in the spine head
is maintained. We found that the voltage U varies nonlinearly with respect to the
total number of charges Q, in contrast with the classical law of electrostatic for a
conductor, where Q = CU and C is the capacitance.
We recall that a certain fraction of dendritic spines receive synaptic connections,
essential for neuronal communication [93]. Although their functions are still unclear,
they are involved in regulating synaptic transmission and plasticity [8, 10, 7, 116,
188, 26]. Interestingly, most of the excitatory connections occur not on the dendrite
but rather on spines and the reason is still not clear. The spine shape is quite
intriguing, made of a head connected to the dendritic shaft by a cylinder. We
found here that this geometry plays a key role: we predicted here that the spine
head geometry determines the drop of voltage, while the current is defined by the
diffusion on the surface and the mean time to find the entrance of the neck in
a two dimensional Brownian motion (see Narrow escape time [169, 85]). In the
neck, under a voltage-clamp condition (the voltage is maintained constant), when a
constant voltage difference between the head and the neck is imposed, the voltage-
current relation follow a resistance law. Thus the spine geometry defines both the
capacitance and resistance in geometrical terms, a vision that complement previous
classical studies [188, 114, 175].
Determining the voltage drop between the membrane of the spine head and the
dendrite, when a current is flowing from the head to the dendrite remains challenging
because the classical cable theory cannot be applied in a system that cannot be
approximated by a cable. The general scheme for modeling the electro-diffusion in
the spine is the PNP model in the head and a one-dimensional conduction of ions in
the neck. The neck is considered a classical ionic conductor. Thus the steady-state
PNP equations have to be solved in the sphere with boundary conditions implied
by the compatibility condition and the flux through the neck is determined by the
mean first passage time (MFPT) of ions from the head to the neck, as discussed
above.
In the case of high charge Q the potential turns out to be practically flat through-
out the ball with a sharp boundary layer with negative slope at the boundary. Thus
a charge diffuses and is pushed strongly toward the membrane so ionic motion is
practically confined to motion on the surface. Due to spherical symmetry, the poten-
tial is constant on the boundary so ionic motion is free Brownian motion on a sphere.
At high charge ions interact through the ambient potential that is determined from
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Poisson’s equation in the ball. Therefore they can be assumed independent free
Brownian particles. The MFPT τ¯ of an ion to the small opening of the neck is
determined from the two-dimensional NET theory (see previous section). Because
the flux carried by a single ion is q/τ¯ , where q is the ionic charge, the number of
ions in the spine head is N = Q/q and the MFPT τ¯N of any of the N ions is given
by
τ¯N =
τ¯
N
. (1.47)
Thus the current through the neck is
I =
Q
τ¯
(1.48)
and due to charge conservation, it is independent of the length of the neck. If we
consider the neck to be a parallel-plate capacitor carrying a steady current I, then
the voltage drop across the neck is simply V = RI, where R is the resistance of the
neck, given by
R =
kTL2
q2nD
, (1.49)
where k is Boltzmann’s constant, T is absolute temperature, L is the length of the
conductor, n is the number of ions in the neck, q is the charge of an ion, and D
is the diffusion coefficient of the solution in the neck [171]. This model is valid as
along as the voltage is maintained in the spine head.
Finally, computing in the transient regime, the change in voltage drop between
the spine head and the dendritic shaft, requires computing the time dependent
PNP equations. Another open question is to study the influence of the spine head
geometry on the distribution of charges. Computing the distribution of charges and
the associated field in non-convex geometry is certainly the most challenging.
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1.5 Appendix
In this appendix, we first solve analytically the Liouville equation 1.13 in dimensions
one and two and in the second part, we describe the numerical methods to compute
the solution in dimension 3.
1.5.1 Solution of the minus sign Liouville-Bratu-Gelfand equa-
tion in a unitary segment
Liouville equation in the interval [0 1] is
−u′′λ(r) = λ
e−uλ(r)∫ 1
0
e−uλ(r) dr
(1.50)
with initial conditions
uλ(0) = 0 and u
′
λ(0) = 0. (1.51)
This is the classical Cauchy problem. After a direct integration we get with the
initial conditions
u′2λ (r) =
2λ
Iλ
(e−uλ(r) − 1), (1.52)
where
Iλ =
∫ 1
0
e−uλ(r)dr. (1.53)
A second integration gives
uλ(r) = log cos
2
√
λ
2Iλ
r. (1.54)
Now we self-consistently calculate
Iλ =
∫ 1
0
e−uλ(r)dr =
∫ 1
0
dr
cos2
√
λ
2Iλ
r
=
1√
λ
2Iλ
tan
√
λ
2Iλ
. (1.55)
Thus Iλ > 0 is the solution of the implicit equation
Iλ =
2
λ
tan2
√
λ
2Iλ
. (1.56)
The graph of λ
Iλ
versus λ is shown in Figure 1.4. We have limλ→∞ λIλ =
pi2
2
, and
specifically, yλ =
√
λ
2Iλ
= pi
2
− pi2
λ2
+ O( 1
λ2
). The solution (1.54) is shown in Fig. 1.4
and is regular in the entire interval 0 < r < 1 for all values of λ. The drop between
the extreme points of the interval is
uλ(1)− uλ(0) = log cos2
√
λ
2Iλ
(1.57)
and becomes infinite as the total charge increases indefinitely.
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1.5.2 Liouville equation in dimension 2
The dimension 2 case can be transformed into the one dimensional case [101] using
the change of variable
r = e−t
u˜(t) = uλ(r)− 2t.
Equation (1.13) reduces to
−u˜tt(t) = λ
Iλ
e−u˜(t)+2t (1.58)
where Iλ = 2pi
∫ 1
0
e−uλ(r)rdr and w(t) = u˜(t) + 2t satisfies
−wtt(t) = λe
−w(t)
Iλ
(1.59)
The initial conditions are now transform to asymptotic conditions at infinity:
lim
t→∞
(w(t)− 2t) = 0 (1.60)
lim
t→∞
(w˙(t)− 2) et = 0. (1.61)
A first integration gives
w˙2(t)
2
= λ
e−w(t)
Iλ
+ 2. (1.62)
The solution is
w(t) = − log
(
8
(λe2C+2t − 1)2
)
− 2C − 2t, (1.63)
where C is a constant. Finally, we obtain that
uλ(r) = log (1− λ
8Iλ
r2)2. (1.64)
To close the equation, we shall now compute the integral
Iλ =
∫ 1
0
e−uλ(r)2pirdr =
∫ 1
0
1
(1− λ
8Iλ
r2)2
2pirdr =
8pi
8− λ/Iλ (1.65)
and
Iλ = pi +
1
8
λ (1.66)
lim
λ→∞
λ
Iλ
= 8. (1.67)
The curve λ
Iλ
is shown on Fig. 1.4 and | uλ(1)− uλ(0) | in Fig. 1.6. Finally,
uλ(r) = log
(
1− λ
λ+ 8pi
r2
)2
(1.68)
| uλ(1)− uλ(0) | = 2 log
(
1− λ
λ+ 8pi
)
. (1.69)
We conclude that uλ(r) decreases smoothly and in the limit λ → ∞, the solution
blow-up over the entire boundary.
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1.5.3 Regular expansion of solution (1.15) for small λ
We shall now study the small asymptotic expansion of solution (1.15) for small λ.
Using a regular expansion,
u(x) = u0(x) + u1(x)λ+ u2(x)λ
2 + o(λ2), (1.70)
we obtain using eq. (1.15) that u0(x) = 0 and u1 is solution of
−∆u1(x) = 1|Ω| on Ω (1.71)
∂u1
∂n
= − 1|∂Ω| on ∂Ω. (1.72)
For R = 1,
u1(r) = − r
2
8pi
, (1.73)
with u1(0) = 0. We conclude that u1(r) ≤ 0, Thus,
u(r) = − r
2
8pi
λ+O(λ2). (1.74)
The second order term u2 is solution of
−∆u2 = − u1|Ω| on Ω, (1.75)
with u2(0) = 0 and u
′
2(0) = 0. For R = 1,
u2(r) = − 3r
4
640pi2
. (1.76)
Thus,
u(r) = − r
2
8pi
λ− 3r
4
640pi2
λ2 +O(λ3). (1.77)
1.5.4 Numerical scheme for construction the solution of eq.
(1.13)
In the different sections of this manuscript, the solution u(r) of eq. (1.13) was
computed numerically using the one from the radial Neumann problem in the ball
B3
v′′(r)− 2
r
v′(r) = −λ exp{−v(r)} for 0 ≤ x ≤ 1 (1.78)
v′(1) = − λ|S3|
v′(0) = 0,
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where S3 = ∂B3. The relation between solutions u(r) and v(r) is expressed by the
shift
v(x) = u(x) + β, (1.79)
where the constant β is computed from the compatibility and the boundary condition
of eq. (1.78):
λ = −
∮
∂B3
∂v(x)
∂n
dS = −λ
∫
B3
exp{−v(x)}dx, (1.80)
leading to ∫
B3
exp{−v(x)}dx = 1. (1.81)
We obtain from relations (1.79) and (1.81),
β = log(Iλ), (1.82)
where Iλ is defined for the three dimensions as Iλ =
∫ 1
0
e−uλ(r)4pir2dr. The condition
u(0) = 0 in eq. (1.13) links the value of β to the solution v(r):
β = v(0). (1.83)
In summary, the solution u(r) can be entirely computed from v(r) as
u(r) = v(r)− v(0). (1.84)
The shift in relation (1.79) permits to express the solution of a nonlinear elliptic
PDE, containing the integral of the solution over the domain in terms of the solution
of a classical Neumann problem eq. (1.78).
We have solved numerically eq. (1.78) using one dimensional finite element
method in Matlab, and Comsol for comparison. For the application to the different
physical scenario of PNP in a ball, we used an adaptative meshing to account for the
stiff tangent in the region close to the boundary r = R. For example for R = 1µm
the maximal element size taken was 5 · 10−4µm. All numerical results in the ball B3
(Figs. 1.4,1.3,1.6,1.7) were obtained using the scheme described here.
1.6 Basic biological terminology
• Dendritic spine: neuronal microstructure located on neuronal cells. It is one
of the two part of a synapse, which is a junction between two neurons. The
spine geometry is approximated as a spherical head connected to a cylindrical
neck see [168].
• PNP: Poisson-Nernst Planck equation.
• NET: Narrow escape time: mean time for a small particle to find a small hole.
• Voltage-clamp: condition under which the voltage is maintained constant.
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Table 1.1: Parameters.
Parameter Description Value
z Valence of ion z=1 (for sodium)
D Diffusion coefficient D = 200µm2/sec
Ic Injected current I ∈ [2; 30]pA
I Average Injected current I = 2.5pA
Ω Spine head Ω (volume |Ω| = 1µm3)
a Radius of spine neck (typical) a = 0.1µm
L Length of spine (typical) L = 1µm
T Temperature T = 300K
E Energy kT = 2.58× 10−2eV
e Electron charge e = 1.6× 10−19C
ε Dielectric constant ε = 80
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2.1 Introduction
Electro-diffusion is the process by which the motion of ions in solution is driven
by two physical forces: thermal motion, which is diffusion, and the electric field.
The difficulty in the mathematical description of this physical motion is due to the
origin of the field, which consists of the contribution of mobile ions and of a possible
external field. The dielectric membrane also affects the field by image charges. So
far only few electro-diffusion systems are well understood: although the voltaic cell
was invented more than 200 years ago, designing optimal configurations is still a
challenge. On the other extreme, ionic flux and gating of voltage-channels [23] is
now well explained by the modern Poisson-Nernst-Planck theory of electro-diffusion
[132], because at the nanometer scale, the cylindrical geometry approximation of
protein channels reduces the computation of the electric field and of ionic diffusion
to one dimension [54, 158, 95, 53, 52, 173, 177]. However, cellular domains at a
micron scale involve two- and three-dimensional geometry, much more complicated
than the cylindrical geometry of a channel pore, leading to a more complex electro-
diffusion description [167, 93].
We recall that local curvature is a key geometrical element for controlling charge
distribution in various media, such as in the air (e.g., the lightning rod [47]). The
manifestation of this effect is observed in Lebesgue’s thorn, which is a an inverted
cusp singularity of the boundary, for which the solution of Laplace’s equation blows-
up inside the domain [47, p.304]. In electronics, the design of printed circuits is
always pre-conditioned on corner effects [161]. However, these effects are not very
well known inside an electrolytic bath. Recent analysis [32], [93] suggests that non-
electro-neutrality in the geometry of an electrolyte confined by a dielectric membrane
affects charge distribution.
We use the Poisson-Nernst-Planck (PNP) equations for charge concentration and
electric potential as a model of electro-diffusion. The entire boundary is imperme-
able to particles (ions) and the electric field satisfies the compatibility condition
of Poisson’s equation. Phenomenological descriptions of electro-diffusion, such as
the cable equation or the reduced electrical engineering approximation by resis-
tance, capacitance, and even electronic devices, are not sufficient to describe non-
cylindrical geometry [93], because they assume a simple reduced one-dimensional
or reduced geometry. We present here results about charge and field distribu-
tions in electro-diffusion in various geometrical microdomains, when the condition
of electro-neutrality is not satisfied. We recall that under the non-electro-neutrality
assumption, and with charge distributed in bounded domains confined by a dielec-
tric membrane, Debye’s concept of charge screening decaying exponentially away
from a charge [50], do not apply and long-range correlation leads to a gradient of
charges in a ball with no inward current. A new capacitance law was derived for an
electrolyte ball [32], where the difference of potential between the center C and the
surface S, that is, V (C) − V (S), increases, first linearly and then logarithmically,
when the total number of charges in the ball increases.
Our aim here is to understand the effect of boundary curvature on an electrical
cell, such as neuron. In particular, we explore the effect of boundary curvature
on the charge and field distribution at steady state. The curvature of membranes
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of dendrites and axons of neurons have many local maxima that can modulate
the channel’s local electric potential [210]. In this article, we study the effects of
local curvature on the distribution of charge in bounded domains with no electro-
neutrality. The effect of non-electro-neutrality was recently studied in [32] and a
long-range electrostatic length, much longer than the Debye length was found. This
effect is due to the combined effects of non-electro-neutrality and boundary, which
lead to charge accumulation near the boundary.
The cusp-shaped funnel geometry was studied in [92], however this paper presents
several crucial mathematical differences with [92], in particular, we are solving a
nonlinear equation, while it was linear in [92]. Furthermore, the boundary condition
at the end of the cusp-shaped funnel: while it is the Dirichlet condition in [92],
it is the Neumann condition here. This means that in [92] the absorption flux at
the end of the funnel is computed, whereas here the stationary voltage and charge
distribution are computed in the absence of flux. We develop here new boundary
layer analysis, different than the classical matched asymptotics method [127, 151,
51]. The manuscript is organized as follow: first, we consider a bounded domain
with an uncharged narrow cusp-shaped funnel on the boundary, which is a singular
geometrical effect. Second, we further study the case of charge distribution in a
charged narrow cusp.
2.2 The PNP equations
The Poisson-Nernst-Planck system of equations in a domain Ω, whose dielectric
boundary ∂Ω is represented as the compatibility condition for Poisson’s equation,
and its impermeability to the passage of ions is represented as a no-flux boundary
condition for the Nernst-Planck equation. We assume that the charge in Ω consists
of N identical positive ions (see Appendix) with initial particle density q(x) in Ω,
their valence is z, and the total number of particles is fixed, equal to∫
Ω
q(x) dx = N. (2.1)
Thus the charge in Ω is
Q = zeN,
where e is the electronic charge. The charge density ρ(x, t) is the solution of the
initial and boundary value problem for the Nernst-Planck equation
D
[
∆ρ(x, t) +
ze
kT
∇ (ρ(x, t)∇φ(x, t))
]
=
∂ρ(x, t)
∂t
for x ∈ Ω (2.2)
D
[
∂ρ(x, t)
∂n
+
ze
kT
ρ(x, t)
∂φ(x, t)
∂n
]
= 0 for x ∈ ∂Ω (2.3)
ρ(x, 0) = q(x) for x ∈ Ω. (2.4)
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Here φ(x, t) is the electric potential in Ω and is the solution of the Neumann problem
for the Poisson equation
∆φ(x, t) = − zeρ(x, t)
εrε0
for x ∈ Ω (2.5)
∂φ(x, t)
∂n
= − σ(x, t) for x ∈ ∂Ω, (2.6)
where εrε0 is the permittivity of the medium and σ(x, t) is the surface charge density
on the boundary ∂Ω. In the steady state,
σ(x, t) =
Q
εrε0|∂Ω| . (2.7)
2.3 Steady solution in a ball with a cusp-shaped
funnel
Local boundary curvature is a key geometrical feature that controls charge distribu-
tion in the domain. Specifically, we study the effect of a narrow funnel attached to a
sphere. In various media, such as air (e.g., the lightning rod, [47]), the manifestation
of this effect is observed in Lebesgue’s thorn, which is a an inverted cusp singularity
of the boundary, for which the solution of Laplace’s equation blows-up inside the
domain [47, p.304]. In the steady state (2.2) gives the particle density
ρ(x) = N
exp
{
−zeφ(x)
kT
}
∫
Ω
exp
{
−zeφ(x)
kT
}
dx
, (2.8)
hence (2.5) gives Poisson equation
∆φ(x) = −
zeN exp
{
−zeφ(x)
kT
}
εrε0
∫
Ω
exp
{
−zeφ(x)
kT
}
dx
. (2.9)
and (2.6) gives the boundary condition
∂φ(x)
∂n
= − Q
εrε0|∂Ω| , (2.10)
for |x| = R, which is the compatibility condition, obtained by integrating Poisson’s
equation (2.5) over Ω. Changing variables to
u(x) =
zeφ(x)
kT
, λ =
(ze)2N
εrε0kT
, (2.11)
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Poisson’s equation (2.9) becomes
∆u(x) = − λ exp {−u(x)}∫
Ω
exp {−u(x)} dx
(2.12)
and the boundary condition (2.10) becomes
∂u(x)
∂n
= − λ|∂Ω| for x ∈ ∂Ω. (2.13)
The translation u˜ = u+ ln
(
λ/
∫
Ω
exp{v(x)} dx
)
, converts (2.12) into
−∆u˜(x) = exp{−u˜(x)} for x ∈ Ω (2.14)
∂u˜(x)
∂n
= − λ|∂Ω| for x ∈ ∂Ω.
We consider a dimensionless planar domain Ω with a cusp-shaped funnel formed
by two bounding circles A and B of dimensionless radii 1 (see Fig.2.1(left)). The
opening of the funnel is ε 1. We construct an asymptotic solution in this limit to
the nonlinear boundary value problem (BVP) (2.14) by first mapping the domain
Ω conformally with the Mo¨bius transformation of the two osculating circles A and
B into concentric circles (see Fig.2.1(right)). To this end, we move the origin of the
complex plane to the center of the osculating circle B and set
w = w(z) =
z − α
1− αz , (2.15)
where
α = −1−√ε+O(ε). (2.16)
The Mo¨bius transformation (2.15) maps the circle B (dashed blue) into itself and Ω
is mapped onto the domain Ωw = w(Ω) in Figure 2.1(right). The straits in Figure
2.1(left) are mapped onto the ring enclosed between the like-style arcs and the large
disk is mapped onto the small red disk in Figure 2.1(right). The radius of the
small disk and the elevation of its center above the real axis are O(
√
ε). The short
black segment AB of length ε in Figure 2.1(left) is mapped onto the segment AB of
length 2
√
ε+O(ε) in Figure 2.1(right). This mapping (see [84]), transforms the PNP
equations as well and thus leads to a new non-linear effect. Setting u(z) = v(w)
converts (2.12) to
∆wv(w) = − exp {−v(w)}|w′(z)|2
= − (4ε+O(ε˜
3/2))
|w(1−√ε˜)− 1 +O(ε˜)|4 exp {−v(w)} for w ∈ Ωw. (2.17)
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Figure 2.1: Image Ωw = w(Ω) of the domain Ω (A.) under the conformal mapping
(2.15). The neck (left) is mapped onto the semi-annulus enclosed between the like-style
arcs and the large disk in Ω is mapped onto the small red disk. The short green segment
AB (left) (of length ε) is mapped onto the thick green segment AB (of length 2
√
ε+O(ε)).
The letters S and N designate the south and the north pole respectively.
The boundary segment AB at the end of the cusp-shaped funnel in Figure 2.1(left)
is denoted ∂Ωw,a. To determine the boundary conditions, we use the change of
coordinates w = Reiθ = X + iY . At the end of the funnel, where R ' 1, we get
∂u(z)
∂nz
= −∂v(w)
∂θ
∣∣∣∣
w=−1
∂θ
∂Y
, (2.18)
where
ieiθ
∂θ
∂Y
= w′(z) =
1− α2
(1− αz)2 . (2.19)
For θ = pi (for z = −1), we obtain ∂θ/∂Y = −2/√ε and the boundary condition at
∂Ωw,a is
∂v(w)
∂n
= − λ
√
ε
2|∂Ω| for w ∈ ∂Ωw,a. (2.20)
We show in Fig. 2.2A-B numerical solution of the fields lines obtained with (2.14)
(left) and (2.17) (right).
2.3.1 Reduced PNP equations in an uncharged cusp-shaped
funnel
Approximating the banana-shaped domain Ωw by a one-dimensional circular arc, we
use a one-dimensional approximation of the solution in Ωw [92, 86]. This approxi-
mation assumes that there are no non-neutralized charges on the surface of the cusp
(Fig.2.3A). The boundary condition for the approximate one-dimensional solution
of (2.17) is zero at angle θLim = c
√
ε, where c is a constant (see details in [92, 86])
and represents the solution inside the disk in Figure 2.1(left), away from the cusp.
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Figure 2.2: Influence of the cusp on the field lines (orthogonal to the level
lines). The field line inside the original domain Ω (A) and its image domain Ωw (B),
computed numerically from equation (2.14). The blue lines originate from the bulk, while
the orange starts in the cusp. The domain Ωw is subdivided into three regions: the region
Ω1w inside the funnel, the region Ω
2
w connecting the end of the funnel to the bulk Ω
3
w.
Thus, (2.17) in the conformal image Ωw becomes the boundary value problem
v′′ +
4ε
|eiθ − 1− eiθ√ε|4 exp
{−v(eiθ)} = 0 (2.21)
v′(c
√
ε) = 0 (2.22)
v′(pi) = − λ
√
ε
2|∂Ω| .
Our goal is now to estimate the difference of potentials between the north pole
N and the end of the funnel C,
∆˜u = u(N)− u(C) = v(c√ε)− v(pi). (2.23)
To construct an asymptotic approximation to the solution of (2.22) in the limits
ε → 0 and λ → ∞, we first construct the outer-solution in the form of a series in
powers of ε, which is an approximation valid away from the boundary. In the limit
of small ε, the first term in the series vanishes, exponential terms drop out, and the
second order term is
youter(θ) = Mθ +M
′, (2.24)
where M and M ′ are yet undetermined constants. The outer solution cannot satisfy
all boundary conditions, so a boundary layer correction is needed at the reflecting
boundary at θ = c
√
ε. Thus, we set θ =
√
εξ and expand
ε2
|eiθ − 1− eiθ√ε|4 =
1
(1 + ξ2)2
+O(
√
ε).
Writing the boundary layer solution as ybl(θ) = Y (ξ), we obtain to leading order
the boundary layer equation
Y ′′(ξ) +
4
(1 + ξ2)2
exp {−Y (ξ)} = 0, (2.25)
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with Y ′(c) = 0. The solution is decaying for large ξ and develops a singularity at
finite ξ. However, a Taylor expansion near ξ = 0,
Y (ξ) = A+B2ξ
2 +B4ξ
4 + . . . , (2.26)
gives in (2.25)
B2 = −2e−A. (2.27)
In general, the coefficients satisfy Bk = O(e
−A), for A 1. For small ξ, we obtain
the approximate solution of (2.25) by considering the leading term in a regular
expansion of the solution in powers of ξ. The equation for the leading term is
Y ′′(ξ) +
4e−A
(1 + ξ2)2
= 0 (2.28)
and the solution is defined up to an additive constant. Setting Yappr(0) = 0, which
does not affect the potential difference, we find that
Yappr(ξ) = −2ξe−A arctan ξ. (2.29)
It follows that the boundary layer solution at c
√
ε is
ybl(θ) = A− 2θ√
ε
e−A arctan
θ√
ε
. (2.30)
The boundary layer near pi is needed, because A→∞ as ε→ 0 (see (2.45) below).
An approximation of the solution can be obtained by freezing the power-law term
in (2.22), for which the equation is for a generic parameter b > 0,
d2
dθ2
v(θ) + be−v(θ) = 0,
dv(0)
dθ
= v(0) = 0.
The solution is
vb(θ) = ln cos
2 b
2
θ. (2.31)
Putting the outer and boundary layer solutions together gives the uniform asymp-
totic approximation
yunif(θ) = A− 2θ√
ε
e−A arctan
θ√
ε
+ ln cos2
b
2
θ, (2.32)
where the parameters A and b are yet undetermined constants. The condition at
c
√
ε = o(1) for ε 1 is satisfied, because
y′unif(0) = 0.
The condition at θ = pi gives that
y′unif(pi) = −
pie−A√
ε
− b tan b
2
pi = − λ
√
ε
2|∂Ω| .
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The compatibility condition for (2.14),
λ =
∫
Ω
exp{−u˜(x)}dSx, (2.33)
gives in Ωw that
λ =
∫
Ωw
exp{−v˜(w)} dw|φ′(φ−1(w))| = 8
√
ε
pi∫
c
√
ε
exp {−v(θ)}
|eiθ(1−√ε)− 1|4 dθ. (2.34)
Using the uniform approximation (2.32) in the compatibility condition (2.34), we
obtain the second condition
λ = 8
√
εe−A
pi∫
c
√
ε
1
cos2
b
2
θ
exp
{
e−A
2θ√
ε
arctan
θ√
ε
}
|eiθ(1−√ε)− 1|4 dθ
≈ 8e
−A
ε
pi/
√
ε∫
0
1
cos2
b
2
√
εξ
exp
{
2e−Aξ arctan ξ
}
|1 + ξ2|2 dξ, (2.35)
where we used the change of variable θ =
√
εξ. Integrating by parts, we get for
ε 1
λ ∼ 8e
−A
ε

2
b
√
ε
tan
b
2
pi
exp
{
2e−A
pi√
ε
pi
2
}
∣∣∣∣∣1 +
(
pi√
ε
)2∣∣∣∣∣
2 −
pi/
√
ε∫
0
2
b
√
ε
tan
b
2
θ Ψ(θ) dθ
 , (2.36)
where
Ψ(ξ) =
d
dξ
exp
{
2e−Aξ arctan ξ
}
|1 + ξ2|2 . (2.37)
Thus, it remains to solve the asymptotic equation
λ ∼ 8e−Aε1/2
[
2
bpi4
tan
pib
2
exp
{
pi2e−A√
ε
}
+O
(
ln
∣∣∣∣cos pib2
∣∣∣∣)] . (2.38)
for A and b in the limit ε→ 0. We consider the limiting case where
e−A√
ε
= O(1) = C for λ→∞, (2.39)
for which condition (3.87) can be simplified and gives to leading order
b tan
pib
2
=
λ
√
ε
2|∂Ω| , (2.40)
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that is, for λ
√
ε 1 (2.40) gives
b ≈ 1− 4
pi
|∂Ω|
λ
√
ε
, tan
b
2
pi ∼ λ
√
ε
2|∂Ω| .
With condition (2.38), we get
λ ≈ 8e−Aε1/2
[
2
pi4
λ
√
ε
2|∂Ω| exp
{
pi2e−A√
ε
}
+O
(
ln
∣∣∣∣cos pib2
∣∣∣∣)] , (2.41)
To leading order in large C, we obtain
pi4|∂Ω|
8ε3/2
= C exp
{
Cpi2
}
. (2.42)
The solution is expressed in terms of the Lambert-W function,
Cpi2 = W
(
pi6|∂Ω|
23ε3/2
)
, (2.43)
and for small ε, using the asymptotics of the Lambert function,
Cpi2 = ln
pi6|∂Ω|
23ε3/2
− ln
[
ln
pi6|∂Ω|
23ε3/2
]
+ o(1). (2.44)
Finally,
e−A√
ε
=C ∼ 1
pi2
ln
pi6|∂Ω|
23ε3/2
,
A = ln
1√
ε
− ln
[
1
pi2
ln
pi6|∂Ω|
23ε3/2
]
→∞ as ε→ 0. (2.45)
It follows that a uniform asymptotic approximation (2.32) in the limits λ → ∞
ε→ 0 is given by
yunif(θ) = ln
1√
ε
− ln
[
1
pi2
ln
pi6|∂Ω|
23ε3/2
]
(2.46)
− 2θ 1
pi2
ln
pi6|∂Ω|
23ε3/2
arctan
θ√
ε
+ ln
[
cos2
1− 4
pi
|∂Ω|
λ
√
ε
2
θ
]
.
The uniform approximation (2.46) is plotted for different values of ε and λ in Figure
2.3 against the numerical solution of (2.21), with the boundary conditions v′(c
√
ε) =
v′(0) = 0. The numerical solutions are computed with the software COMSOL, based
on an adaptive mesh refinement and a relative tolerance of 10−3, that we validated
on known analytical results of steady state PNP equations in a disk [32]. We find
that the asymptotic expansion is particularly good in the limit ε → 0 and λ → ∞
(Fig.2.3A-D). However, for λ = O(1) the log-term approximation in (2.46) is non-
monotonic in θ. We estimated numerically the difference between the asymptotic
solution yunif (2.32) and the numerical estimation Vnum (2.21), averaged over the
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Figure 2.3: The asymptotic solution yunif(θ) of (2.32) (blue dashed lines) is
compared to the numerical solution of (2.21) (red line). The four panels A-B-C-
D are obtained for different pairs of parameters (λ, ε). E. shows a 3D plots the difference
between the asymptotic solution yunif (eq. 2.32) and numerical results Vnum (eq. 2.21),
averaged over the domain Ωw.
domain Ωw, for 10
3 ≤ λ ≤ 5 · 104 and 5 · 10−3 ≤ ε ≤ 10−1. The difference is
almost constant in the range [0.01, 0.025] as shown Fig. 2.3E. Finally, to further
validate the uniform asymptotic expansion, we compared the numerical solutions of
the full equation (2.23) in the initial domain Ω (see Fig. 2.4A) with the reduced
PNP equation (2.14) with zero Neumann boundary conditions, except at the end
of the funnel for the mapped domain Ωw. The result is shown in Figure 2.4B-C,
showing good agreement between the one-dimensional PNP approximation in Ωw
and the numerical solution of the full equation.
2.3.2 The voltage drop between the end of the funnel and
the center of the ball
We can now use (2.32) to compute the potential drop in (2.23). It is given by
∆˜SCu =u(S)− u(C) = −v(c
√
ε) + v(pi)
= − ln pi
6|∂Ω|
23ε3/2
+ 2 ln
2|∂Ω|
λε1/2
= ln
25|∂Ω|√ε
pi6λ2
. (2.47)
Next, we compare the potential drop (2.23) with the one between the center and the
north pole. Numerical solution of the PNP equations shows that the voltage and
charge distribution in a disk with a funnel do not differ from the ones in a disk in
the upper sphere (Fig.2.2). This result is compared next to the difference between
the north pole and the center evaluated from the exact analytical expression derived
for a disk.
The expression for the voltage in the two-dimensional disk of radius R is given
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by (see [32])
u2Dλ (x) = ln
[
1− λD
8pi + λD
( r
R
)2]2
,
where λD is a parameter. We calibrate λD so that the solutions of the PNP equations
in a disk with a funnel have the same total charge as a disk. The Neumann boundary
conditions for the disk and the funnel are, respectively,
∂u(x)
∂n
= − λD
2piR
,
∂u(x)
∂n
= − λ|∂Ω| .
The calibration is
λD = λ
2piR
|∂Ω| . (2.48)
We compare in Figure 2.4D the two-dimensional numerical solution of the PNP
equation (2.14) in the domain Ω (blue line), with the analytical solution (2.48) in a
disk with no cusp (dashed red). The numerical solution of the PNP equation (2.14)
is plotted along the main axis 0y in the interval [0, y0] (where the point y0 is defined
by the condition∇u(y0) = 0). In the range [y0, ycusp], where ycusp is the coordinate of
the cusp, we compare the solution of (2.14) with the uniform solution yunif of (2.32)
in the funnel (dashed green). We conclude that in the cusp, the two-dimensional
approximation in a disk is in good agreement with the numerical solution of equation
(2.14), confirming that the solution in the bulky head does not influence the one in
the cusp (as already shown in Fig. 2.2). This result also confirms the validity of the
analytical formula to predict the large λ asymptotics.
For a disk of radius R, the potential drop is given by
∆˜NCu = u(N)− u(C) = ln
(
8pi
8pi + λD
)2
= −2 lnλ− 2 ln
(
R
4|∂Ω˜|
)
+O(
1
λ
) (2.49)
(see section 2.3.2). The two differences of potential ∆¯SCu (2.49) and ∆˜NCu (2.47)
have the same logarithmic behavior ln 1/λ2 for λ  1 and u(N) − u(S) = O(1) as
shown in Fig. 2.4E. A numerical solution in two-dimensions shows that u(N)−u(S)
may converge to zero as λ increases (Fig. 2.4F), thus having a local maximum for
small values of λ. This maximum cannot be analyzed by the uniform expression
(2.32), because it appears outside the domain of validity of (2.32). This result is in
agreement with the two-dimensional numerical solution of (2.14) for the difference
between u(N) (potential at the north pole) and u(S) (potential at the end of the
funnel) (Fig. 2.3F). The potential drop calculated above is non-dimensionalized by
the radius of curvatures Rf at the right and left of the funnel,
ε =
ε˜
Rf
,
where ε˜ is the length of the absorbing arc AB. The non-dimensionalized volume
and boundary measure are, respectively,
|Ω| = |Ω˜|
R2
, |∂Ω| = |∂Ω˜|
R
.
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Figure 2.4: Comparison of the numerical solutions of the full and reduced PNP
equations (2.14) with zero Neumann boundary conditions, except at the end
of the funnel. A. Schematic representation of the domain Ω with an uncharged cusp
(blue). The letters N , S, and C refer to the north pole, the funnel tip, and the center of
mass respectively. B-C Numerical solutions of (2.14) (solid) and the solution of (2.57)
in the funnel (dashed) in the mapped domain Ωw. The solution have been obtained for
ε = 0.01. D. Comparison of (2.14) (blue) with the numerical solution (2.21) inside the
funnel (dashed green) and (2.48) in the bulk (dashed red). E. Solution u(S)−u(C) (dashed
blue) obtained numerically from (2.47) and compared to the logarithmic function −2 ln(λ)
(greed dotted). F. Two-dimensional numerical solutions of the difference |u(N) − u(C)|
vs λ. The inset in panel F. is a magnification showing a maximum for small λ.
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In dimensional units (2.47) gives the potential drop in the dimensional disk with
a funnel as
∆˜SCu = u(S)− u(C) = ln 2
5|∂Ω˜|√ε˜
pi6R
3/2
f λ
2
. (2.50)
We conclude in the limit of λ  1, ε˜ → 0 that the difference of potential between
the end of cusp S and the north pole N in the domain is obtained by adding (2.49)
and (2.50) and we get
∆˜SNu = u(S)− u(C) + u(C)− u(N) = ln
(
25|∂Ω˜|√ε˜
pi6R
3/2
f
)
+ 2 ln
(
R
4|∂Ω˜|
)
+O(
1
λ
).(2.51)
We recall that R is the radius of the entire ball, while Rf is the radius of curvature
of the funnel.
2.4 The PNP equations in a charged domain with
a cusp-shaped funnel
Due to the Neumann boundary conditions (2.6) on the lateral part of the fun-
nel,(2.17) in the transformed domain cannot be reduced to one dimension. Thus we
derive a different one-dimensional approximation for the mapped PNP equations in
the banana-shaped domain Ωw by averaging over the radius r. Rewriting (2.17) in
polar coordinates w = reiθ, we obtain
1
r
∂
∂r
(
r
∂v(w)
∂r
)
+
1
r2
∂2v(w)
∂θ2
= −(4ε+O(ε
3/2)) exp {−v(w)}
|reiθ(1−√ε)− 1 +O(ε)|4 for w ∈ Ωw.(2.52)
In the section Ωw ∩ {1−
√
2ε < r < 1]}, the boundary conditions are
∂v(r, θ)
∂r
∣∣∣∣
r=1
=
−λ√ε
|∂Ω|(cos θ − 1) , for θ ∈ [c
√
ε, pi] (2.53)
∂v(r, θ)
∂r
∣∣∣∣
r=1−√2ε
= 0, for θ ∈ [c√ε, pi]
∂v(r, θ)
∂θ
∣∣∣∣
θ=pi
=
−λ√ε
2|∂Ω| ,
∂v(r, θ)
∂θ
∣∣∣∣
θ=c
√
ε
= 0.
Taylor’s expansion of v in the section gives
v(r, θ) = v0(θ) + (r − 1)v1(θ) +O((r − 1)2), (2.54)
and because |r − 1| = O(√ε), we obtain the approximation,
exp {−v(w)} = exp {−v0(θ)}
(
1−√εv1(θ) +O(ε)
)
.
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Multiplying (2.52) by r2 and integrating over the radius, we get
[
r
∂v(r, θ)
∂r
]r=1
1−√ε
+
∂2
∂θ2
1∫
1−√ε
v(r, θ) dr = −
1∫
1−√ε
(4r2ε+O(ε3/2)) e−v(r, θ)
|reiθ(1−√ε)− 1 +O(ε)|4 dr.(2.55)
The boundary conditions (2.53) give, to leading order in
√
ε, that
− λ
√
ε
|∂Ω|(cos θ − 1) +
√
ε
∂2v0(θ)
∂θ2
= (2.56)
−
1∫
1−√ε
(4r2ε+O(ε3/2))
|reiθ(1−√ε)− 1 +O(ε)|4 e
−v0(θ) (1−√εv1(θ) +O(ε)) dr.
that is, the BVP (2.52) in the section becomes the ODE (with respect to θ),
v′′0(θ) = −
(4ε+O(ε3/2))
|eiθ(1−√ε)− 1 +O(ε)|4 exp {−v0(θ)} −
λ
|∂Ω|(1− cos θ) ,
(2.57)
v′0(θ)|θ=pi =
−λ√ε
2|∂Ω| ,
v′0(θ)|θ=c√ε = 0.
Equation (2.57) is obtained by averaging over the radial direction and its solution
seems to be a good approximation to (2.52) only for small λ. A different approach
for large λ is discussed in the next section.
A regular expansion for λ 1,
v0(θ) = w0(θ) + λw1(θ) + o(λ), (2.58)
gives in (2.57) that w0 = O(ε) and w1 is the solution of the BVP
w′′1(θ) = −
(4ε+O(ε3/2))
|eiθ(1−√ε)− 1 +O(ε)|4 −
1
|∂Ω|(1− cos θ) , (2.59)
w′1(θ)|θ=pi =
−√ε
2|∂Ω| , (2.60)
w′1(θ)|θ=c√ε = 0.
Direct integration with respect to θ gives
w1(θ) = − 2θ
ε
√
ε
arctan
θ√
ε
+
1
|∂Ω| ln sin
2 θ
2
+ Aθ +B. (2.61)
Equation (2.60) gives A as
A =
pi
ε3/2
− 4
3pi3
−
√
ε
2|∂Ω| . (2.62)
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The zero Neumann boundary condition cannot be satisfied and a boundary layer
appears, leading to the local expansion
v0(θ) = λw1(θ) + o(λ). (2.63)
It follows that for λ  1, the solution increases with λ. It is shown below that
it decreases for λ  1, demonstrating that there is at least one maximum in the
variable λ.
2.4.1 PNP asymptotics in a charged disk with a charged
funnel
In the limit of λ 1, ε→ 0, the asymptotic expansion of the potential found above
for a charged disk with a funnel is no longer valid. Some insight can be gained by
observing the field lines in the domain Ωw, described in Figure 2.2A-B. These lines
are parallel to the radius vector, except in a small region near the funnel. Two
sections can be distinguished,
A ={(r, θ) ∈ Ωw : |θ −
√
ε| > pi, |r − 1| ≤ √ε}
(2.64)
B ={w = (1−√ε)eiθ : |θ − pi| ≤ √ε}.
The two sections A and B are illustrated in Figure 2.5A. Note that the boundary
of section B contains a circular arc (marked magenta). Next, the approximate
solutions uA(r, θ) and uB(θ) of (2.52) in the two sections are constructed and used
Figure 2.5: Decomposition of the banana-shaped domain Ωw into two sub-
regions regions A and B. A. Representation of the two subregions A (blue) and B
(magenta) of Ωw. B. Solutions of (2.83) (dashed blue), (2.90) (red dots), and the uniform
approximation uunif of (2.32) (green) for r = 1−
√
ε.
to construct a uniform approximation uunif in Ωw (Fig. 2.5B).
2.4.2 Asymptotics of uA(r, θ) in section A
The boundary conditions (2.53) for the potential equation (2.52) (see Fig. 2.6A)
indicate that the radial derivative are O(λ
√
ε) → ∞. Thus the angular derivatives
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are negligible relative to the radial ones. It follows in a regular expansion of the
solution that the θ derivatives can be neglected relative to the r derivative and the
equation is then solved along the rays θ = const = θ0 for r ∈ [1 −
√
ε, 1]. Thus, to
leading order in λ
√
ε,
u′′A(r, θ0) +
1
r
u′A(r, θ0) =
−4ε exp(−uA)
|reiθ0(1−√ε)− 1|4 for r ∈ [1−
√
ε, 1] (2.65)
u′A(r, θ0)|r=1−√ε = 0
u′A(r, θ0)|r=1 =
−λ√ε
|∂Ω|(1− cos θ0) .
For ε 1, we get |reiθ0(1−√ε)− 1|4 = |eiθ0 − 1|4 +O(√ε). Setting
h(θ0) =
4ε
|eiθ0 − 1|4 , (2.66)
and
vA,θ0(r) = −uA(r, θ0) + lnh(θ0), (2.67)
we get
v′′A,θ0(r) +
1
r
v′A,θ0(r) = exp(vA,θ0) (2.68)
v′A,θ0(r)
∣∣
r=1−√ε =0
v′A,θ0(r)
∣∣
r=1
=
λ
√
ε
|∂Ω|(1− cos θ0) .
The general solution of (2.68) is given by [32]
vA,θ0(r) = ln
C22
2r2
− ln cos2 C2
2
(ln r − C1), (2.69)
where the constants C1 and C2 are determined from the boundary conditions (2.68).
Using
v′A,θ0(r) =
C2
r
tan
C2
2
(ln r − C1)− 2
r
, (2.70)
we find the constant C1 from (2.70) and from the boundary condition (2.68) at the
point r = 1−√ε, getting
C1 = −
(
2
C2
arctan
2
C2
+
√
ε
)
+O(ε). (2.71)
This gives in (2.70) at r = 1 the transcendental equation for C2,
C2 tan
−C2C1
2
=
λ
√
ε
|∂Ω|(1− cos θ0) + 2, (2.72)
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hence
lim
λ→∞
−C2C1
2
=
pi
2
. (2.73)
Now, it follows from (2.71) that
−C2C1
2
= arctan
2
C2
+
C2
2
√
ε. (2.74)
Note that limλ→∞C2 6= 0, because otherwise we would get the asymptotic expansion
−C2C1
2
=
pi
2
+
C2
2
(
√
ε− 1) +O(C32), (2.75)
which leads to
C2 tan
−C2C1
2
=
2
1−√ε +O(C
2
2) (2.76)
and contradicts the condition (2.72) in the limit λ → ∞. Then (2.73) and (2.74)
would imply that
C2
√
ε
2
= O(1) (2.77)
and (2.77) would give C2  1, so that the arctan term in (2.74) drops out, and we
would be left with
−C2C1
2
∼ C2
2
√
ε, (2.78)
hence
C1 ∼ −
√
ε. (2.79)
Expanding the left hand side of (2.72), using (2.73) and (2.78), we obtain that
tan
C2
√
ε
2
= − 2
C2
√
ε− pi +O
(
C2
√
ε
2
− pi/2
)
. (2.80)
Together with (2.80), the solution of (2.72) is
C2 ∼ λpi
√
ε
2|∂Ω|(1− cos θ0) + λε. (2.81)
With the values of C1 and C2 computed in (2.71) and (2.81), the solution vA,θ0 of
(2.69) is given by
vA,θ0(r) = ln
ε
2r2
(
λpi
2|∂Ω|(1− cos θ0) + λε
)2
(2.82)
− ln cos2
λpi
2
√
ε [ln r +
√
ε]
2|∂Ω|(1− cos θ0) + λε.
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Finally, using (2.67) and (2.82), we obtain for (r, θ) ∈ A,
uA(r, θ) =− ln |e
iθ − 1|4
8r2
(
λpi
2|∂Ω|(1− cos θ) + λε
)2
(2.83)
+ ln cos2
λpi
2
√
ε [ln r +
√
ε]
2|∂Ω|(1− cos θ) + λε.
The asymptotic solution uA is plotted in Figure 2.5B (blue dashed line). Comparison
with numerical solutions for various values of λ and ε is shown in Figure 2.6 below.
2.4.3 The asymptotics of uB in section B
The asymptotic solution uA(r, θ) in section A cannot satisfy the boundary conditions
(2.53) at θ = pi. Indeed, (2.83) gives ∂uA(r, θ)/∂θ|θ=pi = 0, while the boundary
condition (2.57) is ∂v/∂θ|θ=pi = −λ
√
ε/2|∂Ω|, so a boundary layer correction is
needed.
The boundary layer uB(θ) is an asymptotic solution of (2.52) in section B, where
the θ derivatives dominate the radial ones. The right-hand-side of (2.52) can be
simplified for ε 1.
For r = 1−√ε the approximation
−4ε
|reiθ(1−√ε)− 1|4 ∼
−ε
4
(2.84)
holds, which does not depend on r and θ. With this simplification in (2.52), we
rewrite uB(θ) as
uB(θ) = u˜B(η) + C0, (2.85)
where C0 is an additive constant and u˜B is a function of η = θ− (pi−
√
ε) and solves
the BVP
∂2u˜B(η)
∂η2
=− exp {−u˜B(η)} (2.86)
u˜′B(η)|η=√ε =−
λ
√
ε
2|∂Ω|
u˜′B(η)|η=0 =0.
The solution of (2.86) (see [32]) is
u˜B(η) = ln cos
2
√
λ
2Iλ
η, (2.87)
where Iλ is the solution of the transcendental equation
Iλ =
2|∂Ω|2
λε
tan2
√
λε
2Iλ
. (2.88)
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We obtain to leading order for λ 1 that
Iλ =
2λε
pi2
(
1 +
8|∂Ω|
λε
)
+O
(
1
λε
)
. (2.89)
It follows from (2.89), (2.87), and (2.85) that for θ ∈ B, the asymptotic solution is
uB(θ) = ln cos
2 pi
2
√
(θ − (pi −√ε))2
ε
(
1− 2|∂Ω|
λε
)
+ C0 (2.90)
(see (2.85)). It is shown in Figure 2.5B (red dots).
2.4.4 A uniform approximation of u(r, θ) in Ωw
A uniform asymptotic approximation uunif (r, θ) of the voltage u(r, θ) in the entire
mapped domain Ωw can be now constructed by matching the the leading term
uA(r, θ), given in (2.83) in section A, with that of uB(θ), given in (2.90) in section
B.
These approximations agree at θ = pi −√ε, so we obtain that
C0 = uA(1−
√
ε, pi −√ε). (2.91)
Thus
uunif (r, θ) =
{
uA(r, θ) for θ ∈ [0, pi −
√
ε]
uB(θ) for θ ∈ [pi −
√
ε, pi].
(2.92)
The numerical solution of (2.14) in Ωw and the approximation uunif (r, θ) of (2.92)
are shown Fig. 2.6B-D.
2.4.5 Potential drop in Ωw
The potential drop ∆˜funnelu between the center of mass C and the tip of the funnel
S, is
∆funnelu = u(C)− u(S). (2.93)
Due to the axial symmetry of the domain Ω, the center of mass C is at r = 1−√ε,
hence (2.92) gives
u(S) = u(1−√ε, pi) and u(C) = u(1−√ε, c√ε). (2.94)
Recall that the constant c depends on the domain geometry only, and is defined by
the conformal mapping w (see relation (2.15)). The potential drop ∆˜Cuspu in the
funnel can be decomposed as the sum of difference of potential between the two
sections, A and B. First, the approximations are
∆˜uA = uA(1−
√
ε, pi)− uA(1−
√
ε, c
√
ε). (2.95)
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and
∆˜uB = uB(pi)− uB(pi −
√
ε), (2.96)
so that
∆˜funnelu ∼∆˜uA + ∆˜uB. (2.97)
Using (2.83) in A, we get
uA(1−
√
ε, θ0) = − ln |e
iθ0 − 1|4
8(1−√ε)2
(
λpi
2|∂Ω|(1− cos θ0) + λε
)2
− ln cos2
λpi
2
√
ε(ln(1−√ε) +√ε)
2|∂Ω|(1− cos θ0) + λε . (2.98)
For ε 1, we get from (2.98) that
− ln cos2
λpi
2
√
ε(ln(1−√ε) +√ε)
2|∂Ω|(1− cos θ0) + λε = O(ε). (2.99)
Hence, using (2.99) in (2.98), we get
uA(1−
√
ε, θ0) = − ln |e
iθ0 − 1|4
8(1−√ε)2
(
λpi
2|∂Ω|(1− cos(θ0)) + λε
)2
+O(ε). (2.100)
The approximate solution uA(S) at the tip of the funnel S (south pole at θ0 = pi)
is (2.100)
uA(S) = − ln 2λ
2pi2
(4|∂Ω|+ λε)2 + 2 ln(1−
√
ε) +O(ε). (2.101)
At the center C, where θ0 = c
√
ε, equation (2.98) gives for ε 1 the θ0-dependent
terms in (2.100) as
|eiθ0 − 1|4 = c4ε2 +O(ε3), (2.102)
and
2|∂Ω|(1− cos c√ε) + λε = ε(|∂Ω|c2 + λ) +O(ε2). (2.103)
Using (2.102) and (2.103), the expression (2.98) reduces to
uA(C) = − ln c
4
8
(
λpi
|∂Ω|c2 + λ
)2
+ 2 ln(1−√ε) +O (ε) . (2.104)
For λ 1, (2.104) becomes
uA(C) = − ln pi
2c4
8
+ 2 ln(1−√ε) +O
(
ε,
1
λ
)
. (2.105)
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Finally, the approximate potential difference ∆˜uA in (2.95), is the difference between
(2.105) and (2.101),
∆˜uA = − ln 2λ
2pi2
(4|∂Ω|+ λε)2 + ln
pi2c4
8
+O
(
ε,
1
λ
)
. (2.106)
For λ 1 (2.106) becomes to leading order
∆˜uA ∼ − ln 2
4
c4ε2
, (2.107)
which is independent of λ. (2.90) shows that the approximate potential in section
B is
uB(pi −
√
ε) = C0 (2.108)
and
uB(pi) = ln sin
2 pi|∂Ω|
λε
+ C0. (2.109)
Using (2.108) and (2.109) in (2.96), we obtain
∆˜uB = ln sin
2 pi|∂Ω|
λε
. (2.110)
For λ 1, (2.110) shows that ∆˜uB is
∆˜uB = −2 lnλ+ 2 ln |∂Ω|pi
ε
+O
(
1
λ2
)
. (2.111)
Finally, using (2.106), (2.110) and (2.97), we find that the potential drop is
∆˜u = ln sin2
pi|∂Ω|
λε
− ln 2λ
2pi2
(4|∂Ω|+ λε)2 + ln
pi2c4
8
+O
(
ε,
1
λ
)
. (2.112)
Again, using (2.107), (2.111) and (2.97) for λ  1 limit, we get the approximate
potential drop as
∆˜u ∼ − lnλ2 + 2 ln pic
2|∂Ω|
4
+O
(
1
λ
)
. (2.113)
Equation (2.110) shows that for λ  1, the potential drop in the funnel domain
occurs mostly in the region B. The expression (2.112) is plotted in Figure 2.6E
(red) and compared to lnλ2 + const (green) and to a two-dimensional numerical
solution. The good agreement confirms the validity of the asymptotic expansion
and thus confirming the new asymptotic formulas derived here. We conclude with
the general formula for a dimensional cusp-shaped funnel where |∂Ω| = |∂Ω˜|
Rc
and Rc
is the radius of curvature at the cusp
∆˜u ∼ − lnλ2 + 2 ln pic
2|∂Ω˜|
4Rc
+O
(
1
λ
)
. (2.114)
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Figure 2.6: Comparison of numerical solution of (2.14) in the plane with the
approximations uunif (x) in (2.92). A. Schematic representation of the domain Ω with
a charged funnel (red). The letters N , S, and C refer to the north pole, the funnel tip, and
the center of mass, respectively. B-C Numerical solutions of (2.14) (solid) and the solution
of (2.92) in the funnel (dashed) in the mapped domain Ωw for several values of λ and for
ε = 0.01. D. Comparison of (2.14) (blue) with analytical solutions (2.32) inside the funnel
(dashed green) and (2.48) in the bulk (dashed red). E. Solution u(S) − u(C) obtained
numerically (dashed blue) from (2.47) and analytically from (2.32) (red), compared to the
logarithmic function −2 lnλ+const (green dots). F. Two-dimensional numerical solutions
of the difference |u(N) − u(C)| vs λ compared to the analytical solutions (2.112) (red).
The inset in panel F. is a magnification showing a maximum for small λ.
81
Chapter 2. Geometrical effects on nonlinear electrodiffusion in cell physiology
2.4.6 Expansion of the potential drop between N and S
To expand the potential difference u(N) − u(S) between the funnel tip S and the
north pole N of Ω, we first use the results (2.114) computed above, to expand the
difference u(C)− u(S), and then subtract (2.114) and (2.49). The the terms 2 ln(λ)
drop out and we have
u(N)− u(S) = 2 ln 4|∂Ω|
R
− 2 ln pic
2|∂Ω|
4Rc
+O
(
1
λ
)
, (2.115)
where R is the distance between the north pole N and the center of mass C and Rc
is the radius of curvature at the cusp. We obtain to leading order
u(N)− u(S) ∼ −2 ln pic
2R
16Rc
, (2.116)
which is a constant that depend only on the center of mass C. The analytical
expression for u(N) − u(S) (2.115) is shown in Fig. 2.6F (red) and compared to
numerical results (blue) of (2.14) in 2D.
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Figure 2.7: Normalized charge distribution ρ(y) in charged and uncharged fun-
nel domains. A. ρ(y) is computed numerically from (2.8) with ∂u/∂n = 0 at the funnel
boundaries (λ = 1 (blue), λ = 10 (red), λ = 1500 (green), and λ = 1000 (dashed ma-
genta)). B. Representation of Ω and the funnel boundary conditions. Left: uncharged
funnel domain ∂u/∂n = 0 (blue), and Right: charged funnel domain ∂u/∂n = −λ/|Ω|
(red). C. ρ(y) in a charged funnel domain. The same color code is used as in panel A.
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2.5 Discussion and conclusion
In this thesis work we have derived new electrostatic laws in non-neutral confined
electrolytes from nonlinear electro-diffusion theory (PNP equations). The effect of
local geometrical structure, such as the local curvature of the boundary, emerges
from the asymptotic solution of the model. The PNP equations describe the charge
concentration and electric potential. The new electrical laws are derived in the con-
text of non-electro-neutrality and we use a single ionic species. The approximation
of the steady-state solution in a ball with an attached cusp-shaped funnel on its sur-
face is new and the construction of the asymptotic expansion uses a new boundary
layer analysis.
Using asymptotic and numerical solution of the PNP equation we found that,
for a sufficiently high number of charges, the charge concentration peaks at the end
of the funnel in a charged funnel boundary domain; but this is not the case for
an uncharged funnel domain (Fig.2.7A-C). This effect is clearly the result of the
cusp-shaped geometry. The present analysis reveals that the curvature affects the
membrane potential. We also found that the voltage increases logarithmically in the
total number of excess charges N , which is valid for uncharged (2.47) and charged
(2.52) cusp-shaped funnel on the boundary. We studied the voltage changes and
electro-diffusion under an excess of positive ions. The voltage difference in the limit
λ→∞ is probably attenuated in a mixed ionic solution, but the electro-neutrality
remains broken. Cytoplasmic ions are characterized by the following concentrations
Na+ = 148ml, K+ = 10ml and Cl− = 4ml. There is a clear unbalance toward positive
charges, however there are probably molecules of various sizes with negative charges
to re-balance the charges. We can note that the motility of these proteins should
be driven by a diffusion coefficient smaller than the one of the ions. This difference
of motility is certainly a key feature in maintaining non-electro-neutrality and then
tuning the value of λ.
We conclude that local geometrical properties, such as curvature, can modulate
the local voltage in biological cellular electrolytes when electro-neutrality is vio-
lated. This result generalizes the case of a ball, where the distribution of charges
accumulates on the surface as the total charge increases [32]. Following a non uni-
form boundary curvature, we expect that charges will be non-uniformly distributed,
leading to a difference of potential across the membrane with charges on its sur-
face. Since this difference of potential plays a key role in information processing
at synapses, we conclude that the spine geometry, in particular its curvature, may
impact the coding or decoding of voltage through current [210]. This effect may
as well influence the propagation and genesis of local depolarization [156, 155, 93].
More realistic funnels with two different curvature radii can be incorporated to the
formalism presented by modifying the parameter α (2.15) as shown in [92]. The
formalism presented in this paper can be applied beyond physiology, in particular in
the design of nanopipettes with an optimal shape [149, 92] by modulating α (2.15)
or with a patterned surface [184] by changing the surface charge density via λ in
region A (2.65).
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2.6 Appendix
Regular expansion of PNP with two types of charge
In this appendix we show that, for biological concentrations of cations and anions
found in literature [81], the first order behavior of the electrical potential is obtained
considering positive charges only. We assume that the charge of a (1, 1) electrolyte
confined in Ω˜ consists of identical Np positive and Nm negative ions with initial
particle density qp(x) and qm(x) such as
Ni =
∫
Ω˜
qi(x˜) dx˜, for i ∈ {p , m}. (2.117)
Where p and m shall refer to positive and negative species, respectively. The total
charge in Ω˜ is then given by
Q = e(Np −Nm). (2.118)
The charge densities ρp(x, t) and ρm(x, t), for positive and negative charges respec-
tively, are solutions of the initial and boundary value problem for the Nernst-Planck
equation
Di
[
∆ρi(x˜, t) +
zie
kT
∇ (ρi(x˜, t)∇φ(x˜, t))
]
=
∂ρi(x˜, t)
∂t
for x˜ ∈ Ω˜ (2.119)
Di
[
∂ρi(x˜, t)
∂n
+
zie
kT
ρi(x˜, t)
∂φ(x˜, t)
∂n
]
= 0 for x˜ ∈ ∂Ω˜ (2.120)
ρi(x˜, 0) = qi(x˜) for x˜ ∈ Ω˜, (2.121)
where zi is the valence and Di is the diffusion coefficient for the ion specie i. Here
φ(x˜, t) is the electric potential in Ω˜ and is the solution of the Neumann problem for
the Poisson equation
∆φ(x˜, t) = − e
εrε0
(ρp(x˜)− ρm(x˜)) for x˜ ∈ Ω˜ (2.122)
∂φ(x, t)
∂n
= − σ˜(x˜, t) for x˜ ∈ ∂Ω˜,
where σ˜(x˜, t) is the surface charge density on the boundary ∂Ω˜. In steady state,
(2.119) gives
ρi(x˜) = ρi,0 exp
(
−zieφ(x˜)
kBT
)
for i ∈ {p , m}, (2.123)
where ρi,0 is obtained from no-flux boundary condition (2.120), it yields
ρi(x˜) =
Ni exp
(
−zieφ(x˜)
kBT
)
∫
Ω˜
exp
(
−zieφ(s)
kBT
)
ds
for i ∈ {p , m}. (2.124)
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We introduce the adimensionalized potential u˜(x˜) =
e φ(x˜)
kBT
, then equation (2.123)
becomes
ρi(x˜) =
Nie
−zi u˜(x˜)∫
Ω˜
e−zi u˜(s)ds
for i ∈ {p , m}. (2.125)
Then, using (2.122) and (2.125) we obtain
−∆u˜(x˜) = lBNpe
−u˜(x˜)∫
Ω˜
e−u˜(s) ds
− lBNme
u˜(x˜)∫
Ω˜
eu˜(s) ds
in Ω˜ (2.126)
∂u(x˜)
∂n
= −(Np −Nm)|∂Ω˜| lB on ∂Ω˜,
where lB is the Bjerrum length. We adimentionalize (2.126) setting x =
x˜
Rc
, and
u˜(x˜) = u(x) where Rc is the cusp curvature radius, it yields
−∆u(x) = lBNpe
−u(x)
Rc
∫
Ω
e−u(s) ds
− lBNme
u(x)
Rc
∫
Ω
eu(s) ds
in Ω (2.127)
∂u(x)
∂n
= − lB(Np −Nm)
Rc|∂Ω| on ∂Ω.
Remark that Ω and ∂Ω have no dimensions. We translate u(x) = v(x)+ln
(
Rc
lBNp
)
in (2.127), and we introduce ζ =
Nm
Np
, then we obtain
−∆v(x) = l
2
BN
2
p e
−v(x)
R2c
∫
Ω
e−u(s) ds
− ζe
v(x)∫
Ω
eu(s) ds
in Ω (2.128)
∂v(x)
∂n
= − lBNp
Rc|∂Ω| + ζ
lBNp
Rc|∂Ω| on ∂Ω.
Since the concentration of chloride is about 4 mM while potassium and sodium
account together roughly for 167 mM [81], we assume ζ =
Np
Nm
 1. A regular
expansion of v(x) in this limit is
v(x) = v0(x) + ζv1(x) + · · · (2.129)
Using (2.129) in (2.128) gives to leading order
−∆v0(x) =
l2BN
2
p e
−v0(x)
R2c
∫
Ω
e−u(s) ds
in Ω (2.130)
∂v0(x)
∂n
= − lBNp
Rc|∂Ω| on ∂Ω.
We can notice that the equation (2.130) does not depend on the negative charges
Nm.
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The numerical procedure
Numerical solutions were constructed by the Comsol Multiphysics 5.0 (BVP prob-
lems), Maple 2015 (Shooting problems) and Matlab R2015 (Conformal mapping).
The boundary value problems in 1D, 2D, and 3D were solved by the finite elements
method in the Comsol ’Mathematics’ package. We used an adaptive mesh refinement
to ensure numerical convergence for large value of the parameter λ. We solved the
PDEs by the shooting procedure for boundary value problems using Runge-Kutta
fourth–order method, as well as solvers from Maple packages.
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with an integral constraint for the number of charges. A non-homogeneous Neumann
boundary conditions are imposed on the boundary. We construct an asymptotic
approximation for certain singular limits that agree with numerical simulations. Fi-
nally, we analyse the consequences of non-homogeneous surface charge density. We
conclude that the geometry of cusp-shaped domains influences the voltage profile,
specifically inside the cusp structure. The main results are summarized in the form
of new three dimensional electrostatic laws for non-electroneutral electrolytes. We
discuss applications to dendritic spines in neuroscience.
Keywords. Electro-diffusion, Cusp-shaped Funnel, Poisson-Nernst-Planck, Electro-
neutrality, Mo¨bius conformal map; Asymptotics; Nonlinear, Partial differential equa-
tion, Biophysics.
AMS subject classification. 35J66, 35B44, 35B25, 92C05, 92C37, 92C05
Chapter 3. Voltage laws for Poisson-Nernst-Planck in three-dimensional
microdomains with cusp-shaped funnels
3.1 Introduction
We study here the Poisson-Nernst-Planck (PNP) equations in three dimensional
domains containing a cups-shaped funnel. These equations are used to model electro-
diffusion in neurobiology [81, 23], where the charge concentration is coupled to the
electric potential. We consider here a convex domain formed of a ball with an
attached cusp-shaped funnel on its surface. Such geometry is common in cellular
neurobiology, for instance dentritic spines [27], structure that cannot be reduced to
1D geometry [93]. Phenomenological descriptions of electro-diffusion, such as the
linear cable theory or RC circuit representation, and even electronic devices, are not
sufficient to describe non-cylindrical geometry [81, 93], since they assume a simple
reduced one-dimensional or overly simplified geometry.
We present here results about voltage distribution of based on electro-diffusion
in various geometrical microdomains, when the condition of electro-neutrality is
not satisfied and one ionic specie dominates. The boundary is impermeable to
particles (ions) and the electric field satisfies the compatibility condition resulting
from Poisson’s equation. We recall that under the non-electro-neutrality assumption,
and with charge distributed in bounded domains confined by a dielectric membrane,
Debye’s concept of charge screening decaying exponentially away from a charge [50]
does not apply and long-range correlation leads to a gradient of charges in a ball
with no inward current. A new capacitance law was derived for an electrolyte ball
[32] and for a two-dimensional cusp [33], where the difference of potential V (C) −
V (S) between the center C and the surface S increases, first linearly and then
logarithmically when the total number of charges in the ball increases.
Our aim here is to estimate the effect of boundary curvature on three-dimensional
electrical domains such as dendritic spines. In particular, we explore the effect of
boundary curvature on the charge and field distribution at steady state. The curva-
ture of neuronal dendrites and axons membranes possesses many local maxima that
can modulate the channel’s local electric potential [23, 31, 210]. In this article, we
study the effects of local curvature on the distribution of charge in bounded domains
with no electro-neutrality. The effect of non-electro-neutrality was recently studied
in [32, 33] and a long-range electrostatic length, much longer than the Debye length
was found. This effect is due to the combined effects of non-electro-neutrality and
di-electric boundary, which lead to charge accumulation. The cusp-shaped funnel
geometry was studied in [92], however this paper presents several crucial mathe-
matical differences with [92], in particular, we are solving in the present paper a
nonlinear problem with non-homogeneous Neumann boundary conditions. Besides,
we used an analysis based on conformal mapping and a new boundary layer analysis,
different from the classical matched asymptotics method [151, 51, 127].
The manuscript is composed of three parts: in sections 1 and 2, we extend
the results we have obtained in [33], that describe the voltage in a planar cusp
with homogeneous surface charge density. We then focus on an uncharged cusp for
a 3D cusp-shaped funnel. In the third section, we extend the results derived in
section 1 to a non-homogeneous surface charge density. We summarized now the
new electrostatic laws we derived here for the difference of potential V (C) − V (S)
where C is the center of mass of the domain and S is located at the bottom of funnel
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(Fig. 3.1A).
For a constant surface charge density (section 3.2, eq. (3.76)), the voltage dif-
ference is given by
V (C)− V (S) = kT
e
ln sin2 pi|∂Ω˜|
(e2/kT )Nε˜
− ln 2 (e
2/kT )2pi2N2R2c(
4|∂Ω˜|+ (e2/kT )Nε˜
)2 +O(1)
 ,
that depends the number N of ions enclosed in the domain Ω˜, the thermal energy
kT and the elementary charge e of the electron (1.602 · 10−19C), the cusp-shaped
funnel width at the base ε˜, and its curvature radius Rc (see. Fig. 3.1A).
When the surface of the cusp does not carry any charges, the voltage difference
(section 3.3, eq. (3.97)) is
V (C)− V (S) = kT
e
(
− ln 8Rcε˜
pi4|∂Ω˜ε| (1 +Nbulk/Nε)
− ln sin2 2|∂Ω˜ε|
(e2/kT )Nε
√
Rcε˜
+O(1)
)
,
which depends on the surface |∂Ωε| at the end of the funnel, the number of charges
Nbulk and Nε in bulk and at the end of the funnel respectively. When the surface
charge density is non-homogeneously distributed, the potential differences (section
3.4, formula (3.103))
V (C)− V (S) = kT
e
ln sin2 pi|∂Ω˜ε|
(e2/kT )Nεε˜
− ln 2 (e
2/kT )2pi2N2cuspR
2
c(
4|∂Ω˜cusp|+ (e2/kT )Ncuspε˜
)2 +O(1)
 ,
which depends on the total surface charge density Ncusp on the cusp.
These new electrostatics expressions are asymptotic formula derived in the limit
ε˜  1 and for a large number of charge. There are the main results of the present
study.
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Figure 3.1: Ball with a cusp-shaped funnel and image Ωw of the domain Ω
cross-section under the conformal mapping (3.17). A. schematic representation of
the domain Ω, with the funnel curvature radius RC , the north pole N , the funnel tip S,
and the center of mass C. B-C The neck (B) is mapped onto the semi-annulus enclosed
between the like-style arcs and the large disk in Ω is mapped onto the small red disk. The
short green segment AB (left) (of length ε) is mapped onto the thick green segment AB
(of length 2
√
ε+O(ε)).
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3.2 The Poisson-Nernst-Planck equations
The Poisson-Nernst-Planck system of equations is a model of electro-diffusion. In a
domain Ω˜, the total charge in Ω˜ results from the sum of the positive Np and negative
Nm charges. The concentration of mobile ions [81] shows an imbalance of positive
negative ions Np  Nm, such that the charge in Ω˜ can be approximated [33] by N
identical positive ions with an initial density q(x˜) in Ω˜. The valence is z and the
total number of particles is fixed equal to∫
Ω˜
q(s) ds = N. (3.1)
It follows that the charge in Ω˜ is
Q = zeN,
where e is the electronic charge. The charge density ρ(x˜, t) is the solution of the
initial and boundary value problem for the Nernst-Planck equation
D
[
∆ρ(x˜, t) +
ze
kT
∇ (ρ(x˜, t)∇φ(x˜, t))
]
=
∂ρ(x˜, t)
∂t
for x˜ ∈ Ω˜ (3.2)
D
[
∂ρ(x˜, t)
∂n
+
ze
kT
ρ(x˜, t)
∂φ(x˜, t)
∂n
]
= 0 for x˜ ∈ ∂Ω˜ (3.3)
ρ(x˜, 0) = q(x˜) for x˜ ∈ Ω˜, (3.4)
where kT represents the thermal energy. Here φ(x˜, t) is the electric potential in Ω˜
and is the solution of the Neumann problem for the Poisson equation
∆φ(x˜, t) = − zeρ(x˜, t)
εrε0
for x˜ ∈ Ω˜ (3.5)
∂φ(x˜, t)
∂n
= − σ˜(x˜, t) for x˜ ∈ ∂Ω˜, (3.6)
where εrε0 is the permitivity of the medium and σ˜(x˜, t) is the surface charge density
on the boundary ∂Ω˜.
3.2.1 Steady solution in a ball with a cusp-shaped funnel
To study the effect of a narrow funnel attached to a sphere filled with an electrolyte
as illustrated Fig. 3.1A, we study the solution of the steady state equation (3.2)
ρ(x˜) = N
exp
{
−zeφ(x˜)
kT
}
∫
Ω˜
exp
{
−zeφ(s)
kT
}
ds
, (3.7)
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hence (3.5) gives the Poisson equation
∆φ(x˜) = −
zeN exp
{
−zeφ(x˜)
kT
}
εrε0
∫
Ω˜
exp
{
−zeφ(s)
kT
}
ds
. (3.8)
and (3.6) gives the boundary condition
∂φ(x˜)
∂n
= − Q
εrε0|∂Ω˜|
for x˜ ∈ ∂Ω˜. (3.9)
The equation (3.9) represents the compatibility condition obtained by integrating
Poisson’s equation (3.5) over Ω˜, assuming the surface charge density is constant.
Using non dimensional variables, we define
u¯(x˜) =
zeφ(x˜)
kT
, λ =
(ze)2N
εrε0kT
, (3.10)
where λ generalizes the Bjerrum length lB = e
2/kT . The Poisson’s equation (3.8)
reduces to
∆u¯(x˜) = − λ exp {−u¯(x˜)}∫
Ω˜
exp {−u¯(s)} ds
(3.11)
and the boundary condition (3.9) becomes
∂u¯(x˜)
∂n
= − λ|∂Ω˜| for x˜ ∈ ∂Ω˜. (3.12)
We consider now the PNP problem (3.11)-(3.12) in the solid of revolution (Fig.
3.1A), obtained by rotating the symmetric planar domain Fig. 3.1B about its axis
of symmetry (z−axis). Consequently, Ω˜ represents now a ball with a cusp-shaped
funnel, with a radius curvature Rc at the entrance of the funnel (blue dashed circles
in Fig. 3.1A-B).
Using x =
x˜
Rc
, ∂Ω =
∂Ω˜
Rc
2 and Ω =
Ω˜
Rc
3 and u(x) = u¯(x)+ln
(
λR2c/
∫
Ω˜
exp{−u(s)} ds
)
converts (3.11) into
−∆u(x) = exp{−u(x)} for x ∈ Ω (3.13)
∂u(x)
∂n
= − λ|∂Ω|Rc for x ∈ ∂Ω.
The non-dimensional surface charge density is
σ =
λ
|∂Ω|Rc . (3.14)
We first consider a uniform surface charge density in (3.13) and then study the
consequence of a non-homogeneously distributions.
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3.2.2 Poisson-Nernst-Planck solutions in a 3D cusp-shaped
funnel
The cylindrical symmetry of the Neumann boundary value problem (BVP) (3.13)
in the (r, z, φ) coordinates (Fig. 3.1A) centered on the axis of symmetry, implies
that u˜(x) is independent of the angle φ in the domain Ω. It follows that (3.13) in
the domain Ω can be written as
∂2u(r, z)
∂r2
+
1
r
∂u(r, z)
∂r
+
∂2u(r, z)
∂z2
= − exp(−u(r, z)) (3.15)
∂u(r, z)
∂n
= −σ,
where n = [nr, nz]
T is the outward normal unit vector to the surface ∂Ω and r is
the distance to the symmetry axis of Ω. The opening at the cusp funnel is small
AB = ε  1 (green line Fig. 3.1B), so the funnel is a narrow passage. To remove
the cusp singularity, we use first the transformation to the rotated and translated
coordinates given by r˜ = r − 1− ε/2 and z˜ = −z + 1. Setting u(r, z) = u˜(r˜, z˜), eq.
(3.15) becomes,
∂2u˜(r˜, z˜)
∂r˜2
+
∂2u˜(r˜, z˜)
∂z˜2
+
1
(r˜ + 1 + ε/2)
∂u˜(r˜, z˜)
∂r˜
= − exp(−u˜(r˜, z˜)) (3.16)
∂u˜(r˜, z˜)
∂n˜
= −σ.
We shall construct an asymptotic expansion of the solution u˜(r˜, z˜) for small ε by
first mapping the cross section in the (r˜, z˜)−plane conformally into its image under
the Mo¨bius transformation [92]
w(ξ) = ρeiθ =
ξ − α
1− αξ , (3.17)
where
α = −1−√ε+O(ε), (3.18)
and ξ = r˜+iz˜. In the dimensionless domain Ω, the parameter ε is also dimensionless
and Rcε = ε˜. Mo¨bius transformation maps the two osculating circles A and B
(dashed blue) into concentric circles (see Fig. 3.1B-C). The Mo¨bius transformation
(3.17) maps the right circle B (dashed blue) into itself and Ω is mapped onto the
banana-shaped domain Ωw = w(Ω) as shown in Figure 3.1C.
The second order derivative for u˜(ξ) = v(w) is computed using (3.17) in (3.16) [80]
∂2u˜
∂r˜2
+
∂2u˜
∂z˜2
= |w′(ξ)|2∆wv(w). (3.19)
In the small ε limit, we have
|w′(ξ)|2 = |(1−
√
ε)eiθ − 1 +O(ε)|4
4ε+O(ε3/2)
. (3.20)
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The 3D BVP (3.16) differs from the 2D problem [33] by the extra first order radial
derivative. For small ε limit, we have
r˜ + 1 + ε/2 =
ε
1− cos(θ) +O(ε
3/2). (3.21)
In complex coordinates we have
∂u(r˜, z˜)
∂r˜
= <e (∇u(ξ)) , (3.22)
where <e(·) is the real part. Under the conformal mapping (3.17), the gradient from
(3.22) transforms as follows [80]
∇u(ξ) = ∇wv(w)w′(ξ). (3.23)
Using polar coordinates (ρ, θ) in the mapped domain Ωw, we write
w′(ξ) = w1(ρ, θ) + i w2(ρ, θ), (3.24)
where i2 = −1. Using (3.17), we obtain
w˜1(ρ, θ) =
1− α2ρ2 + 2αρ cos(θ)(1 + αρ cos(θ))
1− α2 (3.25)
w˜2(ρ, θ) = −2αρ sin(θ)1 + αρ cos(θ)
1− α2 .
Using (3.22) and (3.25), in polar coordinates (see Appendix), it follows that
∂u˜(r˜, z˜)
∂r˜
=
∂v˜(ρ, θ)
∂ρ
(cos(θ)w˜1(ρ, θ)− sin(θ)w˜2(ρ, θ)) (3.26)
−1
ρ
∂v˜(ρ, θ)
∂θ
(sin(θ)w˜1(ρ, θ) + cos(θ)w˜2(ρ, θ)) .
To leading order, using (3.21) and (3.26), we get (Appendix)
1
r˜
∂u˜(r˜, z˜)
∂r˜
= −ρ(1− cos(θ))
2
ε3/2
∂v˜(ρ, θz)
∂ρ
− sin(θ)(1− cos(θ))
ε
∂v˜(ρ, θz)
∂θ
.(3.27)
In summary, using (3.19) in polar (ρ, θ)−coordinates, eq. (3.27) and (3.16) in Ωw,
are changed to
|(1−√ε)eiθ − 1|4
4ε
(
∂2v˜(ρ, θ)
∂ρ2
+
1
ρ
∂v˜(ρ, θ)
∂ρ
+
1
ρ2
∂2v˜(ρ, θ)
∂θ2
)
− ρ(1− cos(θ))
2
ε3/2
∂v˜(ρ, θz)
∂ρ
− sin(θ)(1− cos(θ))
ε
∂v˜(ρ, θz)
∂θ
= − exp {−v˜(ρ, θ)}
∂v˜(ρ, θ)
∂n
= − σ
√
ε
1− cos(θ) . (3.28)
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3.2.3 Asymptotic analysis of the PNP equations in a cusp-
shaped funnel
To analyse eq. (3.28) in the limit of σ  1, ε→ 0 [32], we approximate the domain
Ωw by two subregions
A = {(ρ, θ) ∈ Ωw : |θ −
√
ε| > pi, |ρ− 1| ≤ √ε} (3.29)
B = {w = (1−√ε)eiθ : |θ − pi| ≤ √ε},
as illustrated in Fig. 3.2A. The regions B consists of a circular arc (dashed red).
We construct now the solution uA(r, θ) and uB(θ) of (3.13) in each subregion.
Figure 3.2: Decomposition of the domain Ωw into two subregions regions A
and B A. Representation of the two subregions A (blue) and B (dotted red) of Ωw. B.
Solutions of (3.43) (dashed blue), (3.54) (red dots), and the uniform approximation uunif
(3.58) (green) for r = 1−√ε.
Asymptotics of uA(r, θ) in region A
To construct the asymptotics solution uA(r, θ) in region A, we use that the radial
derivative ∂
∂r
is O(σ
√
ε) → ∞ in the regime σε3/2 = O(1) as σ → ∞ and ε → 0.
Thus the angular derivatives are negligible relative to the radial ones. It follows
in a regular expansion of the solution, the θ derivative can be neglected relative
to the ρ derivative and we will equation 3.28 along the rays θ = θ0 = const, for
ρ ∈ [1−√ε, 1].
Setting uA(ρ, θ0) = v(ρ, θ0), to leading order in σ
√
ε, equation (3.28) reduces to
−e−uA(ρ, θ0) = |(1−
√
ε)eiθ0 − 1|4
4ε
(
∂2uA(ρ, θ0)
∂ρ2
+
1
ρ
∂uA(ρ, θ0)
∂ρ
)
(3.30)
−ρ(1− cos(θ0))
2
ε3/2
∂u˜A(ρ, θ0)
∂ρ
duA(ρ, θ0)
dρ
∣∣∣∣
ρ=1
= −
√
ε
1− cos(θ0)
duA(ρ, θ0)
dρ
∣∣∣∣
ρ=1−√ε
= 0.
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In the limit ε 1, we note that |ρeiθ0(1−√ε)− 1|4 = |eiθ0 − 1|4 +O(√ε) and using
the change of variable ρ = ρ˜
√
ε and setting uA(ρ, θ0) = vA(ρ˜, θ0), to leading order
in ε 1, eq. (3.30) becomes
−4ε
2e−vA(ρ˜, θ0)
|eiθ0 − 1|4 =
∂2vA(ρ˜, θ0)
∂ρ˜2
−√ε∂vA(ρ˜, θ0)
∂ρ˜
(
1− 4(1− cos(θ0))
2
|eiθ0 − 1|4
)
.(3.31)
Using the function,
h(θ0) =
4ε2
|eiθ0 − 1|4 (3.32)
and v˜A(ρ˜, θ0) = vA(ρ˜, θ0)− ln(h(θ0)), eq. (3.31) is transformed into
∂2v˜A(ρ˜, θ0)
∂ρ˜2
= −e−vA(ρ˜, θ0) +√ε∂vA(ρ˜, θ0)
∂ρ˜
(
1− (1− cos(θ0))
2
|eiθ0 − 1|4
)
. (3.33)
S
A
y
0
C
N B C3D numericsuunif 3D numericsuunif
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1000
=10
100
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-
-
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Figure 3.3: PNP solution (3.13) in a 3D domain with a cusp-shaped funnel A.
Representation of the domain Ω with a surface charge density σ, the north pole N , the
funnel tip S, and the center of mass C, respectively. B. Numerical (3.13) (solid) and an-
alytical (3.58) (dashed) solutions in the domain Ωw for several values of σ = 10, 100, 1000
and 4000 for ε = 0.01. C. Difference u(C)− u(S) computed numerically (solid blue) from
(3.13) and analytically (dashed green) from (3.76).
Using a regular expansion in the small ε limit (in the regime σε3/2 = O(1))
v˜A(ρ˜, θ0) = v˜A,0(ρ˜, θ0) +
√
εv˜A,1(ρ˜, θ0) +O(ε) (3.34)
in (3.33), we get
∂2v˜A,0(ρ˜, θ0)
∂ρ˜2
= −e−v˜A,0(ρ˜, θ0) (3.35)
∂v˜A,0(ρ˜, θ0)
∂ρ˜
∣∣∣∣
ρ˜=0
=
σε
1− cos(θ0)
∂v˜A,0(ρ˜, θ0)
∂ρ˜
∣∣∣∣
ρ˜=1
= 0.
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A direct integration of (3.35) is [33]
v˜A,0(ρ˜, θ0) = ln
(
2C1(θ0)
2 cos2
(
ρ˜+ C2(θ0)
2C1(θ0)
))
, (3.36)
where C1(θ0) and C2(θ0) are two constants that depend on θ0. To compute these
constants, we differentiate (3.36)
v˜′A,0(ρ˜, θ0) =
−1
C1(θ0)
tan
(
ρ˜+ C2(θ0)
2C1(θ0)
)
. (3.37)
Using the Neumann boundary condition at ρ˜ = 1 in (3.35), we get
C2(θ0) = −1. (3.38)
Using (3.38) and (3.37) and the boundary condition at ρ˜ = 0 in (3.35), we find that
C1 is solution of the transcendental equation,
σεC1(θ0)
(1− cos(θ0)) = tan
(
1
2C1(θ0)
)
. (3.39)
In the regime σ = O(ε−3/2), we have
C1(θ0) =
2(1− cos(θ0)) + σε
piσε
+O
(
1
σε
)
. (3.40)
Using (3.36),(3.38) and (3.40) in (3.36), we obtain to leading order
v˜A,0(ρ˜, θ0) = ln
(
2
(
2(1− cos(θ0)) + σε
piσε
)2)
(3.41)
+ ln
(
cos2
(
piσε(ρ˜− 1)
2(2(1− cos(θ0)) + σε)
))
.
Using (3.41), (3.34) and (3.32), we conclude
vA(ρ˜, θ0) = ln
(
2
(
2(1− cos(θ0)) + σε
piσε
)2)
+ ln
(
4ε2
|eiθ0 − 1|4
)
(3.42)
+ ln
(
cos2
(
piσε(ρ˜− 1)
2(2|(1− cos(θ0)) + σε)
))
+O(
√
ε).
In particular the solution at ρ = 1−√ε is
uA(1−
√
ε, θ0) = ln
(
8
(
2(1− cos(θ0)) + σε
piσ|eiθ0 − 1|2
)2)
+O(
√
ε). (3.43)
We note that the three dimensional solution (3.43) is identical to the one obtained
inside a planar cusped-shaped domain [33].
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Asymptotics of uB(θ) in region B
The asymptotic solution uA(ρ, θ) in A does not satisfy the boundary condition (3.28)
at θ = pi. Indeed, ∂uA(ρ, θ)/∂θ|θ=pi = 0, while the boundary condition (3.28) is
∂v/∂θ|θ=pi = −σ
√
ε/2 1, thus a boundary layer should develop.
The boundary layer solution uB(θ) is derived by taking into account the θ deriva-
tives in eq. (3.28):
|(1−√ε)eiθ − 1|4
4ρ2ε
∂2uB(θ)
∂θ2
+
sin(θ)(1− cos(θ))
ε
∂u˜B(θ)
∂θ
= −e−uB(θ). (3.44)
In small ε limit, for ρ = 1−√ε, we have
4ε
|ρeiθ(1−√ε)− 1|4 =
ε
4
, (3.45)
which is constant. Using (3.45) in (3.44) and η = pi − θ, we define uB(θ) = u˜B(η),
leading to
∂2u˜B(η)
∂η2
− 1
4
sin(η)(1 + cos(η))
∂u˜B(θ)
∂η
= −ε
4
e−u˜B(η). (3.46)
Since 0 ≤ η ≤ √ε, we shall approximate the first order term and thus eq. (3.46)
reduces to
∂2u˜B(η)
∂η2
− η
2
∂u˜B(θ)
∂η
= −ε
4
e−u˜B(η). (3.47)
Using v(η) = uB(η)− ln (4/ε), eq. (3.47) is transformed to
−∂
2v˜(η)
∂η2
+
η
2
∂v˜(η)
∂η
= e−v˜(η). (3.48)
Using the boundary condition (3.28), we further reduce the solution v(η) to the
equation
−∂
2v˜(η)
∂η2
= e−v˜(η) +O(λε2) (3.49)
∂v(η)
∂η
∣∣∣∣
η=0
=
σ
√
ε
2
∂v(η)
∂η
∣∣∣∣
η=
√
ε
= 0.
The solution is
v˜(η) = ln
(
2C˜21 cos
2
(
η + C˜2
2C˜1
))
, (3.50)
where
C˜2 = −
√
ε, (3.51)
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and C˜1 is solution of the transcendental equation
2C˜1√
ε
arctan
(
σ
√
εC˜1
2
)
= 1. (3.52)
In the limit σ  1, we have
C˜1 =
2
pi
(√
ε
2
+
2
σ
√
ε
)
+O
(
1
(σ
√
ε)3
)
. (3.53)
We note that
η
2
∂v˜(η)
∂η
is small, justifying our simplifications. We conclude from
(3.53)-(3.51)-(3.36) that for θ ∈ B, the asymptotic solution is
uB(θ) = ln cos
2 pi
2
√
(θ − (pi −√ε))2
ε
(
1− 4
σε
)
+ C0, (3.54)
where C0 is a constant that we find in the next paragraph by matching the solution
in two regions A and B.
A uniform approximation of u(ρ, θ) in Ωw
We now construct a uniform asymptotic approximation uunif (ρ, θ) in the region
A ∪ B (Fig. 3.3A) using uA(ρ, θ) with uB(ρ, θ) that match for θ = pi −
√
ε, leading
to
C0 = uA
(
1−√ε, pi −√ε) . (3.55)
Using the analytical expression (3.43) of uA, we get
C0 = ln
(
(4 + σε)2
2(piσ)2
)
. (3.56)
Thus,
uB(θ) = ln cos
2 pi
2
√
(θ − (pi −√ε))2
ε
(
1− 4
σε
)
+ ln
(
(4 + σε)2
2(piσ)2
)
. (3.57)
Consequently, using (3.43) and (3.57) the solution in the funnel is
uunif (ρ, θ) =

ln
(
8
(
2(1− cos(θ)) + σε
piσ|eiθ − 1|2
)2)
, for θ ∈ [0, pi −√ε]
ln cos2
pi
2
√
(θ − (pi −√ε))2
ε
(
1− 4
σε
)
+ ln
(
(4 + σε)2
2(piσ)2
)
, for θ ∈ [pi −√ε, pi].
(3.58)
The numerical solution of eq. (3.13) in Ωw and the approximation uunif (ρ, θ) of
(3.58) are shown in Fig. 3.3B.
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3.2.4 Estimating the potential drop in Ωw
The difference of potential between the center of mass C and the tip of the funnel
S (see Fig. 3.3A) is defined as
∆˜funnelu = u(C)− u(S), (3.59)
where
u(S) = u(1−√ε, pi) and u(C) = u(1−√ε, c√ε), (3.60)
u is solution of eq. 3.13 and the constant c depends on the domain geometry and
is defined by the conformal mapping w (relation (3.17)). To compute ∆˜funnelu, we
use the two differences
∆˜uA = uA(1−
√
ε, pi)− uA(1−
√
ε, c
√
ε), (3.61)
and
∆˜uB = uB(pi)− uB(pi −
√
ε). (3.62)
It follows that
∆˜funnel = ∆˜uA + ∆˜uB. (3.63)
To compute ∆˜uA, we use the analytical expression (3.43) for ρ = 1 −
√
ε and any
θ0,
uA(1−
√
ε, θ0) = − ln |e
iθ0 − 1|4
8(1−√ε)2
(
σpi
2(1− cos(θ0)) + σε
)2
+O(ε). (3.64)
At the point S (θ0 = pi),
uA(S) = − ln 2σ
2pi2
(4 + σε)2
+ 2 ln(1−√ε) +O(ε). (3.65)
To estimate uA(C) for which θ0 = c
√
ε, we observe that for ε 1 in relation (3.64),
|eiθ0 − 1|4 = c4ε2 +O(ε3), (3.66)
and
2(1− cos(c√ε)) + σε = ε(c2 + σ) +O(ε2). (3.67)
We use (3.66) and (3.67), so eq. (3.64) reduces to
uA(C) = − ln c
4
8
(
σpi
c2 + σ
)2
+ 2 ln(1−√ε) +O (ε) . (3.68)
In the large σ limit,
uA(C) = − ln pi
2c4
8
+ 2 ln(1−√ε) +O
(
ε,
1
σ
)
. (3.69)
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Using uA(C) and uA(S), we conclude that
∆˜uA = − ln 2σ
2pi2
(4 + σε)2
+ ln
pi2c4
8
+O
(
ε,
1
σ
)
. (3.70)
For σ  1, to leading order, the solution of eq. (3.70) does not depend on σ
∆˜uA ∼ − ln 2
4
c4ε2
. (3.71)
We now estimate the difference ∆˜uB. We have from (3.54) that
uB(pi −
√
ε) = C0 (3.72)
and
uB(pi) = ln sin
2
( pi
σε
)
+ C0. (3.73)
Using (3.72) and (3.73) in (3.62), we obtain
∆˜uB = ln sin
2
( pi
σε
)
. (3.74)
For σ  1, eq. (3.74) reduces to
∆˜uB = −2 lnσ + 2 ln pi
ε
+O
(
1
σ2
)
. (3.75)
Finally, using (3.70), (3.74) and (3.63), we find that the difference in the funnel is
∆˜u = ln sin2
pi
σε
− ln 2σ
2pi2
(4 + σε)2
+ ln
pi2c4
8
+O
(
ε,
1
σ
)
. (3.76)
The results in large σ limit found in (3.71), (3.75) and leads to
∆˜u = − lnσ2 + 2 ln pic
2
4
+O
(
1
σ
)
. (3.77)
Equation (3.74) shows that for σ  1, the potential drop in the cusp-shaped funnel is
dominant in region B. We compare (Fig. 3.3C) expression (3.76) with the numerical
solution of 3.13. We note that the distribution of the potential inside a 3D solid
funnel is to leading order identical to the one we obtained inside a planar cusp [33].
3.3 The PNP equations in a cusp-shaped domain
with non-homogeneous surface charge density
When the surface charge density is not homogeneously distributed over the surface
∂Ω, we expect a re-organization of the potential u of (3.13). we subdivide the surface
∂Ω into three regions (Fig. 3.4),
∂Ω = ∂Ωε ∪ ∂Ωcusp ∪ ∂Ωbulk, (3.78)
100
3.3. The PNP equations in a cusp-shaped domain with non-homogeneous surface
charge density
where ∂Ωε is the bottom of the funnel, ∂Ωcusp the funnel area and ∂Ωbulk the bulk
surface. The Neuman boundary conditions on each sub-regions are defined by
∂u(x)
∂n
=
−λε
|∂Ωε| on ∂Ωε (3.79)
∂u(x)
∂n
= − λcusp|∂Ωcusp| on ∂Ωcusp
∂u(x)
∂n
=
−λbulk
|∂Ωbulk| on ∂Ωbulk.
Using the compatibility condition obtained by integrating the Poisson equation
(3.13) ∫
∂Ω
∂u(x)
∂n
dS = −λ. (3.80)
we obtain that
λ = λε + λcusp + λbulk. (3.81)
We will use the notation
σj =
λj
|∂Ωj| , (3.82)
where j ∈ {ε , cusp , bulk}.
y
0
C
N
S
Figure 3.4: Schematic representation of the ∂Ω boundary subregions. Subre-
gions of the boundary ∂Ω: the cusp ∂Ωcusp (red), the bulk ∂Ωbulk (blue) and (as shown in
the inset panel) the funnel bottom ∂Ωε (orange). Their respective surface charge densities
are σbulk, σcusp and σε.
3.3.1 PNP solutions for σcusp = 0, σbulk = σε = σ in 3D
To compute the solution of (3.13) for an uncharged funnel (σcusp = 0), we will use
the same conformal mapping (3.17) as describe above with now reflecting boundary
condition on ∂Ωcusp, which are invariant under the conformal mapping. As a result
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the boundary conditions on the two like-style arcs of the domain Ωw are also reflec-
tive. Consequently, instead of searching a solution in the banana-shaped domain
Ωw, we will construct it in the circular arc as a one-dimensional solution.
The boundary value problem (3.28) in the conformal image Ωw becomes
v˜′′ − 4 sin(θ)(1− cos(θ))|eiθ − 1− eiθ√ε|4 v˜
′ = − 4ε|eiθ − 1− eiθ√ε|4 exp
{−v˜(eiθ)} (3.83)
v˜′(c
√
ε) = 0
v˜′(pi) = −σ
√
ε
2
.
To construct an asymptotic approximation to the solution of (3.83) in the limits
ε → 0 and σ → ∞, we first construct the outer-solution in the form of a series in
powers of ε, which is an approximation valid away from the boundary θ = c
√
ε.
After dropping the terms in ε in 3.83, we obtain the outer solution by a direct
integration
v1(θ) = −A(θ − sin(θ)) + v˜(0), (3.84)
where v˜(0) and A are constants. The outer solution (3.84) cannot satisfy all bound-
ary conditions, consequently a boundary layer correction is needed at θ = pi. An
approximation of the solution can be obtained by freezing the power-law term and
neglecting the first order derivatives in (3.83), for which the equation is for a generic
parameter b > 0,
d2
dθ2
vb(θ) + be
−vb(θ) = 0, dvb(0)
dθ
= vb(0) = 0.
The solution is [32]
vb(θ) = ln cos
2
(
b
2
θ
)
. (3.85)
Putting the outer and boundary layer solutions together gives the uniform asymp-
totic approximation
yunif(θ) = −A(θ − sin(θ)) + v˜(0) + ln cos2
(
b
2
θ
)
. (3.86)
The condition at θ = pi gives that
y′unif(pi) = −2A− b tan
b
2
pi = −σε
√
ε
2
.
The compatibility condition for (3.13),
λε + λbulk =
∫
Ω
exp{−u(x)}dSx, (3.87)
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gives in Ωw that
λε + λbulk =
∫
Ωw
exp{−v˜(w)} dw|φ′(φ−1(w))| . (3.88)
Using the uniform approximation (3.86) in the compatibility condition (3.88), we
obtain the second condition
λε + λbulk = 8
√
ε e−v˜(0)
pi∫
c
√
ε
1
cos2
b
2
θ
exp {A(θ − sin(θ))}
|eiθ(1−√ε)− 1|4 dθ
≈ 8 e
−v˜(0)
ε
pi/
√
ε∫
0
1
cos2
b
2
√
εξ
exp{A(√εξ − sin(√εξ))}
|1 + ξ2|2 dξ, (3.89)
where we used the change of variable θ =
√
εξ. Integrating by parts, we get for
ε 1
λε + λbulk ∼ 8 e
−v˜(0)
ε

2
b
√
ε
tan
b
2
pi
eApi∣∣∣∣∣1 +
(
pi√
ε
)2∣∣∣∣∣
2 −
pi/
√
ε∫
0
2
b
√
ε
tan
b
2
θ Ψ(θ) dθ
 ,(3.90)
where
Ψ(ξ) =
d
dξ
exp{A(√εξ − sin(√εξ))}
|1 + ξ2|2 . (3.91)
Thus, it remains to solve the asymptotic equation
λε + λbulk ∼ 8 e−v˜(0)ε1/2
[
2
bpi4
tan
pib
2
exp{Api}+O
(
ln
∣∣∣∣cos pib2
∣∣∣∣)] . (3.92)
for A and b in the limit ε→ 0. We consider the limiting case where
A
σε
√
ε
 1 for σε →∞, (3.93)
for which condition (3.87) can be simplified and gives to leading order
b tan
pib
2
=
σε
√
ε
2
, (3.94)
that is, for σε
√
ε 1 (3.94) gives
b ≈ 1− 4
pi
1
σε
√
ε
, tan
b
2
pi ∼σε
√
ε
2
.
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It follows from (3.92) using (3.82) that
A = − 1
pi
ln
 8ε
pi4|∂Ωε|
(
1 +
λbulk
λε
)
− v˜(0)
 . (3.95)
We conclude from expression 3.86 that
yunif(θ) =
1
pi
ln
 8ε
pi4|∂Ωε|
(
1 +
λbulk
λε
)
− v˜(0)
 (θ − sin(θ)) (3.96)
+ ln cos2
1−
4
pi
1
σε
√
ε
2
θ
+ v˜(0).
We compare in Fig. 3.5A-D, the uniform approximation (3.96) with numerical
simulations of the reduced eq. (3.83) and the three-dimensional numerical solution
(eq3.13). The difference of potential ∆˜yunif = yunif(0)−yunif(pi), can now be estimated
using (3.96) and we obtain
∆˜yunif = −
ln
 8ε
pi4|∂Ωε|
(
1 +
λbulk
λε
)
− v˜(0)
− ln sin2( 2σε√ε
)
.(3.97)
In the small ε limit, the constant v˜(0) = O(1) can be neglected. We compare the
analytical expression for difference of potential (3.97) with the result of the reduced
equation (3.83) computed numerically in Fig. 3.5E. We note that the solution in 3D
differs from 2D, as shown in Fig. 3.5F.
3.4 PNP solution for σε 6= σcusp and σbulk = O(1)
3.4.1 Analytical representation of the PNP solution
We study here the effect of the charge density σcusp located on the cusp-shaped
funnel on the solution u(x) of
−∆u(x) = exp{−u(x)} for x ∈ Ω (3.98)
∂u(x)
∂n
= −σε on ∂Ωε
∂u(x)
∂n
= −σcusp on ∂Ωcusp
∂u(x)
∂n
= −σbulk on ∂Ωbulk,
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Figure 3.5: Numerical (3.13)-(3.83) versus analytical (3.96) solutions with zero
Neumann boundary conditions, except at the end of the funnel. A-D An-
alytical (dashed green) obtained from (3.96) and numerical solutions (3.13) (blue)
computed in 3D and the 1D reduced equation (3.83) (dashed red). E. Potential
difference v(0)− v(pi) computed numerically from (3.83) (blue) and the asymptotics
(3.97). F. Comparison of eq. (3.13) numerical solutions in 2D (red) and 3D (blue).
in the small ε and large σcusp limits, such as σcusp
√
ε  1, σε/σcusp = O(1) and
σbulk = O(1).
In the large σcusp
√
ε limit, we have shown (section 3.2) that for θ in the range
[c
√
ε, pi−√ε] (region A, Fig. 3.2), the angular derivatives of uunif can be neglected.
We thus use the result of eq. (3.43) by changing σ by σcusp to obtain
ucusp(ρ, θ) = ln
(
2
(
2(1− cos(θ)) + σcuspε
piσcuspε
)2)
+ ln
(
4ε2
|eiθ − 1|4
)
(3.99)
+ ln
(
cos2
(
piσcusp(ρ− ε)
2(2|(1− cos(θ)) + σcuspε)
))
+O(
√
ε).
For ρ = 1−√ε and θ ∈ [c√ε, pi −√ε], we get
ucusp(1−
√
ε, θ) = ln
(
8
(
2(1− cos(θ)) + σcuspε
piσcusp|eiθ − 1|2
)2)
+O(
√
ε). (3.100)
To construct a uniform solution uunif , we match to a solution uB in region
B = {(ρ, θ), θ ∈ [pi −√ε, pi] and ρ = 1−√ε}. We obtain the general expression
uunif (ρ, θ) =

ln
(
8
(
2(1− cos(θ)) + σcuspε
piσcusp|eiθ − 1|2
)2)
for θ ∈ [0, pi −√ε]
uB(θ) for θ ∈ [pi −
√
ε, pi].
(3.101)
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Thus the difference of potential u(C)− u(S) between the center of mass C and the
funnel base S is then
V (C)− V (S) = − ln 2σcusppi
2
(4 + σcuspε)2
+ ln
pi2c4
8
+ ∆˜uB +O
(
ε,
1
σcusp
)
,(3.102)
where c
√
ε is the angular coordinate of the mapped center of mass C in Ωw. We
compare in Fig. 3.6A-B the analytical expression (dashed) of (3.101) with the three-
dimensional numerical simulations (solid) of u (eq. (3.98)). When uB is given by
expression (3.57) with condition σε
√
ε 1, then the difference of potential is given
by
u(C)− u(S) = kT
e
(
ln sin2
pi
σεε
− ln 2σcusppi
2
(4 + σcuspε)2
)
+O(1). (3.103)
The two conditions σε/σcusp = O(1) and σbulk = O(1) imply that the uniform
solution is not affected by the bulk or the tip of the cusp. This is in contrast with
the results computed for σcusp = 0 (section 3.3.1) for which the solution in the cusp
is entirely defined by the surface charge densities σcusp and σbulk (see eq. (3.96)).
However, when the previous conditions are not satisfied (σε/σcusp = O(1) is not
verified), the numerical solution (red) and the analytical expression (3.101) (dashed
blue) do not agree (Fig. 3.6A-B).
3.4.2 PNP solution with reflecting boundary at the end of
the funnel
When we impose a reflecting boundary condition at the end of the cusp ∂Ωε (σε = 0),
we construct an approximation of equation (3.98) in the regimes ε 1 and σcusp  1
in the following regime of parameters σcusp
√
ε 1 and σbulk = O(1).
To construct the approximation uunif in Ωw, we use expression in the cusp (3.101),
where the solution uB is constructed by extending ucusp(ρ, θ) to region B. We have
∂uunif (ρ, θ)
∂θ
∣∣∣∣
θ=pi
= 0. (3.104)
To show that ucusp satisfies the same boundary condition, we differentiate ucusp(ρ, θ),
(eq. (3.99)), in θ at θ = pi:
∂ucusp(ρ, θ)
∂θ
∣∣∣∣
θ=pi
= 0. (3.105)
We conclude that ucusp matches at θ = pi the boundary condition satisfied by the
solution u(x) for σε = 0. Consequently,
uunif (ρ, θ) = ln
(
8
(
2(1− cos(θ)) + σcuspε
piσcusp|eiθ − 1|2
)2)
. (3.106)
Thus the difference of potential between the funnel base S and the center of mass
C is
u(C)− u(S) = − ln 2σcuspa
2pi2
(4 + σcuspε)2
+ ln
pi2c4
8
. (3.107)
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We obtain a good agreement between the analytical expression (eq. (3.106)) and
the three dimensional numerical solution of (3.98) (Fig. 3.6C).
The result obtained from (3.107) can be used to model the voltage in a domain
with a cusp-shaped funnel connecting a reservoir with a fixed electrical potential
and zero electric field at the of funnel-reservoir junction. This no field condition
is satisfied when σε = 0. This result can be applied to the electrical properties of
dendritic spines with a short neck (see [210], p.28, Fig. 3.9, spine 7), approximated
by a cusp and the parent dendrite as a reservoir.
-
-
-
-
-
-
3D Numerics: Approx. (101):
= 2500=A B C
= 0
3D Numerics
Approx. (105):
= 10
100
1000
4000
Figure 3.6: Comparison of numerical and analytical solutions for non-
homogeneous surface charge density A. Numerical (eq. (3.98)) in 3D (solid) and an-
alytical (eq. (3.101)) (dashed) solutions for σcusp = 1000 and σcusp = 1, σbulk = σε = 2500.
B. Magnification of panel A in the region of θ = pi. C. 3D Numerical (solid) from eq.
(3.98) and analytical (eq.(3.106)) (dashed) solutions computed for σcusp = 10, 100, 1000
and 4000, where σε = 0 and σcusp = σbulk. Here ε = 0.01.
3.5 Discussion and conclusion
We have studied here, based on the steady-state solution of the Poisson-Nernst-
Planck equations, the electrostatic properties of non electro-neutral electrolytes
confined in a cusp-shaped funnel geometry. We showed that the local curvature
and the distribution of surface charge density shape the electrical landscape within
small domains. The new electrical properties have been obtained for a dominant
ionic specie, in an electrolyte having an excess of charges [33]. The new math-
ematical methods consist here in the construction of an asymptotic expansion of
the nonlinear PNP equations inside 3D domains, with non-homogeneous Neumann
boundary conditions.
Using asymptotics methods validated by numerical solutions of the PNP equa-
tions, we found several explicit voltage drops: first, for a surface charge density
homogeneously distributed, the electrical potential distribution in 3D and 2D do-
mains is quite similar to leading order potential inside a planar cusp (Fig. 3.3).
However, the voltage inside an uncharged funnel (Fig. 3.5), associated to the con-
dition σcusp = 0 varies significantly between a 2D and 3D. We summarize in table
3.1 the results we have obtained in the three sections above, where we use the
dimensional physical units and used σi = σ˜izeRc/kT (section 3.2).
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The presence of negative ions in Ω may slightly reduces the voltage. However,
as shown in [33], accounting for negative charges carried by chloride anions present
in the cytosol at physiological concentration [81], does not alter the voltage to lead-
ing order. Consequently the voltages summarized in table 3.1 provide insights for
understanding the electro-diffusion properties. The present results could be used in
the design of quartz nanopipettes with an optimal shape [92, 149, 102]. It would be
interesting to vary the surface charge densities [184] in some sub-regions σbulk, σcusp
or σε (3.79).
These analytical results can be used to predict the voltage drop in neuronal
microdomains such as dendritic spines [210]. The local curvature is certainly a key
factor in modulating the voltage and thus we are beginning to understand how nano-
and micrometer geometry can encode synaptic modulation, that underlyes learning
and memory in the Brain. Indeed, in compartment such as dendritic spines, the
high curvature variation play a major role in converting injected current into voltage.
This effect may as well influences the propagation and genesis of local depolarization
in excitable cells [93, 156, 155].
Conditions V (C)− V (S)
σ˜  1 kT
e
(
ln sin2
kTpi
eε˜σ˜
− 2 ln
√
2 epiRcσ˜
4kT + eε˜σ˜
+O(1)
)
σ˜cusp = 0
σ˜ε  1
σ˜bulk = C
ste
kT
e
(
− ln 8Rcε˜
pi4|∂Ω˜ε| (1 + σ˜bulk/σ˜ε)
− ln sin2 2kT
eσ˜ε
√
Rcε˜
+O(1)
)
σ˜cusp 6= σ˜ε
σ˜cusp
√
ε 1
σ˜bulk = C
ste
kT
e
(
ln sin2
kTpi
eε˜σ˜ε
− 2 ln
√
2 epiRcσ˜cusp
4kT + eε˜σ˜cusp
+O(1)
)
Table 3.1: Electrodiffusion laws for voltage drop for various surface charge densities
3.6 Appendix
3.6.1 Radial derivative under the Mobius map (3.17)
We shall describe in this appendix the computation step to reduce the first order
radial derivative from (3.16) leading to the result (3.28) in section 3.2.2. First, we
note that in complex coordinates, we have
∂u(r˜, z˜)
∂r˜
= <e (∇u(ξ)) , (3.108)
where we define
∇u(ξ) = ∂u(r˜, z˜)
∂r˜
+ i
∂u(r˜, z˜)
∂z˜
. (3.109)
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Under the conformal mapping (3.17), the gradient (3.109) transforms as follows
∇u(ξ) = ∇wv(w)w′(ξ). (3.110)
We introduce X and Y such as w = X + iY and
∇wv(w) = ∂v(X, Y )
∂X
+ i
∂v(X, Y )
∂Y
. (3.111)
In the same way we define the real functions w1(X, Y ) and w2(X, Y ) that satisfy
w′(ξ) = w′(w−1(X, Y )) = w1(X, Y ) + i w2(X, Y ). (3.112)
Using (3.17) (Mo¨bius transformation), it yields
w′(w−1(X, Y )) =
(1 + αw)2
1− α . (3.113)
Equations (3.112) and (3.113) lead to
w1(X, Y ) =
(1 + αX)2 − α2Y 2
1− α2 (3.114)
w2(X, Y ) = −2αY (1 + αX)
1− α2 .
It follows from (3.108)-(3.110)-(3.111)-(3.112) that
∂u
∂r˜
= w1(X, Y )
∂v(X, Y )
∂X
− w2(X, Y )∂v(X, Y )
∂Y
. (3.115)
Due to the circular geometry of the banana-shaped domain Ωw, it is convenient
to switch from Cartesian coordinates (X, Y ) to polar coordinates (ρ, θ). Setting
v(X, Y ) = v˜(ρ, θ), we get
∂v(X, Y )
∂X
=
∂v˜(ρ, θ)
∂ρ
∂ρ
∂X
+
∂v˜(ρ, θ)
∂θ
∂θ
∂X
(3.116)
∂v(X, Y )
∂Y
=
∂v˜(ρ, θ)
∂ρ
∂ρ
∂Y
+
∂v˜(ρ, θ)
∂θ
∂θ
∂Y
where,
∂ρ
∂X
= cos(θ) ,
∂ρ
∂Y
= sin(θ) (3.117)
∂θ
∂X
= −sin(θ)
ρ
,
∂θ
∂Y
=
cos(θ)
ρ
.
Using (3.116) and (3.117) in (3.115), it follows that
∂u˜(r˜, z˜)
∂r˜
=
∂v˜(ρ, θ)
∂ρ
(cos(θ)w˜1(ρ, θ)− sin(θ)w˜2(ρ, θ)) (3.118)
−1
ρ
∂v˜(ρ, θ)
∂θ
(sin(θ)w˜1(ρ, θ) + cos(θ)w˜2(ρ, θ)) ,
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where we set w˜i(ρ, θ) = wi(X, Y ) for i ∈ {1 , 2}, such as
w˜1(ρ, θ) =
1− α2ρ2 + 2αρ cos(θ)(1 + αρ cos(θ))
1− α2 (3.119)
w˜2(ρ, θ) = −2αρ sin(θ)1 + αρ cos(θ)
1− α2 .
Using (3.119) and (3.118), to leading order we obtain
1
r˜
∂u˜(r˜, z˜)
∂r˜
= −ρ(1− cos(θ))
2
ε3/2
∂v˜(ρ, θz)
∂ρ
− sin(θ)(1− cos(θ))
ε
∂v˜(ρ, θz)
∂θ
.(3.120)
3.6.2 The numerical procedure
Numerical solutions were constructed by the COMSOL Multiphysics 5.0 (BVP prob-
lems), Maple 2015 (Shooting problems) and Matlab R2015 (Conformal mapping).
The boundary value problems in 1D, 2D, and 3D were solved by the finite elements
method in the COMSOL ’Mathematics’ package. We used an adaptive mesh re-
finement to ensure numerical convergence for large value of the parameters σ, σε,
σbulk and σcusp. We solved the PDEs by the shooting procedure for boundary value
problems using Runge-Kutta fourth-order method.
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Chapter 4
Poisson-Nernst-Planck equation in
narrow ellipses and ellipsoids.
We study the stationary solutions of the Poisson-Nernst-Planck (PNP) equations as
a model of electro-diffusion for a non-neutral electrolytes. The non-homogeneous
Neumann boundary conditions are obtained from the Poisson compatibility condi-
tion. We construct asymptotic solutions of the voltage for two types of domain: the
planar ellipse and the solid ellipsoid. For both scenarii the ratio of the minor on the
major axis is small. In such limit, we divide the domain into two subregions such
that in one region the problem reduces to the resolution of a Liouville equation, and
in the second region we use the Schwarz-Christoffel (SC) conformal transformation
to find an optimal shape such that, to the leading order, the problem reduces to a
Laplace equation. We find that our asymptotic approximation agrees with numerical
simulations. We then study the difference of voltage between the tips of the major
and minor axises. We find that such difference of voltage admits a maximum and
also that for a large number of charges this difference tends to a constant that we
estimate. We propose here a novel approach to use conformal mapping to approxi-
mate solutions of non-linear partial differential equation based on the simplification
of the vector field rather than the geometry itself.
Keywords: Electro-diffusion, Cusp-shaped Funnel, Poisson-Nernst-Planck, Electro-
neutrality, Schwarz-Christoffel conformal map; Asymptotics; Nonlinear, Partial dif-
ferential equation
AMS subject classification. 35J66, 35B44, 35B25, 92C05, 92C37, 92C05
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Introduction
Biological and physical sciences show a rising interest toward electro-diffusion in
small compartments [34, 93, 167, 35], for example to develop technological applica-
tions such as the design of desalinization devices [134], batteries [183] and also to
improve information storage [75]. At the same time in biology many compartments
have a characteristic length of a hundred of nanometers, sometimes even less, such as
dendritic spine, nanoscopic processes, or filopodia. Most of these structures have an
elongated elliptical shape. For example, astrocytes – star-shaped cells that mostly
support neurons – have nanoscopic protrusions that can be as thin as 30-50nm and
that help regulate the synaptic transmission [77, 163]. An other example is the
neural growth cone, a protrusion neurons use to operate in their environment. It is
mostly composed of thin 100-300nm finger-like structures called filopodia and whose
length is about 10µm [135] (even to 40µm in one peculiar sea-urchin [203]).
We use the Poisson-Nernst-Planck (PNP) equations for charge concentration and
electric potential as a model of electro-diffusion. The entire boundary is imperme-
able to particles (ions) and the electric field satisfies the compatibility condition of
Poisson’s equation. Our goal is to understand the effect of boundary curvature on
the electrical properties of a biological elliptically shaped domain. In particular,
we explore the effect of boundary curvature on the charge and field distribution
at steady state. The effects of non-electro-neutrality and curvature were studied in
[32, 33, 34] and a long-range electrostatic length, much longer than the Debye length,
was found. This effect is due to the combined effects of non-electro-neutrality and
boundary, which lead to charge accumulation near the boundary.
The present paper is organized in three parts. First, we introduce the physical and
the mathematical framework based on the PNP equations we shall use. Then, in
the second and third parts, we study two domains: a the planar ellipse and the solid
ellipsoid. For both scenarii, the ratio of the minor on the major axis is small. We
construct in this limit an asymptotic solution for the voltage computed from the
stationary PNP.
4.1 Poisson-Nernst-Planck equation
The Poisson-Nernst-Planck system of equations in a domain Ω˜, whose dielectric
boundary ∂Ω˜ is represented as the compatibility condition for Poisson’s equation,
has an impermeability to the passage of ions represented as a no-flux boundary
conditions for the Nernst-Planck equation. We assume that the charge of the (zp, zm)
electrolyte confined in Ω˜ consists of identical Np positive and Nm negative ions with
initial particle density qp(x) and qm(x) such as
Ni =
∫
Ω˜
qi(x˜) dx˜, for i ∈ {p , m} (4.1)
The total charge in Ω˜ is then given by
Q = e(zpNp + zmNm), (4.2)
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where e is the electronic charge. The charge densities ρp(x, t) and ρm(x, t) are
solutions of the initial and boundary value problem for the Nernst-Planck equation
Di
[
∆ρi(x˜, t) +
zie
kBT
∇ (ρi(x˜, t)∇φ(x˜, t))
]
=
∂ρi(x˜, t)
∂t
for x˜ ∈ Ω˜ (4.3)
Di
[
∂ρi(x˜, t)
∂n
+
zie
kBT
ρi(x˜, t)
∂φ(x˜, t)
∂n
]
= 0 for x˜ ∈ ∂Ω˜ (4.4)
ρi(x˜, 0) = qi(x˜) for x˜ ∈ Ω˜, (4.5)
where kBT represents the thermal energy, and Di is the diffusion coefficient for the
ion specie i. Here φ(x˜, t) is the electric potential in Ω˜ and is the solution of the
Neumann problem for the Poisson equation
∆φ(x˜, t) = − e
εrε0
(zpρp(x˜)− zmρm(x˜)) for x˜ ∈ Ω˜ (4.6)
∂φ(x, t)
∂n
= − σ˜(x˜, t) for x˜ ∈ ∂Ω˜, (4.7)
where εrε0 is the permitivity of the medium and σ˜(x˜, t) is the surface charge density
on the boundary ∂Ω˜. In steady state, (4.3) gives
ρi(x˜) = ρi,0 exp
(
−zieφ(x˜)
kBT
)
for i ∈ {p , m}, (4.8)
where ρi,0 is obtained from no-flux boundary condition (4.4), it yields
ρi(x˜) =
Ni exp
(
−zieφ(x˜)
kBT
)
∫
Ω˜
exp
(
−zieφ(s)
kBT
)
ds
for i ∈ {p , m}, (4.9)
We introduce the adimensionalized potential u˜(x˜) =
e φ(x˜)
kBT
, then equation (2.123)
becomes
ρi(x˜) =
Nie
−zi u˜(x˜)∫
Ω˜
e−zi u˜(s)ds
for i ∈ {p , m}, (4.10)
where u˜(x˜) =
e φ(x˜)
kBT
is the adimensionalized potential. Then, using (4.10) and (4.6)
we obtain,
−∆u˜(x˜) = lBNpe
−zpu˜(x˜)∫
Ω˜
e−zpu˜(s) ds
− lBNme
−zmu˜(x˜)∫
Ω˜
e−zmu˜(s) ds
in Ω˜ (4.11)
∂u(x˜)
∂n
= −(Np −Nm)|∂Ω˜| lB on ∂Ω˜. (4.12)
113
Chapter 4. Poisson-Nernst-Planck equation in narrow ellipses and ellipsoids.
where lB is the Bjerrum length. In this paper we shall consider the degenerate
case Nm = 0, consequently (4.11) models the electrical potential created by positive
charges exclusively. The formulation of the Poisson equation becomes the boundary
value problem (BVP),
−∆u˜(x) = lBNpe
−u˜(x)∫
Ω˜
e−u˜(s)ds
(4.13)
∂u˜(x)
∂n
= − lBNp|∂Ω˜| on ∂Ω˜.
4.2 Poisson-Nernst-Planck solutions for a 2D el-
liptic domain
We consider a dimensionless planar elliptical domain Ω˜ ⊂ R2 defined by the general
equation, (x
b
)2
+
(y
a
)2
≤ 1 for (x, y) ∈ Ω˜, (4.14)
where a and b are the lengths of the major and the minor axis respectively. One
can note that in dimension two, the units of Np is charge per unit of length, such
that lBNp in dimension two is dimensionless. Indeed, a planar ellipse can be seen
as the cross section of an infinite cylinder with an elliptical cross-section. We non-
dimensionalize the BVP (4.13) setting x =
x˜
a
and u˜(x˜) = u¯(x), it becomes
−∆u¯(x) = lBNpe
−u¯(x)∫
Ω
e−u¯(s)ds
for x ∈ Ω (4.15)
∂u¯(x)
∂n
= − lBNp|∂Ω| on ∂Ω,
where ∂Ω =
∂Ω˜
a
and Ω =
Ω˜
a2
. We introduce the dimensionless surface charge
σ =
lBNp
|∂Ω| . (4.16)
Then, we assume Np > 0, we get rid of the integral in (4.15) with the translation
u(x) = u¯(x) + β, where β = ln
(
lBNp∫
Ω
e−u(s)ds
)
is a constant. We conclude that
the problem for u(x, y) is
∂2u(x, y)
∂x2
+
∂2u(x, y)
∂y2
= − exp(−u(x)) in Ω (4.17)
∂u(x)
∂n
= −σ on ∂Ω.
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We remark that the case Np = 0 in (4.15) yields to the trivial solution u(x) = C
ste.
The particular case a = b corresponds to a circular geometry for the domain Ω for
which the BVP (4.17) has been solved analytically in [32]. However, the method
used to solve (4.15) in a disk consists in reducing the problem to a one dimensional
equation by the means of the radial symmetry [101]. Unfortunately, in the ellipse
we have in general a 6= b so the previous approach fails.
In this paper, we construct an asymptotic solution of (4.17) in the limit
b
a
 1.
We apply the method we have developed in [33] for the domains with cusp-shaped
funnels. The method consists into dividing the domain Ω into subregions, based
on the direction of the flow lines
(
∂u(x, y)
∂x
,
∂u(x, y)
∂y
)
. We then use a conformal
mapping in order to simplify the flow but not necessarily the geometry.
4.2.1 Asymptotic analysis of the PNP equations in a planar
ellipse
a
Region B
Region A
b
x
y
Figure 4.1: The regions A and B. The schematic representation shows the two regions
A (blue) and B (dashed green) defined in (4.18). The green circles represent the tips of
the ellipse Ω major and minor axises. The region limited by the red lines represents the
part of Ω where the approximation (4.25) (∂u/∂n ≈ ∂u/∂x) is not valid.
We construct an asymptotic solution to eq. (4.17) in the limit b 1. We consider
only the upper right quadrant of the ellipse because of the domain symmetries. We
divide the domain Ω in two subregions,
A = {(x, y) ∈ Ω such that x ≥ 0 and 0 ≤ y < y0} (4.18)
B = {(x, y) ∈ Ω such that x = 0 and y ≥ y0},
where y0 is a parameter. The two regions are shown in Fig. 4.2A. We can remark
that the region B is a segment. We shall now explain how two regions A and B
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are discriminated. We introduce the outward normal unit vector n(y) to the ellipse
surface ∂Ω at y:
n(y) =
1√
b2y2 + 1− y2
√1− y2
by
 . (4.19)
In the b small limit, eq. (4.19) becomes
n(y) =

1
by√
1− y2
+O( b21− y2
)
. (4.20)
Using (4.20), we characterize y0 such as for 0 ≤ y ≤ y0 < 1, we have in the b small
limit
O
(
b√
1− y2
)
= O
(√
b
)
. (4.21)
Using (4.20) and (4.21), for 0 ≤ y ≤ y0, we have
n(y) =
1 +O(b)
O(
√
b)
 . (4.22)
Using (4.22), the Neumann boundary conditions in (4.17) reads as
∂u(x, y)
∂x
(1 +O(b)) +
∂u(x, y)
∂y
(
O
(√
b
))
= −σ. (4.23)
In the small b limit, eq. (4.23) becomes
∂u(x, y)
∂x
∂u(x, y)
∂y
 =
σ +O(√b)
O(
√
b)
 for y ∈ [0, y0]. (4.24)
In particular, from (4.24), we have to leading order that for 0 ≤ y ≤ y0
∂u
∂n
=
∂u(x, y)
∂x
∣∣∣∣
x∈∂Ω
. (4.25)
In other words, the equation (4.25) shows that the region A is characterized by
an outward normal unit vector n(y), to leading order, perpendicular to the y−axis
(4.22). It is the argument we shall use to approximate the solution u(x, y) in the
region A
. We now have distinguished the regions A and B. We will estimate asymptotic
solutions uA(x, y) and uB(x) from (4.17) computed in each region A and B respec-
tively. We will then use the two solutions to construct a uniform solution uunif(x, y)
in the region A∪B. We will use uunif(x, y) to estimate the potential drop along the
major and the minor axis. Finally we will compute the potential difference between
the ellipse tips (a, 0) and (0, b).
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4.2.2 Asymptotic solution uA in region A
We compute uA(x, y) in the region A observing first that the boundary conditions
(4.25) indicates that the derivatives
∂u
∂y
are negligible relative to the derivatives
∂u
∂x
.
Then, a regular expansion of the solution gives that the equation is solved along the
lines y = const for x ∈ [0, b√1− y2], where b√1− y2 represents half of the ellipse
width at the point y. Thus, in the small σ limit, the leading order solution in region
A is obtained solving the following BVP:
∂2
∂x2
uA(x, y) = − exp(−uA(x, y)) for x ∈ [0 , b
√
1− y2] (4.26)
∂uA(x, y)
∂x
∣∣∣∣
x=0
= 0
∂uA(x, y)
∂x
∣∣∣∣
x=b
√
1−y2
= −σ.
Equation (4.26) represents the stationary PNP evaluated on a segment of length
b
√
1− y2 [32]. Integrating twice (4.26) and using the homogeneous boundary con-
ditions from (4.26), it yields
uA(x, y) = − ln
tan
2
(
1
2
x
C1(y)
)
+ 1
2C21(y)
 . (4.27)
We estimate the constant C1(y) from the non-homogeneous boundary conditions in
(4.26) which leads to an implicit equation:
2C1(y) arctan (σC1(y)) = b
√
1− y2. (4.28)
We assume that in large σ limit, σC1(y)→∞, such that
arctan (σC1(y)) =
pi
2
− 1
σC1(y)
+O
((
1
σC1(y)
)3)
. (4.29)
Using (4.29) in (4.28), to the leading order we obtain
C1(y) =
2 + bσ
√
1− y2
piσ
. (4.30)
Using in (4.27) we conclude that
uA(x, y) = ln
2(2 + bσ√1− y2
piσ
)2
cos2
1
2
piσx(
2 + bσ
√
1− y2
)
 . (4.31)
From the solution uA(x, y) we can estimate the potential along the Ω minor axis,
but not yet along the major axis. Indeed, to obtain this second potential, we shall
now derive an asymptotic solution in region B.
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Figure 4.2: Image Ωw = w(Ω) of the domain Ω (left) under the conformal mapping (4.32).
The ellipse tip (left) is mapped onto the drop shaped domain (right).
4.2.3 Solution in region B
We construct the asymptotic expansion uB(y) in the region B in the small b limit.
We first move the origin to the major axis lower end (x, y) = (−1, 0) (Fig. 4.2B).
Then, we map the domain Ω conformally by the Schwarz-Christoffel (SC) transfor-
mation [80, 142]
w(z) = arcsin(αz), (4.32)
where α is a parameter and z = x+ iy is a complex coordinate. The SC transforma-
tion (4.32) maps Ω into the bell bottom-shaped domain Ωw = w(Ω) and the region
B into
Bw = w(B) = [0 , w(y˜0)], (4.33)
where y˜0 = 1 − y0. The regions are shown in Fig. 4.2B-C. Setting u(z) = v(w),
under the conformal map (4.32), the PDE (4.17) transforms in
∆wv(w) = −| cos(w)|
2
α2
exp(−v(w)) for w ∈ Ωw. (4.34)
We remind that the gradient, under the map w(z), reads as the dot product [80]
∇u(z) = w′(z) · ∇wv(w), (4.35)
where w′(z) is the w′(z) conjugate. Setting w = X + iY , using (4.32), we have
1
w′(z)
=
1
α
(cos(X) cosh(Y ) + i sin(X) sinh(Y )) . (4.36)
Using (4.17), (4.35) and (4.36), the transformed boundary conditions is
∂v(w)
∂Y
∣∣∣∣
Y=0
=
1
<(w′(0))
∂u(z)
∂y
∣∣∣∣
y=0
= −σ
α
. (4.37)
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The second boundary conditions at Y = w(y˜0) are obtained by matching the
y−dependent partial derivatives of the two solutions uA(x, y) and uB(y) at y = y0,
we get
∂v
∂Y
∣∣∣∣
Y=w(y˜0)
= − ∂uA(0, y)
∂y
∣∣∣∣
y=y0
cosh(w(iy˜0))
α
= −y˜0 ∂uA(0, y)
∂y
∣∣∣∣
y=y0
. (4.38)
We conclude from (4.34), (4.37) and (4.38) that the BVP in Ωw is
∆wv(w) = −| cos(w)|
2
α2
exp(−v(w)) for w ∈ Ωw. (4.39)
∂v(w)
∂Y
∣∣∣∣
X=0,Y=0
= −σ
α
∂v(w)
∂Y
∣∣∣∣
X=0,Y=w(y˜0)
= −y˜0 ∂uA(0, y)
∂y
∣∣∣∣
y=y0
∂v(w)
∂nw
= φbdv(X, Y, σ) on ∂Ωw \ {(0, 0) ∪ (0, w(y˜0))} ,
where φbdv encompasses the transformed boundary conditions whose relative bound-
aries do not intersect the region Bw.
4.2.4 Solution in the region B in the large σ limit
We now use the free parameter α in the SC transformation (4.32) to find the optimal
shape of the domain Ωw that shall linearize v(X, Y ) on Bw. Thus, we search α such
that we have the equality
∂v
∂Y
∣∣∣∣
Y=0
=
∂v
∂Y
∣∣∣∣
Y=w(y˜0)
. (4.40)
Using the boundary conditions in (4.39), we obtain
α =
σ
νy˜0
, (4.41)
where ν =
∂uA(0, y)
∂y
∣∣∣∣
y=y0
.
We construct an asymptotic expansion of (4.39) in the limits σ  1 and α 1 such
that
σ
α
= O(1). We expand v(w) in those limits,
v(w) = v0(w) + α
−1v1(w) + α−2v2(w) + · · · (4.42)
Using (4.42) in (4.39), we obtain that the leading order term v0(X, Y ) is solution of
the Laplace equation
∆v0(X, Y ) = 0. (4.43)
Using the variable separation method, it yields
v0(X, Y ) = h(X)g(Y ), (4.44)
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where h(X) and g(Y ) are two smooth functions. Integrating twice (4.43) we obtain
g(Y ) = A0 +B0Y, (4.45)
where A0 and B0 are constants. We can remark that the condition (4.40) is satisfied
by the function g(Y ). Using (4.44)-(4.45), for X = 0, we obtain
v0(0, Y ) = A˜0 + B˜0Y, (4.46)
where A˜0 = A0h(0) and B˜0 = B0h(0). We introduce v˜0(Y ) = v0(0, Y ), which is
defined on Bw. We compute B˜0 from boundary conditions in (4.40), it yields
v˜0(Y ) = −σ
α
Y + A˜0. (4.47)
We calculate the constant A˜0 by matching the solutions uA(0, y) in region A and
uB(y) in region B at y = y˜0, we obtain
A˜0 = uA(y˜0) +
σ
α
arcsinh(α y˜0). (4.48)
We conclude, using (4.32), (4.46) and (4.48), that the solution in region B is to the
leading order
uB(y) = uA(1− y0) + σ
α
(arcsinh(α (1− y0))− arcsinh(α(1− y))) . (4.49)
4.2.5 Uniform approximation of PNP in the elliptic domain
Ω
We construct an uniform solution uunif(x, y) in the region A ∪ B by matching the
solution uA(x, y) (4.31) in region A with uB(y) (4.49) in region B. The two functions
uB and uA, as well as their derivatives with respect to y, match at y = y0 (see eq.4.39
and 4.49). Thus, the uniform approximation of uunif(x, y) in A ∪B is
uunif(x, y) =

ln
2(2 + bσ√1− y2
piσ
)2
cos2
1
2
piσx(
2 + bσ
√
1− y2
)
 for 0 ≤ y ≤ y0
uA(1− y0) + νy0
(
arcsinh
(
σ(1− y0)
ν
)
− arcsinh
(
σ(1− y)
ν
))
for y0 ≤ y ≤ 1.
(4.50)
We compare numerics of (4.17) (solid lines) with the asymptotic solution uunif(x, y)
from (4.50) in Fig. 4.3B-C, where we chose y0 = 1− b.
120
4.2. Poisson-Nernst-Planck solutions for a 2D elliptic domain
0 b
aA
0 0.5 1
y
0
2
4
6
u(
0,
y)
2D numerics
.9 1
0
2
4
6
0 0.02 0.04
0
2
4
6
0.045 0.05
0
2
4
6
a b
= 1000
100
10
B C
u(
x,
0)
Major axis Minor axis
x
y
x
u(
0,
0)
-u
(0
,1
)
u(
0,
0)
-u
(b
,0
)
u(
0,
1)
-u
(b
,0
)
D E Fa=1
b=0.05
Figure 4.3: Comparison of PNP numerics (4.17) and analytics (4.50) in Ω
A. Schematic representation of the domain Ω. The letters a and b represent the
tip as well as the length of the major and minor axis respectively. B-C. Numerical
solutions of (4.17) (solid) and solution (4.50) (dashed) along the major axis (B)
and the minor axis (C). The inset in panels B-C represents a magnification close to
the boundary ∂Ω. bf D. Solution V (0)− V (a), E. and solution V (0)− V (b) and F.
V (b)−V (a), each versus σ, obtained numerically (blue) from (4.17) and analytically
from (4.50) (dashed green).
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4.2.6 Estimating the potential drop in Ω
We now study how the ellipse shape of the domains affects the voltage. We estimate
from the uniform approximation uunif (4.50) three characteristic potential differences
inside the ellipse: 
∆˜MajU = uunif(0, 0)− uunif(0, 1)
∆˜MinU = uunif(0, 0)− uunif(b, 0)
∆˜a,bU = uunif(b, 0)− uunif(0, 1).
(4.51)
where we chose y0 = 1− b that satisfies the condition (4.21). We first estimate the
potential drop ∆˜MajU which is the sum of the longitudinal potential drop in regions
A and B. In the region A, using (4.31), we have
uA(0, 0)− uA(0, 1− y0) = 2 ln
(
bσ
√
1− (1− b)2 + 2
bσ + 2
)
. (4.52)
Similarly, in region B, we first remark that using (4.41) we have
α =
1
2
√−y02 + 1(σ b√−y02 + 1 + 2)
b2y0
. (4.53)
In small b limit, since 1− y0 = b, it follows
α = σ +
bσ
2
+O(b2σ). (4.54)
In the limit b2σ  1, using (4.54) in (4.49), we obtain
uB(0, 1− y0)− uB(0, 1) = 1
1 + b/2
arcsinh(bσ(1 + b/2)). (4.55)
We conclude using (4.52) and (4.55) that, to the leading order, it yields
∆˜MajU = −2 ln
(
bσ
√
1− (1− b)2 + 2
bσ + 2
)
+
1
1 + b/2
arcsinh(bσ(1 + b/2)).(4.56)
We compare in Fig. 4.3D the potential drop ∆˜MajU computed numerically (blue
line) from of eq. (4.17) with the analytical expression (4.56) (dashed green). We
found that the solutions almost fully overlap.
We now compute the voltage drop ∆˜MinU straightforwardly from the expression
found for uA(x, y) (4.31) by setting y = 0 and x = b. It follows
∆˜MinU = −2 ln cos
(
pibσ
4 + 2bσ
)
. (4.57)
We compare, in Fig. 4.3E, ∆˜MinU computed numerically from of (4.17) (blue) with
the analytical expression (4.57) (dashed green). We find a very good matching.
Finally, the potential difference ∆˜a,bV is computed, such that
∆˜a,bU = ∆˜MajU − ∆˜MinU. (4.58)
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Using for ∆˜MajU and ∆˜MinU the expression found in (4.56) and (4.57) respectively,
we conclude
∆˜a,bU = 2 ln
(bσ + 2) cos
(
pibσ
4 + 2bσ
)
bσ
√
1− (1− b)2 + 2
+ arcsinh(bσ(1 + b/2))1 + b/2 . (4.59)
As a summary, we find that the potential in the ellipse Ω decays logarithmically
from the center to the border of the domain. Yet, the potential does not decay
with the same rate. Indeed, the point with the higher curvature (0, 1) has a lower
potential than (b, 0) whose curvature is smaller.
4.3 Poisson-Nernst-Planck solutions in a 3D el-
lipsoid
We shall now extend the method we applied above to an ellipsoid obtained by
rotating the symmetric planar ellipse Fig. 4.1A about its axis of symmetry (major
axis) as shown in Fig. 4.4A. In the (r˜, θ, z˜) cylindrical coordinates, the ellipsoid Ω˜3
is characterized by
r˜2 cos2(θ)
b˜2
+
r˜2 sin2(θ)
b˜2
+
z˜2
a2
≤ 1, (4.60)
where a and b are the length of the major and minor axis respectively. We adimen-
sionalize the domain Ω˜3 setting (r, θ, z) =
(
r˜
a
, θ,
z˜
a
)
, Ω3 =
Ω˜3
a3
and ∂Ω3 =
∂˜Ω3
a3
.
The domain Ω3 becomes an ellipsoid with a major axis equal to 1 and a non-
dimensionalized minor axis
b =
b˜
a
. (4.61)
The potential u(r, z, θ) is solution of the stationary PNP problem (4.17). In the
cylindrical coordinates, where the longitudinal Ω3 axis is aligned with the z−axis,
the problem becomes independent of the angle θ. The BVP that corresponds to
(4.17) in Ω3 reads as
∂2u3(r, z)
∂r2
+
1
r
∂u3(r, z)
∂r
+
∂2u3(r, z)
∂z2
= − exp(−u3(r, z)) (4.62)
∂u3(r, z)
∂n3
= −σ.
We use the same method as in section 4.2, which consists in dividing Ω3 into the
two regions
A¯ = {(r, z) ∈ Ω3 such that r ≥ 0 and 0 ≤ z < z0} (4.63)
B¯ = {(r, z) ∈ Ω3 such that r = 0 and z ≥ z0}
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where z0 is a parameter. The normal outward unit vector n3(z, θ) to the surface
∂Ω3 evaluated at coordinates (z, θ) is given in Cartesian coordinates by
n3(z, θ) =
1√
1− z2 + b2z2

√
1− z2 cos(θ)
√
1− z2 sin(θ)
bz
 . (4.64)
In small b limit, (4.64) reduces to
n3(z, θ) =

cos(θ)
sin(θ)
bz√
1− z2
+O
(
b2
1− z2
)
. (4.65)
Once back in cylindrical coordinates, eq. (4.65) becomes
n3(z) =

1
bz√
1− z2
+O( b21− z2
)
. (4.66)
We define z0 such that for 0 ≤ z ≤ z0, we have
O
(
b√
1− z2
)
= O
(√
b
)
. (4.67)
Using (4.66)-(4.67), the Neumann boundary conditions in (4.62), reads as
∂u3(r, z)
∂r
(1 +O(b)) +
∂u3(r, z)
∂z
O
(√
b
)
= −σ. (4.68)
Using (4.68) in the large σ limit, we find that to the leading order, for 0 ≤ z ≤ z0 < 1,
∂u3
∂n
=
∂u3(r, z)
∂r
∣∣∣∣
r∈∂Ω3
. (4.69)
In the following sections we will estimate asymptotic solutions u3,A(r, z) and u3,B(z)
for the BVP (4.62) in each region A¯ and B¯ respectively. We will then use the two
solutions to construct a uniform solution u¯unif(r, z) in A¯ ∪ B¯.
4.3.1 Asymptotic solution u3,A(r, z) in region A¯
The discrepancy between z and r−derivatives in the region A¯ relies on the same
arguments as in section 4.2.2. It then follows that the BVP problem (4.62) in the
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Ω3 circular cross sections is solved for z = const and r ∈ [0, b
√
1− z2]. The leading
order u3,A(r, z), in the large σ limit, is solution of
∂2
∂r2
u3,A(r, z) +
1
r
∂
∂r
u3,A(r, z) = − exp(−u3,A(r, z)) for r ∈ [0 , b
√
1− z2](4.70)
∂u3,A(r, z)
∂r
∣∣∣∣
r=0
= 0
∂u3,A(r, z)
∂r
∣∣∣∣
r=b
√
1−z2
= −σ,
One can remark that (4.70) differs from (4.26) (see section 4.2) only by the term
1
r
∂u3,A(r, z)
∂r
. Furthermore, the BVP (4.70) corresponds the stationary PNP problem
is a disk, which can be solved analytically [32], such that
u3,A(r, z) = ln
(
8C1(z)
λ
)
− 2 ln(r2 − C1(z)). (4.71)
We compute C1(z) from the boundary conditions at r = b
√
1− z2 in (4.70), it yields
C1(z) =
b
√
1− z2(4 + b√1− z2σ)
σ
. (4.72)
Finally, using the solution above in (4.71), we conclude
u3,A(r, z) = ln
(
8|∂Ω|b
√
1− z2(4 + bσ
√
1− z2)
)
(4.73)
−2 ln(λr2 − |∂Ω|b
√
1− z2(4 + bσ
√
1− z2)).
4.3.2 Solution in region B¯
We use the SC transformation (4.32) to map conformally the domain Ω3 cross-section
into a bell bottom-shaped domain Ω3,w = w(Ω3) and we have
B¯w = w(B¯) = [0 , w(z˜0)], (4.74)
where z˜0 = 1 − z0. We then compute the Laplace operator in (4.62) under the SC
map (4.32), in two step. We set u(z) = v(w), such that the second order derivatives
in (4.62) transform as in (4.34), it yields,
∂2u3(r, z)
∂r2
+
∂2u¯3(r, z)
∂z2
=
α2
| cos(w)|2 ∆wv(w). (4.75)
The extra term
∂u3(r, z)
∂r
that result from the expression of the Laplace operator in
the cylindrical coordinates transforms as follows [80]:
∂u3
∂r
= <
(
∇wv(w)w′(ξ)
)
, (4.76)
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where ξ = r + iz. In the Ω3,w Cartesian coordinates (X, Y ), such that we write
w = X + iY , it follows
w′(ξ) = w′(w−1(X + iY )) =
α
| cos(w)|2 (w1(X, Y ) + iw2(X, Y )), (4.77)
with 
w1(X, Y ) = cos(X) cosh(Y )
w2(X, Y ) = sin(X) sinh(Y ).
Using (4.76) and (4.77), it yields
∂u3
∂r
=
α
| cos(w)|2
(
w1(X, Y )
∂v
∂X
− w2(X, Y ) ∂v
∂Y
)
(4.78)
On the other hand, using (4.32), we have ξ = 1
α
sin(w), such that the radial coordi-
nate reads as:
r =
sin(X) cosh(Y )
α
. (4.79)
Using (4.78), (4.78) and (4.79), we obtain
1
r
∂u(r, z)
∂r
=
α2
| cos(w)|2
(
1
tan(X)
∂v(X, Y )
∂X
− tanh(Y )∂v(X, Y )
∂Y
)
(4.80)
The two expressions (4.75) and (4.80) combined correspond to the Laplace operator
in Ω3,w. We conclude that
∆wv(w) +
1
tan(X)
∂v(X,Y )
∂X
− tanh(Y )∂v(X,Y )
∂Y
= −| cos(w)|
2
α2
e−v(w) (4.81)
4.3.3 Construction of an asymptotics of u3,B
To construct an asymptotics for (4.62) in the region B¯, we used the same method as
in region B. However, the equation (4.81) reveals a dependency in tanh(Y ) which
diverges from the case in 2D. Nevertheless, we will show this extra term does not
affect the first order solution of (4.62). We start by searching α such as the two
boundary conditions at the ends of B¯w match
∂v
∂Y
∣∣∣∣
Y=0
=
∂v
∂Y
∣∣∣∣
Y=w(z˜0)
. (4.82)
We choose z˜0 = b which satisfies the condition (4.67), and we introduce ν such as
ν =
∂uA(r, z)
∂z
∣∣∣∣
r=0,z=1−b
. (4.83)
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From (4.73), we have
∂uA(r, z)
∂z
∣∣∣∣
r=0,z=1−b
= − z
1− z2
2(bλ
√
1− z2 + 2|∂Ω3|)
bλ
√
1− z2 + 4|∂Ω3|
(4.84)
Using (4.84) in (4.83), it follows
ν =
(
2 b3/2λ
√
2 + 4 |∂Ω3|
)
(b− 1)(
b3/2λ
√
2 + 4 |∂Ω|) b (b− 2) . (4.85)
From boundary conditions (4.40), we have
∂v
∂Y
∣∣∣∣
Y=0
= −σ
α
, (4.86)
and
∂v
∂Y
∣∣∣∣
Y=w(z˜0)
= −ν
α
cosh(w(iz˜0)) = −ν
√
1 + (αz˜0)2
αz˜0
. (4.87)
We conclude from (4.86) and (4.87),
α =
√
σ2 − ν2
νb
(4.88)
=
1
b
√√√√( λ(b3/2λ√2 + 2 |∂Ω|)
|∂Ω|(b3/2λ√2 + 4 |∂Ω|)
)2
− 1 (1 +O(b)) . (4.89)
We remark that in large λ limit we have α 1. We now introduce η = x+ iy, and
scale w such as
w =
η
α
. (4.90)
Setting v(w) = v˜(η), using the scaling (4.90) in (4.81), it yields
∆ηv˜(η) +
1
α tan
(
x
α
) ∂v˜(η)
∂x
− 1
α
tanh
( y
α
) ∂v˜(η)
∂y
= −| cos(η/α)|
2
α4
exp(−v˜(η)).(4.91)
We expand v˜(η) in α−1,
v˜(η) = v˜0(η) + α
−1v˜1(η) +O(α−2). (4.92)
We inject (4.92) in (4.91), and since we have
∣∣tanh ( y
α
)∣∣ < 1, the first order solution
is obtained solving
∆ηv˜0(η) +
1
α tan
(
x
α
) ∂v˜0(η)
∂x
= 0. (4.93)
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We assume v˜0(x, y) = h˜(x)φ˜(y), where h˜ and φ˜ are two smooth functions, conse-
quently (4.93) becomes
φ˜(y)
(
h˜′′(x) +
h˜′(x)
α tan
(
x
α
)) = −φ˜′′(y)h˜(x). (4.94)
Since the y−axis is a symmetry axis, for x = 0, it imposes that h˜′′(0) = h˜′(0) = 0,
it follows
φ˜′′(y) = 0. (4.95)
Integrating twice (4.95), we immediately obtain
φ˜(y) = A0 +B0y (4.96)
we conclude that
v˜0(0, y) = A˜0 + B˜0y (4.97)
where, from the boundary condition (4.86) we obtain
B˜0 = − σ
α2
(4.98)
and A˜ will be used to connect the region A3D and the region B3D. We conclude that
to leading order, the solution in region B is given by,
u3,B(z) = A˜− σ
α
arcsinh(αz) (4.99)
4.3.4 Uniform approximation of PNP in the elliptic domain
Ω
We construct an uniform solution u3,unif(x, y) in the region A¯ ∪ B¯ following exactly
the same pattern as for the planar ellipse. We match the solutions u3,A(x, y) (4.73)
in region A¯ with u3,B(y) (4.99) in region B¯ such that the both function sas well as
their derivatives – with respect to z – match at z = z0. It follows
u3,unif(x, y) =

ln
(
8b
√
1− z2(4 + bσ√1− z2)
|∂Ω|(σr2 − b√1− z2(4 + bσ√1− z2))2
)
for 0 ≤ z ≤ z0
u3,A(1− z0) + νy0
(
arcsinh
(
σ(1− z0)
ν
)
− arcsinh
(
σ(1− z)
ν
))
for z0 ≤ z ≤ 1.
(4.100)
We compare numerics of (4.100) (solid lines) with the asymptotic solution uunif(x, y)
from (4.50) in Fig. 4.4B-C, where we chose z0 = 1− b.
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4.3.5 Estimating the potential drop in Ω3
We underline the effect of the domain curvature on the local voltage by comput-
ing, from the uniform approximation u3,unif (4.50), the three characteristic potential
differences: 
∆˜MajU3 = u3,unif(0, 0)− u3,unif(0, 1)
∆˜MinU3 = u3,unif(0, 0)− u3,unif(b, 0)
∆˜a,bU3 = u3,unif(b, 0)− u3,unif(0, 1).
(4.101)
where we chose z0 = 1 − b that satisfies the condition (4.21). We follow the exact
same steps as in section 4.2.6. The difference ∆˜MajU3 is the sum of the longitudinal
potential drop in regions A¯ and B¯. In the region A, using (4.31), we have
uA(0, 0)− uA(0, 1− y0) = ln
(√
1− (1− b)2(bσ√1− (1− b)2 + 4)
bσ + 4
)
.(4.102)
In region B, The solution in Ω3 and Ω are, to the leading order, identical. Hence
using (4.55), we obtain
u3,B(0, 1− y0)− u3,B(0, 1) = 1
1 + b/2
arcsinh(bσ(1 + b/2)). (4.103)
We conclude using (4.102) and (4.103) that to the leading order, it yields
∆˜MajU3 = − ln
(√
1− (1− b)2(bσ√1− (1− b)2 + 4)
bσ + 4
)
(4.104)
+
1
1 + b/2
arcsinh(bσ(1 + b/2)). (4.105)
We compare in Fig. 4.4D the potential drop ∆˜MajU3 computed numerically (blue
line) from of eq. (4.17) with the analytical expression (4.104) (dashed green). We
find good agreement between the two solutions.
We now compute the voltage drop ∆˜MinV straightforwardly from the expression
found for uA(x, y) (4.31) by setting y = 0 and x = b, it follows
∆˜MinU3 = −2 ln
(
4
4 + bσ
)
. (4.106)
We compare, in Fig. 4.4E, ∆˜MinU computed numerically from of (4.17) (blue) with
the analytical expression (4.57) (dashed green). We find a very good matching.
Finally, the potential difference ∆˜a,bU3 is computed, such that
∆˜a,bU = ∆˜MajU3 − ∆˜MinU3. (4.107)
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Figure 4.4: Comparison of numerics and Vunif (4.50) in Ω3D
A. Schematic representation of the domain Ω3D. The letters a and b represent the
tip as well as the length of the major and minor axis respectively. B-C Numerical
solutions of (4.17) (solid) and solution (4.100) (dashed) along the major axis (B.)
and the minor axis (C.) The inset in panels B-C represents a magnification close
to the boundary ∂Ω. D. Solution V (0)−V (a), E. and Solution V (0)−V (b) and F.
V (b)−V (a), each versus σ, obtained numerically (blue) from (4.17) and analytically
from (4.107) (dashed green).
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4.4 Discussion and conclusion
To conclude, we have constructed an asymptotic approximation for a Liouville prob-
lem obtained from the stationary PNP to model the electro-diffusion in a non-neutral
confined electrolytes. We imposed non-homogeneous Neumann boundary conditions
derived from Poisson’s equation compatibility condition. Neumann conditions con-
trast with other works that use with Dirichlet conditions [43, 67] or large solutions
[13]. We considered two geometries: a planar ellipse and a 3D ellipsoid. For both
domains the width – represented by the minor axis – is a small parameter. We
aimed to construct an asymptotic approximation in this limit.
We used a method we developed in [33]: we split the domain into two subregions (see
Fig. 4.1) such that in one region the problem reduces to the resolution of a 1D or 2D
Liouville equation, and in the second region we use the SC conformal transformation
(see Fig. 4.2) to find an optimal shape such that, to the leading order, the problem
reduces to a Laplace equation. The solutions in each subregions are then matched
to construct an uniform solution. We found that this asymptotic approximations
agrees with numerical simulations (Fig. 4.3 and Fig. 4.4). Finally, we used the
uniform solution to estimate the voltage drop along the two main axises. Then we
computed the potential difference between the major and minor axises tips. Sur-
prisingly we found that such voltage difference had a maximum for a certain value
of σ (see Fig. 4.3F and Fig. 4.4F).
Those results can be used to better understand electrical properties of nanoscale
compartments in biology. Indeed, so far, measuring key electrophysiological quanti-
ties such as voltage or ionic concentrations in such small compartments is impossible
due to experimental limitations. Although, new methods have been developed to
explore such quantities, for instance based on genetically encoded voltage sensor
[117] or nanodiamonds [109], but these methods are indirect. However, a direct
method exists [102]: it relies on a nanopipette that turns out to be also a nanocom-
partment. As the characteristic length becomes small, non linear effects that arise
from the electro-diffusion of charge carrier are no longer negligible [16, 184, 205].
The method used in this paper provides new tool to address such questions.
Finally, the method we used in this paper deals with the construction of solution for
the PNP non-linear partial differential equations, and it could actually be extended
to different elliptical equations. An interesting example is the sinh-Poisson equation
∆u = µ sinh(u), µ ∈ R [1, 42, 136, 195]. Indeed, it describes the stationary distribu-
tion of an electrolyte composed of two species having opposite charge sign [5, 159].
Such theory aims to a better comprehension of the electrical phenomena in biology
inasmuch they are described by the theory of electro-diffusion.
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Chapter 5
Electrostatics of non-neutral
biological microdomains
Published as Cartailler, J., Schuss Z., Holcman, D. Electrostatics of non-
neutral biological microdomains. Scientific Reports, (2017).
Voltage and charge distributions in cellular microdomains regulate communications,
excitability, and signal transduction. We report here new electrical laws in a biolog-
ical cell, which follow from a nonlinear electro-diffusion model. These newly discov-
ered laws derive from the geometrical cell-membrane properties, such as membrane
curvature, volume, and surface area. The electro-diffusion laws can now be used to
predict and interpret voltage distribution in cellular microdomains.
Keywords: Electro-diffusion; Poisson-Nernst-Planck equations; Non linear PDE;
Conformal mapping; Non electroneutrality
5.1 Introduction
Electro-diffusion in cellular microdmains remains difficult to study due to the ab-
sence of specific sensors and the theoretical hurdle of understanding the dynamics
of charged particle in shaped domains. The diffusion of charged particles is largely
influenced by the interaction of diffusing ions with the electrical field generated by
all charges in the solution and possibly with external field.
The dielectric membrane of a charged biological cell also affects the electric field,
because it creates image charges (see [3] for an infinite plan). So far, only a few
electro-diffusion systems are well understood. For example, although the electrical
battery was invented more than 200 years ago, designing optimal configurations is
still a challenge. On the other extreme, ionic flux and gating of voltage-channels
[23] is now well explained by the modern Poisson-Nernst-Planck (PNP) theory of
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electro-diffusion, because at the nanometer scale, cylindrical symmetry of a channel
model reduces computations to a one-dimensional model for the electric field and
charge densities in the channel pore [54, 53, 52]. However, cellular microdomains in-
volve two- and three-dimensional neuronal geometry [126, 131, 167, 191, 190], which
makes the analysis of the PNP equations much more complicated than in the cylin-
drical geometry of a channel pore [155].
We report here recent results about the distribution of charges and field, obtained
from the analysis of the nonlinear PNP model of electro-diffusion in various ge-
ometries of microdomains in the absence of electro-neutrality. In our model the
entire boundary is impermeable to particles (ions) and the electric field satisfies the
compatibility condition of Poisson’s equation. Phenomenological descriptions of the
electro-diffusion, such as cable equations or the reduced electrical-engineering ap-
proximation by resistance, capacitance, and even electronic devices, are insufficient
for the description of non-cylindrical geometry [93], because they assume simple
one-dimensional or reduced geometry.
5.2 Results
5.2.1 Electrostatic theory with no electro-neutrality
In the absence of electro-neutrality and with N charges distributed in a bounded
domain Ω surrounded by a dielectric membrane, the PNP model for total charge
Q = zeN , where e is the electron charge (1.6 · 10−19C), z - the valence, and the
charge density ρ(x, t) is given by [33] for x ∈ Ω,
D
[
∆ρ(x, t) +
ze
kT
∇ (ρ(x, t)∇V (x, t))
]
=
∂ρ(x, t)
∂t
(5.1)
D
[
∂ρ(x, t)
∂n
+
ze
kT
ρ(x, t)
∂V (x, t)
∂n
]
= 0 , x ∈ ∂Ω (5.2)
ρ(x, 0) = q(x) , x ∈ Ω, (5.3)
where D is the diffusion coefficient, kT represents the thermal energy and V (x, t) is the
electric potential in Ω. It is the solution of the Poisson equation
∆V (x, t) = −zeρ(x, t)
εε0
for x ∈ Ω (5.4)
with the boundary condition
∂V (x, t)
∂n
= −σ(x, t) for x ∈ ∂Ω, (5.5)
where the surface charge density σ(x, t) is defined on the boundary ∂Ω using the the
electrical permitivity εε0 of the electrolyte solution. In the steady state,
σ(x) =
Q
εε0|∂Ω| . (5.6)
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Figure 5.1: Numerical evaluation of voltage distribution in a corrugated
cylinder A-B-C-D. Voltage distribution computed for λ = 1 (A-C) and λ =
2000 (B-D). The boundary of the cylinder around the symmetry z−axis is defined
by the curve γ(z) = 1 + 0.5 sin (2piz/L), where L is a parameter (L = 4µm A-
B., and L = 0.2µm C-D). E. Voltage differences V (C) − V (Q) (dashed line) and
V (P ) − V (C) (solid line) versus λ, computed for L = 0.2µm (red) and L = 4µm
(blue, green), where P (resp. Q) is the maximum (resp. minimum) of the curve γ(z)
and C is defined by V (C) = min(V ).The inset panel in E represents a magnification
of the range of λ corresponding to physiological values of the voltage. F-G-H-
I. Isopotential lines in the yOz plane, computed for various (λ, L): F. (1, 4), G.
(1, 0.2), H. (2000, 4), and I. (2000, 0.2). J. Voltage difference V (Q) − V (P ) versus
λ, computed for L = 4µm (blue) and L = 0.2µm (red). The inset in panel J is a
magnification of the small λ region.
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Then (5.1) gives the density
ρ(x) = N
exp
{
−zeV (x)
kT
}
∫
Ω
exp
{
−zeV (x)
kT
}
dx
, (5.7)
hence (5.4) becomes
∆V (x) = −
zeN exp
{
−zeV (x)
kT
}
εε0
∫
Ω
exp
{
−zeV (x)
kT
}
dx
, (5.8)
and (5.5) gives the boundary condition
∂V (x)
∂n
= − zeN
εε0|∂Ω| for x ∈ ∂Ω, (5.9)
which is the compatibility condition, obtained by integrating Poisson’s equation (5.4) over
Ω.
Debye’s [50] concept of charge screening, which makes the induced field decay exponentially
fast away from a charge, does not apply when electroneutrality is broken and long-range
correlations lead to a gradient of charges, as is the case, for example, in a ball without in-
ward directed current. By solving (5.8) numerically and asymptotically, a new capacitance
law was derived for an electrolytic solution in a ball of radius R [32], where the difference
of potentials between the center C and any point of the spherical surface S, V (C)−V (S),
increases with the total number of charges, first linearly and then logarithmically
V (C)− V (S) ≈ −2kT
ze
log
2piR(ze)2N
εε0kT |∂Ω| ,
The effect of the geometry on the voltage and the charge distribution for other cell shapes
is described below.
5.2.2 Local boundary curvature affects field and charge dis-
tribution
Axons and dendrites are not perfect cylinders and the curvature of their surfaces has
many local maxima [27]. It turns out that this local curvature can influence the local
voltage significantly, as shown in numerical solutions (using Comsol classical packages)
of the PNP equations (Fig. 5.1), which reveal that regions of high curvature correspond
to local charge accumulation. This effect should be sufficient to influence the voltage by
creating measurable local voltage increase of the order of a few millivolts. The voltage
inside the cylinder and along curved surfaces can vary (Fig. 5.1A-D) and can also depend
on changes in curvature (Fig. 5.1F-I) and in the total number of charges N (Fig.
5.1E-J). Curvature creates a narrow boundary layer in the voltage (Fig. 5.1H-I).
Note that the previous computations assume one specie only and in practice, due
to the presence of N other ions (i.e., λ = (ze)2N/εε0kT ), should only represent
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the excess of positive charges. Thus, we explore a large range for the parameter λ
(a generalization of Bjerrum length lB = (ze)
2/εε0kT , but has no physical unit in
dim 2 and is a length in dim 3). Note that λ is not simply given by the difference
of positive and negative charges, due to the non-linear PNP equations. From the
exploration of the graphs in Fig. 5.1-5.2, we expect λ ≈ 1− 500, which corresponds
to a range N ≈ 102−5·104, leading to voltage fluctuations of few tens of mV. A more
physiological range for the parameter λ is shown in fig.5.1E (inset). Consequently,
the resting cross-membrane potential and the resting voltage across voltage-gated
channels along a dendrite may vary, depending on curvature. This may affect the
propagation and genesis of local depolarization or back-propagation action potential
in dendrites of neuronal cells [133].
5.2.3 A cusp-shaped funnel can influence charge distribu-
tion
The passage of ions and other particles between different cellular compartments is
done through narrow passages that form cusp-shaped funnels, which have negative
curvature (see the example described in Fig.2A) We consider here the case of den-
dritic spines, whose geometry is approximated as a convex domain (head) connected
by a cylindrical neck to the dendritic shaft. This geometrical model approximation
was already validated for diffusion [86]. We observe that the cusp-shaped funnel pre-
vents the entrance of charges, at least when their number does not exceed a given
threshold (Fig. 5.2C-F). Therefore, there is a difference of steady state potential
drop between the end of the funnel and the bulk of the domain.
Assume that for a dimensionless domain Ω ⊂ R2 with a cusp-shaped funnel F
formed by two bounding circles of equal radii Rc (see Fig. 5.2A), the opening of
the funnel is ε˜ 1 (in unit of micrometers). This radius is used in changing to di-
mensionless coordinates, so we may assume Rc = 1. The surface area of the domain
boundary is |∂Ω|. For an uncharged funnel domain, the condition (5.5) becomes
∂V (x)/∂n = 0 for x ∈ F . The potential drop between the center of Ω and the end
of the cusp is found by solving (5.8) in a domain obtained by mapping Ω conformally
by the Mo¨bius transformation [86]
w = w(z) =
z − α
1− αz , (5.10)
where α = −1 −√ε˜/Rc + O(ε) and Rc is the (dimensional) radius of curvature at
the cusp domain (Fig. 2A). In the variable w = Reiθ = X + iY , the dimensional
solution in the image of the cusp is given by
V (θ) = ln
√
Rc
ε˜
− ln
[
1
pi2
ln
pi6|∂Ω|R1/2c
23ε˜3/2
]
− 2θ
pi2
ln
[
pi6|∂Ω|R1/2c
23ε˜3/2
]
(5.11)
× arctan
(√
Rc
ε˜
θ
)
+ ln
[
cos2
1− 4|∂Ω|
λpi
√
ε˜Rc
2
θ
]
.
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Note that in the planar case λ has no dimensional units. It leads for λ 1, to the
dimensional voltage drop
V (S)− V (C) = kT
ze
log
(
25|∂Ω|√ε˜
pi6λ2R
3/2
c
)
+O(1). (5.12)
This difference should be compared with that between the north pole N and the
center C, given in [33], is given by
V (N)− V (C) = kT
ze
log
(
8pi
8pi + λD
)2
. (5.13)
where λD = 2piλRl/|∂Ω| (Rl is the (dimensional) radius of the external domain
Ω). For a three-dimensional symmetric domain with a cusp-funnel, λ3d = λRC and
V3d(θ) = V (θ) + O(
√
ε˜/Rc). We conclude in the limit of λ  1 and ε˜ → 0 that
the difference of potential between the end of cusp S and the north pole N in the
domain is obtained by adding (5.13) and (5.12) and we get
V (S)− V (N) = kT
ze
ln
(
25|∂Ω|√ε˜
pi6R
3/2
c
)
(5.14)
+ 2
kT
ze
ln
(
Rl
4|∂Ω|
)
+O
(
1
λ
)
.
When Ω is charged, the boundary condition is still (5.9) and the potential drop is
V (S)− V (N) = 2kT
ze
ln
(
pic2Rl
16Rc
)
, (5.15)
The constant c depends only on the geometric center of mass C such as w(C) =
c
√
ε˜
Rc
, where w is the Mo¨bius transformation (5.10), Rc is the curvature at the cusp
and ε˜ the width at the base of the cusp. The analytical solution in the charged
cusp-funnel domain is (in the same conformal coordinates as in eq. 5.11)
Vch(θ) =

−kTze ln
|eiθ − 1|4
8
(
λpiRc
2|∂Ω|(1− cos θ) + λε˜
)2
, for θ ∈ [0, pi −
√
ε˜
Rc
]
kT
ze
(
ln cos2 pi
√
Rc
2
∣∣∣θ−pi+√ ε˜Rc ∣∣∣√
ε˜
(
1− 2|∂Ω|λε˜
)
− 2 ln
√
2Rcλpi
4|∂Ω|+λε˜
)
, for θ ∈ [pi −
√
ε˜
Rc
, pi]
(5.16)
which is in very good agreement with the numerical solution (fig. 5.2C dotted
orange). The present results are quite different from the Gouy-Chapman theory
which concerns the exponential decay of voltage away from the double layer on a
flat surface and derived for electro-neutral bulk, which is not the case here (see wiki
”double layer”). It follows that the funnel curvature is an interesting free parameter
for the design of optimized nano-pipettes to regulate the molecular and ionic fluxes.
These pipettes were recently designed to record voltage in dendritic spines [102].
Thus considering the shape of the pipette as a new parameter to control the ion
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fluxes injected in small biological domain, could impact the design and the precision
of future biological experiments.
Figure 5.2: Distribution of charge and voltage in a domain with a narrow
funnel. A-B. Voltage distribution obtained for λ = 1 (A) and λ = 2000 (B), both for
ε˜ = 0.01µm. C. Voltage distribution evaluated along the z−axis, for λ = 1 (red), λ = 10
(green), λ = 50 (dashed blue) and obtained analytically (dotted orange) with formula
(5.16). D. Difference of voltage between V (C) − V (S) versus λ (blue) compared to the
logarithmic function kTe lnλ
2 +Cste, where S, N and C are the south, north pole and the
center of mass respectively. E. Difference of voltage between V (C) − V (S) versus the
curvature radius Rc of the cusp-shape funnel, computed from eq. (5.16) for ε = 0.01 and
λ = 25. F. Voltage difference V (N) − V (S) between the two poles versus λ. The inset
in panel E is a magnification in the small λ region.
5.2.4 Voltage distribution in an elongated ellipse
Numerical solutions of the PNP equations 5.8 (Fig. (5.3)A) show the effect of local
charge accumulation in an elongated ellipse, in particular the potential difference
V (A) − V (B) is maximal on the ellipse for A and B the ends of the small and
long axes (fig. 5.3B-C). The voltage along each axis is shown in fig. 5.3D-G. The
elliptic domain can represent the cross section of an axon, and confirms the effect of
curvature discussed in the previous sections. Specifically, that charges accumulate
near the boundary of highest curvature. The equipotential contours are shown in
Fig. 5.3G-L.
139
Chapter 5. Electrostatics of non-neutral biological microdomains
Figure 5.3: Voltage distribution computed numerically in a narrow ellipse A.
Representation of the elliptic two-dimensional domain Ω, where a and b are the major
and the minor axis respectively. B. Voltage difference V (b) − V (a) versus λ, obtained
for a = 1 and b = 0.1 (red), b = 0.05 (yellow) and b = 0.01 (blue). C,E Voltage
distribution computed along the x−axis for different values of b and λ: λ = 1 (red),
λ = 10 (green), λ = 100 (dashed blue) and λ = 500 (dashed magenta). D, F Voltage
distribution computed along the minor axis Oy, for b = 0.1 (panel D.) and b = 0.01 (panel
F.). G-L. Equipotential contours computed for a = 1 and varying (b, λ). The red values
represent the minimal potential while the blue ones are the maximal potential.
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5.3 Discussion and conclusions.
As shown in the present study, inside a non-flat electrolyte domain characterized by
significant changes in membrane curvature, the difference of voltage varies with the
log of the curvature. Specifically, we derived various formula 5.14, 5.15 and 5.16 at
a cusp-shaped funnel (curvature) Rc and we showed that the changes are significant
in the range Rc ∈ [0.1 − 2]µm (Fig. 5.2E). These formula should be considered as
predictions to study the effect of curvature inside neuronal microdomains, such as
dendritic spines or part of dendrites.
Local changes in geometry, non-electro-neutrality, and a dielectric boundary af-
fect charge distribution in electro-diffusion of electrolytes, as shown here and in
[132, 93, 33]. This paper considers a single ionic species, whereas in reality the
solution contains multiple positive and negative ions. The present electro-diffusion
model captures the effect of the excess of positive ions. Consequently, the large value
of voltage differences that are found in the large charge limit λ → ∞ are probably
attenuated in a mixed ionic solution, when electro-neutrality remains broken. For
large λ, the largest voltage differences occur near the boundary as shown in Fig.
5.1B-D-I-H, Fig. 5.2B, and Fig. 5.3K. The cytoplasmic ions are characterized by
the following concentrations Na+ = 12mM , K+ = 155mM and Cl− = 4.2mM .
Thus depending on ionic species, there is a clear unbalance toward positive charges.
Are negative charges missing? Probably there are molecules of various sizes with
negative charges, but their diffusion coefficients are certainly smaller than these of
the ions. This difference of mobility is certainly a key feature in maintaining non-
electro-neutrality.
The present results should be of significant consequences for neurons, sensory and
glial cells, and many more. Indeed, local curvature is associated with gradient
of charge density that can affect the electrical properties of micro-compartments
[210, 7, 9, 125]. In all cases, charge accumulates near boundary points of locally
maximal curvature. These results can further be used to design nano-devices such
as pipettes and to better understand voltage changes inside dendrites and axons.
Future analysis should reveal charge distribution during transient current.
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Electro-diffusion modeling of
synaptic input in dendritic spines

Chapter 6
Deconvolution of voltage sensor
time series and electro-diffusion
modeling of synaptic input in
dendritic spines
Submitted in Neuron Cartailler J., Kwon T., Yuste R., Holcman D.,
Nanophysiology of dendritic spines: electro-diffusion for voltage modulation and con-
duction . (2017).
Inward current flowing inside the neuronal post-synaptic terminal modulates the
membrane voltage potential. Most of synaptic excitatory connections are made on
dendritic spines, characterized by a large diversity in their geometry. How the volt-
age in a spine is modulated by its geometry remains unclear due in part to the
absence of direct measurements. To investigate the voltage-current relation and de-
termine the electrical properties, we combine live cell fluorescent imaging data with
electro-diffusion model. We first deconvolve the genetically encoded voltage sensor
expressed in hippocampal neurons, then use the electro-diffusion theory to compute
the electric field and the current-voltage conversion. We further extract the effective
spine neck resistance and find 〈R〉 = 99.2±34.5MΩ. We investigate numerically us-
ing the electro-diffusion model in non-cylindrical geometry the effect of changing the
geometry. We found that contrary to Ohm’s law, the spine neck resistance can be
inversely proportional to its radius, when the injected current is large. We conclude
that the postsynaptic current cannot only be modulated by changing the number
of receptors, but also by changing the spine geometry, that could be a key step in
synaptic transduction and plasticity.
Keywords: Electro-diffusion; Dendritic Spine; Deconvolution; Genetically encoded
voltage sensor; Arclight; Concentration polarization.
Chapter 6. Deconvolution of voltage sensor time series and electro-diffusion
modeling of synaptic input in dendritic spines
6.1 Introduction
Neurons communicate via synaptic microdomains, where an input current generates
a voltage change in the post-synaptic neuron. This voltage change, induced by
excitatory current, reflects the strength of the synaptic connection between two
interacting neurons [99, 94, 156, 155, 210] and depends on two components: the
first is the number of glutamatergic receptors for excitatory neurons and the second
is the geometry of the post-synaptic terminal. However the relative contribution
between these two factors is still unclear. For example, the post-synaptic structure
is often a dendritic spine, the geometry of which is involved in modulating the
time scale of diffusion [187, 116, 26, 196, 91]. In parallel, increasing the number
of receptors on that terminal leads to a larger synaptic current [97, 56, 111]. But
diffusion alone is not sufficient to interpret the synaptic response because it is driven
by electro-diffusion involving an electric field and diffusing ions. Electro-diffusion
was applied successfully for studying ionic fluxes and gating of voltage-channels
[137, 23, 55]. Those work were all based on the fact that at the nanometer scale,
cylindrical symmetry of a channel model reduces to a one-dimensional segment,
allowing to study the electric field and charge densities in the channel pore [53, 52].
Moreover, recent studies have clearly shown that the current in the synaptic cleft
reflects the coupling between moving ions and the local electrical field [190, 167].
In a dendritic spine, voltage changes during the synaptic response are generated
by the interactions between the ionic flow and the spine geometry. Dendritic spines
are heterogenous microdomains at the limit of optical resolution and for that reason,
voltage changes were estimated for many years using modeling and numerical sim-
ulations of the cable equations, the basis for the Hodgkin-Huxley model [156]. This
approach is however not appropriate for spines because their micro-geometry com-
posed of a bulby head connected to a thin neck, is significantly different from that
of a cable. In addition cable theories break down when applied to small neuronal
compartments, such as dendritic spines, because they assume spatial and ionic ho-
mogeneity. Linear approximations of electro-diffusion that couples the electric field
with the ionic flow have been used to improve the estimation of the voltage changes
in spines, approximated as cylinders of various sizes, but assuming local electroneu-
trality [155]. This method was later on generalized to study the electrical effect
of Ranvier node [131]. Recent advent in monitoring the voltage changes at a sub-
micrometer resolution [7, 9, 83] revealed the electrical properties of dendritic spines
[76, 93], but the heterogeneity of the results [154, 4] and the absence of a robust
computational framework and theory to interpret data challenges our understanding
of electrical properties of these structures and cellular microdomains in general.
We develop here an electro-diffusion framework to compute the voltage-current
relation and the local voltage variations generated by synaptic inputs. We present a
deconvolution procedure to recover the time scale of voltage responses from voltage-
sensitive indicators in hippocampal neurons. The deconvolution procedure trans-
forms the voltage dye Arclight response into voltage dynamics. To interpret the
drop of voltage between the spine head and dendrite we use the Poisson-Nernst-
Planck theory for electrodiffusion. We further compute how a current flowing inside
the spine head is converted into voltage and determine the electrical resistance. Nu-
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merical simulations of the voltage drop in the entire spine reveal how a change in the
neck length and radius alters voltage in the entire spine. The manuscript is divided
in two main parts: first we present the general method of time series deconvolution
applied here to voltage dyes and we construct an electro-diffusion model to extract
parameters from data. In the second part, we use our electro-diffusion model to gen-
erate three dimensional simulations to investigate how the spine geometry modulate
its electrical properties. We conclude here that while the numbers and the types of
synaptic receptors determine the injected current, the geometry of a dendritic spine
controls the conversion of current into voltage.
6.2 Results
6.2.1 Converting the Arclight fluorescent signal into a volt-
age response
Arclight dye indicators respond to voltage with an intrinsic delay [117], such that
a fast voltage response leads to a convolve fluorescence response. In that context,
a synaptic input entering a dendritic spine generates a fluorescent response that
needs to be deconvolved in order to recover the electrical genuine time course. As
the voltage intensity has already been deconvolved in [117], we focus here on the
temporal response. The basis of the method is to find the causal kernel K(t), which
is computed empirically by comparing the electrophysiology and the fluorescence
responses in the soma (see Methods). Once the kernel is found, we will use it to
recover the noisy voltage dynamics in much smaller structures such as dendritic
spines and portions of dendrites.
We apply the deconvolution procedure (Method and Fig. S1 in SI) on the soma
region (Fig. 6.1A), which transforms the fluorescence dye signal (dashed green) into
the voltage response (black) (Fig. 6.1B). The deconvolved signal is the shown by a
line (green) which superimposes with the electrophysiological recordings (continuous
black line). This result confirms the validity of the method. Indeed, by using the
direct convolution of the electrophysiological recording by the kernel we obtain the
response (black curve) that exactly super-imposes with the fluorescence soma signal
(Fig. S2 in SI). We note that the second bump in fluorescence (dashed green) in
Fig. 6.1C is removed by the fitting procedure before the deconvolution kernel K(t),
as it should because the electrophysiological recordings does not exhibit this second
bump.
Based on the deconvolution kernel K(t), we shall now deconvolve the fluorescent
responses in the regions of interest (ROIs) R1 and R2 shown in Fig. 6.1C. Indeed,
after we found the deconvolution kernel K(t) from the soma data, we apply it to
deconvolve the signal in spines because we assume that properties and distribution
of dyes are the same in the entire neuron. The results are shown in Fig. 6.1D-E for
the voltage in the spine head and dendrite. We note that the original fluorescence
(thin line) contains fluctuations (Fig. 6.1D-E) and an additional step is needed to
remove the fluctuations (see Method section and in SI, Fig. S2. We found that the
voltage time scale in the dendritic spines, recovered from the present deconvolution
procedure, is slower than the expected direct synaptic response. Probably, this slow
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time scale compared to direct synaptic electrical stimulation is due to glutamate
uncaging, that can last for hundred of milliseconds. To conclude, we can now recover
the voltage in regionR1 that represents the head andR2, which refers to the adjacent
portion of the dendritic shaft at the base of the spine. This deconvolution step is
crucial because it allows us a direct comparison with the electro-diffusion model,
that we shall describe in the next section.
6.2.2 Electro-diffusion theory for ionic flows in dendritic
spines
To interpret the voltage dynamics in a dendritic spine, we use the electro-diffusion
model that couples positive cp(x, t) and negative cm(x, t) charge concentrations with
the electrical potential V (x, t). The model is based on the phenomenological Poisson-
Nernst-Planck (PNP) equations, where the ionic flow is driven by diffusion and the
electric field. The voltage is described by the classical Poisson equation [100] (see
Methods). We use the PNP equations to model the flow of ions when a current
Istim(t), composed exclusively of positive charges, is injected at the top of a dendritic
spine. We recall that the electrical potential generated by a flow of ions is defined
up to an additive constant.
We start with the description of the voltage response produced by an input cur-
rent I(t) inside the spine neck. The current I(t) that arrives at the neck entrance
results from the stimulation current Istim(t) received by the head. We applied the
electro-diffusion approach at the nano-micrometer scale, by reducing the neck ge-
ometry to a one dimensional wire of length L (Fig. 6.2A-C). Due to its large size,
compared to a dendritic spine, the dendrite constitutes a ionic reservoir (fixed con-
centrations).
Furthermore, using for the internal resistivity the value 109 Ω.cm [114], we find
that the fluctuations of the voltage in the portion of the dendrite R2 (Fig. 6.1C)
are neglected, and in that case, the region R2 is expected to be isopotential. Con-
sequently, we fix in the dendrite the value for the voltage V (0, t) = 0 mV. We thus
interpret the potential V (t) = V (L, t) computed at the end of the neck (Fig. 6.2A-
E) as the difference of potential between the entrance and the end of the spine neck.
Consequently, we describe the electro-diffusion inside the neck by the ensemble of
equations 6.9-6.13-6.14, where I(t) has yet to be estimated.
From the classical theory of electricity [100], it is not possible to extract the
current passing through a passive device from the difference of potential when the
resistance is unknown. However, using an electrical model for the axial current,
escaping from the spine head to the neck, we shall reconstruct the voltage in the neck
and recover the current in the entire spine. Because there is no direct measurement
of the current I(t), we develop here a procedure (see SI) to estimate this current
from the measured membrane potential φ(t) in the spine head. We assumed that
the current can be written as the sum of a resistive and a capacitive term:
I(t) = Gφ(t) + C
dφ(t)
dt
. (6.1)
The conductance G and the capacitance C reflect how the current Istim(t), injected
in the spine, is processed by the head, depending on the intrinsic properties of the
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spine head (in the next section, we will simulate the entire voltage using PNP start-
ing from the current entering through the channels). Consequently, we will refers to
G and C as intrinsic conductance and intrinsic capacitance, respectively. We now
estimate the two constants C and G and the voltage drop across a spine neck by solv-
ing numerically eqs. 6.9-6.13-6.14 and compare the results to the simulations with
the deconvolved Arclight fluorescent voltage response. The response is generated
following glutamate uncaging stimulations at the top of the spine head (Fig. 6.1C).
We solve numerically the PNP equations for the distribution of positive cp(x, t) and
negative cm(x, t) charges, as well as the potential difference V (x, t) (Fig. 6.2D-E).
To estimate the voltage difference ∆V˜ (t) across the neck, we grounded the potential
to 0 mV at the dendritic shaft (before stimulations, the voltage is described by eq.
6.12).
To assess whether the potential difference ∆V˜ (t) = Vhead(t) − Vdend(t) can be
predicted from the electro-diffusion model, we fix the input voltage φ(t) = Vhead(t).
We then compare the voltage obtained by solving eqs. 6.9-6.13-6.14 (Fig. 6.2D-E) to
the measured voltage Vdend(t) in region R2 (blue) at the dendritic shaft (Fig. 6.2C).
Although region R1 includes the head and the neck, we neglected the fluorescence in
the neck due to its small thinness≤ 100nm. We found a good agreement between the
experimental data and numerical simulations (Fig. 6.2D) showing that the difference
of voltages between the head and dendrite can be predicted from the input voltage
Vhead(t). In addition, we estimated the injected current (Fig. 6.2E, see Methods
and eq. 6.1) directly without any direct electrophysiological recordings. We can
remark on this same figure that the deconvolved voltage in the head (blue) and
the computed current (red) are almost perfectly proportional. This is because the
capacitance C reported in table 6.1 and used to compute I(t) in eq. 6.1 is negligible
such that the current is simply proportional to the current. We conclude at this
stage that the electro-diffusion theory allows estimating the electrical properties of
the spine red neck and the injected current (of the order of tens of pA) in the spine
neck, triggered by a synaptic current Istim(t).
We apply systematically the electro-diffusion approach, based on (6.1), to extract
the capacitance C and the conductance G of several spines (SI Fig. S3-5). Using
an optimization procedure, we explore the parameter space for computing C and
G (SI Fig. S3-4). We minimize the error between the solution of the electro-
diffusion equation and the voltage output of the dendrite during a small time interval
at the beginning of the response (SI Fig. S4). The resistance is computed by
averaging the voltage changes in time. We use for the estimator the expression
Rneck =
〈V (0,t)−V (L,t)〉
〈I(t)〉 for t ∈ [0 , 0.4]s. In all cases, we find a good agreement (SI
Fig. S5) between the measured and computed voltage drop across the spine neck,
where we estimated the current injected in the neck from the head of several spines.
In summary, we found that the average spine neck resistance is 〈R〉 = 99.2 ±
34.5MΩ (table 6.1). We also reported here a large variability in the spine resistance,
while the intrinsic capacitance is negligible. To conclude, the electro-diffusion model
allows computing the current injected in the spine neck after a synaptic stimulation,
and thus recover the neck resistance.
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6.2.3 Voltage transduction in a spine and predictions of
electro-diffusion
We have shown in the previous section that electro-diffusion PNP based model can
be used to analyze Arclight fluorescence recording and this model allows estimating
the current flowing in the spine neck. We shall now extend the PNP model to
geometries that characterize the peculiar shape of the dendritic spines. To analyze
how a dendritic spine influences the voltage response to a synaptic input, we simulate
the three-dimensional PNP equations (see Methods) for two geometries: a ball of
radius rhead and a spine-like geometry (Fig. 6.3). We computed the distribution of
the electrical potential for short spine necks (Fig. 6.3A), where the head contains two
narrow openings: one of radius ro = 100nm representing the junction with the neck,
and the other of radius ri = 10nm that receives the steady current Istim of positive
charges (Fig. 6.3B). Note that we have dropped the time t in the expression of the
current Istim, since we consider now steady-state current. Besides, the membrane
capacitance is neglected because the current Istim represents the net contribution
to the ionic flow entering the head. We computed the distribution of positive cp(x)
and negative cm(x) charge concentrations as well as the voltage V (x) when it is
grounded to 0 volt at the end of the spine neck, which represents the connection to
the dendrite, considered as a large ionic reservoir. Consequently, V (x) represents
the voltage difference induced by the injected current Istim. We find the distribution
of the voltage along the x-axis (blue) Fig. 6.3B when Istim = 150pA is injected in the
spherical geometry as shown in Fig. 6.3A-B. We found that there are two narrow
layers due to the small entry and exit, where the injected current Istim induces a
15 mV drop that can propagate over small distance (≈ 100nm) inside the spine
head. Those small regions of large convection are at the limit of actual resolution
(≈ 0.116µm/pixel). Outside these layers, the voltage is quite uniform, leading
to a reduced field convection
e
kBT
∇φ (eq. 6.9), demonstrating that diffusion is
dominant inside the spine head. At this stage, we demonstrated numerically using
PNP equations that the voltage drop in the spine head is negligible (less than a
quarter of mV), in contrast with the classical cable theory (SI Fig. S7), which
suggests that the motion of ions is driven by the voltage gradient.
To conclude, inside a spherical domain, diffusion is the dominant driving force
and the potential drop is reduced significantly, which is equivalent of having a small
spine head resistance. Indeed, applying the electro-diffusion model (eqs. 6.9-6.10-
6.11) to a spine-like geometry (Fig. 6.3C), we observe that most of the voltage
drop is carried by the spine neck (Fig. 6.3D). Interestingly, it is not equivalent to
decrease the neck length to compensate for a decrease in the injected current (see
result with an injected current of 150 versus 300 pA), suggesting that changing the
synaptic weight by adding or removing receptors or modifying spine neck length
have different consequences on the spine voltage. At this stage, electro-diffusion
theory predicts that the voltage in the spine head Vhead(t) is spatially homogeneous,
confirming the approximation of eq. 6.1, except near the post-synaptic density or at
the entrance of the spine neck. The spine head resistance is thus negligible since the
potential drop occurs just at the end of the neck and thus the entire spine resistance
is carried by the neck: Rspine ≈ Rneck.
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6.2.4 Spine geometry determines the I-V conversion
To study the influence of the geometrical parameters on the electrical property of a
spine, we first estimated the effect of the spine head radius rhead for five spines (SI
Fig. S5). By measuring their projected area Shead from the two-photon images, we
use relation
rhead =
√
Shead
pi
(6.2)
(Fig. 6.4A) to extract the equivalent radius (blue stars). We then use the PNP
model associated to the short spine with no neck (Fig. 6.3A) to estimate the average
voltage difference 〈V 〉ball (for a current of 100 pA) between the north and the south
pole of a spine head. We find that the mean voltage varies in a range of 1.5−1.6mV ,
when the radius of the head varies in the range 0.3− 1.5µm. This result shows that
the head radius had little influence on the mean voltage.
We then estimated how the spine neck resistance Rneck depends on the neck
length and width, usually unaccessible using classical microscopy approaches: we
find both theoretically and experimentally that the resistance increases (blue stars)
with the neck length L (Fig. 6.4B and Fig. 6.2D-E. Note that the size of the
head is not correlated with the resistance (table 1). Furthermore, electro-diffusion
simulations in a segment predicts that for the mean current input extracted from
data, there is a significant change in the local concentration of positive charges
along the segment of length L = 0.7µm at the time-to-peak (t0 = 55ms). Indeed,
the difference in concentration is 33mM (the imposed concentration on the other
end is 163 mM), leading to a concentration gradient between the dendrite and the
spine head (Fig. 6.4C-D). Although the injected current Istim(t) is composed of
positive charges, the concentration gradient in the neck is driven by positive and
negative charges. Such phenomenon is called concentration polarization [186].
Finally, using the electrodiffusion theory and the spine parameter rhead = 0.5µm,L =
1µm, we estimated the I-V relation for various neck radius, showing a saturation
for large current (Fig. 6.4E). These curves show that the neck radius is one of the
most critical parameter in defining the conversion of current into voltage. Then to
clarify the dependency of the spine neck resistance Rneck on its radius, we simu-
lated the PNP equations by solving equations (6.15), where a steady-state current
Istim = 20; 50; 100; 150pA is injected inside the spine head (Fig. 6.3C). We obtained
the average voltage inside the head 〈V 〉head. We plotted Rneck = 〈V 〉head/Istim in
Fig. 6.4F. In particular, we predict that for an injected current of I = 50pA and a
spine radius of r = 50nm (resp. 100nm), the overall spine resistance, which is mostly
carried by the neck would be Rspine ≈ Rneck = 120 (resp. 350)M Ω). Surprisingly,
we could fit the curve in Fig. 6.4F with power laws 1
r
3/2
0
(dotted blue) and 1
r0
(dotted
red) for an injected current Istim = 20pA and 150pA respectively. This results show
a clear deviation from the classical Ohm’s law for a resistance that depends on 1/r20
and also a limitation of the diffusion approach [187]
In summary, we used the electro-diffusion theory and the Arclight fluorescent
data to characterize the electrical properties of a dendritic spine. With respect to
a synaptic input, a spine can be electrically characterized as a diode device (Fig.
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6.5A-B) with a finite resistance (for a small current), saturating for large currents
(Fig. 6.5C). The voltage difference varies from few to tens of mV. However, from
the perspective of a Back Propagation Action potential, the equivalent circuit of a
spine is a diode with zero resistance (no leak current [96]) Fig. 6.5D.
6.3 Discussion
We developed here a computational approach based on the electro-diffusion theory
to estimate the electrical properties of dendritic spines. We first deconvolved the
Arclight fluorescent signal and then applied the electro-diffusion theory to estimate
the resistance and the capacitance from hippocampal neuron data. Our approach
contrasts with classical estimation of the spine neck resistance and dendritic spine
electric properties, extracted in the context of the electrical circuit approximation,
cable theory and even diffusion approximation [187, 154, 4, 114]. We found here
that the electro-diffusion coupling is the main driving force for the ionic current in
the spine neck (Fig. 6.3), while diffusion is sufficient to describe the motion of ions
inside the head. The electric field is negligible in the head, except very close to the
entrance of the synaptic input and at the exit with the neck.
Electro-diffusion theory reveals that the spine head geometry imposes that the
voltage is almost constant in the head, while the neck is responsible for most of
the voltage drop. This is in contrast with the predictions of the cable theory or
previous approximations of electro-diffusion [156], based on electroneutrality and no
gradient of charges. We also demonstrated here that the ion conduction is mostly
driven by diffusion in the spine head, suggesting that the head resistance is negligible
compared to the neck.
It remains difficult to study the exact local balance of positive by negative
charges, because in transient regimes or at equilibrium, positive charges are all
the time in excess. Possibly the sum of negatively ionic charges plus the nega-
tive charges located on immobile proteins can balance positive charges at a tens
to hundreds of nanometers. Long-range electro-diffusion effects have already been
described for directing the current flow in the synaptic cleft into the post-synaptic
terminal [190, 191], showing in a different context that electro-diffusion drives ionic
flows and the voltage in neuronal microdomains.
6.3.1 Time deconvolution of the Arclight fluorescent signal
Neuronal voltage is reported by recording electrodes and we showed here how the
Arclight signal can be deconvolved in small and large microdomains, so that we
can now access the voltage dynamics and electrical properties from microdomains.
Genetically encoded activity sensors combined with microscopies are now classically
used [57] to record and manipulate the activity of neural circuits. We show here
how fluctuations contained in the fluorescent signal can be filtered and the voltage
time course is recovered from the empirical kernel K(t) (Methods). This approach
can be apply to any encoded activity sensors expressed in neurons and only requires
to compare the electrophysiological recording with the florescence in the soma. The
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present deconvolution could also be used to recover the electrical activity from slow
calcium indicators [57].
6.3.2 Influence of the neck radius on the spine resistance
The spine neck radius cannot be spatially resolved, so any geometrical fluctuation
is likely to result in a drastic change in the resistance. For diffusion alone, the
rate of extrusion [91] (for Brownian particle) from a dendritic spine is given in first
approximation as
|Ωspine|L
Dpir2o
+
C2|Ωhead|R3/2c
Dr
3/2
o
, where D is the diffusion coefficient,
|Ωspine| is the volume of the spine, L the length of the neck, Rc the radius of curvature
at the base of the neck-head junction, |Ωhead| the volume of the head and C2 a
constants and ro is the radius of the neck. This expression shows that a small
change in the radius ro (dividing by two for example) leads to a significant change
of at least 4 for the diffusion time scale. We addressed the radius neck uncertainty
here in the context of electro-diffusion by computing the neck resistance for different
radii (Fig. 6.4F and SI, S6).
Spine intrinsic electrical characteristics are revealed by the impedance which
is the ratio of the voltage to the injected current. For example, for a steady state
current of I = 50pA, the Ohmic resistance of a spine of radius 100nm (resp. 50nm) is
〈Rneck〉 = 120MΩ, (resp. 〈Rneck〉 = 350MΩ). Interestingly, we also found here that
the resistance of a dendritic spine is inversely proportional to the radius of the neck
r0, and not by the square r
2
0, as classically described for electrical devices (SI Fig. S6)
[187]. This result shows that the neck size has a key effect in modulating the spine
electrical resistance. Another prediction of the present theory is that a synaptic
current injected in a spine head should be of the order of 100 pA (as suggested
in Fig. 6.2E). The shortest diameter of a spine neck along its length is certainly a
key factor that could drastically affect its resistance. Indeed, the critical geometrical
parameter is the minimal shortest constriction along the neck [91], that could further
be influenced by the crowding due to the internal endoplasmic reticulum [93].
6.3.3 The geometry of dendritic spines modulate the voltage
changes independently of the input current
Dendritic spines are involved in modulating two- and three dimensional receptor
trafficking [97, 56, 111], molecular post-synaptic density composition, calcium dif-
fusion [210, 116], synaptic transmission and plasticity. We have shown here using
the electro-diffusion framework that the voltage in dendritic spines can also be con-
trolled by changing the neck length geometry. This modulation obtained by changing
the geometry is complementary to the possible changes in the number of receptors
resulting in a long-term modification of the synaptic current, reflecting synaptic
plasticity.
Changing the spine neck length can thus regulate the local dendritic voltage,
that contributes to the genesis of an action potential. We further confirm previous
experimental findings [7, 9], showing that the synaptic voltage amplitude is inversely
correlated with the neck length, but we found here a much stronger effect compared
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to previously evaluated [154]. However, in agreement with [154], we do not need to
use any additional active channels in the electro-diffusion model to account for the
voltage in the spine, suggesting that they might not play a predominant role.
To conclude, voltage changes in dendrites can now be detected at the nanometer
scale and the electro-diffusion theory allows interpreting these data and predicts
a nonlinear current-voltage relation imposed by the specific geometry of dendritic
spines. While the spine geometry controls voltage, the synaptic current is set by
the number of receptors [97, 56, 111]. These two mechanisms are supposed to be
independent and they are both involved in controlling the synaptic response. It
would certainly be interesting to study how changes in one affects the other. More-
over as thought in [48] then shown in [119, 118], spine twitching may impact the
electrical property of spines. Indeed, the consequence of the spine head constriction
might be negligible for the voltage inside the head, but could influence the current
inside the neck and thus reduce the effective resistance. This could be investigated
by adding a fluidic component, a heavy analysis that would require to couple the
Poisson-Nernst-Planck equation to the Navier-Stokes equations. Yet, such com-
putation could emphasize even more the key role that plays geometry in defining
electrical properties of dendritic spines.
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6.4 Methods
6.4.1 Arclight signal
We briefly described here the experimental data we have used for our electrod-
iffusion theory and time deconvolution. There are fully described in [117]. The
protein-based voltage indicator ArcLight is injected in primary cultured hippocam-
pal neurons. ArcLight expressing dissociated hippocampal culture neurons in DIV
12-16 were recorded in artificial cerebrospinal fluid (ACSF) containing ions of vari-
ous concentration. Two-photon glutamate uncaging was done with a custom-made
two-photon laser scanning microscope. In glutamate uncaging, the location of stim-
ulation was selected with 1-2 µm distance from dendritic spines, not closer than 1
µm. The whole-cell patch clamp and the glutamate uncaging were performing while
doing the wide-field one photon imaging of ArcLight fluorescence. Finally, we used
the voltage deconvolved from the fluorescence signal, based on a two-state model of
voltage dependent ArcLight fluorescence described in [117].
6.4.2 Deconvolution Kernel
To recover the intrinsic voltage dynamics h(t) from the slow Arclight signal Arc(t),
we compare the electrophysiological patch-clamp recording in the soma with the Ar-
cLight fluorescence extracted from the somatic region delimited in the image (Figure
6.1A). This comparison is at the basis of the deconvolution method of the causal
fluorescent signal. Indeed, the slow Arclight reporter convolves the fast electrical
voltage signal, modeled by a kernel function K(t) with the intrinsic dye dynamics,
leading to a slow fluorescent response. The kernel K(t) describes the time delay of
the fluorescence activation compared to the voltage dynamics. We model the kernel
by the function
K(t) =
A
τ 2
te−
t
τ , (6.3)
where the value of the parameters A and τ are obtained by comparing the Arclight
response in the soma with the convolution of the electrophysiological recordings
(Fig. 6.2). Indeed, for a voltage signal h, the Arclight signal Arc(t) is expressed by
the convolution product
Arc(t) =
∫ t
0
K(t− s)h(s)ds (6.4)
To recovered h from the Arclight signal Arc, we first calibrated the kernel so that
the Arclight signal peaks exactly at the one monitored by the electrophysiological
signal (Figure 6.1B) and we obtain τ = .05s. The other parameter A is a scaling
that will be adjusted for each experimental data. We denote the normalized kernel
by Kn(t) = te
− t
τ (plotted in SI Fig. 1).
6.4.3 Noise filtering and approximation
In small dendrite and dendritic spine regions, the Arclight data contains a large noise
that should be removed. For that purpose, we use a Savitzky-Golay filter [166], to
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increase the signal-to-noise ratio. The detail of that procedure is explained in the
SI. Once the noise is removed, we define a new step which consists in approximating
the signal using a family of analytical functions
fβ1,β2,γ1,γ2,α(t) = t
α(β1e
−γ1t + β2e−γ2t), (6.5)
where the parameters β1, β2, γ1, γ2, α are obtained by a best approximation (see SI
Fig. S2).
6.4.4 Microdomain Arclight deconvolution
In the final step, we shall use the deconvolution procedure to compute the voltage.
Indeed, once the kernel K(t) is determined (see above) from the somatic signal
and after the step of noise filtering, we shall retrieve the voltage dynamics from
dendrites and dendritic spines, where direct electrophysiological recordings are not
possible. Using the analytical approximation Arc(t) = fβ1,β2,γ1,γ2,α(t) of the Arclight
fluorescent response (relation 6.5) described in the previous subsection, we shall
now compute the voltage h using K(t) (eq. 6.3) by inverting equation 6.4 using the
Laplace’s transform:
hˆ(ω) =
fˆβ1,β2,γ1,γ2,α(ω)
Kˆ(ω)
, (6.6)
where the Laplace’s transform of the kernel is Kˆ(s) =
∫∞
0
K(t)e−t sdt = A
(sτ+1)2
and
fˆβ1,β2,γ1,γ2,α(s) = Γ(α + 1)
(
β1
(s+ γ1)α+1
+
β2
(s+ γ2)α+1
)
, (6.7)
where Γ(·) is the Gamma function [2]. The final expression for the voltage is derived
in the SI and is given by
h(t) =
β1e
−γ1t
A
(
tα−1 (t(1− 2τγ1) + 2τα) + τ 2tα−2
(
(tγ1)
2 + α2 − α− 2γ1αt
))
+
β2e
−γ2t
A
(
tα−1 (t(1− 2τγ2) + 2τα) + τ 2tα−2
(
(tγ2)
2 + α2 − α− 2γ2αt
))
.(6.8)
Note that in practice the value of the parameter A is calibrated so that the maximum
amplitude of the voltage before and after the deconvolution are identical. We applied
this procedure to recover the voltage h(t) in dendritic spines. This procedure is the
time deconvolution of the voltage dynamics from the Arclight fluorescent signal.
6.4.5 Electro-diffusion model in the spine neck
The Poisson-Nernst-Planck (PNP) equations express the coupling between the ionic
flow and the voltage (Poisson equation). We present here the one-dimensional ver-
sion of these equations. They reduce for the voltage V and the concentration of
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positive cp(x) and negative cm(x) to
∂2V
∂x2
(x, t) =
−F
εε0
(cp(x, t)− cm(x, t)) (6.9)
∂cp
∂t
(x, t) = Dp
∂
∂x
(
∂cp
∂x
(x, t) +
e
kBT
cp(x, t)
∂V
∂x
(x, t)
)
(6.10)
∂cm
∂t
(x, t) = Dm
∂
∂x
(
∂cm
∂x
(x, t)− e
kBT
cm(x, t)
∂V
∂x
(x, t)
)
. (6.11)
Where Dp, Dm are diffusion coefficients, e the electronic charge, the valencies for
each specie is z = ±1 and kBT is the thermal energy.
Equations 6.9-6.10-6.11 are used to compute the voltage drop when a current
I(t) is injected at the tip of the spine neck. During the simulations, the ionic
concentrations in the dendrite (ionic reservoir) are the boundary conditions fixed at
the values Cp and Cm (see table 2). We recall that the electrical potential is defined
to an additive constant. The initial and boundary conditions are
V (x, 0) = 0 (6.12)
cp(x, 0) = Cp and cm(x, 0) = Cm.
∂V
∂x
(x, t)
∣∣∣∣
x=0
= 0 (6.13)
∂cm
∂x
(x, t)
∣∣∣∣
x=0
= 0
∂cp
∂x
(x, t) +
e
kBT
cp(x, t)
∂V
∂x
(x, t)
∣∣∣∣
x=0
=
I(t)
DpFpir2i
, (6.14)
V (L, t) = 0, cp(L, t) = Cp and cm(L, t) = Cm,
where ri is the radius of the circular opening where the current is injected in our
simulations (see Fig. 6.3A). In summary, eqs. 6.9-6.13-6.14 describe the ionic re-
sponse of an input current I(t) inside a thin cylinder reduced to a one dimensional
segment. We simulate these equations using Comsol to determine the voltage drop
(Fig. 6.2).
6.4.6 3 dimensional PNP-equations in a ball and a dendritic
spine shape
We present now the steady-state PNP equations, that describe the concentration of
positive cp(x) and negative cm(x) charge concentrations and the voltage φ(x) inside
a three dimensional bounded domain that we use in Figure 6.3. The equations are
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given by
∆φ(x) =
−F
εε0
(cp(x)− cm(x)) (6.15)
0 = Dp∇
(
∇cp(x) + e
kBT
cp∇φ(x)
)
0 = Dm∇
(
∇cm(x)− e
kBT
cm∇φ(x)
)
.
The boundary is decomposed into three subdomains: the current is injected into
∂Ωi. Charges can exit in ∂Ωo and the impermeable membrane is represented by
∂Ωr. The boundary conditions are
∂φ
∂n
(x) = 0 on ∂Ωr ∪ ∂Ωi (6.16)
∂cp
∂n
(x) =
∂cp
∂n
(x) = 0 on ∂Ωr
∂cp
∂n
(x) +
e
kBT
cp(x)
∂φ
∂n
(x) =
Istim
pir2iFDp
on ∂Ωi
∂cm
∂n
(x)− e
kBT
cm(x)
∂φ
∂n
(x) = 0 on ∂Ωi
φ(x) = 0 on ∂Ωo
cp(x) = Cp on ∂Ωo
cm(x) = Cm on ∂Ωo.
In that model, only positive charges can enter the spine domain. We use the Comsol
platform to solve numerically equations 6.15 presented in Fig. 6.3.
6.4.7 Arclight genetically encoded voltage indicator
We used here the genetically encoded voltage indicators (GEVIs) [28, 70, 73, 103,
185], which can be expressed in neuronal membrane through plasmid transfection.
This dye is used for an optical measurements of the membrane potential. ArcLight
was expressed in cultured mouse hippocampal neurons and the fluorescence was im-
aged with an upright fluorescence microscope and a fast sCMOS camera. To monitor
somatic electrophysiology, imaged neurons also were patched in whole-cell, current
clamp mode. In neurons expressing ArcLight, fluorescent signals were clearly visu-
alized in dendritic spines as well as soma.
To test how the ArcLight fluorescence responsed to bAPs generated by somatic cur-
rent injection, the eletrophysiological signals were recorded from areas of interest
(ROI) in somata, proximal dendrites and spines. To quantify optical signals, we
measured the relative change in fluorescence intensity −∆F/F , a quantity directly
proportional to membrane potential [150].
Intracellular ArcLight proteins located in ER and Golgi may contaminate baseline
fluorescence (F ) because they are fluorescent, but insensitive to membrane poten-
tial, as they are too far from the Debye length of the membrane’s electric field.
Although ArcLight is in a dark state at the lower pH of intracellular organelles [74],
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its contribution to background could be critical to determine −∆F/F , if averaged
together with a membrane responding ArcLight. To evaluate this possibility, it was
calculated [117] the activity probability of each pixel in response to voltage by using
a constrained non-negative matrix factorization (CNMF) algorithm [153] and com-
pared the resulted weight matrix image to the base fluorescence image. Through
this comparison, we identified regions of non-responding intracellular ArcLight in
the soma, which has strong base fluorescence yet low activity weight, while there
were no such regions in dendrites and spines. This result implies that the trafficking
mechanism of ArcLight proteins is by ER translation at inactive sites of soma, and
then targeting to adjacent somatic cell membrane and by diffusion to the rest of the
cell along the cell membrane.
In summary, the Arclight dye is now inserted in the membrane where the volt-
age sensor is located in the cytoplasm and thus it reports internal changes of the
membrane, that we analyzed here.
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6.5 Tables
Spine Neck Length L Head radius Intrinsic Intrinsic Effective neck
(µm) rhead (µm) Capa. C(pF) Res. 1/G (MΩ) Res. Rneck(MΩ)
1 0.6 1.2 <0.5 128.5 73.3
2 0.7 0.8 <0.5 163.4 57.1
3 0.8 0.7 18 212 99.15
4 1.0 0.8 10 252 132.6
5 1.2 0.6 <0.5 261 134.1
Table 6.1: Parameters extracted from modeling. Columns 1 is the index of the
spine. Column 2 is the measured neck length L. Column 3 presents the radius rhead of
the spine head computed using formula 2. Column 4: intrinsic capacitance C computed
from the method described in section 2 (Fig. S3) of the SI. Column 5: Intrinsic resistance
of the spine 1/G defined in Section Electro-diffusion theory for ionic flows in dendritic
spines and computed according to the method described in section 2 of the SI (Fig. S3).
Column 6: Spine neck resistance computed from formula Rneck =
〈V (0,t)−V (L,t)〉
〈I(t)〉 (see
section S3 for the definition and computation). We use here the notation V (0, t) and
V (L, t) to represent the voltage at 0 (entrance of the neck) and L (based of the spine)
respectively and 〈·〉 represent the average in time between 0 and 0.5s. We computed V (0, t)
and V (L, t) from formula (6.9) and the current I(t) from equation (6.1).
Parameter Description Value
z Valence of ions 1
D Diffusion coefficient 200µm2/s [39]
Dp Diff. coeff. for + charges D
Dm Diff. coeff. for − charges D
Cp + charge concentration 167mol/m
3 [81]
Cm − charge concentration 167mol/m3 [81]
Ω Spine head Ω (volume |Ω| ≈ 1fL) [210]
a Spine neck radius (typical) 0.1µm[194]
L Spine neck length (typical) 1µm
T Temperature 293.15K
E Energy kT = 2.58× 10−2eV
e Electron charge 1.6× 10−19C
ε Dielectric constant ε = 80
ε0 Abs. Dielectric constant 8.8 · 10−12 F/m
k Boltzmann constant 1.38 · 10−23 J/K
F Faraday constant 96485 As/mol
Table 6.2: Biophysical an geometrical parameters.
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Figure 6.1: Voltage drop across a dendritic spine measured from Arclight.
A. A region of interest is selected around the soma to estimate the fluorescence during a
synaptic stimulation. B. The deconvolution of the fluorescence signal (dashed green) in the
soma uses the electrophysiological recording (continuous black) to obtain the deconvolved
voltage (continuous green) (see Fig. S1 in SI). Fluorescence and electrophysiology are
both traces averaged over 6 spines. C. Regions of interest (ROIs) R1 and R2 representing
the spine and the dendrite respectively. The red dot shows the location where glutamate
is uncaged. D-E. Deconvolution of the fluorescence signal (single trial) in the dendritic
spine R1 and the dendrite R2 using the kernel K(t) found in the soma deconvolution in
(see panel B). F. Comparison of the filtered and deconvolved voltage signal in the spine
head and parent dendrite.
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Figure 6.2: Extracting the electrical parameters of a dendritic spine from a
reduced model and voltage dynamics. A-B Schematic representation of a dendritic
spine, divided into three regions: the head R1, the neck of length L and the close dendrite
R2. The current I(t) represents the axial current escaping from the head to the dendrite.
C. Reduced geometry of a dendritic spine neck of length L, approximated as a dielectric
wire. The input is the measured voltage Vhead(t) of ROIs (Fig.6.1, C) R1 at the head
(x = 0) and we use voltage Vdend(t) (R2) in the parent dendrite (x = L) as an output
for comparison with the numerical computation. D. Comparison of measured (orange)
and computed (blue) voltages. The parameters C and G are used in (6.1) to estimate the
injected current (trace averaged over 6 spines). E. Measured membrane potential (blue) in
the spine head is used to compute the ionic current (red) from (6.1), after the parameters
(C,G) are extracted from the iterative method developed in the Methods.
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Figure 6.3: Simulation of PNP equations for electro-diffusion in a dendritic
spine. A. Representation of a spine head where a current is injected in a 3D spherical
cavity of radius rhead = 0.5µm. B. Voltage profile (blue) along the x-axis obtained from 3-
dimensional simulations of the PNP equations, that we compare to the potential averaged
over the entire head (dashed green line) when the injected current is Istim = 150pA. The
south pole is grounded at V = 0V . C. Representation of a 3D-spine geometry composed
by a spherical head of radius rhead = 0.5µm and a neck of length L = 1µm. The head
has two narrow openings, one of radius 10nm where the steady current Istim is injected
(north) and a second one (south) of 100nm at the junction with the neck. D. Potential
drop along the x-axis computed from the top of the head to the bottom of the spine. We
compare the voltage drop between a spine where L = 1µm and Istim = 300pA (red) with
L = 0.5µm and Istim = 150pA (blue).
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Figure 6.4: Electrical properties of dendritic spines A. Averaged voltage computed
in a spine head using PNP (see Fig. 6.3B): for various head radius, the voltage is almost
constant ( 〈V 〉ball ∈ [1.52 , 1.56]mV ). The stars (blue) correspond to the radii of different
spines head based of their surface, determined from one photon images. The indexes
refer to the different spines in Table 6.1. B. Estimated spine neck resistance (blue stars)
computed as the ratio of the voltage to the current averaged over the time responses
Rneck = 〈V (0, t)〉/〈I(t)〉 for 5 different spines, revealing how the spine resistance depends
on the neck length. C. PNP simulation showing the concentration of positive charges
at the end of the neck for the injected current described in Fig. 6.2E. The response
peaks at t0 = 0.055s. D. Distribution of charges at the peak, computed from PNP,
showing a large concentration difference of 33 mM (the total concentration 163 mM). E.
Predicted I-V relation in a dendritic spine for different spine neck radius. F. The spine
neck resistance is defined by the ratio Rneck = 〈V 〉head/Istim. The neck length is L = 1µm
and a radius rhead = 0.5µm). The different injected current Istim = 20; 50; 100; 150pA.
The averaged voltage in the head 〈V 〉head is computed from system of PNP equations
(6.15). The computed resistance Rneck is fitted to power laws a1/r
2
o (dashed green) and
a2/r
3/2
o (dashed orange) and a3/ro (dashed blue) where a1 = 1.23 · 106, a2 = 1.57 · 105
and a3 = 1.22 · 104.
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Figure 6.5: Summary of dendritic spine electrical responses. A. Schematic rep-
resentation of a dendritic spine. Left: a current is injected in the head. Right: modeling
the effect of the BPAP on the spine voltage. The inset in panel A is an electrical cir-
cuit representation of the spine electrical properties, composed by a diode (green) with
a resistance Rneck in the direction spine to dendrite and by ideal diode in the opposite
direction (orange). B. Electrical response of a spine (Length and radius of the head
are L = R = 1µm) and the radius of the neck a = 0.1µm, following a synaptic input
(I = 100pA) and a BPAP, where the value depend on the voltage in the dendrite, but it
is constant in the spine. C. Modulation of the voltage between the spine head and the
dendrite: the voltage attenuation can be modeled as a diode to account for the saturation
behavior (Fig. 6.3F). D. Response to a BPAP showing no voltage change between the
head and the dendrite, as predicted by the electro-diffusion model.
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Figure 6.6: Effective resistance in dendritic spine. A. Isoline voltages in a lon-
gitudinal cross-section of a spine-like geometry. B. Magnification near the north-pole
N where the current is injected. C. Voltage in a N north pole neighborhood of 100nm
long, evaluated along the z-axis. D. Schematic representation of the spine-shape domain
subdivision into 3 regions: a circular region Ω1 (red) of radius d = 100nm near the
north pole, the domain Ω2 (blue) composed of the spine head where Ω1 has been sub-
tracted, and the neck Ω3 (green). E. The effective resistance Reff,i is each regions Ωi
(i = {1, 2, 3}) in evaluated by first computing the maximal voltage drop ∆˜Vi in Ωi such
that ∆˜Vi = max
x∈Ωi
(V (x))− min
x∈Ωi
(V (x)), then using the Ohm’s law: Reff,i = ∆˜Vi/Itim.
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Chapter 7
Supplementary Informations:
Electro-diffusion simulations of
synaptic input in dendritic spines
and deconvolution of voltage
sensor time series
This SI is divided into five sections: first, we present the filtering and the decon-
volution procedures to recover the voltage dynamics from the Arclight fluorecent
signal. In the second part, we describe an optimization procedure for extracting
the resistance and capacitance from voltage time series. We compute the current
and voltage for five spines. In part three, we briefly discuss the relation between
the intrinsic and effective neck resistances. In part four, we describe the role of the
spine neck radius in the electrical resistance. In section five, we show the limitation
of the cable theory for extracting the resistance parameter of a dendritic spine.
Keywords: Electro-diffusion; Dendritic Spine; Deconvolution; Genetically encoded
voltage sensor; Arclight; Concentration polarization.
Chapter 7. Supplementary Informations:
Electro-diffusion simulations of synaptic input in dendritic spines and
deconvolution of voltage sensor time series
7.1 Signal processing and filtering method for the
Arclight fluorescent signal
We present in this section a deconvolution procedure for the time series of the Ar-
clight fluorescent signal. The procedure has been summarized in the Method section
and we provide now additional details. The first part of the deconvolution uses the
input signal recorded in the soma. This part allows computing the deconvolution
kernel K(t) as described in the Method section. In Fig. 7.2A, we confirm the result
of the deconvolution by comparing the direct convolution of the voltage (continuous
black) with the kernel K. We recover the fluorescent signal (dashed green). We
show in Fig. 7.2B the kernel K(t).
We shall describe now how we have removed the high frequency fluctuations
present in the fluorescence signal (Fig. 7.1A). We use the Savitsky-Golay (SG)
filter, which is based on local least-squares polynomial approximation. The filter
reduces the fluctuations while maintaining the shape and height of the initial signal
[166].
7.1.1 Savitsky-Golay filter
The Savitsky-Golay filter is based on decomposing the input signal into polynomials.
We start with the sampling,
F (t) =
N∑
k=1
F (tk)δ(t− tk), (7.1)
where N is the number of points. We define the discrete time subinterval Ik =
{tk − n∆t · · · , tk · · · tk + n∆t} of size 2n+ 1 time points, separated by a time step
∆t. The filter is constructed by finding an ensemble of polynomials iteratively on
each time window Ik. We define the sequences Fq of functions q = 0..N , where
F0 = F . To compute the polynomial of degree p,
Pk(t) =
p∑
i=0
ak,it
i, t ∈ Ik (7.2)
that approximate the function F , we start with k = 1: the coefficients a1,i are
computed by minimizing on the interval I1
min
t∈I1
R21(t), (7.3)
where
R21(t) =
n∑
s=0
(F0(t1 + s∆t)− P1(t1 + s∆t))2 . (7.4)
The function F1 is constructed from F , by replacing F (t1) by P1(t1),
F1(t) = {P1(t1), F (t2), · · · , F (tN)}. (7.5)
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In general, the kth−iteration is obtained by minimizing on Ik,
min
t∈Ik
R2k(t), (7.6)
where
R2k(t) = min
tk+s∆t∈Ik
n∑
s=−n
(Fk−1(tk + s∆t)− Pk(tk + s∆t))2 . (7.7)
The filtered function Fk at the k
th−iteration is given by
Fk(t) = {P1(t1), · · · , Pk(tk), F (tk+1), · · · , F (tN)}. (7.8)
The coefficients {ak,i}, for i = 0..p are obtained by differentiating R2k (eq. 7.6) with
respect to the coefficients ak,i, 
∂R2k
∂ak,0
= 0
...
∂R2k
∂ak,p
= 0.
(7.9)
The system of equations (7.9) is a linear matrix equation, Fk−1(tk − n∆t)...
Fk−1(tk + n∆t)
 = V
 ak,0...
ak,p
 , (7.10)
where V is the (2n+ 1, p+ 1) matrix
V =

1 tk − n∆t (tk − n∆t)2 · · · (tk − n∆t)p
1 tk − (n− 1)∆t (tk − (n− 1)∆t)2 · · · (tk − (n− 1)∆t)p
...
...
...
. . .
...
1 tk + n∆t (tk + n∆t)
2 · · · (tk + n∆t)p
 .(7.11)
This matrix is inverted numerically in matlab. To conclude the filtering procedure
is summarized by
SG(F (t)) =
N∑
k=1
Pk(tk)δ(t− tk). (7.12)
We can iterate NSG times the SG filter,
f(t) = (SG)NSG(F (t)), (7.13)
where (SG)NSG = SG ◦ · · · ◦ SG, NSG times.
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7.1.2 Preliminary treatment before using the Savitsky-Golay
filter
We now segment the fluorescence signal. The first time interval starts tunc = 0
which is the initiation of the voltage response until the maximal response at time
tpeak, Figure 7.1. Because the physical modeling of the dye kinetics [117] predict
a single exponential decay, we shall treat, after the time tpeak, any fluctuations as
noise and we will apply the iteratively the SG filter (7.13). In summary, we divide
the fluorescent response F (t) into three subregions Fig. 7.1A:
1. before the time of glutamate uncaging tunc,
2. from the time tunc to the time-to-peak tpeak,
3. after the time-to-peak tpeak.
In region 1 (before tunc), we use the following parameters: polynomial degree p = 2,
the size of the window |Ik| = 40 points and the number of iteration of the filter
NSG = 1 to 3 (depending on the signal). This filtering reduces the noise amplitude
in this first region by 80%. The filtered signal is f1. In regions 2 and 3, to preserve
the signal peak amplitude, we use a hight degree polynomial and the parameters
p ≥ 25, |Ik| = 100, and NSG = 6 ± 2 to remove small fluctuations (Fig. 7.1A).
However, we can note that the amplitude of the noise leads in the fitting procedure
to a second bump of smaller amplitude around t = 0.65s, yet this does not impact
our analysis. In region 3, we remove large fluctuations using parameters p ≥ 5,
|Ik| = 80, and NSG = 5. The filtered signals in regions 2 and 3 are f2 and f3
respectively.
To glue continuously the results on each region, we use the sigmoid function,
σ(t, tcut) =
1 + tanh(ζ(t− tcut))
2
, (7.14)
where ζ = 150s−1 and tcut is a parameter. The filtered signal is given by
f(t) = σ(t, tunc)(f2(t) + f3(t)− f1(t)) + σ(t, tpeak)(f3(t)− f1(t)− f2(t))
+2f1(t) + f2(t). (7.15)
The results are shown (Fig. 7.1A).
7.1.3 Details of the fluorescence time deconvolution
We now described in detail the fit approximation by analytical function of the filtered
signal. The goal of this part is to prevent any amplification of fluctuation in the
deconvolution procedure. After the voltage is filtered, we use a family of function
fγ1,γ2,α,β1,β2(t) = t
α (β1 exp(−γ1t) + β2 exp(−γ2t)) (7.16)
to fit the voltage. This step eliminates any small fluctuations that could have been
amplified in the next deconvolution step (Fig. 7.1B). Another advantage of having an
analytical representation is to obtain an explicit Laplace’s transformation. Indeed,
fˆγ1,γ2,α,β1,β2(s) = Γ(α + 1)
(
β1
(s+ γ1)α+1
+
β2
(s+ γ2)α+1
)
, (7.17)
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Figure 7.1: Filtering and deconvolution of the Arclight fluorencent signal
at a single spine level. A. The fluorescence signal (thick lines) in the dendrite
(red) and the spine head (blue) is passed on the Savitsky-Golay filter. The outputs
(thick lines) are super-imposed over the fluorescence. B. The smooth signal output
from (A) is approximated by a family of functions eq. 7.16. The results are given for
a dendrite (dashed green) and a spine head (dashed magenta). C. Deconvolution
of the fitted signal (dashed lines) using the deconvolution kernel eq. 7.19. This
procedure recovers the voltage time course in the dendrite (red) and the spine head
(blue).
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where Γ is the Gamma function [2]. We now use the exact form of the kernel to
obtain an explicit formula for the deconvolution. We recall that the convolution
kernel (see Material and Method) is given by
K(t) =
A
τ 2
t exp(− t
τ
) (7.18)
and its Laplace’s transform is
K̂(s) =
A
(sτ + 1)2
. (7.19)
The convolution product
fγ1,γ2,α,β1,β2(t) = (K ∗ h)(t) (7.20)
can be written in the Laplace’s coordinate
f̂γ1,γ2,α,β1,β2(s) = K̂(s)ĥ(s). (7.21)
Thus using expression 7.19 and 7.17, we obtain
ĥ(s) =
f̂γ1,γ2,α,β1,β2(s)
K̂(s)
=
Γ(α + 1)(sτ + 1)2
A
(
β1
(s+ γ1)α+1
+
β2
(s+ γ2)α+1
)
. (7.22)
We can now compute h using the analytical result that the inverse Laplace for α ≥ 2
and 0 ≤ γ of the function
M(s) =
C(sτ + 1)2
(s+ γ)α+1
(7.23)
is given by
m(t) =
Ce−γttα−1
Γ(α + 1)
(t(1− 2τγ) + 2τα) + Cτ
2e−γttα−2
Γ(α + 1)
(
(tγ)2 + α2 − α− 2γαt) .(7.24)
Finally, we obtain the expression for the voltage signal
h(t) =
β1e
−γ1t
A
(
tα−1 (t(1− 2τγ1) + 2τα) + τ 2tα−2
(
(tγ1)
2 + α2 − α− 2γ1αt
))
+
β2e
−γ2t
A
(
tα−1 (t(1− 2τγ2) + 2τα) + τ 2tα−2
(
(tγ2)
2 + α2 − α− 2γ2αt
))
.(7.25)
To conclude, we obtain here the expression for the deconvolution of eq. 7.25 from
the analytical approximation of the Arclight fluorescent signal, described in Figure
7.1C. Note that the value of A is calibrated for each set of data such that the
maximum amplitude between the Arclight response and the deconvolved voltage
remains identical.
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Figure 7.2: Convolution/Deconvolution and Normalized Kernel K(t). A.
Deconvolution of the fluorescence signal (dashed green curve) in the soma using
the electrophysiological recording (continuous black): The deconvolved voltage is
shown in the continuous green curve: large arrows indicate the convolution and
deconvolution. B. Expression of the normalized kernel Kn(t) = te
− t
τ for τ = .05s.
7.1.4 Deconvolution method applied on several peaks
We present shortly how the deconvolution procedure described above can easily be
extended to signals with several peaks and/or faster dynamic. To illustrate the result
of the deconvolution method, we use as an input signal a two successive spikes from
a post-synaptic voltage response (see for example: [198]). The two spikes are shown
in Fig. 7.3A (dashed black).
We first simulate the fluorescent response by convolution of this data with the
kernel (7.18) K(t) = A
τ2
te−t/τ where we choose τ = 18ms. To account for possible
fluorescence fluctuations, we added to the convolved voltage a colored noise ζ(t)
that aims to represent fluctuations of the fluorescence signal. This colored noise is
solution of the Ornstein-Uhlenbeck process [63] of the form
dζ(t) = µζ(t)dt+ σdW (t), (7.26)
where W (t) is a Wiener process and µ = 0.045 and σ = 0.025 are parameters we use
to tune the resulting color of the noise. The resulting fluorescence signal is shown
Fig. 7.3A (blue). We will then consider this signal as the input of the deconvolution
method.
The deconvolution starts with the fluorescence Arc(t) shown Fig. 7.3B (same as
in 7.3A). Following the method of described above for a single peak, we then approx-
imate the input Arc(t) (Fig. 7.3C (dashed green), that represents the fluorescence
response) using a sum of exponential terms,
Arc(t) =
n∑
j=0
βj(t− tj)αje−γj(t− tj)H(t− tj) (7.27)
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Figure 7.3: Deconvolution of several peaks A. Voltage trace (red) and con-
volved voltage (blue). B. Normalized fluorescence −∆F/F signal. C. The signal
from panel B (blue) is fitted by a sum of terms (t− tj)αje−γ j(t− tj))H(t− tj). D.
Deconvolved voltage obtained from the fitted trace (dashed green) in panel C. E.
The deconvolved voltage (red) is compared to the original voltage (dashed black).
174
7.2. Optimization procedure to extract the electrical capacitance and conductance
C and G of a dendritic spine from the voltage drop between the head and the base
of spine
where tj are the time sequences where the signal has a local minimum (see Fig.
7.3A, red dashed lines), βj, αj > 2 and γj are positive constants and H(t− tj) is the
Heaviside function defined such as
H(t− tj) =
{
1, if t ≥ tj
0, if t < tj
(7.28)
We can remark that the tj are provided by the electro-physiology and not the fluores-
cence signal. Following the procedure described in the previous section, to recover
the voltage V (t) from the fluorescence Arc(t) , we need to invert the convolution
equation
Arc(t) = (V ∗K)(t) (7.29)
Applying Laplace transform leads to the analytical representation of the solution
V̂ (s) =
Ârc(s)
K̂(s)
=
n∑
j=0
βjΓ(αj + 1)
A
(1 + τs)2
(s+ γj)αj+1
e−s tj (7.30)
The voltage V (t) is recovered computing the inverse Laplace transform of the ex-
pression above, we get
V (t) =
n∑
0
βj
A
e−γj(t− tj)H(t− tj)Pτ,αj ,γj(t− tj). (7.31)
where
Pτ,α,γ(t) = t
α(τγ − 1)2 − 2ατ(γτ − 1)tα−1 + ατ2(α− 1)tα−2 (7.32)
The deconvolved voltage is shown Fig. 7.3D. Note that the fluctuations disappear com-
pletely because the fitting procedure (7.27) remove them completely. The result of the
deconvolution is compared to the initial voltage response (dashed black) in Fig. 7.3E. We
conclude that the present method can be used to deconvolve several inputs.
7.2 Optimization procedure to extract the elec-
trical capacitance and conductance C and G
of a dendritic spine from the voltage drop be-
tween the head and the base of spine
We present now an optimization procedure for extracting the capacitance C and
conductance G from the measured voltage time series. The procedure consists in
fitting a very small portion of the voltage time response curve and to predict from
this short time interval, the entire time response. This procedure allows also to
compute the current I(t) injected in the spine neck, based on equation 1 (main
text) that we recall here
I(t) = Gφ(t) + C
dφ(t)
dt
, (7.33)
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where G is the conductance of the spine and C a capacitance term.
We recall (see Material and methods) that the one dimensional electro-diffusion
equations to model the current and voltage in the spine neck is
∂2V
∂x2
(x, t) = − F
εε0
(cp(x, t)− cm(x, t))
∂cp
∂t
(x, t) = Dp
∂
∂x
(
∂cp
∂x
(x, t) +
e
kBT
cp(x, t)
∂V
∂x
(x, t)
)
(7.34)
∂cm
∂t
(x, t) = Dm
∂
∂x
(
∂cm
∂x
(x, t)− e
kBT
cm(x, t)
∂V
∂x
(x, t)
)
.
Where Dp, Dm are diffusion coefficients, e the electronic charge, F the Faraday
constant, the valency for each specie is z = ±1 and kBT thermal energy. The
steady state ionic concentrations are fixed at Cp and Cm (see table 2 main text).
The electrical potential is defined to an additive constant in the dendrite, which
is modeled as a ionic reservoir where we fix the voltage V = 0 mV. The initial
conditions are
V (x, 0) = 0
cp(x, 0) = Cp and cm(x, 0) = Cm.
The boundary conditions are given by
∂V
∂x
(x, t)
∣∣∣∣
x=0
= 0 (7.35)
∂cm
∂x
(x, t)
∣∣∣∣
x=0
= 0
∂cp
∂x
(x, t) +
e
kBT
cp(x, t)
∂V
∂x
(x, t)
∣∣∣∣
x=0
=
I(t)
DpFpir2i
, (7.36)
V (L, t) = 0, cp(L, t) = Cp and cm(L, t) = Cm,
where ri is the radius of the narrow opening ∂Ωi. To determine the couple of un-
known parameters (C,G), we use an iterative algorithm, where we solve numerically
the boundary value problem eqs. 7.34-7.35, from which we obtain a ionic current
IC,G(t) (eq. 7.33) injected at the tip of the neck and the voltage VC,G(x, t) in the
neck at position x and at time t. Because VC,G(L, t) = 0, the voltage VC,G(0, t)
represents the difference of potentials between the head and the dendrite. We start
the iteration algorithm with a value for the parameters C0, G0: C0 = 0.1pF and
G0 = 1nS (Fig. 7.4). Following each iteration, we compare the computed voltage
VC,G(0, t) (from eqs. 7.34 ) with the measured potential difference Vhead(t)−Vdend(t)
extracted on a short time interval [ti, tf ] (usually [0.2 − 0.4]ms). We chose this
small time window because it allows us differentiating clearly the response from the
background noise during glutamate uncaging (Fig. 7.5).
The value for the parameters C,G are the minimizers of the variational problem
min
{C,G∈S}
∫ tf
ti
|VC,G(0, t)− (Vhead(t)− Vdend(t))|2dt, (7.37)
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Figure 7.4: Minimization procedure for computing the capacitance C and
conductance G and current from the deconvolved voltage time series. The
initial values (red) for (C0, G0) = (0.1pF, 1nS. We use Vhead(t) and Vdend(t) on a
small subinterval |[ti, tf ]| = 0.2s, where ti varies from 0 to half of the time to peak
(no more than 50ms). Initial values are injected in the iterative loop (blue). the
current I(t) is first computed from eq.7.33 and it is then used to estimate numerically
V (x, t) from eq.7.34. The voltage is compared to the initial approximation ξ(t)
of Vhead(t) − Vdend(t) on the interval [ti, tf ]. For the next iteration, the output
(green) is the difference of the potential V (x, t) estimated on the entire time interval
tmax − tmin ∈ (20− 50ms).
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where S is given below. We approximated Vhead(t)− Vdend(t) by a linear function
ξ(t) = a(t− ti) + b, (7.38)
a and b are constants fitted to data in the interval [ti, tf ]. This approximation
reduces possible fluctuations (see fig. 7.5C-F). Finally, we score the different couple
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Figure 7.5: Iteration step of the algorithm for extracting the value of C
and G from voltage time seriesA.-B.-C. Simulated voltage differences (yellow,
orange, red) based on the current reconstruction (eq. 7.33) following several iter-
ations of the optimizing procedure (Fig.7.4). We use a linear approximation ξ(t)
(magenta) (see eq. 7.39) of the measured potential (blue) on a short time window
tf − ti = 20ms.
(C,G) solutions using the estimator
SC,G =
∑
{tk∈[ti,tf ]}
(VC,G(0, tk)− ξ(tk))2 . (7.39)
At the beginning of each iteration, we define a set of several couples (C,G) among
which we retain the optimal couple (C∗, G∗) that minimizes the score SC,G. The
ensemble of search values can be represented as a squared matrix, centered around
the central value (C0, G0), initially C0 = 0.1pF and G0 = 1nS [114]. Each couple
differs from one another by an increment ∆G = 0.05 on a line and ∆C = 0.01 on a
raw. There are (2α + 1)2 values, presented in a squared matrix
S =

(C + α∆C,G− α∆G) · · · (C + α∆C,G) · · · (C + αdC,G+ α∆G)
...
...
...
(C,G− α∆G) · · · (C0,G0) · · · (C,G+ α∆G)
...
...
...
(C − αdC,G− α∆G) · · · (C − α∆C,G) · · · (C − αdC,G+ α∆G)
 .(7.40)
We first look for the minimum of expression 7.39 for all entries of the matrix. For a
given precision (εG, εC), we evaluate whether or not the conditions
‖C∗ − C0‖ < εC and ‖G∗ −G0‖ < εG, (7.41)
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are satisfied and in that case, we have VC∗,G∗(x, t) = V (x, t), otherwise we continue
to iterate the algorithm by replacing the initial condition by the new values:
(C0, G0) ← (C∗, G∗) (7.42)
(∆C,∆G) ←
(
∆C
2
,
∆G
2
)
. (7.43)
This iteration shows how the new ’S’ matrix (eq. 7.40) is refinement near (C∗, G∗).
In practice, we always find a unique solution for the final parameter C∗ and G∗.
We show in Fig. 7.6 several examples of dendritic spines, where we applied the
present algorithm to extract the current, G and C from the voltage deconvolved
time series. Fig. 7.6A shows the different region of interest ROIs. In Fig. 7.6B, we
compare the deconvolved voltage signal with the one computed from PNP. In Fig.
7.6C, we plot the computed injected current (from voltage) inside the spine neck.
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Figure 7.6: Extracting the voltage properties of five dendritic spines fol-
lowing an uncaging synaptic stimulation.A. ROIs (yellow) R1 and R2 of a spine
and dendritic shaft (see Fig.1C Main text). B. The deconvolved voltage (blue) is
approximated by the analytical family of functions (region R2) and the computed
voltage (red) is obtained from the input defined in region R1: the numerically
computed potential difference V (t) (red) is based on solving the electro-diffusion
equations 7.34-7.35. C. the ionic current (from eq. 7.33) is computed after the
parameters (C,G) are extracted (summary in table 1 of the main manuscript).
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7.3 Relation between the intrinsic 1/G and the
effective neck Rneck resistance
We discuss here the relation between the spine effective and intrinsic resistance. The
effective neck resistance is computed from the difference of voltage 〈V (t)〉 between
the entrance and the exit of the neck, when the injected current is 〈I(t)〉. By
definition, averaging over time, we have
Rneck =
〈V (t)〉
〈I(t)〉 . (7.44)
When the injected current follows the model equation
I(t) = GV1(t) + C
dV1(t)
dt
, (7.45)
where V1(t) is the voltage in the entrance of the neck, the intrinsic conductance and
capacitance are G and C respectively. We thus obtain the following relation with
〈V (t)〉 = V1 − V2,
Rneck =
1
G+ C
d lnV1
dt
(t)
(
1− V2(t)
V1(t)
)
, (7.46)
where V2 is the voltage at the end of the neck. In particular, when C = 0,
Rneck =
1
G
(
1− V2(t)
V1(t)
)
<
1
G
. (7.47)
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7.4 Limitation of the cable theory
To confirm the limitation of the cable theory in describing the potential change
across the spine neck, we use the cable equation 7.48 below for the potential V (x, t)
at position x and time t (see Methods) along a one dimensional segment [114].
We impose a first condition for the voltage at the entrance of the spine neck from
the head V (0, t) = Vhead(t), while the boundary condition at x = L assumes a zero
electric field at the connection with the dendrite. We use for Vhead(t) the deconvolved
voltage measured in the head.
The linear cable equation
The diffusion equation for voltage is
τ
∂V (x, t)
∂t
= λ2
∂2V (x, t)
∂x2
− V (x, t) (7.48)
V (0, t) = V1(t) (7.49)
∂V (x, t)
∂x
∣∣∣∣
x=L
= 0. (7.50)
where the two independent parameters λ =
√
rm
ra
and τ = rmcm [114] are related
to the membrane capacitance cm, the resistance rm and the intracellular resistance
ra. By definition, rm =
Rm
pid
and cm = Cm · pid, where Rm is the specific membrane
resistance and Cm the specific membrane capacitance and d is the diameter of the
cable [114].
Conclusion of the linear cable equation
Voltage changes computed from the cable model (green dashed) when the input is
the measured voltage in the head (blue) does not match the measured response in
the dendrite (red). To obtain a response comparable to the output, the intracellular
resistivity should be increased by a factor 4.105, showing the limitation of the cable
equation to account for the voltage propagation in a dendritic spine (Fig. 7.7A). This
can be explained by the fact that one of the assumptions the cable theory is based on
consists into neglecting longitudinal fluctuation of the concentration ci: ∂ci/∂x = 0,
an assumption that was expected to be a drawback in small compartments [114].
On the contrary, in the PNP model, the voltage drop in the neck results from the
longitudinal gradient of concentration (concentration polarization) in the neck, as
show in the main text Fig. 4D, where ∂ci/∂x ≈ 50mM/µm 6= 0. We conclude
that the classical cable equation cannot describe accurately in the normal range of
parameters the voltage change in a dendritic spine neck, contrary to the PNP model,
as described in the main text.
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Figure 7.7: Voltage change computed from the linear cable model Measured
voltage in a dendritic spine head (blue) and the response in the dendrite (red). The
simulated voltage response (green dashed) using the cable equation eq. 7.48 and the
spine head input. To obtain the response that should be comparable to the voltage
in the dendrite, the intracellular resistivity should be increased by a factor 4.105
from the basal value R0i = 105Ωcm [114]. The other cable parameters are given by
Cm = µF/cm
2 and Rm = 2 · 104Ωcm2 [114].
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Conclusion
To conclude my PhD I would like to discuss three possible future directions.
The first possible direction is the development of new asymptotic methods for
nonlinear partial differential equations such as transient Poisson-Nernst-Planck equa-
tions. We have been concerned here with the solution of the stationary PNP equa-
tions inside domains containing singularities such as cusp-shaped funnels. A possible
direction is the extension of our approach to general domains to evaluate the effect
of the local mean curvature of the boundary on the maximal drop of the voltage
between two points. Another direction is to estimate the voltage drop in the bound-
ary layer of the surface where a steady-state current is injected. Finally, it would
be interesting to study fast transient regimes, and in particular, to obtain possible
asymptotic solutions in a short time asymptotic.
The second direction concerns the signal processing and the deconvolution of the
fluorescence time series. I developed a deconvolution method to recover the voltage
from the fluorescence of an organic dye (Arclight). It would be interesting to gener-
alize this method to deconvolve multiple fast spikes. In parallel, a new technology
has emerge based on nanodiamonds that can report voltage changes at a resolu-
tion of sub-milliseconds timescale and hundred of nanometers [109, 72]. It would
be interesting to generalized our method to extract the voltage below the technical
resolution of such method through averaging of the signal.
Finally, the last direction that could be interesting is the exploration of the
molecular dynamic simulations of ions in micro-domains. So far, molecular simu-
lations have been limited to few hundreds of ions, to study channels [173, 106], or
they are limited in time (microsecond). The challenge here is to simulate thousand
of ions in a time scale of milliseconds. New molecular coarse-graining approach
using homogenization techniques starting with a Langevin equation could lead to
stochastic coarse-grained equations. This approach would be important to clarify
the extension of non-electro-neutrality, which was the subject of this thesis.
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