Introduction
We introduce programs for regression models of count data. Poisson regression analysis is widely used to model such response variables because the Poisson model assumes equidispersion (equality of the mean and variance). In practice, equidispersion is rarely reflected in data. In most situations, the variance exceeds the mean. This occurrence of extra-Poisson variation is known as overdispersion (see, for example, Dean [1992] ). In situations where the variance is smaller than the mean, data are characterized as being underdispersed. Modeling underdispersed count data with inappropriate models can lead to overestimated standard errors and misleading inference. While there are various approaches for modeling overdispersed count data, such as the negative binomial distributions and other mixtures of Poisson (Yang et al. 2007; Hilbe 2014) , there are few models for underdispersed count data. Harris, Yang, and Hardin (2012) introduced a generalized Poisson regression command to handle underdispersed count data.
As stated earlier, count data can be analyzed using regression models based on the Poisson distribution. However, in this article, we will discuss other discrete regression models that can be used, such as the generalized negative binomial distribution, which was described by Jain and Consul (1971) and later by Consul and Gupta (1980) . The distribution was also investigated by Famoye (1995) , who illustrated a use for analyzing grouped binomial data.
The generalized binomial regression model is a simplification based on the generalized negative binomial distribution for which we treat one of the parameters as the known denominator of proportional (grouped binomial) outcomes. The properties and utility of the distribution for regression models for count and grouped binomial data are discussed in Jain and Consul (1971) , Gupta (1980), and Famoye (1995) .
Another extension of the negative binomial distribution is the univariate generalized Waring distribution, or the beta negative binomial distribution. The present generalized Waring distribution was proposed and used by Irwin (1968) to model accident count data. An advantage of this model over the negative binomial model is that investigators can separate the unobserved heterogeneity from the internal factors of each individual's characteristics and external factors (covariates) that may affect the variability of data (confounding). For more technical and historical information on the distribution and associated regression models, see Rodríguez-Avi et al. (2009 ), Irwin (1968 ), and Hilbe (2011 .
To distinguish the origins of specific regression models, we use NBREGF for count models based on the generalized negative binomial distribution, GBIN for grouped binomial models based on a simplification of the generalized negative binomial distribution, and NBREGW for count models based on the generalized Waring distribution.
Many applications of the NBREGF regression model have been illustrated in studies involving medicine, ecology, physics, etc. Wang et al. (2012) used the NBREGF model to analyze a rehabilitation program study that evaluated brain function in stroke patients by using functional magnetic resonance imaging. Hardin and Hilbe (2012) presented an example that used microplot data of carrot fly damage. For this example, the authors analyzed these data by using Stata's suite of ml() functions and developed syntax for the GBIN regression. Lastly, Rodríguez-Avi et al. (2009) used the NBREGW regression model to model the number of goals scored by football players, and they compared the results with the results of a regression model based on the negative binomial distribution.
Herein, we illustrate modeling count data using the NBREGF, GBIN, and NBREGW regression models. This article is organized as follows. In section 2, we review the three count-data regression models and their zero-inflated versions. In section 3, we present the syntax for the new commands. In section 4, we present a real-world data example. Finally, in section 5, we give a summary. We also present software that we enhanced from Hardin and Hilbe (2012) to fit NBREGF and GBIN models.
2 The models 2.1 Generalized negative binomial: Famoye
As implemented in the accompanying software, the NBREGF model assumes that θ is a scalar unknown parameter. Thus the probability mass function (PMF), mean, and variance are given by
where 0 < µ < 1, 1 ≤ φ < µ −1 for θ > 0 and nonnegative outcomes y i ∈ (0, 1, 2, . . .).
The main differences from the GBIN model are that the parameter θ is an unknown parameter in (1) but a known parameter in (2) and that σ = φ > 1. In the limit φ → 1, the variance approaches that of the negative binomial distribution. Thus the φ parameter generalizes the negative binomial distribution in the NBREGF model to have greater variance than is allowed in a negative binomial regression model. To construct a regression model, we implemented the log link log(µ) = xβ to make results comparable to Poisson and negative binomial models.
Generalized binomial
The generalized binomial regression model is based on a simplification of the generalized negative binomial distribution. We assume that the θ parameter in (1) is a vector of observation-specific known constants n (they are the denominators of grouped binomial data), σ = φ, and µ is replaced with π/(1 + φπ). When θ is known, the σ parameter is nonnegative, while in the generalized negative binomial distribution, φ > 1. Under these changes, the PMF, mean, and variance are given by
Parameterizing g(π) = xβ, where g(·) is a suitable link function assuming that π plays the role of the probability of success, we obtain results that coincide with a grouped data binomial model. The variance is equal to binomial variance if σ = 0, and it is equal to negative binomial variance if σ = 1. Thus the σ > 0 parameter generalizes the binomial distribution in the GBIN regression model.
Generalized Waring
As illustrated in Irwin (1968) , the generalized Waring distribution can be constructed under the following specifications:
In the author's presentation for accident data, he specifies λ|v as "accident liability" and v as "accident proneness". The PMF is ultimately given by
where k, ρ, a x > 0, a x = µ(ρ − 1)/k, and (a) w is the Pochhammer notation for Γ(a + w)/ Γ(w) if a > 0. The expected value and variance of the distribution are
where a x , k > 0 and ρ > 2 (to ensure nonnegative variance). To construct a regression model, we implemented the log link log(µ) = xβ to make results comparable to Poisson and negative binomial models. A unique characteristic of this model occurs when the data are from a different underlying distribution. For instance, when the data are from a Poisson distribution with V (Y ) = µ, it indicates that (k + 1)/(ρ − 2) → 0 and
Also, if the data have an underlying NB-2 (negative binomial-2) distribution with V (Y ) = µ + αµ 2 (where α is the dispersion parameter), it indicates that (k + 1)/(ρ − 2) → 0 and {k + ρ − 1}/{k(ρ − 2)} → α, where k → 1/α and ρ → ∞.
Zero inflation
When there is an excess of zeros in count-response data, Poisson (and other) distribution models may not be appropriate to use. Hardin and Hilbe (2012) describe the two origins of zero outcomes: 1) individuals who do not enter into the counting process and 2) individuals who enter into the counting process and have a zero outcome. Therefore, the model must be separated into different parts, one consisting of a zero count y = 0 and the other consisting of a nonzero count y > 0. The zero-inflated model is given by
where p is the probability that the binary process results in a zero outcome, 0 ≤ p < 1, and f (y) is the probability function. Zero-inflation models are proposed for the NBREGF, GBIN, and NBREGW distributions.
Syntax
The accompanying software includes the command files as well as supporting files for prediction and help. In the following syntax diagrams, unspecified options include the usual collection of maximization and display options available to all estimation commands. In addition, all zero-inflated commands include the ilink(linkname) option to specify the link function for the inflation model. The generalized binomial model for grouped binomial data also includes the link(linkname) option for linking the probability of success to the linear predictor. Supported linknames include logit, probit, loglog, and cloglog.
The syntax for specifying a generalized binomial regression model for grouped data is given by Vuong [1989] ) evaluates whether the regression model with zero inflation or the regression model without zero inflation is closer to the true model. A random variable ω is defined as the vector log L Z − log L S , where L Z is the likelihood of the zero-inflated model evaluated at its maximum likelihood estimation, and L S is the likelihood of the standard (nonzero-inflated) model evaluated at its maximum likelihood estimation. The vector of differences over the N observations is then used to define the statistic
which, asymptotically, is characterized by a standard normal distribution. A significant positive statistic indicates preference for the zero-inflated model, and a significant negative statistic indicates preference for the model without zero inflation. Nonsignificant Vuong statistics indicate no preference for either model. Results of this test are included in a footnote to the estimation of the model when the user includes the vuong option in any of the zero-inflated commands. Vuong statistics with corrections based on the Akaike information criterion (AIC) and the Bayesian information criterion (BIC) are also displayed in the output (see Desmarais and Harden [2013] for details). They are displayed for each of the zero-inflated models discussed in this article.
Example
We shall use the popular German health data for the year 1984 as example data. The goal of our model is to understand the number of visits made to a physician during 1984.
Our predictor of interest is whether the patient is highly educated based on achieving a graduate degree, for example, an MA or MS, an MBA, a PhD, or a professional degree. Confounding predictors are age (from 25-64) and income in German Marks, divided by 10. We first model the data using Poisson regression. The glm command is used to determine the Pearson dispersion, or dispersion statistic, which is not available using the poisson command.
. Patients without a graduate education are 38% more likely to see a physician than are patients with a graduate education. We can likewise affirm that patients without a graduate education saw a physician 38% more often in 1984 than patients with a graduate education.
The negative binomial model did not adjust for all the correlation, or dispersion, in the data.
. quietly glm docvis edlevel4 age hh, fam(nbin ml) . display e(dispers_p) 1.4017258 This is perhaps due to the excessive number of times a patient in the data never saw a physician in 1984. A tabulation of docvis shows that nearly 42% of the 3,874 patients in the data did not visit a physician. This value is far greater than the one accounted for by the Poisson and negative binomial distributional assumptions.
. count if docvis==0 1611 . display "Zeros account for " %4.2f (r(N)*100/3874) "% of the outcomes" Zeros account for 41.58% of the outcomes Given the excess zero counts in docvis, it may be wise to employ a zero-inflated regression model on the data. At the least, we can determine which predictors tend to prevent patients from going to the doctor. The AIC statistic is 20 points lower in the zero-inflated model but 5 points higher for the BIC statistic. However, variables edlevel4 and age appear to affect zero counts, with younger graduate patients more likely to not see a physician at all during the year. Given the zero-inflated model, patients without a graduate education see the physician 9% more often than patients with a graduate education.
Because excess zero counts did not appear to bear on extra correlation in the data, there may be other factors. We employ a generalized Waring negative binomial model to further identify the source of extra dispersion. The AIC and BIC statistics are substantially lower here than for either the negative binomial or zero-inflated version. For the calculated ρ and k, the V (Y ) = µ + 0.624µ + 2.994µ 2 , where µ is the mean. Here we see that the term {k + ρ − 1}/{k(ρ − 2)} = 2.994, from (3), is close to the dispersion parameter α = 2.319 when using an NB-2 regression model from above. More information on the background of this model can be found in Hilbe (2011) .
Generalized negative binomial: Waring
To address the excess zeros in the outcome, we also fit a zero-inflated Waring model. Note that introducing the zero-inflation component into the regression model results in losing significance of the education level in the model of the mean outcomes. However, that variable does play a significant role (along with age) in determining whether a person has zero visits to the doctor.
Generalized negative binomial: Famoye
We can also attempt to understand the relationship of doctor visits and the high education of patients with the additional factors age and income by using another parameterization of negative binomial. This model was discussed in Famoye (1995) , but it has had little notice in the literature, which is probably because of the lack of associated software support. Note that the risk ratios are nearly identical to the NB-2 negative binomial model. The AIC and BIC statistics are lower than NB-2, but only by about 12 and 5 points, respectively. Because of the excessive zero counts, we model a zero-inflated model. The AIC and BIC statistics are substantially lower than the nonzero-inflated parameterization, and they are also lower than the Waring regression model. Here we find that younger patients without a graduate education see physicians more frequently than patients with a graduate education (as we discovered before) and that the important statistics are φ and θ.
Generalized binomial regression
If the outcomes are bounded counts (for which the bounds are known), then the data can be addressed by grouped binomial models. Rather than introducing a new dataset for these models as we did before, we illustrate how to generate synthetic data.
Herein, we synthesize the generalized binomial outcome along with a zero-inflated version of the generalized binomial outcome. To highlight the options built in to the commands, we generate data following a complementary log-log link function for the generalized binomial outcome and a log-log link for the zero-inflation component.
. set seed 13092
. drop _all . set obs 1500 obs was 0, now 1500 . // Linear predictors for zero-inflation . gen z1 = runiform() < 0.5 . gen z2 = runiform() < 0.5
. gen zg = -0.5+0.25*z1+0.25*z2 . // Note that the zero-inflation link function is in terms of Prob(Y=0) . gen z = rbinomial(1,1-exp(-exp(-zg))) // ilink(loglog)
. // Linear predictors for the outcome . gen x1 = runiform() < 0.5 . gen xb = -2+0.5*x1
. gen n = floor(10*runiform()) + 1 . // Note that the outcome link function is in terms of Prob(Y=1) . gen mu = 1-exp(-exp(xb)) // link(cloglog)
Once we have defined the components of the outcome and the necessary covariates, we generate the outcome. The zero-inflated version of the outcome is the product of the binomial outcome and the zero-inflation (binary) component.
. // Program to generate random outcomes "y" . gen double yu = runiform() // random quantile . gen y = 0 // initial outcome . gen double p = 0 // initial cumulative probability . capture program drop doit . program define doit 1. args sigma 2.
local flag 1 3. local y = 0 4.
while`flag´{ // increase cumulative probability if y < n 5.
quietly replace p = p + exp(lngamma(n+`y´*`sigma´+1)-> lngamma(n+`y´*`sigma´-`y´+1)-lngamma(`y´+1)+log(n)+`y´*log(mu) + > (n+`y´*`sigma´-`y´)*log(1+mu*`sigma´-mu)-log(n+`y´*`sigma´)-> (n+`y´*`sigma´)*log(1+mu*`sigma´)) if`y´< n 6.
quietly replace y = y+1 if p <= yu // increase y if cumulative > probability <= yu 7.
quietly replace p = 1 if y >= n 8.
local y =`y´+1 9.
quietly count if p <= yu // see if finished 10.
if`r(N)´==0 { 11.
local flag = 0 // all done 12. } 13. } 14. end . doit 1.25 // sigma=1.25
. // Zero-inflated outcomes "yo" . gen yo = y*z
Having created an outcome with specified associations to our covariates, we can fit a model to see how closely the sample data match the specifications. Before fitting the zero-inflated model for the zero-inflated outcome, we first illustrate how well a zero-inflated model might fit the nonzero-inflated outcome. In this case, we should expect the binomial regression components to estimate the means well, and we should expect the covariate of the zero-inflation component to be nonsignificant.
. // Zero-inflated model of nonzero-inflated outcome . zigbin y x1, inflate(z1 z2) n(n) link ( Note that the Vuong statistic was nonsignificant in this example. Though it fails to provide compelling evidence for one model over the other, we would prefer the nonzero-inflated model because of the lack of significant covariates in the inflation. When we fit a zero-inflated model for the outcome that was specifically generated to include zero inflation, we see a much better fit.
. // Zero-inflated model of zero-inflated outcome . zigbin yo x1, inflate(z1 z2) n(n) link (cloglog) Here the Vuong test indicates a clear preference for the zero-inflation model, and we note that the estimated coefficients are close to the values we specified in synthesizing these data.
Discussion and conclusions
In this article, we introduced programs for modeling count data. These count data can be overdispersed (variance is greater than the mean), underdispersed (variance is smaller than the mean), or undispersed (variance equals the mean). We then illustrated the use of the new commands nbregf, zinbregf, nbregw, and zinbregw using real-world German health data from 1984. We synthesized data and used it to demonstrate the gbin and zigbin models. This article is fairly technical, and some readers may desire more background on count-data models such as the Poisson, generalized Poisson, and negative binomial models. For those readers, we recommend Hardin and Hilbe (2012) , Cameron and Trivedi (2013) , Winkelmann (2008) , and Tang, He, and Tu (2012) .
