ABSTRACT
I. INTRODUCTION
Machine condition monitoring and health diagnosis have been an active research area attracting increasing attention from the research community worldwide. Since the occurrence of failures in machine systems is generally accompanied by change of its dynamic characteristics, vibration measurement has been routinely conducted for defect monitoring and diagnosis. Linear, weak nonlinear or strongly nonlinear behaviors have been observed in vibration signals, reflecting upon the various working conditions of the machines. It was found that non-linear chaotic vibrations were generated in gear systems [1] , rolling bearings [2] , or generator with a cracked rotor [3] . These observations indicate that non-linear dynamics provide a complementary approach to commonly employed techniques such as spectrum analysis or time-frequency-scale analysis for machine condition monitoring and health diagnosis.
Development of non-linear dynamics theory has introduced new quantities such as correlation dimension, multifractal spectrum, and Lyapunov exponent to interpret signals measured from physical systems where chaotic behaviors are identified. Over the past decade, application of these quantities has been increasingly explored. As an example, correlation dimension of bearing vibration signals were analyzed and three types of bearing faults were identified from their respective values [4] . The correlation dimension was also able to identify fatigue crack and broken tooth in a gearbox [5] . In another study, the multi-fractal spectrum has shown to be a viable tool for identifying defective machine components [6] . In [7] the Lyapunov exponent spectrum extracted from vibration signals was utilized to classify different bearing defects. These quantities, however, were found to be sensitive to the presence of noise [8] . Considering that the signal-tonoise ratio (SNR) of the measured data is low at the early stage of defect inception due to the relatively weak amplitude induced by the defects and structural attenuation between the source of signal generation and the sensor location, it is important to develop noise reduction techniques to ensure effectiveness of non-linear measures for machine condition monitoring and health diagnosis.
For denoising vibration signals in which non-linear behavior is identified, traditional filters (e.g., low-pass filter and band-pass filter, etc.) may not work well, as they are only effective in conditions where the noise is confined within a known frequency range. Furthermore, the filters may induce distortion due to the fact that some of the frequency components that characterize the system dynamics can also be suppressed by simply applying these filters. Various studies have been conducted to overcome the difficulty of noise reduction involved in nonlinear behavior [9] [10] [11] [12] [13] [14] . For example, a dynamical learning technique was combined with a leastsquare trajectory procedure to perform noise reduction [10] . A shadowing-based approach was proposed to treat nonlinear chaotic signal [11] . This approach was also integrated with statistical method to achieve comparable denoising results [12] . In another study, local constant fits were used to obtain denoised data in a reconstructed phase space [13] . Study in [14] developed a local geometric projection (LGP) technique for noise reduction in chaotic maps and flows. Among various approaches described above, the LGP has been investigated by researchers in terms of improving its effectiveness on noise reduction [15, 16] , and successfully applied to various problems [17] [18] [19] . It was observed that in the analysis of heart rate variability, values of correlation dimension change after noise reduction [17] . When the LGP method was used for Chinese speech enhancement [18] , better performance was shown as compared to two popular algorithms: the E-M and E-V methods. Moreover, weak harmonic signals from chaotic interference were reported to have been extracted using LGPbased noise reduction [19] . This paper investigates the utility of LGP for reducing noise contained in vibration signals measured on rolling bearings, with specific application in rolling bearings. The paper is organized as follows. Section II introduces the theoretical basis of the LGP algorithm, in which various parameters, such as dimension and delay time for reconstruction that affect the effectiveness of the noise reduction algorithm, are discussed. Simulation using a wellknown chaotic system and an analytically formulated synthetic signal were conducted in section III to quantify the effect of signal-to-noise ratio improvement. In section IV, the LGP application to bearing vibration signals is experimentally investigated. Finally, conclusions are drawn in section V.
II. LOCAL GEOMETRIC PROJECTION
Suppose a time series { 1 2 , ,..., N x x x } represents true observable quantities of a given dynamic system. Due to the existence of noise contamination, the measured time series { 1 2 , ,..., N x x x } is expressed as:
where n η denotes the noise component. 
Equation (3) indicates an idea noise reduction technique should make the term n n x η δ − be equal or close to zero.
The LGP algorithm technique studied in this paper was developed from the view of a phase space perspective, and it does not require any prior information on the underlying dynamics of systems being investigated for its implementation [14] . This main idea of the technique is that in a multidimensional phase space reconstructed from the measured time series, the true observable quantities and the measurement noise can be decomposed into different local subspaces by orthogonal projection. Through rebuilding these local subspaces that are only occupied by those observable quantities, a new time series can be converted back with the measurement noise being removed. Four major steps: 1) phase space reconstruction, 2) neighborhood covering, 3) local subspace projection, and 4) new time series conversion, are involved in the whole process when implementing the algorithm. They are discussed in detail as follows.
Phase Space Reconstruction
In practice, the actual phase space of a dynamic system can seldom be obtained. To solve this problem, the time-delayed coordinates approach based on the Takens embedding theorem [20] is applied to reconstruct the phase space from only one measured time series of the system. For the measured time series { (1) , (2),..., ( ) x x x N }, a series of vectors X(i) in the reconstructed phase space is generated as:
where the parameters τ and m are the time delay and the embedding dimension of the reconstructed phase space, respectively. According to the Takens theory [20] , a sufficient condition for the embedding dimension was given as 2 1 m d ≥ + , where d is the fractal dimension of the analyzed system. Takens also assumed there are no constraints for the selection of time delay τ if infinite number of noise-free data points can be obtained. However, since the measured time series only contains a finite number of data points that is contaminated by measurement noise, the time delay τ needs to be chosen appropriately so that the underling dynamics in the reconstructed phase space and original system are equivalent in the topological sense. Furthermore, the time delay τ can not be chosen to be too small, as it will make the reconstructed vectors not significantly differ from each other. On the other hand, if the time delay τ is too large, the time-delay coordinates will be uncorrelated, and no useful information can be obtained from them to illustrate the underlying dynamics of the system. Various approaches have been developed to determine the parameters τ and m, such as autocorrelation function [9] and mutual information [21] for time delay τ, G-P algorithm [22] and False Nearest Neighbors (FNN) [23] for embedding dimension. These approaches assume the selection of the parameters τ and m is independent. In the present study, the time delay and embedding dimension are determined at the same time using the C-C method based on the concept of embedding window [24] .
Neighborhood Covering
Subsequent to the phase space reconstruction, a reference point 1 1 X is randomly chosen from all the points ( )
) as shown in Eq. (4). By finding its l-1 nearest neighbor points, a neighborhood is formed as:
where l represents the number of points in the neighborhood, and it should be larger than the embedding dimension m.
With the same procedure, the next 1
) are selected and subsequently formulate their corresponding neighborhoods as 1 2 { , ,..., } 2,3,...
It should be noted that the selection of reference point 1 h X is subject to the condition 1
All the b N locally formulated neighborhoods work together to cover the entire phase space.
Local Subspace Projection
For each formulated neighborhood, the sample average is calculated as:
By defining the neighborhood radius as:
all the neighborhoods can be reordered as
with increasing k r . The covariance matrix k C of the points in each neighborhood is then calculated as:
Performing singular value decomposition on the covariance matrix k C leads to
where k A is a m m × matrix whose columns are orthonormal eigenvectors of the covariance matrix, and
Λ is a diagonal matrix whose diagonal elements m dimensional subspace is technically achieved as:
where k B is the matrix whose columns are the first 
The local subspace projection is performed with the sequence shown in Eq. (9), as starting with small neighborhood radius ensures better estimate of underlying dynamics of the system within a local region of the reconstructed phase space [14] . Since each point ˆk 
New Time Series Conversion From the adjusted vectors ˆ( )
), a new time series with noise being removed can be constructed. According to the statement in [14] , the best new time series outputs the minimum error ε in the following equation: Quantitative measures can be further extracted from this noise cleaned time series {ˆˆ (1), (2),..., ( ) x x x N } to characterize the dynamic system being investigated.
III. SIMULATION OF ALGORITHM
To quantitatively evaluate the LGP-based noise reduction algorithm, two simulation studies were carried out. The first study began with a time series generated from a well-known nonlinear dynamic system: the Lorenz system, and was contaminated by noise. The second study was a time series from an analytically formulated synthetic signal that describes a series of equally spaced impulsive vibrations added with different level of white noise.
Lorenz System
The Lorenz system is a typical nonlinear dynamic system, which is derived from simplified equations of convection rolls arising in the equations of the atmosphere [25] , and is expressed as:
where σ is the Prandtl number, ρ is the Rayleigh number. β = , the system exhibits chaotic behavior. Figure 1 illustrates the Lorenz signal in the x (vertical) direction, which expresses the convection intensity of the atmosphere. It should be noted that all the operations investigated here are applicable to the Lorenz signal in other two directions. Figure 2 illustrates the noise contaminated Lorenz signal in x direction, in which a 20 dB white noise is added. After the LGP-based noise reduction approach is applied to the signal, the result shown in Fig. 3 indicates that a 10.3 dB signal-to-noise ratio improvement (i.e. 30.3 dB vs. 20. dB) is achieved. Further study has been conducted on the Lorenz system with different level of white noise being added. As can be seen from the results listed in Table I , the LGP-based noise reduction approach was able to effectively improve the signalto-noise ratio of the Lorenz signal. 
Synthetic Signal
To quantitatively evaluate the performance of the presented LGP approach for denoising vibration signals measured from a rolling bearing that contains defect-related information and noise contamination, a synthetic signal was formulated. Generally, vibration signals from a bearing may include the following constituent components: 1) vibration caused by bearing unbalance with a characteristic frequency of f u , which is equal to the bearing rotational speed and occurs when the gravitational center of the bearing does not coincide with its rotational center; 2) vibration caused by bearing misalignment at frequency f m , which is equal to twice the shaft speed and occurs when the two raceways of the bearing (inner and outer) fall out of the same plane, resulting in a raceway axis that is no longer parallel to the axis of the rotating shaft; 3) vibration due to rolling elements periodically passing over a fixed reference position on the outer raceway, at the frequency f BPFO , and, 4) structure-borne vibration attributed by other components, which is broad-band and can be modeled as white noise.
When a localized structural defect occurs on the surface of the bearing raceways (inner or outer), a series of impacts will be generated every time the rolling elements interact with the defects, subsequently exciting the bearing system. Such forced vibration is represented by high frequency resonances that are amplitude-modulated at the repetition frequency of the impacts. For numerical simulation, defect-induced resonant vibration and structure-borne vibration are considered in the synthetic signal, as other vibration components can be filtered out through signal pre-processing. Defect-induced resonant vibration is simulated as a periodic Gaussian pulse signal as shown in Fig. 4 . The pulse repetition frequency is 50 Hz, the sampling rate is 20 kHz, and pulse train length is 200 ms. After the LGP algorithm was applied to denoising the synthetic signal, the Gaussian pulses could be clearly identified, as shown in Fig. 6 . The signal-to-noise ratio was improved to reach 10 dB. 
IV. EXPERIMENTAL VERIFICATION
A case study has then been conducted on a pair of rolling element bearings (type 6205) to experimentally evaluate the effectiveness of the LGP-based noise reduction technique. One bearing is without any defect, and the other has a 0.1 mm-wide grove across its outer raceway. Vibration signals were measured on the two bearings under 1,440 rpm with a sampling frequency at 12,800 Hz. Figure 7 illustrates the waveforms of the measured signals.
The LGP algorithm was applied to the two vibration signals, respectively. As shown in Fig. 8b , a clearer pattern is seen than that show in Fig. 7b . The denoised signals can be further processed for defect identification. In this study, the multi-fractal spectrum ( ) h D h ∼ (see details in [7] ) of each signal is calculated. The width of the multi-fractal spectrum For purpose of comparison, Figures 9 and 10 illustrate the multi-fractal spectrum for both bearings before and after noise reduction, respectively. It can be seen that after LGP-denoising, the multi-fractal spectrum of the defective bearing becomes wider than that of the healthy bearing. This can be explained by the fact that the vibration signal from a defective bearing contain more frequency components (due to defect-induced vibrations), leading to a lower regularity of the signal and subsequently a wider singularity distribution. Furthermore, the difference of the width of the multi-fractal spectrum between the healthy bearing and defective bearing after noise reduction is larger than that before noise reduction (18% vs. 7.8%), as listed in Table II . This indicates the effectiveness of the LGPbased noise reduction in terms of bearing defect identification. V. CONCLUSION A local geometric projection based technique has been investigated with the goal to improve signal-to-noise ratio in dynamical signal decomposition and feature extraction. Different levels of white noise were added to a Lorenz signal to investigate the effectiveness of the presented noise reduction technique. As a measure for the noise reduction performance, the difference between the post-denoised and pre-denoised SNR of the Lorenz signal is calculated, and the results indicates the LGP-based technique is robust for denoising signals where nonlinear behavior exists. Subsequent studies on both simulated and experimental bearing vibration signals further demonstrated LGP as a viable signal processing tool for machine condition monitoring and health diagnosis.
