Abstract. Acceleration techniques for iterative methods for linear systems of both static (Qy = b) and dynamic (y 0 = Qy+g(t)) type are analyzed.
Introduction
Consider both the static linear system of equations Qy = b (1) and the dynamic linear system of ordinary di erential equations (ODEs) ( y 0 (t) + Qy(t) = g(t); t 2 t 0 ; T]; y(t 0 ) = y 0 ; (2) where Q is a given matrix of dimension n and y 0 2 R n is a given initial value.
Splitting the matrix Q into Q = M ? N (3) gives, respectively, the static iterative method Choosing the matrix M in (3) to be a diagonal or block-diagonal part of Q we obtain dynamic analogue of block Gauss-Jacobi iterations. This method, which will be denoted by BJ, decouples the systems (1) and (2) into independent equations or blocks of equations which can be evaluated in parallel on di erent processors.
In the static case (4), convergence is guaranteed if (M ?1 N) < 1. On the other hand it has been demonstrated by Nevanlinna 7] that the dynamic iteration (5) is superlinearly convergent on any window t 0 ; T] for any splitting (3) . Furthermore, Miekkala and Nevanlinna 6] proved the result that the dynamic iteration will converge on arbitrarily long windows if (zI + M) ?1 N < 1 for all <e(z) 0.
2 To obtain qualitative measure of this speed of superlinear convergence Leimkuhler 5] de ned the ratios r i = (e i =e 0 ) 1=i ; (6) i = 1; 2; : : : , where e i is the di erence between the ith and (i ? 1)th iterates in maximum over both time and components. Obviously, r i ! 0 as i ! 1 due to superlinear convergence and monitoring the behaviour of the sequence fr i g 1 i=1 we can compare the relative merits of di erent splittings of the matrix Q. In 2] these ratios were used to investigate the e ect of preconditioning and overlapping on the BJ method applied to linear system (2) obtained by semi-discretization of the heat conduction equation in one or two space dimensions. The corresponding modes of the dynamic iteration were denoted by BJ, PBJ, BJO, and PBJO, where "P" stands for exponential preconditioning and "O" for overlapping the components of the system. We refer to the above mentioned paper 2] and to the recent book by Burrage 1] for the detailed description of these techniques of accelerating the convergence of dynamic BJ iterations. In 3] the Leimkuhler ratios (6) were used to investigate the e ect of rational preconditioning and overlapping on the dynamic BJ iterations applied to linear system (2) obtained by application of pseudospectral method to some boundary values problems of hyperbolic type. The general conclusion of the studies presented in 2] and 3] was that exponential or polynomial preconditioning and /or overlapping are powerful techniques for accelerating the convergence of dynamic iterations and that their e ectiveness depends on the structure of the linear di erential system at hand. It is the purpose of this paper to investigate the e ect of the splitting Q = T(a) ? S(a)
on the speed of convergence of the resulting block-Toeplitz (BT(a)) static or dynamic iteration. Here T(a) is a Toeplitz or block-Toeplitz matrix which depends on a real parameter a. It will be demonstrated that this parameter a can be chosen in such a way that the static iteration de ned by T(a)y 
(t) y 0 , will converge faster than the corresponding static BJ iteration for the linear system (1) approximating the Poisson equation, or the dynamic BJ iteration for the linear system (2), approximating the heat equation, in one or two dimensions.
The reason for this splitting is that linear systems of the form T(a)y =b can be solved very e ciently in a parallel computing environment by noting that the solution can be written in this case in terms of convolutions, which can be evaluated in parallel by Fast Fourier Transform techniques.
Static block-Toeplitz preconditioning
We will illustrate rst the e ect of Toeplitz splitting (7) ; and we will try to choose the parameter a in such a way that the spectral radius of the matrix H(a) = T ?1 (a)S(a) is as small as possible. This seems to be a reasonable strategy to begin with also in the dynamic case, since as observed in 6] the spectral radius (H(a)) corresponds to the rate of convergence of the static iterations T(a)x
k = 0; 1; : : :, for the solution of the system Ax = b, wherex = lim t!1 x(t). Setting g(t) b, these iterations can be obtained from the dynamic iteration (9) as t ! 1. Since the process (9) cannot be faster than (10), we expect that (H(a)) should be a reasonable indicator of the speed of convergence of dynamic iterations (9). We will see, however, (see Section 4) that (H(a)) does not tell the whole story and that we should also monitor the norm of H(a) to get a better information about the speed of convergence of (9).
It can be demonstrated that the characteristic polynomial p a (x) of the matrix H(a) is given by We have plotted in Figure 1 the absolute values j i j, i = 1; 2; 3; 4, against the parameter a for a 2 ?2; 2]. The above discussion can be generalized to the case where Q is the tridi-6 agonal matrix of even dimension n = 2k Q = ; (11) and where the matrices T(a) and S(a) in (7) are given by In particular, p(k) ! 2 as k ! 1. 
The result follows from the fact that j 3;4 j = k k + 2 as well for a = a . 2
Theorem 1 gives the formula for the exact value of the optimal parameter a as well as (H(0)), (H(a )) and the theoretical acceleration parameter p(k) in the static case, when the dimension of the matrix Q is n = 2k and we are using block-Toeplitz method with exactly two blocks of dimension k. Note that this result shows that the optimal parameter a for the static iteration increases with the size k of the blocks.
For block-Toeplitz methods with the number of blocks greater than two, the optimal value a , the corresponding spectral radius (H(a )) and the theoretical acceleration parameter p = ln( (H(a ))) ln( (H(0))) can be studied numerically. For illustration we have listed in Table 1 We have also plotted in Figure 2 the spectral radius (H(a)) versus the parameter a for a 2 0; 8] for all block sizes listed in Table 1 . Given that block Toeplitz preconditioning can be implemented e ciently, especially in parallel, this represents an appreciable saving in terms of the number of iterations.
Numerical experiments
We present rst the selection of numerical results on the linear system (2) approximating the heat conduction equation in one space variable. In this case Q is a tridiagonal matrix de ned by (11), compare 2]. To monitor the speed of convergence of the BJ and BT iterations we computed the ratios r 3 and r 6 de ned by (6) and the number of iterations needed to reduce the norm of the error below the tolerance TOL = 10 ?4 or 10 ?8 on the windows 0; 0:25], 0; 0:5], 0; 1] and 0; 2]. These ratios are presented in Table 2 and the number of iterations in Table 3 for the system of dimension n = 64 and block size m = 32. We compared BJ=BT(0) and BT(a) iterations for a = a , a =2, a =4, and a =8, where a = 16= p 31 minimizes the spectral radius of the matrix H(a) = T ?1 (a)S(a) de ned in Section 2, which corresponds to the underlying static iterations. (t) = t, i = 1; 2; : : : ; n and the integral appearing above was discretized by the trapezoidal rule with the stepsize h = 0:01.
We can see from Tables 2 and 3 that the BT(a) method is somewhat more e cient than the BJ method for a = a =4 but less e cient for a = a . Obviously, the spectral radius of the matrix H(a) does not tell the whole story, and trying to understand the behavior of the BT(a) iteration, we have also plotted in Figure 3 kH(a)k 1 versus a for a 2 0; 4]. We can check that kH(a )k 1 1:5256 as compared with kH(0)k 1 0:9697 and this has a negative e ect on the speed of convergence of the resulting BT(a ) iterations. However, the results in Tables 2 and 3 indicate that by choosing a to be a fraction of a we can obtain some gain in the speed of convergence of the BT(a) method as compared with the BJ iteration. Although this gain is quite modest it is nevertheless worth striving for, especially when the dimension n of the system (2) is large. corresponds to BT(a) method for a = a , a =2, a =4 and a =8 (dashed lines) for s 2 0; 4]. We can see that with the exception of small initial interval (Ĥ(a; s)) > (Ĥ(0; s)) for a = a and a = a =2 and that (Ĥ(a; s)) < (Ĥ(0; s)) for a = a =4 and a = a =8 for all s 0. This is re ected in our numerical experiments presented in Tables 2 and 3 (also shown in the annex), it can be shown that (sI +T(a)) ?1 U = (sI +T (0) a; s) ). These values zero out the radicand appearing in the expression of 1;2 . Note that the results of Theorem 1 can be retrieved by taking the limit a ! 0. 2
In Figure 5 we have plotted the positive optimal value a as a function of s. Note the rapid decrease from the case s = 0, which explains why the static analysis leads to an overestimated optimal a . Also, a ! 1=2 as s increases, for a xed k. Figure 6 shows the spectral radius and in nity norm of the matricesĤ(0; s) andĤ(a ; s). Finally the acceleration parameter p(k) is plotted versus s and the dimension k of the partitioning. Observe that p(k) is essentially independent of k as soon as k > 4 or s 0.
Two-dimensional numerical experiments
We have also tested the BJ and BT(a) methods on the system (2) 2 R n n ;
and I is the identity matrix of dimension n. Assuming that n is even and putting m = N=2 the matrix Q was split into Q = T(a) 
